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Preface

Data analysis is a process of inspecting, cleaning, transforming, and modeling data
with the goal of highlighting useful information, suggesting conclusions, and
supporting decision making. Data management is the development, execution and
supervision of plans, policies, programs and practices that control, protect, deliver,
and enhance the value of data and information assets. Data analysis and data
management both have multiple facets and approaches, encompassing diverse
techniques under a variety of names, in different business, science, and social
science domains. Intelligent Data Analysis and Management (IDAM) examines
issues related to the research and applications of Artificial Intelligence techniques
in data analysis and management across a variety of disciplines. It is an inter-
disciplinary research field involving academic researchers in information tech-
nologies, computer science, public policy, bioinformatics, medical informatics,
and social and behavior studies, etc. The techniques studied include (but are not
limited to): Data visualization, data pre-processing, data engineering, database
mining techniques, tools and applications, evolutionary algorithms, machine
learning, neural nets, fuzzy logic, statistical pattern recognition, knowledge fil-
tering, and post-processing, etc.

On June 8, 2012 the IDAM was first held in College of Management, National
University of Kaohsiung and the second IDAM was held on May 17, 2013. The
third IDAM gathers people from previously disparate communities to provide a
stimulating forum for exchange of ideas and results. We invite academic
researchers (in information technologies, computer science, business and organi-
zational studies, and social studies), as well as information technology companies,
industry consultants, and practitioners in the fields involved.
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The IDAM proceedings consist of 15 papers covering different aspects of
Intelligent Data Analysis and Management. Authors of the papers come from
many different countries such as Australia, India, Korea, Singapore, and Taiwan.

We would like to thank our authors, reviewers, and program committee for their
contributions and the National University of Kaohsiung for hosting the conference.

Without their efforts, there would be no conference or proceedings.

Kaohsiung, Taiwan, September 2013 Lorna Uden
Leon S. L. Wang
Tzung-Pei Hong

Hsin-Chang Yang
I-Hsien Ting
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Chapter 1
An Information Quality (InfoQ)
Framework for Ex-Ante and Ex-Post
Evaluation of Empirical Studies

Galit Shmueli and Ron Kenett

Abstract Numbers are not data and data analysis does not necessarily produce
information and knowledge. Statistics, data mining, and artificial intelligence are
disciplines focused on extracting knowledge from data. They provide tools for
testing hypotheses, predicting new observations, quantifying population effects,
and summarizing data efficiently. In these fields, measurable data is used to derive
knowledge. However, a clean, exact and complete dataset, which is analyzed
professionally, might contain no useful information for the problem under inves-
tigation. The term Information Quality (InfoQ) was coined by Ref. [15] as the
potential of a dataset to achieve a specific (scientific or practical) goal using a
given data analysis method. InfoQ is a function of goal, data, data analysis, and
utility. Eight dimensions that relate to these components help assess InfoQ: Data
Resolution, Data Structure, Data Integration, Temporal Relevance, Generaliz-
ability, Chronology of Data and Goal, Construct Operationalization, and Com-
munication. The eight dimensions can be used for developing streamlined
evaluation metrics of InfoQ. We describe two studies where InfoQ was integrated
into research methods courses, guiding students in evaluating InfoQ of prospective
and retrospective studies. The results and feedback indicate the importance and
usefulness of InfoQ and its eight dimensions for evaluating empirical studies.
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Indian School of Business, Hyderabad, 500032India
e-mail: galit_shmueli@isb.edu
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Empirical study evaluation quality

1.1 Introduction and Motivation

The term Intelligent Data Analysis (IDA) implies an expectation that data analysis
will yield insights and knowledge. Research and academic environments focus on
developing intelligent tools for extracting information from data. Statistics edu-
cation is typically aimed at teaching analysis quality. Godfrey [10] describes low
quality of analysis as ‘‘poor models and poor analysis techniques, or even ana-
lyzing the data in a totally incorrect way’’. The book Guide to Intelligent Data
Analysis [4] has the subtitle How to Intelligently Make Sense of Real Data and is
focused on pitfalls that lead to wrong or insufficient analysis of results. In other
words, intelligent most often refers to the analysis quality.

While analysis quality is critically important, another key component of IDA is
the usefulness of a particular dataset for the problem at hand. The same data can
contain high-quality information for one purpose and low-quality information for
another purpose. An important question that arises both in scientific research and
in practical applications is therefore: what is the potential of a dataset to achieve a
particular goal of interest? This is related to the Zeroth Problem, coined by
Mallows [18], which is the general question of ‘‘how do the data relate to the
problem, and what other data might be relevant?’’ Hand [11] notes, ‘‘statisticians
working in a research environment… may well have to explain that the data are
inadequate to answer a particular question’’. Patzer [19] comments: ‘‘data may be
of little or no value, or even negative value, if they misinform’’.

There is therefore a need to formalize these important aspects of IDA that have
thus far not been formalized. Recently, Kenett and Shmueli coined the term
Information Quality, or InfoQ, to define the potential of a dataset to achieve a
specific (scientific or practical) goal using a given data analysis method ([15] with
discussion and rejoinder). InfoQ lies on the interface of data, goal, and analyst and
is tightly coupled with the analysis context. This is schematically illustrated in
Fig. 1.1.

Fig. 1.1 InfoQ depends on
data quality and analysis
quality, conditional on the
goal at hand

2 G. Shmueli and R. Kenett



The focus of this paper is on integrating InfoQ into the thought process of data
analysts, while conducting an active empirical study as well as for ex-post eval-
uation of empirical studies. We proceed as follows: Sect. 1.2 introduces InfoQ, its
components, terminology and formal definition. In Sect. 1.3 we describe eight
dimensions of InfoQ that are useful for assessing InfoQ in practice. Section 1.4
discusses an evaluation methodology, and then describes two studies. The first
study describes the integration of InfoQ into a graduate-level research methods
course at Ljubljana University. The second study describes an InfoQ assignment
designed for ex-post evaluation of empirical studies, and its implementation in a
Masters in Statistical Practice program at Carnegie Mellon University. We con-
clude and offer future directions in Sect. 1.5.

1.2 Information Quality: Terminology and Definition

InfoQ is a function of several components: data, analysis goal, data analysis
method, and the anticipated utility from the analysis. We describe each of these
four components and then define the InfoQ function.

1.2.1 InfoQ Components

Analysis Goal (g): Data analysis is used for variety of purposes. Three general
classes of goals are causal explanation, prediction, and description [21, 22]. Causal
explanation includes questions such as ‘‘Which factors cause the out-come?’’
Prediction goals include forecasting future values of a time series and predicting
the output value for new observations given a set of input variables. Descriptive
goals include quantifying and testing for population effects using data summaries,
graphical visualizations, statistical models, and statistical tests. Deming [6]
introduced the distinction between enumerative studies, aimed at answering the
question ‘‘how many?’’ and analytic studies, aimed at answering the question why?
Later, Tukey [23] proposed a classification of exploratory and confirmatory data
analysis. Our use of the term goal generalizes all of these different types of goals
and goal classifications.

Data (X): The term data includes any type of data to which empirical analysis
can be applied. Data can arise from different collection tools: surveys, laboratory
tests, field and computer experiments, simulations, web searches, observational
studies and more. Data can be univariate or multivariate (one or more variables)
and of any size (from a single observation in case studies to many observations). It
can also contain semantic, unstructured information in the form of text or images
with or without a dynamic time dimension. Data is the foundation of any appli-
cation of empirical analysis.

1 An Information Quality (InfoQ) Framework 3



Data Analysis Method (f ): We use the term data analysis to refer to statistical
analysis and data mining. This includes statistical models and methods (para-
metric, semiparametric, nonparametric), data mining algorithms, and graphical
methods. Operations research methods, such as simplex optimization, where
problems are modeled and parametrized, fall into this category as well.

Utility (U): The extent to which the analysis goal is achieved is typically
measured by some performance measure. We call this measure utility. For
example, in studies with a predictive goal a popular performance measure is
predictive accuracy. In descriptive studies, common utility measures are goodness-
of-fit measures. In explanatory models, statistical power and strength-of-fit mea-
sures are common utility measures.

1.2.2 Information Quality (InfoQ): Definition

Following Hands definition of statistics as The technology of extracting meaning
from data [11], we consider the utility of applying a technology (f ) to a resource
(X) for a given purpose (g). In particular, we focus on the question ‘‘What is the
potential of a particular dataset to achieve a particular goal using a given empirical
analysis method?’’ To formalize this question of interest, we define the concept of
Information Quality (InfoQ) as:

InfoQ f ;X; gð Þ ¼ U f X j gð Þð Þ ð1:1Þ

InfoQ is affected by the quality of its components g (quality of goal definition),
X (data quality), f (analysis quality), and U (quality of utility measure) as well as
by the relationships between X, f , g and U.

1.2.3 Example: Online Auctions

Some of the large online auction websites, such as eBay, provide data on closed
and ongoing auctions, triggering a growing body of research in academia and in
practice. A few popular analysis goals have been:

• Determining factors affecting the final price of an auction [17]
• Predicting the final price of an auction [8]
• Descriptive characterization of bidding strategies [2, 5]
• Comparing behavioral characteristics of auction winners versus fixed-price

buyers [1]
• Building descriptive statistical models of bid arrivals or bidder arrivals [5].

Given the diverse goals, it is intuitive that one dataset of eBay auctions would
hold different value (InfoQ) in terms of its potential to derive insights.

4 G. Shmueli and R. Kenett



Let us consider a particular goal for illustrating the components of InfoQ.
Econometricians are interested in determining factors affecting the final price of an
online auction. While game theory provides an underlying theoretical causal
model of price in offline auctions, the online environment differs in substantial
ways. We consider a study by Katkar and Reiley [13] who investigated the effect
of two types of reserve prices on the final auction price. A reserve price is a value
set by the seller at the start of the auction. If the final price does not exceed the
reserve price, the auction does not transact. On eBay, sellers can choose to place a
public reserve price that is visible to bidders, or an invisible secret reserve price
(bidders only see that there is a reserve price but do not know its value). InfoQ, in
the context of this study, consists of asking the question: ‘‘Given the data collected
on a set of auctions, what is their potential to allow quantifying the difference
between secret and public reserve prices using regression modeling?’’

Study Goal (g): Quantify the effect of using a secret versus public
reserve price on the final price of an auction.

Data (X): The authors conducted a field experiment by selling
Pokemon cards on eBay. They auctioned 25 identical
pairs of Pokemon cards in week-long auctions during
a 2-week period in April 2000, where each card was
auctioned twice: once with a public reserve price and
once with a secret reserve price. The resulting data
included the complete information on all 50
auctions.

Data Analysis Method (f): The authors used linear regression to test for the
effect of private/public reserve price on the final
auction price and to quantify it.

Utility (U): The authors used statistical significance (p value) of
the regression coefficient to assess the presence of an
effect for private/public reserve price. They used the
regression coefficient value for quantifying the
magnitude of the effect (they conclude: ‘‘a secret-
reserve auction will generate a price $0.63 lower, on
average, than will a public-reserve auction’’.)

1.3 Eight Dimensions of InfoQ

Quality of Statistical Data is a concept developed and used in European official
statistics and international organizations such as the International Monetary Fund
(IMF) and The Organisation for Economic Cooperation and Development (OECD).
This concept refers to the usefulness of summary statistics produced by national
statistics agencies and other producers of official statistics. This is a special case of
InfoQ, where the data analysis method (f ) is the computation of summary statistics.

1 An Information Quality (InfoQ) Framework 5



Although this operation might seem very simple, it is nonetheless considered
analysis, because it is in fact estimation. Hence, InfoQ is more general. Quality of
statistical data is evaluated in terms of the usefulness of the statistics for a particular
goal. The OECD uses seven dimensions for quality assessment: relevance, accuracy,
timeliness and punctuality, accessability, interpretability, coherence, and credibility
(Chap. 5 in [9]). We use a similar framework to determine InfoQ dimensions.

Taking an approach similar to data quality assessment, we define eight
dimensions for assessing InfoQ that consider and affect not only the data and goal,
but also the analysis method and utility function. With this approach we provide a
decomposition of InfoQ that can be used for assessing and improving research
initiatives or ex-post evaluations.

1.3.1 Data Resolution

Data resolution refers to the measurement scale and aggregation level of X. The
measurement scale of the data should be carefully evaluated in terms of its suit-
ability to the goal, the analysis methods to be used, and the required resolution of
U. Given the original recorded scale, the researcher should evaluate its adequacy.
It is usually easy to produce a more aggregated scale (e.g., two income categories
instead of ten), but not a finer scale. Data might be recorded by multiple instru-
ments or by multiple sources. To choose among the multiple measurements,
supplemental information about the reliability and precision of the measuring
devices or data sources is useful. A finer measurement scale is often associated
with more noise; hence the choice of scale can affect the empirical analysis
directly. The data aggregation level must also be evaluated relative to the goal.

1.3.2 Data Structure

Data structure relates to the type(s) of data and data characteristics such as cor-
rupted and missing values due to the study design or data collection mechanism.
Data types include structured numerical data in different forms (e.g., cross-sec-
tional, time series, network data) as well as unstructured, non-numerical data (e.g.,
text, text with hyperlinks, audio, video, and semantic data). The InfoQ level of a
certain data type depends on the goal at hand.

1.3.3 Data Integration

With the variety of data source and data types, there is often a need to integrate
multiple sources and/or types. Often, the integration of multiple data types creates

6 G. Shmueli and R. Kenett



new knowledge regarding the goal at hand, thereby increasing InfoQ. For example,
in online auction research, the integration of temporal bid sequences with cross-
sectional auction and seller information has led to more precise predictions of final
prices (see Chap. 4 in [12]) as well as to an ability to quantify the effects of
different factors on the price process [3].

1.3.4 Temporal Relevance

The process of deriving knowledge from data can be put on a time line that
includes the data collection, data analysis, and study deployment periods as well as
the temporal gaps between the data collection, the data analysis, and the study
deployment stages (see Fig. 1.2). These different durations and gaps can each
affect InfoQ. The data collection duration can increase or decrease InfoQ,
depending on the study goal, e.g., studying longitudinal effects versus a cross-
sectional goal. Similarly, if the collection period includes uncontrollable transi-
tions, this can be useful or disruptive, depending on the study goal.

1.3.5 Chronology of Data and Goal

The choice of variables to collect, the temporal relationship between them, and
their meaning in the context of the goal at hand also affects InfoQ. For example, in
the context of online auctions, classic auction theory dictates that the number of
bidders is an important driver of auction price. Models based on this theory are
useful for explaining the effect of the number of bidders on price. However, for the
purpose of predicting the price of ongoing online auctions, where the number of
bidders is unknown until the auction end, the variable ‘‘number of bidders’’, even
if available in the data, is useless. Hence, the level of InfoQ contained in number
of bidders for models of auction price depends on the goal at hand.

Fig. 1.2 Temporal durations and gaps that affect InfoQ. Feedback arrows indicate the cyclic
process of data collection and analysis

1 An Information Quality (InfoQ) Framework 7



1.3.6 Generalizability

The utility of f X j gð Þ is dependent on the ability to generalize f to the appropriate
population. Two types of generalizability are statistical and scientific generaliz-
ability. Statistical generalizability refers to inferring from a sample to a target
population. Scientific generalizability refers to applying a model based on a par-
ticular target population to other populations. This can mean either generalizing an
estimated population pattern/model f to other populations, or applying f estimated
from one population to predict individual observations in other populations.
Determining the level of generalizability requires careful characterization of g. For
instance, for inferring about a population parameter, statistical generalizability and
sampling bias are the focus, and the question of interest is ‘‘What population does
the sample represent?’’. In contrast, for predicting the values of new observations,
the question of interest is whether f captures associations in the training data X that
are generalizable to the to-be-predicted data.

1.3.7 Construct Operationalization

Constructs are abstractions that describe a phenomenon of theoretical interest.
Measurable data are an operationalization of underlying constructs. The rela-
tionship between the underlying construct and its operationalization can vary, and
its level relative to the goal is another important aspect of InfoQ. The role of
construct operationalization is dependent on the goal, and especially on whether
the goal is explanatory, predictive, or descriptive. In explanatory models, based on
underlying causal theories, multiple operationalizations might be acceptable for
representing the construct of interest. As long as the data are assumed to measure
the construct, the variable is considered adequate. In contrast, in a predictive task,
where the goal is to create sufficiently accurate predictions of a certain measurable
variable, the choice of operationalized variable is critical.

1.3.8 Communication

Effective communication of the analysis and its utility directly impacts InfoQ.
There are plenty of examples where miscommunication of valid results has led to
disasters, such as the NASA shuttle Challenger disaster [16]. Communication
media are visual, textual, and verbal presentations and reports. Within research
environments, communication focuses on written publications and conference
presentations. Research mentoring and the refereeing process are aimed at
improving communication and InfoQ within the research community.

8 G. Shmueli and R. Kenett



1.4 Assessing Information Quality

The eight dimensions of InfoQ are intended to help operationalize the concept into
actionable evaluation. Considering InfoQ and its dimensions can be useful during
an ongoing empirical study (from study design, through data collection and
analysis, to presentation) as well as in ex-post evaluations of completed studies.
InfoQ evaluation can range from qualitative to quantitative. Qualitative evaluation
consists of verbal or written assessments of a study on each dimension. Quanti-
tative evaluation requires defining a metric for which we can evaluate each
dimension. One such rating-based metric is described in the next section.

1.4.1 Rating-Based Evaluation

Similar to the use of ‘‘data quality’’ dimensions by statistical agencies for evalu-
ating data quality, we evaluate the eight InfoQ dimensions to assess InfoQ. This
evaluation integrates different aspects of a study and assigns an overall InfoQ
score. The broad perspective of InfoQ dimensions is designed to help researchers
enhance the added value of their studies.

Assessing InfoQ using quantitative metrics can be done in several ways. Ref-
erence [15] presented a rating-based approach that examines a study report and
scores each of the eight InfoQ dimensions. A coarse grained approach is to rate
each dimension on a 1–5 scale, with ‘‘5’’ indicating ‘‘high’’ achievement on that
dimension. The ratings (Yi, i = 1, …, 8) can then be normalized into a desirability
function (see [7]) for each dimension, (0� d Yið Þ� 1), which are then combined to
produce an overall InfoQ score using the geometric mean of the individual
desirabilities:

InfoQ Score ¼ d1 Y1ð Þ � d2 Y2ð Þ � . . .� d8 Y8ð Þ½ �1= 8 ð1:2Þ

In the next sections we describe two studies where participants used InfoQ
dimensions to evaluate an empirical study—either a proposed study or a completed
one. The goal of the two studies was to introduce graduate students to the appli-
cation of statistics in practice, to key questions that a statistician should ask, and to
the link between goal, data, analysis and context. The InfoQ framework provides
such an integrative view.

1.4.2 Study 1: Evaluating Research Proposals

Graduate students at the Faculty of Economics of the University of Ljubljana
undergo a 3-day workshop on research methods, to equip them with methodology
for developing and presenting a research proposal that is the basis for their
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doctorate thesis. One of the first milestones for students is to defend their research
proposal in front of a committee.

The class consisted of approximately 50 graduate students from a wide range of
areas, including organizational behavior, operations research, marketing, and
economics. In 2009, InfoQ was integrated into the research methods workshop.
The goal was to help students (and their advisors) figure out whether their pro-
posed research is properly defines as to potentially generate effective knowledge.

Students worked in small teams and discussed the InfoQ dimensions of their
draft proposal. Each student then gave a 15 min presentation to the whole team.
Details of the workshop and pre-workshop assignments are available at goo.gl/
f6bIA. Students’ grades in the workshop were derived from an InfoQ score of their
proposal submission, which consisted of a PowerPoint presentation and a written
document. This approach was designed to make their research journey more
efficient and more effective. Feedback by students and faculty, has indicated that
the InfoQ-based research methods workshop has indeed met this goal [14].

1.4.3 Study 2: Ex-Post Evaluation of Empirical Studies

We designed an assignment that requires participants to evaluate five empirical
studies based on written reports. Based on the reports and on a brief introduction to
InfoQ, participants were asked to:

(1) give a brief description of the goal, data, analysis, and utility measure for each
study, and

(2) rate the study on each of the eight InfoQ dimensions

The form with information on InfoQ, on the five studies, and the InfoQ ques-
tions and ratings are available at goo.gl/erNPF. Figure 1.3 shows the questions
asked for one of the studies.

In 2012, the InfoQ assignment was integrated into a course in the Masters in
Statistics Practice program at Carnegie Mellon University’s Statistics Department.
Each of the 16 students spent about 60–90 min reading the 5 studies and evalu-
ating the 8 dimensions for each study.

Comparing the responses of the 16 participants on each of the five studies
revealed variability in respondents ratings of the InfoQ dimensions. This vari-
ability indicates a need to further streamline the process of quantifying each
dimension rating. An important result of this study was the feedback regarding the
value added by going through the evaluation process. Participants reported that
using this approach helped them ‘‘sort out all of the information’’, and several
reported that they will adopt this evaluation approach for future studies.

10 G. Shmueli and R. Kenett
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Fig. 1.3 InfoQ evaluation
form for an empirical study
on air quality. The complete
form with information and
additional studies for
evaluation are available at
goo.gl/erNPF
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1.5 Conclusions and Future Directions

Our discussion of InfoQ as a crucial component in the empirical analysis frame-
work calls for further discussion and research in various directions. In assessing
InfoQ, we proposed a rating-based approach. We describe two initial studies that
attempt to gauge the effectiveness of using the InfoQ framework for developing an
analysis plan and for evaluating an empirical study. Future research is needed on
specific implementations such as investigating the reliability of ratings across
raters.

Although we discussed several dimensions of InfoQ and their relation to other
quality concepts, there exist others that might be considered and new dimensions
might evolve over time. For example, in todays environment, an important aspect
of InfoQ is related to data privacy and confidentiality. In some areas, InfoQ could
include a measure of risk in terms of confidentiality or human subjects. We also
note the relationship with Big Data dimensions: the first five InfoQ dimensions
relate to the three V’s of Big Data [20]: Volume (data resolution; data structure),
Velocity (temporal relevance; chronology of data and goal), Variety (data struc-
ture; data integration). Other proposed V’s (value, veracity, viscosity, virality) can
also be related to InfoQ dimensions, depending on their definitions.

Our studies have indicated the usefulness of considering InfoQ and its eight
dimensions for evaluating prospective and retrospective studies. The InfoQ
framework helps formalize and streamline the informal process that an experi-
enced data analyst goes through. Future work will focus on streamlining rating-
based and other InfoQ evaluation methods.
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Chapter 2
Memory-Aware Mining of Indirect
Associations Over Data Streams

Wen-Yang Lin, Shun-Fa Yang and Tzung-Pei Hong

Abstract In this study, we focus on over a data stream the mining of indirect
associations, a type of infrequent patterns that reveal infrequent itempairs yet
highly co-occurring with a frequent itemset called ‘‘mediator’’. We propose a
generic framework MA-GIAMS, an extension of the GIAMS framework with
memory-awareness capability that can cope with the variation of available
memory space, making use of most available memory to accomplish the discovery
of indirect association rules without incurring too much overhead and retaining as
could as possible the accuracy of discovered rules. Empirical evaluations show
that our algorithm can efficiently adjust the size of the data structure without
sacrificing too much the accuracy of discovered indirect association rules.

Keywords Adaptation scheme � Indirect association � Memory constraint �
Resource-awareness � Stream mining

2.1 Introduction

As the advent of emerging techniques in the information explosion age, e.g.,
internet, handheld devices, RFID, sensor network, e-commerce, etc., more and
more systems or applications would generate continuous rapid flow of vast data in
a timely and endless fashion. This heralds a new type of data source, called data
streams, and brings new challenges to the data mining research community. Unlike
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traditional static data sources, streaming data is fast changing, continuously gen-
erated and unbounded in amount. It is nearly impossible to store a stream entirely
in a persistent storage, making contemporary mining algorithms designed for static
dataset awkward and inapplicable. Recent studies on stream data mining have
achieved some general requirements for effective mining algorithms [4], including
single-pass of scanning over data set, real-time execution, and low memory
consumption.

Not until recently, however, researchers have begun to pay attention to another
critical and more challenging issue, adaptive mining of streaming data with respect
to variations in available resources, e.g., CPU power and memory space. Any
mining algorithm running on these resources constrained devices has to be able to
adjust and adapt its execution to utilize the very limited, changing in availability
resources. Contemporary research work on resource-aware mining over data
streams can be viewed from two aspects, the type of resources under concern, e.g.,
CPU power [3] or memory space [5], and the type of mining tasks employed, e.g.,
clustering [10], density estimation [8], frequent itemset mining [3, 13], etc.

From the viewpoint of data mining task, almost all works were focusing on
frequent pattern discovering; no work, to our knowledge, has been devoted to the
problem of mining infrequent patterns, e.g., indirect associations. Another minor
restriction of the previous works is that they were conducted with respect to some
specific stream window model, e.g., landmark, time-fading, or sliding window.
Algorithms tailored for some particular window model usually are not applicable
to and so need redesigning to fit to other models.

In this study, we aim at developing a generic mining framework with memory-
aware capability that can adapt the computation in accordance with data arriving
rate as well as the available memory space. Specifically, we focus on the mining of
indirect associations [11], a type of infrequent patterns that reveal infrequent
itempairs yet highly co-occurring with a frequent itemset called ‘‘mediator’’. For
example, Coca-cola and Pepsi are competitive products and could be replaced by
each other. So it is very likely that there is an indirect association rule revealing
that consumers buy a kind of cookie tend to buy together with either Coca-cola or
Pepsi but not both, denoted as hCoca-cola, Pepsi | cookiei. Below is a formal
definition of indirect association.

Definition 1 An itempair {a, b} is indirectly associated via a mediator M, denoted
as ha, b | Mi if the following conditions hold:

1. sup({a, b}) \ rs (Itempair support condition);
2. sup({a} [ M) C rf and sup({b} [ M) C rf (Mediator support condition);
3. dep({a}, M) C rd and dep({b}, M) C rd (Mediator dependence condition);

where sup(A) denotes the support of an itemset A, and dep(P, Q) is a measure
of the dependence between itemsets P and Q.

We propose a generic framework MA-GIAMS with memory-awareness capa-
bility, an extension of our previously proposed GIAMS framework [7] that can
represent all classical streaming models and retain user flexibility in defining new
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models. Our MA-GIAMS framework can cope with the variation of available
memory space, making use of most available space to accomplish the discovery of
indirect association rules without too much overhead and retaining as could as
possible the accuracy of discovered rules. To realize the memory awareness
scheme, we propose a victim searching and node releasing algorithm to adjust the
structure for maintaining potential frequent itemsets in accordance with the
available memory space. Empirical evaluations on a real dataset show our algo-
rithm can efficiently adjust the size of the structure without sacrificing too much
the accuracy of discovered indirect association rules.

The remainder of this paper is organized as follows. In Sect. 2.2, we provide
some background knowledge and related work about resource-aware stream
mining. Since our work in this study is based on the GIAMS framework, we give
an overview of GIAMS in Sect. 2.3. Section 2.4 describes our proposed MA-
GIAMS framework, including the algorithmic design for adaptive functionalities
with respect to memory space variation, and the detailed data structure and pro-
cedure for realizing the algorithmic framework. Section 2.5 describes the exper-
iments we conducted on evaluating the proposed framework. Finally, the
conclusions and future works are presented in Sect. 2.6.

2.2 Related Work

The research of resource-aware stream mining focuses mainly on how to use the
limited resources to efficiently accomplish the mining task while guarantee as
could as possible the accuracy of mining results. Contemporary research work on
resource-aware mining over data streams can be viewed from three aspects, the
type of resources under concern, the type of mining tasks employed, and the type
of adaptation techniques used.

Studies conducted from the viewpoint of resource type consider CPU power
and memory space, or additional issues for mobile devices, battery and network
bandwidth. The types of mining tasks studied include clustering, frequent pattern
mining, kernel density estimation. Finally, the adaptation techniques can be input
adaptation or algorithm adaptation. The input adaptation technique refers to
schemes used in adjusting the amount of input data to keep up with the pace of the
stream and meet the computing capacity. Three commonly used approaches
including sampling, i.e., statistically choosing some input data, load shedding, i.e.,
discarding part of the input data, and data synopsis creation, referring to data
summarization techniques that retain the data characteristics, statistics or profile.

Teng et al. [13] proposed a wavelet based data synopsis technique, called
Resource-Aware Mining for Data Streams (RAM-DS), to transform the input data
stream into different granularity of data from temporal view or frequency view in
order to reduce the data amount. Their work focused on frequent pattern mining.

The group led by M.M. Gaber is one of the pioneers in resource-aware stream
data mining. They have conducted a series of research studies on resource-
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awarestream clustering [5, 6], with ultimate goal at developing a general resource-
aware framework that can adapt to variability of different resource availability
over time. Their recent work [11] proposed a generic framework called Algorithm
Granularity Settings, which uses three levels of adaptation strategies in the data
input, algorithm processing, and data output, and cope with different issues of
resource-awareness.

The work conducted by Dang et al. [2, 3] considers stream mining under CPU
resource constraint, focusing on frequent pattern discovery, and using load shed-
ding technique. Their approach relies on a way to estimate the system workload by
approximately computing the number of maximal itemsets that can be generated
from a transaction, and then employs the load shedding technique to sample
transactions if the system workload is over the current CPU computing power.

Heinz and Seeger [8] proposed an algorithm adaptation method that is tailored
to the problem of kernel density estimation. The resource type considered in their
work is memory space.

In distributed computing environment, the network bandwidth available for
data transmission is particularly important. Parthasarathy and Subramonian [9]
developed a resource-aware scheduling scheme to cope with the bandwidth
limitation.

2.3 Overview of GIAMS

Generic Indirect Association Mining over Streams (GIAMS) [7] is an algorithmic
framework that can accommodates the three stream window model called Land-
mark model, Time-fading model and Sliding window, while retains user flexibility
for defining new models. Users only have to set four variables (timestamp, window
size, stride and decay rate) in accordance with the generic window model, then
GIAMS can discover indirect association rules.

Suppose that we have a data stream S = (t0, t1, t2,...ti,…), where ti denotes the
transaction arrived at time i. Since data stream is a continuous and unlimited
incoming data along with time, a window W usually is specified, representing the
sequence of data arrived from ti to tj, denoted as W[i, j] = (ti, ti+1,…, tj). GIAMS
adopts a generic window model W for data stream mining, which is dictated as a
four-tuple specification, W(l, w, s, d), where l denotes the timestamp at which the
window start, w as the window size, s is the stride the window moves forward, and
d is the decay rate. The stride notation s is introduced to allow the window moving
forward in a batch (block) of transactions (of size s). In this regard, the stride
notation s also specifies the size of block.

The GIAMS framework is developed according to the paradigm proposed by
Tan et al. [12]: First, discovers the set of frequent itemsets with support higher than
rf, and then generates the set of qualified indirect associations from the frequent
itemsets. Based on this paradigm, GIAMS works in the following scenario: (1) The
user first sets the streaming window model by specifying the parameters described
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previously; (2) The framework then executes the process for discovering and
maintaining the set of potential frequent itemsets PF as the data continuously
stream in; and (3) At any moment once the user issues a query about the current
indirect associations the second process for generating the qualified indirect
associations is executed to generate from PF the set of indirect associations IA.
Figure 2.1 depicts the generic streaming framework for indirect associations
mining.

2.4 Adaptation Scheme for Available Memory Awareness

2.4.1 Data Structure

The structure used in our MA-GIAMS for realizing PF is a modification of the tree
structure used in GIAMS, called Card-Stree, which is a forest of search trees
keeping itemsets of different cardinalities, appearing in the current window, say
ST1, ST2, …, STk, for STk maintaining the set of frequent k-itemsets. We name the
modified structure Card-Stree*. Each node in Card-Stree* except the root keep
the information of the maintained itemset. More specifically, for each itemset X,
the node records X.id, the identifier of X; X.bidv, the vector of identifiers of the
blocks that X appears; X.countv, the vector that stores the number of occurrences
of X within each block; and X.tlcount, the total occurrences that X appears in the
current window. An example of Card-Stree* after processing the example data
stream shown in Fig. 2.2 is illustrated in Fig. 2.3. Because each node consumes
approximately the same amount of memory space, in what follows we use a node
as the memory unit.

Process 1: Dis-

cover & maintain 

PF

model setting & 

adjusting 

Process 2: 

Generate IA

result 

data stream 

PF 

Access & 

update 
Access 

query

Fig. 2.1 The GIAMS generic framework for indirect association mining
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2.4.2 Adaptive Node Releasing

A simple and intuitive approach is blindly dropping some itemsets while the
memory space is not enough. This approach, however, would loss too much
information, making the mining results incorrect and leading to wrong analysis.
Rather, we employ a strategy similar to the concept of cache replacement. When
the memory space is insufficient, we decide which itemsets in the current Card-
Stree* are less important and can be deleted to release enough space for accom-
modating the incoming, more important itemsets.

In this regard, we propose a node releasing mechanism to cope with the situ-
ation when memory space is not enough to maintain all of potential frequent
itemsets in the Card-tree*. Note that the processing of stream mining needs to be
computed in real time. As such, the main design concern is the efficiency, i.e., how
to efficiently search and determine the victim nodes for deletion, without sacri-
ficing too much the accuracy of the discovered rules.

Firstly, we note that for mining indirect associations, the set of 2-itemsets is the
most important set, because from which all length-2 mediators and the infrequent
itempairs are generated. Our node replacement thus is executed only when the
memory space is not enough and the new generated itemsets from the incoming

Tid 1 ABC 
Tid 2 ACD 
Tid 3 BCD

Block1 

Tid 4 ACE 
Tid 5 AD 
Tid 6 BCD

Block2 

Tid 7 AE 
Tid 8 ACE 

Block3 

Fig. 2.2 An example data stream

Root 

length=1 length=2

X.id=A 

X.bidv=[1, 2, 3] 

X.countv=[2, 2, 2] 

X.tlcount = 6 

length=3

X.id=BCD 

X.bidv = [1, 2] 

X.countv = [1, 1] 

X.tlcount = 2

Fig. 2.3 An illustration of Card-Stree*
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transaction are of lengths 1 and 2. In other words, those new generated k-itemsets
with k [ 2 are discarded immediately when the memory is not enough.

Secondly, since the frequency of long itemsets is usually less than that of short
itemsets, and lengthy rules constructed from long itemsets are less understandable
to the users, our approach replaces nodes according to their cardinalities, first
choosing the longest itemsets. More precisely, suppose that we need to release
n nodes and let k denote the largest length of itemsets in Card-Stree*. Our
approach will search for the top n nodes with the smallest counts in the STk

subtree. If there are less than n nodes found in STk, then the search continues in
subtrees STk-1, STk-2, and so on. However, during the search process, we will
delete any node whose count is equal to 1 and decrement the number of nodes to
be released. This is because these nodes represent the least occurring itemsets.

In addition, to speedup the search of n victim nodes, we introduce a link
structure called victim-list to maintain the nodes in Card-Stree* chosen for dele-
tion. Each node in victim-list contains three fields, the count of the itemsets, the
number of itemsets having this count, and pointers to all the corresponding nodes
in the Card-Stree*. All nodes in victim-list are sorted in decreasing order of counts.

There are some remarks noticeable in the aforementioned procedure. First, the
victims are maintained and deleted in groups, distinguishing by count. That is why
we may end up with more than n victims in victim-list. Second, for efficiency
concern, we only compare the count of the node X under concern with that of the
first group in victim-list. This avoids the overhead for linear searching along the
entire victim-list.

2.4.3 Algorithm Description

We only brief the modification to the Process 1 in GIAMS as shown in Fig. 2.1;
there is no change to Process 2. In summary, for each k-itemset X generated from the
input block of transactions, if X is already in Card-Stree*, we update its informa-
tion. Otherwise, if the memory space is enough, then insert X into Card-Stree*. On
the other hand, if the memory is not enough and k C 3, then X is discarded. But for
k \ 3, we temporarily store X into a buffer. After all itemsets generated from the
current transaction have been inspected, Process 1 will call algorithm Vic-
tim_Searching&Releasing described in Sect 2.4.2 to release memory, and insert at
most #victim of the new generated k-itemsets in buffer into Card-Stree*.

2.5 Experimental Results

To evaluate the effectiveness and efficiency of MA-GIAMS, we conducted a
preliminary experiment on a real dataset msnbc [1], which was constructed from
the web log of news pages in msn.com for the entire day of September, 28, 1999,
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which consists of 989818 transactions. More detailed description of this dataset
can be found in [1]. The evaluation was inspected from two aspects, execution
time and pattern accuracy. In this evaluation, we consider the sliding window
model, with detailed settings of the generic model shown in Table 2.1. Since
s = 10,000, the test set was divided into 99 blocks. All experiments were done on
Intel(R) Core(TM) i5-2400(3.1G) PC with 4 GB of main memory, running the
Windows 7 32-bit operation system. All programs were implemented in Visual
C++ 2008.

To inspect the performance and effectiveness of our memory awareness
adaptation scheme, we run MA-GIAMS under five settings of available memory,
i.e., ranging from 90 to 50 % of the original memory space, with 10 % decrement.
And compare the results with those running with sufficient memory space.

First, we evaluate the execution times of MA-GIAMS. The results are depicted
in Fig. 2.4, where x-axis denotes the block number. As the results demonstrate,
most of the time MA-GIAMS is faster than GIAMS even MA-GIAMS incurs
overhead for running victim searching and node releasing to cope with insufficient
memory. And the execution times increase as the available memory increase. This
is because when the memory is not sufficient there are certain amount of itemsets
that originally have to be maintained in the Card-Stree* are pruned, which has the
effect in decreasing the number of create and update operations, without doing too
much of node replacement operations.

Next, we inspect the accuracy of the results generated by MA-GIAMS. Because
our algorithm introduces storage shedder to prune itemsets to be maintained in the
Card-Stree* structure, so error may occur to the discovered frequent itemsets,

Table 2.1 Parameter settings for generic window model used in this experiment
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including the missing rate and support missing rate of frequent itemsets, and the
precision and recall with respect to indirect association rules.

We first evaluate how much of frequent itemsets generated by GIAMS without
memory limitation will be lost when memory shortage occurs, which is measured
as error rate:

Miss ¼ Ftrue \ Festj j = Ftruej j ð2:1Þ

where Ftrue denotes the set of frequent itemsets discovered by GIAMS while Fest

represents that by MA-GIAMS with insufficient memory. We also check the
difference between the supports of the discovered frequent itemsets with and
without memory limitation, which is measured by the following formula called
Average Support Error (ASE):

ASE ¼

P

x2F
Tsup xð Þ � Esup xð Þð Þ

Fj j ð2:2Þ

where Tsup denotes the frequent itemsets that are discovered by GIAMS, Esup
denotes the frequent itemsets discovered by MA-GIAMS under memory limita-
tion. As the results displayed in Fig. 2.5, the missing rate of frequent itemsets
generated by our MA-GIMAS are nearly zero for sufficient memory and are less
than 0.2 even the available memory is very restricted, e.g., 60 and 50 %. All ASEs
are nearly zero in all cases, even in the case that only 50 % of memory is available.

We then examine the accuracy of rules discovered by MA-GIAMS. We con-
sider two measurements, precision and recall. Let IAtrue denote the set of indirect
associations discovered by GIAMS without memory limitation and IAest denote the
set discovered by MA-GIAMS with insufficient memory. The precision measures
the ratio of how many indirect associations in IAest are also in IAtrue, while recall
examines the percentage of how many indirect associations in IAtrue are missed
generated by MA-GIAMS. These two criteria are define as follows:

Precision ¼ IAtrue \ IAestj j = IAestj j ð2:3Þ
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Recall ¼ IAtrue \ IAestj j = IAtruej j ð2:4Þ

As the results illustrated in Fig. 2.6, the memory adaptation scheme of our MA-
GIAMS performs very well. All of the precisions are larger than 0.9 and recalls are
above 0.8, meaning the percentages of false indirect associations discovered by our
MA-GIAMS are less than 10 % and the percentages of true indirect associations
not discovered by MA-GIAMS are less than 20 %, respectively, even in the case
that only 50 % of memory is available.

2.6 Conclusions

In this paper, we have considered the problem of memory-aware mining of indirect
association rules over data streams. We have proposed a generic framework MA-
GIAMS to cope with this problem. Our proposed framework is based on GIAMS, a
mining framework that can accommodate most of the contemporary stream win-
dow models and allow user-defined specific window models. Our framework add
some mechanisms to GIAMS, including a resource monitor, a load shedder, and a
storage shedder, as a whole can adapt the computation in accordance with data
arriving rate as well as the available memory space. We have conducted a pre-
liminary experiment to evaluate the effectiveness and performance of the proposed
framework. The experimental results showed that our framework can effectively
adjust the memory consumption during the course of frequent pattern mining with
very little overhead. The results also showed that even with limited memory space,
i.e., only 50 % of the original space, our framework not only can discover most of
the frequent patterns serving as mediators for qualified indirect associations but
also maintain the accuracy of discovered patterns. More experiments on over types
of real datasets as well as synthetic datasets will be performed in the near future.
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Fig. 2.6 Precisions and recalls of MA-GIAMS in terms of discovered indirect associations from
msnbc with available memory variation
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The study of resource-aware mining from streaming data is still in its infancy.
Many research issues are worthy of further investigation. In this study, we confine
the resource to memory space. Many applications developed in mobile environ-
ment, such as sensor networks, intelligent cell phones, however, have to consider
additional resources constraint, mainly battery and network bandwidth. We will
extend our framework to accommodate these new types of resources.
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Chapter 3
Graph-Based Batch Mode Active
Learning

Cheong Hee Park

Abstract Active learning aims to overcome the shortage of labeled data by
obtaining class labels for some selected unlabeled data from experts. However, the
selection process for the most informative unlabeled data samples can be
demanding when the search is performed over a large set of unlabeled data. In this
paper, we propose a method for batch mode active learning in graph-based semi-
supervised learning. By acquiring class label information about several unlabeled
data samples at a time, the proposed method reduces time complexity while
preserving the beneficial effects of active learning. Experimental results demon-
strate the improved performance of the proposed method.

Keywords Active learning � Batch mode active learning � Label propagation �
Semi-supervised learning

3.1 Introduction

Semi-supervised classification utilizes useful information from unlabeled data to
improve classification performance [1, 2]. Active learning is another possible
approach when the number of labeled data samples is very small [3–6]. By requiring
the exact class label of an unlabeled data sample from an expert, active learning
enlarges the size of a labeled data set on which a new classifier is trained. This
process is repeated by moving selected unlabeled data samples to a labeled data set
one at a time. Because both active learning and semi-supervised learning aim to
overcome the shortage of labeled data samples in different approaches, combining
the two methods can be very powerful, as they can complement each other.
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A method combining graph-based semi-supervised learning with active learn-
ing has been proposed in [7]. It selects an unlabeled data sample for which the
knowledge of class label will cause the greatest reduction in the estimated error for
the label prediction of other unlabeled data samples [7]. However, in every
selection step, the expected prediction errors of unlabeled data samples should be
computed for all possible labeling conditions, causing computational complexities
to become burdensome. Additionally, the method only considers two-class prob-
lems and is limited to the framework of a first-order Gaussian Markov random [8].

In this paper, we extend the method in [7] to a method for batch mode active
learning which is applicable to multi-class problems, using label propagation
based on a second order Gaussian Markov random field. Instead of querying class
labels of unlabeled data samples one at a time, class labels from several data
samples are obtained at once, thus reducing the time complexity while maintaining
the beneficial outcomes of active learning.

In Sect. 3.2, a batch mode active learning method for graph-based semi-
supervised learning is presented, and in Sect. 3.3, experimental results demon-
strate the performance of the proposed method. Discussion follows in Sect. 3.4.

3.2 Batch Mode Active Learning Based on Linear
Neighborhood Propagation Method

We extend the active learning method in [7] by applying it to the Linear neigh-
borhood propagation method (LNP) proposed in [8]. Suppose that a data set

X ¼ x1; x2; . . .; xl; xlþ1; . . .; xlþuf g

is given. Let xi 1� i� lð Þ denote a labeled data sample having a class label yi, and let
zi � xlþi 1� i� uð Þ denote an unlabeled data sample whose class label ylþi is
unknown. For now, we assume two-class problems, in other words, a class label yi

equals to 0 or 1. Let W ¼ wij

� �
1� i;j� lþuf g be a similarity matrix for which wij

represents similarities between data samples xi and xj. LNP defines the increment

between a data sample and its neighboring data samples as di ¼
P

j2Ni
wijyj � yi

� �2
.

This method induces the energy function under a second-order Gaussian Markov
random field framework such as

E yð Þ ¼ 1
2

X

i

yi �
X

j2Ni

wijyj

 !2

: ð3:1Þ

The solution that minimizes Eq. (3.1) is computed by the following:

fu ¼ �Q�1
uu Qulfl; ð3:2Þ
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where fl ¼ y1; . . .; ylð ÞT, fu ¼ ylþ1; . . .; ylþu

� �T
and Q ¼ I�Wð ÞT I�Wð Þ.

Suppose that the class label of unlabeled datum zk becomes available as yk.
Then, the size of the labeled data set increases by one, and the size of the unlabeled
data set decreases by one. The data set is reordered by exchanging z1 and zk,
producing x1; . . .; xl; zk; z2; . . .; zk�1; z1; zkþ1; . . .; zuf g. Let W� and Q� be matrices
obtained by permuting the rows and columns corresponding to the unlabeled data
sample z1 and the first unlabeled sample zk in W and Q. If P denotes the per-
mutation matrix exchanging the (l ? 1)-th row and the (l ? k)-th row of an
identity matrix of size (l ? u) x (l ? u), then we obtain

Q� ¼ PQP ¼ P I�Wð ÞT I�Wð ÞP ¼ I� PWPð ÞT I� PWPð Þ
¼ I�W�ð ÞT I�W�ð Þ

Let Q� be partitioned as

Q� ¼ Q�ll Q�lu
Q�ul Q�uu

� 	

; Q�ul ¼
d
E

� 	

; Q�uu ¼
a b

bT Ru�1;u�1

� 	

ð3:3Þ

> For notational convenience, small letters represent scalars and row or column

vectors and capital letters are reserved for matrices. Then, Q�uu

� ��1
is obtained by

permuting the first and the k-th rows and columns of Q�1
uu , and we write Q�uu

� ��1
as

Q�uu

� ��1¼ x v
vT Z

� 	

: ð3:4Þ

Now, by Eq. (3.2), when zk is moved to the labeled data set, the class labels of
other unlabeled data samples are predicted as follows:

f� zk;ykð Þ
u ¼ �R�1

u�1;u�1 E bT

 � fl

yk

� 	

ð3:5Þ

The inversion of a matrix in block form can be computed by the following
equation:

A B
C D

� 	�1

¼ A� BD�1C
� ��1 � A� BD�1C

� ��1
BD�1

� D� CA�1B
� ��1

CA�1 D� CA�1B
� ��1

" #

where A and D are invertible [9]. In particular, when [A B] is a row vector and the
matrix is symmetric, the inverse is given by

a b
bT D

� 	�1

¼ s �sbD�1

�sD�1bT D�1 þ sD�1bT bD�1

� 	

ð3:6Þ

where s ¼ 1

a�bD�1bT and D� 1
a bT b

� ��1¼ D�1 þ sD�1bT bD�1.
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By applying Eq. (3.6) to Q�uu contained in Eq. (3.3) and by comparing its

components with those of ðQ�uuÞ
�1 in Eq. (3.4), we have

x ¼ s;wheres ¼ 1

a� bR�1
u�1;u�1bT

vT ¼ �sR�1
u�1;u�1bT;

Z ¼ R�1
u�1;u�1 þ sR�1

u�1;u�1bT bR�1
u�1;u�1 ¼ R�1

u�1;u�1 þ
1
x

vT v:

Hence, after deleting one row and one column from Q�uu, the inverse of Ru�1;u�1

can be expressed in terms of submatrices of Q�uu

� ��1
:

R�1
u�1;u�1 ¼ Z� 1

x
vTv ð3:7Þ

By substituting R�1
u�1;u�1 in (3.5) by its representation in Eq. (3.7), we complete

the formula for the label prediction of unlabeled data samples:

f�ðzk ;ykÞ
u ¼ Pkfuð Þ 2:uð Þ þ vT

x
yk � fuðkÞð Þ

Here, Pk is the permutation matrix exchanging the first row and the k-th row of
an identity matrix of size u� u and Pkfuð Þ 2:uð Þ denotes a submatrix composed of
the second row through the u-th row of Pkfu.

For a multi-class problem, the class label of a data sample belonging to class
i 2 1; � � � ; cf g is represented as a row vector whose i-th component is one and all
others are zero. Then fu in Eq. (3.2) becomes a u� c matrix. For the k-th unla-
beled data sample zk, we have

Hfu
zk; ið Þ ¼

fu k; ið Þ � min
1� j� c

fu k; jð Þ
Pc

s¼1ffu k; sð Þ � min
1� j� c

fuðk; jÞg

This equation can be interpreted as representing the confidence with which zk

will belong to class i; therefore, the sample is predicted to belong to the class for
which the sample has the highest confidence. When the class label of zk is yk, the

estimated prediction error of f� zk ;ykð Þ
u can be defined as follows:

R f� zk;ykð Þ
� �

¼
X

zj2unlabeled

1� max
1� i� c

HHfu
� zk;ykð Þ zj;ið Þ

� 

:

Additionally, the expected estimated error R f�zkÞð over all the possible labeling
of zk is defined by the following equation:
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R f�zkð Þ ¼
Xc

j¼1

Hfu zk; jð ÞR f H
u fu zk; jð ÞR f� zk;jð Þ

u

� �� �

The easiest way to carry out batch mode active learning is by selecting several
samples having the smallest values of R f�zkð Þ; however, this method carries the
risk of selecting samples belonging to a single class. A balanced selection across
different classes can prevent information overlap and facilitate the independence of
selected samples. To achieve a balanced selection from each class, we divide the
unlabeled data set into c sets A1;A2; . . .;Ac such as

Ai ¼ fzk 2 unlabeled j i ¼ arg max
j

fu k; jð Þ:

We then select the data sample having the smallest expected estimated error
R f�zkð Þ from each Ai and acquire the class labels of c selected data samples in a
single step.

3.3 Experimental Results

To test our proposed method, we conducted experiments using real data sets. Four
data sets, image segment, optical digit, satellite, and mfeature, were downloaded
from the UCI machine learning repository. The detailed description is given in
Table 3.1. For each data set, the labeled data set was composed by randomly
selecting one data sample from each class, and the remaining was assumed to be
unlabeled data.

We compared batch mode active learning with active learning extended from
the method in [4] as well as with active learning by random sampling. Whenever
the size of the labeled set was increased by active learning, we measured the
prediction accuracy of remaining unlabeled data samples. Prediction accuracies
were averaged after repeating ten random trials in the construction of initial
labeled and unlabeled data sets. The average prediction accuracies over the iter-
ations of the selection process are displayed in Fig. 3.1. The number of added
labeled data samples are marked on the x-axis, and prediction accuracies are
shown on the y-axis. The original active learning algorithm selects unlabeled data
samples one by one, but our batch mode active learning algorithm selects several
unlabeled data samples at once. For example, in the optical digit set, to select 100

Table 3.1 Description of
data sets

Data set Samples Classes Features

Image segment 2,310 7 19
Optical digit 5,620 10 64
Satellite 6,435 6 36
mfeature 2,000 10 256
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unlabeled data samples, the original active learning should repeat the selection
process 100 times; in contrast, in batch mode active learning, 100 unlabeled data
samples are selected in only ten iterations of the selection process. Hence,
implementing batch mode active learning can reduce computing time over active
learning by a large factor. For that matter, as shown in Fig. 3.1, prediction
accuracies in batch mode active learning approach those of the original active
learning after sufficient iteration.

3.4 Discussion

In the proposed batch mode active learning method, c data samples are chosen in
each selection stage. In contrast, the original active learning method selects one
data sample in one time, therefore repeating the steps for one sample selection.
Hence, the proposed batch mode algorithm can reduce the computational time
complexity of selection process by a factor of c. In particular, when the scale of the
unlabeled data set is large, the effect of time complexity reduction becomes great.

Fig. 3.1 The average prediction accuracies over the iterations of the selection process. The
number of labeled data samples added is marked on the x-axis, and prediction accuracies are
shown on the y-axis
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Chapter 4
One Pass Outlier Detection for Streaming
Categorical Data

Swee Chuan Tan, Si Hao Yip and Ashfaqur Rahman

Abstract Attribute Value Frequency (AVF) is a simple yet fast and effective
method for detecting outliers in categorical nominal data. Previous work has
shown that AVF requires lesser processing time while maintains very good outlier
detection accuracy when compared with other existing techniques. However, AVF
works on static data only; this means that AVF cannot be used in data stream
applications such as sensor data monitoring. In this paper, we introduce a modified
version of AVF known as One Pass AVF to deal with streaming categorical data.
We compare this new algorithm with AVF based on outlier detection accuracy.
We also apply One Pass AVF for detecting unreliable data points (i.e., outliers) in
a marine sensor data monitoring application. The proposed algorithm is experi-
mentally shown to be as effective as AVF and yet capable of detecting outliers in
streaming categorical data.

Keywords Data stream � Outlier � Categorical data � Attribute value frequency �
One pass

4.1 Introduction

Outlier detection is the process of detecting instances with unusual behavior that
occurs in a system. Effective detection of outliers can lead to the discovery of
valuable information in the data. Over the years, mining for outliers has received
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significant attention due to its wide applicability in areas such as detecting
fraudulent usage of credit cards, unauthorized access in computer networks,
weather prediction and environmental monitoring.

A number of existing methods are designed for detecting outliers in continuous
data. Most of these methods use distances between data points to detect outliers.
In the case of data with categorical attributes, attempts are often made to map
categorical features to numerical values. Such mappings impose arbitrary ordering
of categorical values and may cause unreliable result.

Another issue is related to the big data phenomenon. Many systems today are
able to generate and capture real-time data continuously. Some examples include
real-time data acquisition systems, condition monitoring systems, and sales
transaction systems. It is a challenging task to effectively detect outliers occurring
in data streams. Traditional outlier detection approaches are no longer feasible as
they only deal with statics data sets and require multiple scans of data to produce
effective results. In data streams setting, outlier detection algorithms (e.g., [8])
need to process each data item within a strict time constraint and can only afford to
analyze the entire data set with a single scan of data.

In this paper, we introduce a modified version of Attribute Value Frequency
(denoted as AVF, which is proposed by Koufakou et. al [6]) for outlier detection.
This version is known as One Pass Attribute Value Frequency (One Pass AVF) for
outlier detection in streaming categorical data. Note that AVF computes the fre-
quency of each attribute-value pair in the entire data set. In contrast, One Pass
AVF computes the cumulative probability of each possible attribute-value pair that
has been identified at the time point of processing a data stream. As a result, One
Pass AVF is capable of detecting outliers in just a single scan of the data, and this
allows it to process massive streaming data. The focus of this paper is twofold
(i) to compare One Pass AVF with the original AVF based on detection accuracy,
and (ii) to apply One Pass AVF in a real world marine sensor data monitoring
application.

4.2 Related Work

Most existing outlier detection methods are designed to work on numerical data.
For example, distance-based and density-based techniques cannot handle data sets
containing categorical attributes because the notions of ‘distance’ or ‘density’ are
not well defined. Yet categorical data is commonly found in many real-world
databases. In the following, we will review some of the existing methods for
mining categorical outliers.

Frequent Pattern Outlier Factor (FPOF): This method [4] uses association rule
mining technique (e.g., [1]) to find frequently occurring itemsets in data. It then
assigns an outlier score to each data point based on the number of frequent itemsets
associated with the data point. As real-world data sets are usually large, this
approach requires longer processing time to find frequent itemsets. In addition,
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it requires many attempts to locate an appropriate support threshold for identifying
frequent itemsets.

Hypergraph based Outlier Test: The Hypergraph based Outlier Test (HOT) was
proposed [11] to deal with large data set with missing values and mixed-type
attributes. HOT uses connectivity to process data with missing values and its
detection results are easy to interpret. However, HOT cannot be extended to deal
with streaming data.

Attribute Value Frequency: Most traditional outlier detection approach like the
Greedy algorithm [5] requires multiple scans of the data to produce an effective
result. Indeed, these methods tend to slow down when the data set becomes large.
To address this problem, Koufakou et. al. [6] proposes the use of Attribute
Frequency Value method to detect outliers that have few occurrences and irregular
attribute values. The outlier score, AVF, is obtained by computing the relative
frequency of occurrences of attribute-value. It is formulated as AVFScore(xi) =

1/m�
P

f(xij); where m is number of categorical variables, the summation runs from
j = 1, 2,…, m, and f(xij) is the relative frequency of the jth attribute value of
instance xi appearing in the data set. Data points that are few and different [10] will
contain lower AVF scores, and tend to have higher probability of being outliers.

As AVF algorithm requires less scans of data to identify outliers, it is signifi-
cantly faster than many existing methods. Unlike FPOF, AVF is easy to implement
since it does not generate frequent itemsets; it is also easier to use since it does not
require users to set the minimum support threshold.

One major drawback of AVF is that it works on static data sets only. The
algorithm needs to load the entire data set into the computer memory and then scan
through all the records, before it can start detecting outliers. Fortunately, it is quite
easy to extend AVF to deal with streaming data. In the following section, we will
present such an extension of AVF.

4.3 Proposed Method

We name the proposed extension of AVF as One Pass Attribute Value Frequency
(One Pass AVF) method for detecting streaming categorical outliers. Note that
One Pass AVF uses cumulative probability of each attribute-value pair in instances
seen so far in the data stream, whereas AVF computes the relative frequency of
each attribute-value pair in the entire data set. The use of cumulative probability
allows One Pass AVF to perform one-pass outlier detection in constant time and
with fixed amount of memory space when processing each instance. In data stream
environment, instances flow in continuously and there is no room to store the
whole data set, and the algorithm cannot perform multiple accesses of the data
instances. As each instance streams in, One Pass AVF processes it and then
disposes the instance right away, thereby preventing the memory from running out
of space. One Pass AVF score is formulated as shown: OPAVFScore(xi) =

1/m�
P

p(xij), where m is number of categorical variables, and p(xij) is cumulative
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probability of the jth attribute value of instance xi in the data stream. The
summation runs from j = 1, 2,…, m.

Algorithm 1 shows the proposed One Pass AVF algorithm. As each streaming
data point x is being read in, the cumulative probability of each attribute-value pair
found in x is computed. Then, the OPAVFScore of x is being computed and
reported. Finally, x is being discarded to release computer memory before pro-
cessing the next streaming instance.

Consider a toy data set with one nominal attribute A and four observations:
{‘p’, ‘p’, ‘q’, ‘p’}. In the beginning, Algorithm 1 reads in the first streaming data
point ‘p’, with frequency of occurrence equals 1 (i.e., f(A = ‘p’) = 1), and the
cumulative probability of ‘p’ occurring equals 1 (i.e., p(A = ‘p’) = 1/1). For the
second streaming point ‘p’, the frequency of occurrence is 2 and its cumulative
probability of occurrence is 1 (since p(A = ‘p’) = 2/2 = 1). For the third
streaming point, the frequency of occurrence for ‘q’ is 1 and its cumulative
probability of occurrence is 1/3. The fourth and last streaming point ‘p’ has fre-
quency of occurrence equals 3 and the cumulative probability of occurrence equals
3/4. At the end of the process, a list of OPAVFScores containing {1, 1, 1/3, 3/4} is
produced. With respect to the stream’s sequence, it correctly assigns the third
observation ‘q’ with the lowest OPAVFScore of 1/3, signifying it to be an outlier.

Algorithm 1: The proposed One Pass AVF Algorithm. f(A = c) is the number
of times that the event A = c has occurred so far. p(A = c) is the cumulative
probability of event A = c.
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4.4 Experimental Setup

The data sets used in this project are summarized in Table 4.1. There are two
experiments. The first experiment involves comparing One Pass AVF and AVF
using the four data sets taken from UCI Machine Learning Repository [2], namely
Post-Operative, Lymphography, Breast Cancer Wisconsin and Page Block. The first
three data sets contain categorical attributes, whereas the continuous attributes in the
Page Block data set are discretised as categorical type. These datasets are good for
benchmarking because AVF is known to perform very well on these data sets [6].

For each method being tested, the evaluation of its detection accuracy starts
after the anomaly scores of all instances in the data set have been collected. First,
the first 10 % of the streaming instances are excluded because the One Pass AVF
model is still not fully developed during the initial stage. The remaining 90 % of
the streaming data are then ranked based on their anomaly scores. From this
ranking and the ground truth, we compute the AUC (Area Under receiver oper-
ating characteristic Curve) [3] to measure the performance of the method. A higher
AUC score means better detection accuracy.

The second experiment involves evaluating the effectiveness of One Pass AVF
in a real-world sensor data monitoring application [7, 9]. In this experiment, we
use One Pass AVF to rank the quality of streaming sensor data obtained from
conductivity sensors located in Sullivan Cove, Hobart, Australia. The conductivity
sensors are among other sensors being installed as part of the Tasmanian Marine
Analysis Network Project [7, 9] to monitor the condition of the waterways in
south-east Tasmania. Over the years, growing activities in shipping, urban
development, aquaculture and other uses of waterways in the region are imposing
pressure to the health of waterways. As a result, it is important to assess the
condition of the waterways to understand the impact of these activities.

To monitor the condition of the waterway accurately, it is necessary to ensure
that the sensor data is of high quality. Factors that could degrade sensor perfor-
mance include algae accumulation on the sensor surface, seasonal variation, and
drift in the sensor’s electrical output. The quality of the sensor data has been
assessed and labeled by two domain experts, and there are four categories:
(1) Good, (2) Probably good, (3) Probably bad and (4) Bad. These labels are then
used as ground truth to assess the performance of One Pass AVF.

Tab 4.1 Summary of data sets used in the experiments

Data set No. of
instances

No. of
attributes

Classes considered
as outlier

% of
outliers

Post-operative 90 10 Classes 1 and 2 29
Lymphography 148 19 Classes ‘‘Fibrosis’’ and ‘‘Normal’’ 4
Wisconsin breast cancer 483 10 Class 4 8
Page block 5,473 11 Classes 2, 3, 4 and 5 10.2
Shall_Cond 19,375 12 Quality Labels 3 and 4 1.2
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The data set (denoted as Shall_Cond) contains observations from the ‘‘Shallow
Conductivity’’ sensor placed at one metre below the lowest possible astronomical
low tide at the location of deployment. The sampling interval is 5 min and data
was collected from 19 Feb 2008 to 08 Nov 2010. It is interesting to evaluate the
performance of One Pass AVF on the Shall_Cond data set for two reasons. Firstly,
the Shall_Cond data set is known to contain a very low frequency of unreliable
data (i.e., observations that are ‘Probably bad’ or ‘Bad’). Secondly, this data set is
collected from a real data stream environment that requires one pass data
processing.

To use One Pass AVF in a real-world sensor data monitoring application,
continuous attributes in this data set are discretised (into ten equal-width bins) and
the first 10 % of the streaming instances are used to construct the initial model. In
addition, this initial 10 % of the instances are also used to define a threshold that
will be used to distinguish outliers from normal instances. Instances with outlier
scores greater than the threshold are classified as normal; otherwise they are
classified as outliers.

The threshold is determined by locating the ‘bend’ of the sorted OPAVFScore
profile as shown in Fig. 4.1. Notice that before this ‘bend’, the OPAVFScores are
relatively low but increasing sharply, indicating that the associated instances
contain less frequent attribute-value pairs (i.e., lower probability of occurrences).
After this ‘bend’, the OPAVFScores are relatively high and the rate of increase in
the values becomes a lot slower, suggesting that the instances are less distinctive
and are more likely to be normal instances with higher frequency of occurrences.
For the Shall_Cond data set, the threshold is set at 0.53, which is in the middle of
the bend identified in Fig. 4.1.

4.5 Results and Discussions

Comparing One Pass AVF and AVF: Table 4.2 shows the AUC scores achieved by
AVF and One Pass AVF. A model with high AUC is expected to identify outliers
more effectively. From the table, it is clear that the AUC scores of One Pass AVF
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are very close to AVF. In fact, One Pass AVF outperforms AVF on the Post-
Operative and Page Block data sets, and it has the same score as AVF on the
Wisconsin Breast Cancer data set. This shows that One Pass AVF, despite using
less information, has performance that is comparable to AVF.

Applying One Pass AVF in Marine Sensor Data Monitoring: Figure 4.2
displays two plots used to evaluate the effectiveness of One Pass AVF for
detecting unreliable sensor data. The top plot shows the occurrences of streaming
instances (after the first 10 % of streaming data) along with the ordinal quality
label of the sensor data along the vertical axis (‘‘Good’’, ‘‘Probably good’’,
‘‘Probably bad’’, and ‘‘Bad’’). The bottom plot shows the time points where
One Pass AVF notifies the occurrences of outliers along with two categories
(‘‘Normal’’, and ‘‘Outlier’’) along its vertical axis.

The top plot shows that it may not be practical and necessary to raise alerts for
instances with quality label ‘‘Probably good’’ because such instances occur almost
throughout the entire stream. Instead, focus should be on the ‘‘Probably bad’’ and
‘‘Bad’’ instances, where actions should be taken when such outliers occur.

At around the time point of 2500, there are a total of 11 outliers detected. The
occurrences of these ‘‘Bad’’ instances are all detected by One Pass AVF. Subse-
quently, the occurrences of ‘‘Probably bad’’ instances at around the time points of
9,000, 12,000 and 13,000, are also being identified by One Pass AVF. Note that
there are a few false alarms as well. One example is at around 4500th time point
where there are indeed no poor quality label issues.

Tab 4.2 AUC scores of AVF and One Pass AVF when applied to four data sets

Area under ROC curve

Data set AVF One Pass AVF

Post-operative 0.757 0.789
Lymphography 0.990 0.956
Wisconsin breast cancer Wisconsin 0.987 0.987
Page block 0.679 0.681

Fig. 4.2 One Pass AVF for sensor data monitoring. The x-axis shows the time points. The top
plot shows the actual data quality at various time points (i.e., the ground truths). The bottom plot
shows the notifications of outlier occurrences detected by One Pass AVF
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4.6 Concluding Remarks

In this paper, we have compared the proposed One Pass AVF method against AVF
using both categorical and continuous data sets. Experimental results have shown
that the outlier detection accuracy of One Pass AVF is comparable to that of AVF.
We also applied One Pass AVF in an automated sensor data quality assessment
and evaluate its effectiveness for identifying outliers. Experimental results have
shown that the algorithm is able to detect all occurrences of data quality issues
(Quality labels ‘‘Probably bad’’ and ‘‘Bad’’) in the sensor data. We also noted that
there are a few cases of false alarms during the detection process. One possibility
for future work is to identify the root cause of such occurrences so that the model
may be improved to minimize such cases. Finally, readers interested in this work
(e.g., data sets) can contact the first author. Other details of this work will also be
available online.
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Chapter 5
Measuring of QoE for Cloud Applications

Yu-Hui Tao, Yu-Lung Wu, Chi-Jui Chang and Chi-Wen Chang

Abstract According to NIST [3], cloud computing is a model for enabling
ubiquitous, convenient, on-demand network access to a shared pool of configu-
rable computing resources, such as networks, servers, storage, applications, and
services, that can be rapidly provisioned and released with minimal management
effort or service provider interaction. Three service models are included in this
cloud model, including cloud Software as a Service (SaaS), cloud Platform as a
Service (PaaS), and cloud Infrastructure as a Service (IaaS). Furthermore, the
proposed applications of cloud computing may be related to consumer electronics,
such as virtualization of consumer storage, and Cloud TV platforms that provide
access to a number of Web applications, such as social networking, user generated
video games, etc. [4].

Keywords Cloud computing � Quality of experience � Quality of service �
Decision tree � Experiential marketing

Quality of service (QoS) plays an important role in cloud-based services. In other
words, to achieve end-to-end QoS solutions, IP network providers will need to
agree on a common set of IP packet transfer performance parameters and QoS
objectives. An end-to-end IP QoS solution enabling successful IP/PSTN conver-
gence will likely be realized in three steps [6]: achieving network provider
agreement, deploying network mechanisms, and embedding the QoS objectives in
signaling protocols to enable on-demand creation of QoS-assured IP flows.
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While QoS represents an objective network-oriented measure of efficiency
when providing a service, typically expressed with delay, jitter, lost information,
and throughput parameters, quality of experience (QoE) is a subjective and net-
work independent measure of service efficiency as perceived by the end-user when
consuming the service as well as a measure of ability of the system to achieve the
end-user’s expectations [7]. Both service delivery and customer satisfaction are
critical in modern commercial management platform. Particularly, [2] indicated
that QoE factors have to be considered as key input for a successful business
operation between a customer and a company. Meanwhile, [1] pointed out that
QoE as perceived by users has the potential to become the guiding paradigm for
quality in the cloud.

However, the growing presence of cloud-based services creates new problems
for both users and providers, resulting in a number of challenges that need to be
addressed in order to ensure successful adoption of this new paradigm [1]. For
instance, a cloud service solution in remote data centers is an emerging means of
providing user in an easy-to-maintain way. The fact that such solutions rely on the
presence of connectivity between end users and remote data centers poses a
challenging question of a quality of experience for end users. What is the quality of
experience of the user when running a particular application in cloud services? The
challenge is to understand whether the end users perceived between the client and
the server has enough characteristics to satisfy the end users.

In this article, we will discuss technical challenges to understand user’s per-
ceived factors from the quality of experience as perceived by users, as well as how
those factors impact QoE. The traditional approach in the literature using the QoS
perspective or IP parameters for the parameters of QoE is inadequate. For
example, in certain QoS situations when the quality parameters have shown
inferior quality, the user QoE may be satisfactory due to factors other than QoS
scope. Therefore, a new and comprehensive perspective of QoE for Cloud services
is desirable.

To address this question, we plan to first use factors in the dimensions of
Experiential Marketing by [5], including sense, feel, think, act, and relate to
develop a scale for measuring the QoE of cloud-base service. Accordingly, we
propose a method that exploits statistical classification to infer the key factors of
the measurable parameters of the QoE for a given cloud service application, such
as data-, voice- or video-related services that may be for mobile web, web, or
installed agents. A review of related literature and industrial practices will be
conducted to derive a two-dimension table of data type (data, voice, video) versus
of applications (mobile, web, and installed agent). Statistical package of SPSS will
be used for this stage of analyses.

We then correlate such information with the key factor to obtain the user’s
QoE. We evaluate how machine-learning techniques, such as decision tree C4.5,
can robustly detect the QoE of the cloud services that can satisfy the end users,
with promising results. Weka (http://www.cs.waikato.ac.nz/ml/weka) will be used
for this stage of analyses. The target sample will be the customers of a large
telecommunication corporation in Taiwan and the sample will be large enough for
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meeting the needs of data mining techniques. Together with a QoE-based
classification model of cloud service applications using the existing customers of a
large telecommunication corporation, these can drive the research agenda on QoE
management for practical cloud applications.

To the best of our knowledge, this is the first attempt of using user centered
statistical techniques to measure the Cloud services for QoE detection, which will
contribute certain new knowledge to the research areas of QoE and Cloud-based
Services.
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Chapter 6
Mining Weighted Partial Periodic
Patterns

Kung-Jiuan Yang, Tzung-Pei Hong, Yuh-Min Chen
and Guo-Cheng Lan

Abstract In the data mining area, partial periodic pattern mining has become an
important issue in many business applications. Although weighted sequential
pattern mining algorithms have been widely discussed, until now, there is no
further discussion in the field of weighed partial periodic pattern mining. Thus, this
work introduces a new research issue, named weighted partial periodic pattern
mining, which considers the individual significances of events in an event
sequence. In addition, a projection-based mining algorithm is presented to effec-
tively handle the weighted partial periodic pattern mining problem. The experi-
mental results show the proposed algorithm is efficient.

Keywords Data mining � Partial periodic pattern mining � Weighted partial
periodic pattern mining
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6.1 Introduction

Many studies have contributed to the efficient mining algorithms to improve
efficiency and effectiveness in mining sequential patterns [4, 7, 8]. Several weight
based sequential pattern mining algorithms were proposed as well [10–12]. The
main task in weight based sequential pattern mining is how to keep the downward-
closure property when applying the weight constraints [1]. Besides, periodic
pattern mining is one of the important issues in sequential pattern mining to
discover regularity in the time series or event sequences. Since not every activity
in the real world has full regularity, it thus generates another kind of periodic
pattern mining called partial periodic pattern mining, which is so-called ‘‘less
restrictive’’ mining. The main concept of the partial periodic pattern mining was
first introduced by Han et al. [5] to find partial periodicity could be associated with
a subset of the time points of the periodic behavior. In other words, a partial
periodic pattern is a mixture of the periodic events and non-periodic events.

Based on the above reasons, this study presents an efficient approach, projec-
tion-based weighted upper-bound partial periodic pattern mining algorithm
(Abbreviated PWA), to adopt the maximum weight of upper-bound model pro-
posed by Yun et al. [10] to prune the weighted infrequent partial periodic patterns
and the efficient projection-based partial periodic pattern mining algorithm
proposed by Yang et al. [9] to find the weighted partial periodic patterns with a
specific period length in an event sequence. The PWA algorithm is designed to
have the upper-bounds of maximum weight to the event tuples of each segment,
and then to adopt projection-based algorithm to reduce candidates to quickly
recognize weighted partial periodic patterns. Finally, the experimental results
reveal that the good performance in discovering the meaningful partial periodic
patterns.

6.2 Review of Related Works

There are many studies in mining weighted frequent pattern based on the pattern-
growth approach have been developed to find the important patterns [2, 3]. For
instance, Cai et al. defined a weighted support calculated by multiplying the
support of a pattern with that pattern’s average weight [3]. Besides, the k-support
bound was designed to maintain the anti-monotone property in mining association
rules with w items. Extending the weighted concept from finding weighted fre-
quent patterns to weighted sequences, Yun et al. applied the maximum weight
among items as maximum weight of each sequence to discover weighted
sequential patterns from a sequence data [11, 12].

It is observed that the advantage of weight-based algorithms had been effec-
tively applied in sequential pattern mining, but specialized in partial periodic
pattern mining is never been discussed. Since partial periodic pattern mining is
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popular in business applications, it motivates us to adopt a weight-based concept to
find weighted partial periodic patterns. The supportive discussion will be made in
the following section.

6.3 Problem Statement and Definitions

To explain the problem of weighted PPP (abbreviated WPPP) mining with a specific
period length clearly, assume that there is an event sequence ‘‘abcdabcbacad’’
composed of twelve events in order of their time stamp. There are four different
events in the sequence, denoted as event set E = {a, b, c, d}, and the weight values
of the four events are given in the weight set W = {0.3, 0.8, 0.9, 0.5} respectively.
The specific period length is set to 4 and the pre-defined minimum weighted support
threshold (min_wsup) is set at 35 %. A set of terms related to WPPP mining with a
specific period length is defined below.

An event sequence S is a time series of events and in the order of their occurrence
time, denoted as S = \e1, e2, …, en [ , where ej is the j-th event in S. Let I =

{i1, i2,…, ik} be a set of all events. For example, S = \ abcdabcbacad [ . The first
and second event, a and b, respectively, appear in the first and second time stamps
in S, respectively. According to the given a period length of l, an event sequence
S can be divided into (m ¼ n

l) mutually disjoint period segments. The event
sequence S can then be denoted as S = \ ps1, ps2, …,psm [ . Because the period
length is set to 4, the event sequence S can be divided into three period segments
ps1 = \ abcd [ , ps2 = \ abcb [ and ps3 = \ acad [ . The support value supcp

of a candidate pattern cp with the period length of l is the count of the period
segments including the cp over the total number of period segments. For example,
the candidate pattern \ abcd [ only appears in the first period segment, and then
its support value is found as 1/(12/4) = 33.33 %.

In this study, an event tuple is composed of the event and its position identifier
in the corresponding period segment psj of S. For example, the first period segment
ps1 can be encoded as eps1 = \ (a,1), (b,2), (c,3), (d,4) [ . The support value
supctp of a candidate tuple pattern ctp is the count of encoded period segments
including ctp over the number of encoded period segments in S.

The maximum period segment weight mpswj of an encoded period segment epsj

is the maximum value of the weighted values of all events contained in epsj. For
example, in the first encoded period segment, since eps1 includes the four event-
s, \a[, \b[, \c[, and \d[, and their weighted values are 0.3, 0.8, 0.9, and 0.5,
respectively, mpsw1 = 0.9. Besides, the weighted support upper-bound wsub\ctp[

is the sum of the maximum period segment weight values of all encoded period
segments including ctp over the total number of encoded period segments in S.

wsub\ctp [ ¼
Rmpswi; \ctp [ð Þ

m
;
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A candidate tuple pattern ctp is called a (frequent) weighted upper-bound tuple
pattern (abbreviated as WUBTP) if wsubctp3min_wsup. If a pattern is a WUBTP,
it will be checked to see if it is also a WPPP. According to definition, a WPPP is
the one with its weighted support value wsup\ctp[ is larger than or equal to
min_wsup. If wsup\ctp[3 min_wsup, it is a weighted partial periodic pattern.

Based on the above definitions, the problem to be solved in the paper is to find
all weighted partial periodic patterns, which their actual weighted support values
are larger than or equal to a predefined minimum weighted support threshold, from
an event sequence.

6.4 The Proposed Algorithm

In this section, the details of the proposed projection-based weighted algorithm
(abbreviated as PWA) for mining weighted partial periodic patterns with a specific
period length are described below.

6.4.1 The Proposed Projection-Based Weighted Algorithm,
PWA

INPUT: An event sequence S with n events, each with a weight value, a
periodic length of interest l, a minimum weighted support threshold
min_wsup

OUTPUT: A final set of (frequent) weighted partial periodic patterns with the
period length of l, WPPPs

STEP 1: Divide the event sequence S with the period length of interest l as
multiple period segments, S = \ ps1, ps2, …, psm [ . For each
period segment ps, do the following substeps:

(a) Encode each event in psj to an event tuple etjk, with the event and
its position identifier in psj, and then generate the corresponding
encoded period segment epsj.

(b) Find the maximum period segment weight value mpswj of epsj.
(c) Put the encoded period segment with the maximum period seg-

ment weight value mpswj in the set of encoded period segments
(EPSD).

STEP 2: Find the weighted support upper-bound of each possible tuple
1-pattern in the set of EPSD:

wsub\ctp [ ¼
Rmpswj;\ctp [

jmj ;
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where Rmpswj;\ctp [ is the sum of the maximum weight values of all
encoded period segments including the tuple 1-pattern (ctp), and |m|
is the number of all encoded period segments in the set of EPSD

STEP 3: For each possible tuple 1-pattern, check whether its weighted upper-
bound support value is larger than or equal to the weighted minimum
support threshold min_wsup. If yes, put the 1-pattern in the set of
weighted upper-bound tuple 1-patterns, WUBTP1; otherwise, omit
the 1-pattern

STEP 4: Gather the event tuples appeared in the set of WUBTP1

STEP 5: For each segment epsj in the set of EPSD, do the following substeps

(a) Get each k-th event tuple \ etjk [ in epsj.
(b) Check whether or not the event tuple \ etjk [ appears in

WUBTP1. If yes, keep the \ etjk [ in epsj; otherwise, remove the
event tuple \ etjk [ from epsj.

STEP 6: Set r = 1, where r represents the number of event tuples in the
processed candidate patterns

STEP 7: For each pattern tp in the set of WUBTP1, do the following substeps

(a) Find the relevant encoded period segments including X from the
set of EPSD, and put the segments in the set of projected encoded
period segments epsdtp of the pattern tp.

(b) Re-calculate the maximum weight of each projected period
segment in the set of epsdtp.

(c) Find all the weighted tuple patterns with tp as their prefix pat-
terns by the Find-WTP(tp, epsdtp, r) procedure. Let the set of
returned weighted tuple patterns be WTPtp.

STEP 8: Output the set of all WPPPs. Find all weighted tuple patterns with X’
as their prefix patterns by the Find-WTP(X, epsdX, r) procedure,
where X = X’ and epsdX = epsdX’. Gather the weighted upper-bound
event tuple patterns X appearing in the set of WUBTPr,

(a) find the weighted support value wsupX ¼ avgwX�k
mj j ; where avgwX is

average weight value of pattern X, k is the count of encoded
period segments including X, and m is the total number of
encoded period segments in S.

(b) For each event tuple pattern in WUBTPx, if its weighted support
value wsupX is larger than or equal to the minimum weighted
support threshold min_wsup, put the pattern in the set of
weighted frequent tuple patterns, WTPX.

(c) Return the weighted tuple patterns in the set of WTPX.
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6.5 Experimental Evaluation

6.5.1 Evaluation of Number of Pattern and Number
of Candidates

A series of experiments was conducted to compare the performance of the tradi-
tional partial periodic patter mining algorithm, Apriori-based weighted partial
periodic pattern mining algorithm (abbreviated as AWA), and the proposed pro-
jection-based weighted partial periodic pattern algorithm (named PWA) under
different parameter values. The experiments were implemented in Visual 2010 C#
and executed on a PC with 2.4 GHz CPU and 2.98 GB memory. To show evaluate
the practical performance of the algorithms, we used IBM synthetic dataset [6] as
our experimental datasets, and randomly generated the weighted values (between 0
and 1) for the 1,000 items. To build up our experimental time series dataset, each
element will be selected sequentially and comma separated. For the elements in
the same time point will be treated as element wrapped with brackets.

Experiments were first made on the synthetic datasets to evaluate the difference
in the number of patterns obtained using PPA (without weight-based) [9] and PWA
(with weight-based) while period length set at 5, 7 and 10 along with the minimum
support threshold (min_wsup) varying from 0.05 % down to 0.01 %. Figure 6.1
reveals that PWA efficiently applied upper-bound weighted model to select the
interested weighted candidates. And, it accelerates the mining to find meaningful
WPPPs. The figure shows that the efficiency of PWA, especially when the mini-
mum support threshold was decreased, or the period length increased.

Figure 6.2 showed the comparisons in the number of candidate event tuples
generated by PWA and AWA algorithms for the synthetic datasets with various
parameter settings, including min_sup and period length (PL), respectively.

It could be seen in Fig. 6.2 that the numbers of weighted candidate event tuple
generated by the proposed PWA algorithm were less than that generated by AWA
algorithm. The main reason for this was that our proposed PWA algorithm reduces

Fig. 6.1 Number of pattern
for period length set at 10, 7,
and 5 obtained using PPA and
PWA along with different
min_wsup values
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candidate event tuples by using upper-bound weighted model. Hence, the numbers
of candidates generated by PWA algorithm were thus obviously less than that by
AWA algorithm.

6.6 Conclusion

The paper introduces the new research issue, named two-phased weighted partial
periodic pattern mining, which considers the individual significance weights of
events. In addition, a projection-based weighted upper-bound partial periodic
pattern mining algorithm is proposed to find such weight-based patterns within a
period length. To speed up the execution efficiency, the pruning strategy that
considers the frequent relationship of events is also proposed to effectively reduce
candidates in mining. The experimental results show that the memory requirement
is less than that needed by the other algorithms to discover weighted partial
periodic patterns.
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Chapter 7
Edge Selection for Degree Anonymization
on K Shortest Paths

Shyue-Liang Wang, Ching-Chuan Shih, I-Hsien Ting
and Tzung-Pei Hong

Abstract Privacy preserving network publishing has been studied extensively in
recent years. Although more works have adopted un-weighted graphs to model
network relationships, weighted graph modeling can provide deeper analysis of the
degree of relationships. Previous works on weighted graph privacy have concen-
trated on preserving the shortest path characteristic between pairs of vertices. Two
common types of privacy have been proposed. One type of privacy tried to add
random noise edge weights to the graph but still maintain the same shortest path.
The other privacy, k-shortest path privacy, minimally perturbed edge weights so
that there exist k shortest paths. However, the k-shortest path privacy did not
consider degree attacks on the nodes of anonymized shortest paths. For example, if
the adversary possesses background knowledge of node degrees on the shortest
path, the true shortest path can be identified. We have previously presented a new
concept called (k1, k2)-shortest path privacy to prevent such privacy breach [1]. A
published network graph with (k1, k2)-shortest path privacy has at least k1 indis-
tinguishable shortest paths between the source and destination vertices. In addi-
tion, for the non-overlapping vertices on the k1 shortest paths, there exist at least k2

vertices with same node degree and lie on more than one shortest path. In this
work, we further propose edge insertion and edge weight determination techniques
to effectively achieve the proposed privacy. Numerical comparisons based on
average clustering coefficient and average shortest path length show that the
proposed TNF approach is simple and effective.

Keywords Social networks � Privacy preserving � Edge weights � K-shortest path
privacy � (K1, K2)-shortest path privacy
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7.1 Introduction

Social networking and cloud computing have become extremely popular for
information sharing and knowledge management. The ease of use and free of use
of current on-line social networking websites not only make sharing information
so popular, simple and easy, but also expose personal identifiable information such
as full name, email address, phone numbers, as well as hobbies, interests and
information collected through cookies or other types of tracking mechanisms—
when they are tied to individually identifiable information, to public. In addition,
with the push of cloud technology, it makes on-line social networking more effi-
cient, convenient and attracts even more users and interactions, which leads to
more personal information exposable to adversaries. As such, personal attacks,
reputational, financial, or family losses might occur once this personal and sen-
sitive information falls into the hands of malicious hackers. In order to protect the
privacy of users against different types of attacks, information should be anony-
mized before they are published.

Many practices to protect user privacy from published data have been proposed,
including removing all identifiable personal information such as names and social
security numbers, limiting access, ‘‘fuzzing’’ the data, eliminating unnecessary
groupings, augmenting with additional data, etc. However, it is still easy for an
attacker to identify the target by performing different structural and non-structural
queries.

Recent studies show that there are four common types of privacy breaches on
privacy preserving social network (graph) publishing: identity disclosure, link
disclosure, and attribute disclosure. Identity disclosure refers to the threat of
re-identification of nodes in a graph. For example, user profiles (such as photos,
birth date, residence, interests and friend links) can be used to estimate personal
identity information such as social security number. Link disclosure refers to the
threat of identifying the relationship between nodes, for example, identifying the
friendship between Ada and Bob. Attribute disclosure refers to the threat of
identifying the attributes of a node or a link.

Privacy preservation techniques on network publishing can be classified into the
followings: k-anonymity, generalization, randomization, output perturbation, and
other works such as edge weight anonymization [2–8]. For k-anonymity approach,
there are some studies such as k-degree, k-neighbrohood, k-automorphism,
k-symmetric, k-isomorphism, k-security, and k-obfuscation privacy models. The
generalization approach either generalizes nodes into super nodes or edges into
super edges. One randomization approach randomly adds k false edges and deletes
k true edges by keeping the number of edges unchanged. Another randomization
randomly switches a pair of edges and repeats it for k times with node degree
unchanged. The output perturbation approach such as differential privacy tries to
propose mechanism of perturbing a data set such that the difference between the
probabilities of original and perturbed (different by at most one element) data sets
is within e-differential. To protect edge weight privacy, perturbation-based
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approaches to preserve linear property such as shortest paths by anonymizing the
edge weights have been proposed recently [4, 9, 10].

For edge weight anonymization, current works concentrate on preserving the
shortest paths characteristic between pairs of vertices [4, 10] and k-anonymous
weight privacy [9]. To preserve the shortest paths between pairs of vertices,
Gaussian randomization perturbation and greedy perturbation techniques that
minimally modify the edge weights without adding or deleting any vertices and
edges have been proposed [10]. The anonymized graph thus preserves the shortest
path but all edge weights are perturbed. A linear programming abstract model that
can preserve linear properties of edge weights (including shortest paths) after
anonymization is presented in [4]. For a different type of privacy, to eliminate the
distinguishability between edge weights, the k-anonymous weight privacy is
defined in [9] as: the edge (i ? j) is k-anonymous if and only if there exist at least
k edges in U(i) whose weights wi,tl, l = 1,…, c, and c C k, satisfy || wi,j–wi,tl ||2l,
l = 1,…, c. Here, l is a predefined positive parameter to control the degree of
privacy and U(i) is the adjacent edge set in which all edges come from the i-th
vertex.

In [6], we have proposed k-shortest path privacy, which minimally perturbed
edge weights so that there exist k shortest paths. However, the k-shortest path
privacy did not consider degree attacks on the anonymized shortest paths. For
example, if the adversary possesses background knowledge of node degrees on the
shortest path, the true shortest path can be identified. Previously we presented a
new concept called (k1, k2)-shortest path privacy to prevent such privacy breach
[1]. A published network graph with (k1, k2)-shortest path privacy has at least k1

indistinguishable shortest paths between the source and destination vertices. In
addition, for the non-overlapping vertices on the k1 shortest paths, there exist at
least k2 vertices with same node degree and lie on more than one shortest path. In
this work, we further propose edge insertion and edge weight determination
techniques to effectively achieve the proposed privacy.

The rest of the paper is organized as follows. Section 7.2 gives the problem
description. Section 7.3 describes the proposed algorithms. Section 7.4 reports the
numerical experiments. Section 7.5 concludes the paper.

7.2 Problem Description

Weighted graphs can be used for analyzing the formation of communities within
the network, business transaction networks, viral and targeted marketing and
advertising, modeling the structure and dynamics such as opinion formation, and
for analysis of the network for maximizing the spread of information through the
social links [11]. Depending on the applications, the edge weights could be used to
represent ‘‘degree of friendship’’, ‘‘trustworthiness’’, and ‘‘business transaction’’,
etc. In order to protect the privacy of these sensitive information (sensitive edges),
two common types of privacy have been proposed. One type of privacy tried to
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add random noise edge weights to the graph but still maintain the same shortest
path. The other privacy, k-shortest path privacy, minimally perturbed edge weights
so that there exist k shortest paths. Figure 7.1 shows an undirected weighted graph
with nine vertices. Assuming the relationship represented by the shortest path
between vertices vS and vT is sensitive, {vS, vX, vE, vG, vT}, and expected to be
hidden. One possible technique is to perturb minimal number of edge weights so
that there will be k shortest paths between the two vertices. Figure 7.2 shows the
anonymized graph with two shortest paths {{vS, vX, vE, vG, vT}, {vS, vD, vF, vY,
vT}}, where the weight of edge eY,T is modified to three. Therefore, given a graph
G, a set of source and destination nodes H, and privacy level k, the objective of k-
shortest path privacy is to minimally modify the graph such that there exists
k shortest paths between each given pair of nodes specified in H, without adding or
deleting any vertices or edges.

However, the k-shortest path privacy did not consider degree attacks on the
nodes of anonymized shortest paths. For example, if the adversary possesses
background knowledge of node degrees on the shortest path, the true shortest path
can be identified. In Fig. 7.2, if the adversary knew that there is a node with degree
five on the shortest path (which is vertex vE), then the true shortest path can be
inferred as {vS, vX, vE, vG, vT}.

In order to protect the k-shortest path privacy from degree attacks on the
anonymized paths, we presented a new concept called (k1, k2)-shortest path pri-
vacy in which a published network graph has at least k1 indistinguishable shortest
paths between the source and destination vertices [1]. In addition, for the non-
overlapping vertices on the k1 shortest paths, there exist at least k2 vertices with
same node degree and lie on more than one shortest path.
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For example, given an un-anonymized graph shown in Fig. 7.1, for
k1 = k2 = 2, if edge weight eY,T is modified to three, then there will be two
shortest paths {{vS, vX, vE, vG, vT}, {vS, vD, vF, vY, vT}}, both with path length 12, as
shown in Fig. 7.3. In addition, if new edges with dash lines are added, then the
transfer nodes on the two shortest paths will have the same node degree for at least
of two nodes (k2 = 2), in which the transfer nodes are the nodes on the anony-
mized shortest paths excluding the source, destination, and overlapping nodes.

As such, a graph with (k1, k2)-shortest path privacy will have at least k1 indis-
tinguishable shortest paths between the source and destination vertices. In addition,
for each vertex on the anonymized shortest paths, there exist at least k2 indistin-
guishable vertices with the same node degree. Therefore, given a graph G, a set of
source and destination nodes H, and privacy level (k1, k2), the objective of (k1, k2)-
shortest path privacy is to minimally modify the graph such that there exists k1

shortest paths between each given pair of nodes specified in H, and at least k2

indistinguishable vertices with the same node degree on the k1 shortest paths.

7.3 Proposed Algorithms

For a given pair of source and destination vertices, the objective of (k1, k2)-shortest
path privacy is to modify the graph so that (1) k1 shortest paths can be achieved,
and (2) for each vertex on the same shortest path, there exists at least k2 indis-
tinguishable vertices with the same node degree. In this work, we propose a two-
phase approach with an edge insertion and edge weight determination scheme to
achieve (k1, k2)-shortest path privacy. The first phase is to modify the edge weights
of the top k1 shortest paths so that all possess the same length. The second phase is
to find groups of k2 nodes that are not on the same k1 shortest paths, and adding
edges to these nodes so that they will have same node degrees. For the first phase
of achieving k1 shortest path, we adopt the greedy approach proposed in [6]. For
the second phase of finding groups of k2 nodes, we proposed using three simple
clustering strategies, namely, modified K-means, sorting, and dynamic program-
ming [1]. After groups of k2 nodes (some groups may contain more than k2 nodes)
have been obtained in previous work [1], we randomly added edges to these nodes
by connecting them to nodes not on any of the shortest paths. For example,
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Fig. 7.2 shows a 2-anonymized graph with two shortest paths from source vertex
vS to destination vertex vT. Figure 7.3 shows the anonymized (2, 2)-shortest path
privacy graphs using modified K-means clustering technique. Noted that the
clusters generated are {(VB, VF), (VG, VD), (VE, VH)} Fig. 7.4.

In this work, instead of connecting edges to random vertices not on the shortest
paths, we propose a heuristic approach of connecting edges to transfer nodes first.
When there is not enough transfer nodes, we connect the edges to vertices with
highest node degree that are not on the shortest paths. The proposed modified
k-means clustering algorithm and edge insertion algorithm are given as follows.
The following notations will be used: SP, shortest path; Nsp, vertices on shortest
paths; TN, transfer nodes on shortest paths, i.e., the vertices on all shortest paths
excluding the source, destination, and overlapped vertices.

Input: a given graph G, source vertex VS, destination vertex VT, (k1, k2),
Output: K Clusters of vertices that vertices in the same cluster should be

anonymized with same node degree,

Modified K-means-based Clustering Algorithm

1 Find top k1 SPs and all Nsp;
2 Let TN = {ti | the set of all transfer nodes};
3 If |TN| \ 2k2, then only one cluster;

4 Let K ¼ TNj j
k2

j k
;

5 Randomly pick K nodes as initial centroids
6 Repeat

6.1 Form K clusters by assigning each point to the closest centroid
6.2 Reassign points such that each cluster has size k2� Cij j � 2k2 � 1
6.3 Recompute the centroid of each cluster until centroid do not change

7 If (a cluster contains nodes all from the same SP), then
Select a vertex that has closest node degree with neighboring cluster vertex, not
on the same SP, and swap the two vertices;

Transfer Node First (TNF) Edge Insertion Algorithm
Input: C1; C2; . . .; Ck; Cij j � k2; 1� i�K
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Output: all vertices in the same cluster have same node degree.

1. For each cluster

1.1 For each vertex

1.1.1 Calculate the degree required (degree +) to each the maximum degree in
the cluster;

2. Let NOV = {the list of all vertices with non-zero node degree};
3. Sort NOV list in ascending order according to node degree;
4. While (NOV 6¼ /)

4.1 For (the first vertex in NOV)

4.1.1 While (there exits next vertex in NOV)
If (there is no edge between the two nodes)
{add an edge between them;
decrease (degree +) of N and current vertices by one;}
else
Continue on next vertex in NOV;

4.1.2 If ((degree +) of vertex N [ 0)
Randomly select (degree +) vertices not on any of the shortest paths and
add edges;

4.2 Remove first vertex from NOV;

In addition, the weights for the newly added edges can be determined by the
following lemma.

Lemma 1 Edge Weight Insertion
Assuming a new edge eX;Y is added between vertices X and Y
Let S be the source vertex and T be the destination vertex. The weight of eX;Y

can be chosen by, eX;Y

�
�

�
�[ max e1

X;Y

�
�
�

�
�
�; e2

X;Y

�
�
�

�
�
�

� �
where e1

X;Y

�
�
�

�
�
�[ SP(XT)–SP(YT)

and e2
X;Y

�
�
�

�
�
�[ SP(SX)–SP(SY).

\Pf[ When a new edge eX;Y is added between X and Y, then shortest path
between X and destination node T should remain the shortest. i.e.,

e1
X;Y

�
�
�

�
�
� ? SP(Y,T) [ SP(XT). In addition, the shortest path between source node

S and X should remain the shortest, i.e., e2
X;Y

�
�
�

�
�
� ? SP(SY) [ SP(SX). To satisfy both

condition, the weight of new edge must be greater them maximum of e1
X;Y

�
�
�

�
�
� and

e12
X;Y

�
�
�

�
�
�.
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7.4 Numerical Experiments

For numerical experiments, we run simulations on a real world data set, Cora,
collected in [12] and can be downloaded from LINQS webpage. The Cora dataset
consists of 2,708 scientific publications classified into one of seven classes. The
citation network consists of 5,429 links. Each publication in the dataset is
described by a 0/1-valued word vector indicating the absence/presence of the
corresponding word from the dictionary. The dictionary consists of 1,433 unique
words. For our experiments, we randomly generate weights in the range of [1, 100]
and assign to the edges.

All experiments reported in this section were performed on an Intel Pentium
CPU G870, 3.10 GHz machine with 4 GB main memory, running Microsoft
Windows 7 operating system. All the methods were implemented using Python
programming language.

In order to examine the feasibility and characteristics of the proposed approaches,
we examine the number of edges added in order to achieve the (k1, k2)-shortest path
privacy. We also compare the average clustering coefficient and average shortest
path length. In social networking, a graph is considered small-world, if (1) its
average clustering coefficient is significantly higher than a random graph constructed
on the same vertex set, and (2) its average shortest path length is approximately the
same as its corresponding random graph. The average clustering coefficient and
average shortest path length of anonymized graph are compared to the original graph
to examine the characteristic that small-world property has been distorted.

For k1 = 2, 2 \= k2 \= 6, Fig. 7.5 shows the preliminary results of number of
average edges added to achieve (k1, k2)-shortest path privacy for the three pro-
posed algorithms in [1]. It can be observed that when k2 increases, the number of
added edges increases. In addition, simple sorting based approach requires adding
relatively few edges compared to two other approaches.

For k1 = 2, 2 \= k2 \= 6, Fig. 7.6 and 7.7 show the average clustering coef-
ficients and average shortest path lengths for the proposed algorithms. In Fig. 7.6,
it can be observed that the average clustering coefficients of the TNF edge
insertion approach is much closer to the average clustering coefficients of original
graph, compared to the random insertion approach, for all three vertex clustering
algorithms proposed in [1]. In Fig. 7.7a, the average shortest path lengths of
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random insertion approach decrease as k2 increases. However, in Fig. 7.7b, the
average shortest path lengths of TNF approach remain very close to the original
graph (scale in two figures are slightly different). Overall, the proposed TNF edge
insertion approach incurs less modification on the graph characteristics.
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7.5 Conclusions

To protect the k-shortest path privacy from degree attacks on the nodes of
anonymized paths, we have presented a new concept called (k1, k2)-shortest path
privacy in which a published graph has at least k1 indistinguishable shortest paths
between the source and destination vertices. In addition, for the non-overlapping
vertices on the k1 shortest paths, there exist at least k2 vertices with same node
degree and lie on more than one shortest path [1]. In this work, we further propose
edge insertion and edge weight determination techniques to achieve the proposed
privacy. Numerical comparisons based on average clustering coefficient and
average shortest path length show that the TNF approach is simple and effective.
However more works need to be done. We plan to investigate different ways of
adding edges, distributing k2 nodes evenly among k1 shortest paths, and experi-
ment on larger data sets for more conclusive results.
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Chapter 8
K-Neighborhood Shortest Path Privacy
in the Cloud

Shyue-Liang Wang, Jia-Wei Chen, I-Hsien Ting and Tzung-Pei Hong

Abstract Preserving privacy on various forms of published data has been studied
extensively in recent years. In particular, shortest distance computing in the cloud,
while maintaining neighborhood privacy, attracts latest attention. To preserve
fixed-pattern one-neighborhood privacy, current approach requires the calculation
of all-pairs shortest paths in advance, which is time consuming for large graphs.
In this work, we propose a new flexible k-neighborhood privacy-protected and
efficient shortest distance computation scheme in the cloud. Combining k-skip
shortest path sub-graphs, vertex hierarchy labeling and bottom-up partitioning, the
proposed technique not only subsumes one-neighborhood privacy but also
provides efficient partitioning and query processing. Numerical experiments
demonstrating the characteristics of proposed approach are presented.

Keywords Privacy preservation � k-neighborhood privacy �Shortest path distance �
k-skip

8.1 Introduction

Many real-world applications can be modeled as weighted and/or un-weighted
graphs, e.g., social networking, web applications, transportation, communication,
and business transaction networks, etc. But operations on graphs are usually time
consuming due to structural complexity and large graph sizes. The rise of cloud
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computing provides a new platform for storage and computation intensive
operations, such as graph operations. Cloud computing creates a fluid pool of
resources across servers and data centers that enable (client) users to access
(outsourced) stored data and applications on an as-needed basis. It is therefore
desirable to employ cloud computing to manage large graphs and process complex
operations efficiently. However, one of the concerns using these services is the
negative effects on privacy, e.g., the clients may be unwilling to outsource their
valuable datasets as sensitive information might be exposed.

Several practices to protect user privacy from published data have been pro-
posed, including removing all identifiable personal information such as names and
social security numbers, limiting access, ‘‘fuzzing’’ the data, eliminating unnec-
essary groupings, augmenting with additional data, etc. However, it is still easy for
an attacker to identify the target by performing different structural and non-
structural queries.

Recent studies show that there are four common types of privacy breaches on
privacy preserving social network (graph) publishing: identity disclosure, link
disclosure, attribute disclosure, and edge weight disclosure. Identity disclosure
refers to the threat of re-identification of nodes in a graph. For example, user
profiles (such as photos, birth date, residence, interests and friend links) can be
used to estimate personal identity information such as social security number. Link
disclosure refers to the threat of identifying the relationship between nodes, for
example, identifying the friendship between Ada and Bob. Attribute disclosure
refers to the threat of identifying the attributes of a node or a link. Edge weight
disclosure refers to the threat of identifying the weights of a link or a path.

For edge weight anonymization, current works include: (1) preserving the
shortest paths characteristic between pairs of vertices [1, 2], (2) k-anonymous
weight privacy [3], (3) k-shortest path privacy [4], and (4) neighbor privacy for
shortest paths in the cloud [5]. To preserve the shortest paths between pairs of
vertices, Gaussian randomization perturbation and greedy perturbation techniques
that minimally modify the edge weights without adding or deleting any vertices
and edges have been proposed [2]. The anonymized graph thus preserves the
shortest path but all edge weights are perturbed. A linear programming abstract
model that can preserve linear properties of edge weights (including shortest paths)
after anonymization is presented in [1]. For a different type of privacy, to eliminate
the distinguishability between edge weights, the k-anonymous weight privacy is
defined in [3] as: the edge (i ? j) is k-anonymous if and only if there exist at least
k edges in U(i) whose weights wi,tl, l = 1,…, c, and c C k, satisfy || wi,j–wi,tl ||2l,
l = 1,…, c. Here, l is a predefined positive parameter to control the degree of
privacy and U(i) is the adjacent edge set in which all edges come from the i-th
vertex. For k-shortest path privacy, several heuristic algorithms were proposed to
minimally perturb edge weights so that there become k shortest paths in a graph. In
addition, to deal with degree attacks on the anonymized k shortest paths, a new
concept called (k1, k2)-shortest path privacy was proposed [6]. To preserve
neighbor privacy for computing shortest path distance in the cloud, a graph is
transformed to a link graph on client side and a number of outsourced graphs on

66 S.-L. Wang et al.



the cloud server side. The shortest path distance can be answered using both types
of graphs together, and one-neighborhood privacy on the cloud server side can be
preserved. A greedy based graph generation scheme was proposed [5].

In this work, we extend the one-neighborhood privacy concept and propose a
new flexible k-neighborhood privacy-protected and efficient shortest distance
computation scheme in the cloud. Adopting k-skip shortest path sub-graphs, vertex
hierarchy labeling and bottom-up partitioning, the proposed technique not only
subsumes one-neighborhood privacy but also provides efficient partitioning and
query processing. Numerical experiments demonstrating the characteristics of
proposed approach are presented.

The rest of the paper is organized as follows. Section 2 gives the problem
description. Section 3 describes the proposed algorithms. Section 4 reports the
numerical experiments. Section 5 concludes the paper.

8.2 Problem Description

For the one-neighborhood privacy in [5], given a fixed number of p outsourced
servers, the objective is to transform a large weighted un-directed graph into p sub-
graphs that are to be stored in s servers respectively, so that (1) shortest distance
between any two vertices can be efficiently computed in the cloud, (2) neigh-
borhood attacks can be prevented on each server, and (3) overhead on the client
side can be minimized.

For example, given an original graph shown at the bottom of Fig. 8.1, and
assuming the number of server on the cloud is p = 2. Fig. 8.1 shows two trans-
formed sub graphs on the top and the link graph at the bottom. The link graph will
be saved in the client side (data owner) and the two sub graphs will be stored in
two servers in the cloud respectively. Note that not all links are shown here to keep
the figure clear and ease to read.

For a query to calculate the shortest path distance on neighboring vertices such
as A and B, vertex A is on G1 and vertex B is on G2. The search then has to start
from original graph, e.g. vertex A. Since here are two vertices {B,L} are graph G2

that are linked to vertex A, we calculate the distance d(A,B) = |{A,B}| = 1 and
d’(A,B) = |{A,L,B}| = 1 ? 2 = 3. The shortest path distance is the minimum of
the two, which is one.

For a query on non-neighboring vertices such as E and J, both vertices are not
on graph G1 or graph G2. However, vertex E is linked to vertices C and F on graph
G1 and vertex J is linked to vertices H and K on graph G1. The shortest path
distance between E and J can be calculated as d(E,J) = |{E,F,H,J}| =

1 ? 4+4 = 9.
To obtain the transformed sub graphs, the scheme proposed by Gao etc. [5]

required to calculate all-pairs shortest paths first and then randomly select a set of
shortest paths to form a sub graph, which is to be stored in one server. Random
selection of shortest path may cause overlaps between sub graphs. Calculating all
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shortest path may consume a lot of computation effort. In addition, if all shortest
paths have been obtained, their shortest paths and distances could be saved directly
(either on servers or on client), instead of saving sub graphs which required more
calculation to obtain results already known. As such, we propose a new flexible
k-neighborhood privacy-protected scheme for efficient computation for shortest
path in the cloud.

To avoid calculating all-pairs shortest path, we adopt k-skip shortest paths [7]
and vertex labeling hierarchy [8] techniques. For example, Fig. 8.2 shows an
original graph at the bottom, a 3-skip graph in the middle and two sub graphs on
the top to be stored in the cloud.

Given two vertices x, y in a graph, if P is the shortest path from x to y and P* is
a subset of the vertices in P, P* is a k-skip shortest path from x to y, if it includes at
least a vertex out of every k consecutive vertices in P [7]. In general, P* describes
P by sampling the vertices in P with a ratio of at least 1/k.

The middle figure in Fig. 8.2 is a 3-skip shortest path graph generated from the
original graph at the bottom. All-pairs shortest path calculation is not required
here. The two sub graphs on the top can be obtained by the vertex labeling and
Dijkstra bi-directional partitioning techniques efficiently. Notice that the proposed
k-skip graph is more flexible and general than one-neighborhood privacy graph.
Given two vertices on a sub graph in the cloud server, there may be one or two
hidden neighboring nodes for one-neighborhood privacy graph. However, for
proposed k-skip approach, depending on k, there may be zero to 2*(k-1) hidden
neighbors between two vertices on a sub graph.
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8.3 Proposed Algorithms

To achieve k-skip neighborhood privacy for computing shortest path distance in
the cloud, we propose a three-step scheme: (1) building k-skip sub graph, (2)
building vertex labeling hierarchy, and (3) bottom-up partitioning of sub graphs, as
shown in Figs. 8.3, 8.4, and 8.5, respectively. The sub graphs built will be stored in
the outsourced graphs respectively.
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For the first step, the k-skip graph was introduced in the context of spatial
network databases [7]. It is able to answer k-skip queries significantly faster than
finding the original shortest paths in their entirety. In addition, it carries a structure
that occupies less space than storing the underlying road network. The technique
first builds a k-skip cover, shown in Fig. 8.3b, which contains vertices with higher
node degrees {C, D, F, I, K, L} and can reach any vertex in the graph within (k-1)
steps on the shortest path. It then builds k-skip graph based on the cover vertices
where the edge between two vertices represent the shortest path between them.

For the second step, vertex labeling hierarchy is to add shortest distances
between levels of vertices in a hierarchical manner. The idea is to pre-calculate the
shortest path distances to save query processing time later. It starts with selecting
independent set {D, K} from graph G1, as shown in Fig. 8.4a. The technique starts
with selecting a vertex with lowest node degree in the graph, deleting its direct
neighboring nodes and repeats the process. The selected vertices form an inde-
pendent set. Figure 8.4b shows a reduced graph after deleting the independent set
of vertices. For the given example, the graph is reconstructed into a 4-level
hierarchy.
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The algorithm for constructing such vertex hierarchy is given as following.

For the third step, based on Dijkstra’s bi-directional search, the k-skip graph is
partitioned in a bottom-up manner into p sub graphs to be stored in p cloud servers.
The process starts with partitioning the level one independent set into p subsets. It
then builds up the vertices in the second level from vertex hierarchy and repeats
the process to the highest level. Figure 8.5a shows the constructed graph.
Figure 8.5b, c demonstrate the final two partitions, as current example has only
two vertices in the level one independent set. The algorithms for the partitioning of
sub graphs are given as follows.
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8.4 Numerical Experiments

For numerical experiments, we run simulations on synthetic datasets generated by
Networkx library graph generator [9]. Then Power_law_cluster_graphs were
generated with 3,000, 6,000, and 9,000 nodes respectively. The number of random
edges added to each node is set as one and the probability of adding a triangle after
adding a random edge is set as 0.01. The graphs produced here follow the small-
world phenomena, as shown in Fig. 8.6. In social networking, a graph is consid-
ered small-world, if (1) its average clustering coefficient is significantly higher
than a random graph constructed on the same vertex set, and (2) its average
shortest path length is approximately the same as its corresponding random graph.
In our datasets, the numbers of edges are 2,999, 5,999, 8,999, and the average
numbers of edges of all shortest paths are 7.39, 8.32, and 9.16 respectively.

To simulate the cloud environment, we build a one-master, 5-slaves distributed
system. The master machine works as local client and the five slaves work as
outsourced server in the cloud. The virtual machine are built on three 32-bit
Pentium(R) dual-core CPU 3.20 GHz machine with 4 GB memory running
windows 7 and one 32-bit Celeron(R) CPU 1.80 GHz machine with 2 GB machine
running windows 7, by using Virtual Box [10] under Linux Ubuntu operating
system. The proposed algorithms are implemented in Python and IPython.parallel
package [11].

To examine the characteristic of k-skip graphs and vertex hierarchy graphs,
Fig. 8.7 shows the k-skip construction effect and hierarchy shortcut addition effect,
where |V’| and |E’| are number of vertices and edges respectively in k-skip graph
and |E*| is the number of edges in vertex hierarchy graph. It can be seen that as
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k increases, the number of vertex |V0| and the number of edge |E0| decreases
accordingly. In addition, the number of shortcut addition |E*| also decreases.
However, the average node degree increases (|E’|/|V’|) when k increases. This
implies that when k increases, the density of the contracted graph also increases.
To examine the construction times, when k increases, Fig. 8.8 shows that the
k-skip construction time increases and Fig. 8.9 shows that hierarchy graph con-
struction time increases as well. The increase is due to more edges need to be
searched for larger k. The effects indicate that it takes more computation time to
construct higher k k-skip graphs and vertex hierarchy graphs.

To examine the query processing time, Fig. 8.10 shows that when k increases,
the query time increases. The times showed are averages of fifty pairs of randomly
selected sources and destination vertices on dataset p6000. The increase of query
time is due to the increase of node degrees and therefore requires more time to
search for shortest paths.

Figure 8.11 shows that the query time decreases when number of sub graph
increases. The effects indicate that the time to calculate the shortest path distance
will be shortened when number of servers in the cloud is increased up to five.

Fig. 8.6 Dataset Graph

Fig. 8.7 k-skip contraction effect and hierarchy shortcut addition
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8.5 Conclusions

To protect neighborhood privacy and efficient calculation of shortest path distance
in the cloud environment, we propose a new scheme by combining k-skip shortest
path calculation, vertex hierarchy labeling and bottom-up partition techniques. The
proposed technique is more flexible and efficient than 1-Neighborhood privacy
approach. Numerical experiments demonstrating the characteristic and efficiency
of proposed approach are presented. However, more work needs to be done. We
plan to investigate on different characteristic and different size of datasets and
examine the effect on different number of servers, for more conclusive results.
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Chapter 9
The Framework of Information
Processing Network for Supply Chain
Innovation in Big Data Era
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Abstract The challenges of the global marketplace and the growing complexity
of business philosophies and technologies mix, the enterprises are forced to utilize
knowledge, capabilities, and resources to be found within and outside their
information processing networks. The enterprises are demanding more than just
access to data, they want processed and refined big data and information to help
them to reach more responsive and effective tactical decisions. Under this para-
digm shift, data and information-oriented productivity depends on the sharing of
knowledge and skills among workers, so that enterprise strategies can be driven by
the collective intelligence and competence of the group to face business challenges
and enable organizational learning and innovations. In the cloud computing and
big data era, management of enterprise knowledge to create business values and
competitive advantages is especially important for supply chain practices. This
paper focuses on the development of enterprise information processing network
and application framework that bind organizational strategies, business processes,
data, information, technologies, and people together to better utilize knowledge in
business practices. The ultimate goal is the transformation of an enterprise network
into a knowledge network for supply chain organic innovations!
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9.1 Introduction

Today, the Supply Chain Management (SCM) is a boundary-spanning,
channel-unifying, dynamic, and coevolving philosophy of inter-enterprise man-
agement. The major contribution of today’s supply chain model is to improve and
enhancing collaboration between businesses and their trading partners [1]. In
today’s business practices, competing for supply chain requires the alignment of
corporate strategies to what the organization knows, or developing knowledge
management (KM) capabilities to support a desired supply chain solution. Man-
agement of organizational knowledge for creating business values and generating
competitive advantages is critical for organizational survival. A good knowledge
management should support people to access and learn from past and present
organizational business practices/strategies and to apply the lessons learned when
making future decisions. Therefore, a successful knowledge-oriented business for
organizations should link supply chain management, relationship management,
and knowledge management to function in an adaptive way to cope with every
changing business challenges.

9.2 The Big Data Impacts

Big data, as the next frontier for innovation, competition, and productivity [2] will
have tremendous impact on our daily life. In big data era, the flow of data can be
among different devices and in different types. The data can be any type with any
forms, such as business data, social network messages, blog, forum, web page,
multimedia, SMS, email, sensor data (e.g. NFC, GPS, RFID, M2M), and so forth.
Because the data came from a variety of sources, the big data is considered to be at
the scale of up to Zettabyte. Therefore, timely and cost-effective analytics over
big data is now a key ingredient for success in many businesses, scientific and
engineering disciplines, and government endeavors [3]. The characteristics of big
data analytics are variety, speed, and with big volume, and therefore the manip-
ulation of data relies on intelligent approaches to deal with growing structured,
semi-structured or unstructured big data. Currently, the cloud computing and
parallel computing do much of the work in big data analytics.

For the past few decades, enterprises have constantly reinvented themselves
through a series of business and technological innovations to fit into the global
spectrum of business. The increasing adaptivity and responsiveness of business
practices has led to the role of big data analytics in business practices. Big data
analytics relies heavily on the interpretation of data into useful knowledge for
enterprise or supply chain to make more responsive and effective tactical decisions.
Information, such as demographics, consumers’ behaviors, and numerous other
business statistics, and the associated processing power are critical for the survival
of enterprises in business. With the global deployment of computers, mobile
devices, and interconnecting networks, participants can work collaboratively, share
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networked resources, exchange knowledge, and improve corporate or supply chain
performance. Corporate and supply chain strategies can be driven by the collective
intelligence of groups to better meet today’s business challenges.

9.3 The Value of Data and Information in Supply Chain

Mentioning about the values, Porter’s value chain [4] concept is well adopted by
organizations to profile their competitiveness and business values. The value chain
divides the organization into a set of generic functional areas, which can be further
divided into a series of value activities. An enterprise will be profitable as long as
it creates more value than the cost of performing its value activities [5]. To model
a business system, the effort for the separation of a complex part from the whole in
which we are interested is called an Abstraction. This is a very practical meth-
odology for the modelling of a complex system, especially in the supply chain
modelling effort. Through abstractions, any complex business object in a system
can be denoted as a black box that produces certain outputs regardless of its
internal complexity. And later, when necessary, this abstract object can be further
analyzed and broken down into several sub-objects. Therefore we can model
supply chain business process integration based on value chain as shown in
Fig. 9.1.

In Fig. 9.1, recall that Porter’s value chain described an enterprise as a set of
generic functional areas (such as inbound logistics, operations, marketing, out-
bound logistics, etc.). Porter also recognized linkages outside the enterprise, as
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Fig. 9.1 Global network of value chain in abstract business process (after Gale and Eldred,
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they relate to the customer’s perception of value. Therefore, it is also an open
structure, and the network can be developed in a fractal pattern just like the
extended value chains. To this point, a Porter value chain is an abstraction of a
business process, because an enterprise is a business process entity in a global
information-processing network. Therefore there is a different from the original
model proposed by Gale and Eldred [6], which focused on the process view of
abstraction instead of the global supply chain value management scheme.

Again, the term ‘‘abstraction’’ is used here to describe the generalization of any
business process for the modelling purpose. Through this characterization, a
business process can be generalized into what we call the Abstract Business
Process (ABP). The Abstract Business Process is just like a business process which
can be decomposed into several sub-processes, which is, an ABP is made up of
lower level ABPs. This interconnected value chain system can act as a supply
chain or information processing network that encompasses the modern business
world, and participating organizations can readily extend their technologies and
knowledge to their partners. The extended enterprise aspect enables supply chain
integration and more effective outsourcing solutions for both internal and external
stakeholders [7].

On the other hand, the rapid growth of the Internet brought about new business
philosophies and fostered the growth of new strategic alliance, data, information,
and business process integration across the borders of enterprises. The information
processing view of an organization has been considered one of the most influential
contributions to the contingency literature [8]. In this philosophy, information
processing network provides the channels for exchange and processing of infor-
mation in a global system. The primary role of the information processing network
is to provide information exchange among its subsystem—the information
processing nodes as shown in Fig. 9.2.

In Fig. 9.2, the information processing network view of ‘‘virtual enterprise’’ can
be from different divisions, departments, or organizations. The information-pro-
cessing nodes within the network are responsible for sending, receiving, selecting,
producing, and communicating (i.e. exchange data and information) with other
information processing nodes. An organization’s value chain consists of all
activities performed to design, produce, market, deliver, and support its product
and service. For the analysis of business data communication, the information
processing network connects its nodes, which in turn, are organized into business
components. The business components of the organization include people, pro-
cesses, events, machines, and information that interact and combine to produce the
outputs (e.g. information, product, service) of the organization.

Recalled that a knowledge-enabled organization is a learning organization, one
where all employees are using their knowledge, skills, and learning to meet today’s
business challenges and to create new opportunities for the future. Therefore, the
value is created whenever information flows through the information process
nodes and the information processing network. In business practices, collaborative
problem solving, conversations, and teamwork generate a significant proportion of
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the knowledge assets that exist within a firm or entire supply chain. With network
connectivity, the virtual enterprise can work collaboratively to share knowledge
and best practices that enable supply chain ‘‘co-evolving.’’

The beauty of a supply chain knowledge network is that the true value of the
information surpasses the conventional boundaries that often restrict employees’
thinking [9]. The information-processing nodes within each network in either
organization can work collaboratively to achieve strategic goals in the newly
joined network. Therefore, values include all information that flows through an
organization and between an organization and its suppliers, its distributors, and its
existing or potential customers. Indeed, data and information defines business
relationships.
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9.4 Portal of Storm: Streams Computing, Data Analytics
and Organic Innovation

Data analytics offers values! Enterprises want analytics to exploit their growing
data and computational power to get smart, get innovative that they never could
before [10]. Therefore, enterprises are becoming data and knowledge intensive
instead of capital intensive. In business practices, data is the basic building block
of information, whereas information is the glue that unifies businesses partnerships
and ultimately of a knowledge-based business.

Today, the streams computing and cloud computing are two major methodol-
ogies to deal with big data analytics. The streams computing focuses on processing
big and continuous ‘‘motion’’ data with less than a microsecond in a real-time
basis. Unlike traditional data analysis approach, the big data analytics can be
processed and analyzed before being store in the database. Whereas, the cloud
computing offers a variety of flexible computing schemes to deal with data in a
distributed manner.

Senge [11] in his book on system thinking described a learning organization as
‘‘an organization that is continually expanding its capacity to create its future.’’
The information processing network and data analytics made organizational
learning more effective and will enable organization to behave like living organic
structure to adapt and evolve in a changing environment. Interdependency between
core knowledge workers will increase as the success of the enterprise becomes
more dependent on how well they integrate their knowledge to produce innovative
products and services [12]. The innovation is never been close to reach for each
supply chain members.

9.5 The Framework for Big Data Applications

With the growing maturity of Internet technology, cloud computing, streams
computing, and big data analytics, the KM system can become more active. Big
data applications are needed for the entire supply chain knowledge network,
because the effectiveness of an supply chain solution will depend largely on its
ability to deliver an accurate and common view of customer demand data, as well
as any subsequent events, plans, or other business data. Knowledge management
system must be able to capture, process, refine big data and information from
different data sources that employees need. The technologies to facilitate these
highly interactive communications are summarized in Fig. 9.3.

In this figure, there are business application and system domain, servers, and
big data analytics domain. The big data analytics domain consists of integrated
knowledge application, composite repository and database. The business appli-
cation and system domain provides greatest possible access for diverse computing
devices, such as PC, NB, Tablet PC, Smartphone, and PDA to use enterprise
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resources (applications). The role of servers can be a gateway or middleware that
may reside in anywhere in the information processing network (public/private/
hybrid cloud) that provide services.

To help enterprises organize information residing in multiple locations and de-
liver it to prospective users, directory service, indexing, and searching are required
in integrated knowledge applications. In addition, the central or distributed data
repository that provides or captures the data and information for employees and
decision-making is very important in this application framework. In cloud appli-
cation scheme, this would be the data center. The decision-making support system
(DSS, ESS) is the driver that consolidates and directs the overall resources of the
supply chain to the most mission-critical business activities. Therefore, the most
important part to differentiate from traditional framework of supply chain appli-
cation is the big data analytics domain. The information can be managed only when
it is embodied as content, which represents a specific combination of information
and a manageable data [13]. Given the Enterprise Resource Planning (ERP) system
as an example, the ERP is good in managing processing data but fall short in
providing intelligent tactics and strategic suggestions for decision-makings.

The big data analytics domain enhances the capabilities of mining, warehousing,
extracting, and analyzing of heterogeneous data. For the analysis of data, there are
growing numbers of analytics tools, algorithm, and artificial intelligence to improve
a better extracting of heterogeneous data and turn into useful, valuable information

Integrated Knowledge Application

Composite Repository/Database

• Application Server

• Web/FTP/News Server

• Transaction Processing Server

• Document/Workflow Server

• Others (Internet/Intranet/Extranet)

Servers

• Metadata

• Data Warehouse/Data Mart

• Data in many type (e.g. business data, 
social network, blog, forum, web 
page, multimedia, SMS,  email, 
sensor data, GPS,  RFID, etc.)

(Knowledge Assets)

(Knowledge and Innovation Incubator)

(Access/Retrieval/Integration/Utilization)

• Searching, Indexing Filtering, and Query

• DSS,ESS (Decision/Executive Support System)

• MIS (Management Information System)

• Data Mining (e.g. OLAP, Agent)

• Business Analytics (e.g. Facet, Time-
series, Trend, Connection, Deviation)

• Others big data analytics methodologies

Enterprise-wide IPN:
Data/Information/Knowledge Flows
Data/Information/Knowledge Sharing and Exchange
Information Mapping
Data sources

• e-Commerce System
• Supply Chain Management System  (e.g. ERP)
• Office System
• Wireless Apps.
• Front/Back Office System
• Cloud Applications (IaaS, PaaS, SaaS)
• Others Apps. and Systems (e.g. Messaging) 

Business Application and System Domain
Big Data Analytics  Domain

Fig. 9.3 Schematic system framework for big data applications
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for supply chain decision-making and corporate knowledge assimilation. The
proposed schematic structure for big data analytics combines automation, business
rules, artificial intelligence, workflow, analytical tools and advanced messaging-
analysis technologies to allow e-businesses to deliver information and to respond to
customer requests rapidly and accurately [14]. The business applications will then
couple with data analytics applications to conduct daily business operations, such as
ERP, CRM, word-processing, spreadsheets, accounting, and so forth.

9.6 Conclusion

With the growing awareness of big data applications, enterprises have to recognize
this competitive advantage and shift their focuses on building a robust knowledge-
based system with big data analytics and applications capability. In such a way the
enterprises are capable of quickly consolidating critical competencies and physical
processes to gain competitive advantages easily.

On the other hand, the growing of strategic alliances and partnerships on a
global scale that brought about the formation of inter-enterprise virtual organi-
zations capable of leveraging the skills, resources, and innovative knowledge that
re-side at different locations in a supply chain network. An organization’s value
chain consists of all activities performed to design, produce, market, deliver, and
support its product and service. The value chain view of information processing
network is introduced to enhance collaboration encourage innovation, boost pro-
ductivity, achieve adaptivity, and increase the information system efficiency. The
information process nodes are the keys to transfer data, information into values.

Big data, as the next frontier for innovation, competition, and productivity, in
the era of big data, enterprises use their information processing networks and strive
to become knowledge-enabled enterprises to ensure that all employees are able to
utilize the knowledge and skills they need to meet their corporate goals. The
proposed application framework stresses on the big data analytics domain to
enhance the capabilities of mining, warehousing, extracting, and analyzing of
heterogeneous data and turns into useful, valuable information for supply chain
decision-making and corporate knowledge assimilation. It also combines auto-
mation, business rules, artificial intelligence, workflow, analytical tools and
advanced analytics technologies to allow enterprises to deliver information and to
respond to customer requests rapidly and accurately.

The proposed application framework, indeed, is integrated in terms of people
focused on processes and values that ultimately respond to customer demand, but
its success requires data that can integrate and support every exchange of infor-
mation across the entire supply chain. Enterprises will realize that content is as
important as technological framework to the enterprise application architecture. A
well-designed and well-integrated knowledge-based SCM system with data ana-
lytics capability will improve existing supply chain performance and provide
enterprise agility in the change business environment.
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Chapter 10
Website Navigation Recommendation
Based on Reinforcement Learning
Technique

Yin-Ling Tang, I-Hsien Ting and Shyue-Liang Wang

Abstract The explosive growth of the Internet has made information on the web
large and complicated. If the structure of a website is not optimized, users could
easily get lost and could not find the most important information at the first time.
The adaptive website can present the information that users needed by analyzing
the users’ behavior. However, visitors may have different needs at different times.
Most of recommended methods are not considerate of dynamic or time-dependent
needs. This paper presents a recommender system based on reinforcement learn-
ing. We assume that five parameters are on recommendation, which include clicks
of the page, time that spent on viewing the page, paths to find the page, hierarchy
of the page, and the rank of the page. With the help of reinforcement learning
to adjust the weight of five parameters, we aim to reduce the paths that user needed
to find the object page.

Keywords Web usage mining � Adaptive web sites � Reinforcement learning

10.1 Introduction

In recent years, the internet has become the major source to access information.
People have higher right to decide what information content to read, and want to
access the desired information fast and efficiently. How to find the target infor-
mation from the comprehensive data is a work to study. In contrast, websites need
to consider the message presentation, helping people find the wanted information
quickly. Therefore, websites need to be endowed with appropriate guidance for
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people while data growing rapidly. In order to have better guidance for users,
we cannot ignore the structure of the website. But the optimal website architecture
does not exist. If the website could adjust its presentation automatically to users’
browsing feature to provide appropriate guidance, it could reduce the cost of
searching, and keep the users satisfied. The website can be adjusted either by the
user or by the owner of the network to access the wanted data more easily. But
most users would skip the step of adjusting, and look for information directly [1].
Therefore, we need to use adaptive website to learn from users’ browsing patterns,
and adjust the website automatically to present the needed content [2].

Every website may not match users’ need. The reason caused this situation may
be that the design of the website was not appropriate, or users’ need were changed
[2]. The most common approach is providing a dynamic list to let the visitor link
to popular page immediately. The website can find the appropriate recommen-
dation page automatically by adaptive adjustment. But each of adjustments is an
independent event, and all impacts of adjustment are by prediction.

Reinforcement learning explains the learning process of animals and children.
In the learning process, learners will interact with the environment continuously to
find the right active without supervision. It does not need a supervisor to monitor
and teach in the process; the learning of the agent is only on the base of the
mechanism of trial-and-error when interacting with the ambient environment.
Each of actions impacts the subsequent states and actions. Through a series of
learning, we can find out the most appropriate strategy for each state [3].

In this research, the academic website is our target. We apply optimization to
adjust website for overall users’ needs. Due to the lack of exact user information,
we are using web mining to analyze log which is recorded by the server, and find
out users’ browsing patterns. Although optimization adjustment cannot reach
every user’s demand, it can improve overall performance of the website. The user
who visits the website for the first time or unfamiliar with the site can find the
information efficiently. In the research, we connect each adjustment together to
learning how to adjust appropriately. Consequently, our research enables the
website to learn as a human being with the aid of reinforcement learning, in order
to make the optimal recommendation on the website to reduce the searching time.

This research has four purposes: (1) to analyze overall users’ browsing habits
and patterns. (2) to learn from the past adjustment experience by using rein-
forcement learning to offer recommendation according to users’ need. (3) to
reduce the paths of finding target information by recommendation. (4) to under-
stand the importance of each browsing pattern of the website.

This paper is divided into five chapters: (1) to illustrate research background,
motivation and purpose. (2) to discuss the definition of web mining, adaptive
website, and reinforcement learning. (3) to describe the research system archi-
tecture and the process of data processing and to define the parameters in the
reinforcement learning and to describe the method of adjustment and presentation.
(4) to state the simulation operation situation of our system. (5) Conclusions.
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10.2 Related Work

In this chapter, we introduce techniques that are used in this paper, including web
usage mining, adaptive website, and reinforcement learning. Then we establish the
method of our research by investigating past research.

10.2.1 Web Usage Mining

Web usage mining traces users’ browsing behavior from the server automatically,
and analyzes users’ patterns provide with appropriate information. Users’
browsing patterns can be utilized as the basis of website improvement. In doing so,
website can present content more efficient and the interaction between the website
and user become smoother.

Web usage mining will take out log files from the server, and preprocess the log
files. Preprocessing includes data filtering, data cleaning, user definition, and
session definition. If the data in the record did not meet our need, it would be
deleted. To facilitate the following analysis, we preserve the needed fields of a data
and remove the others. Next, we define the qualifications to distinguish difference
visitors. And then we define the dividing point of sessions: 30 min is the usual
interval [4]. After implementing above steps, the log is divided into different surf
records to obtain users’ browsing process, instead of a single record. Finally, we
analyze the data that have been preprocessed to get the browsing patterns.

10.2.1.1 Data Source

Log is the major data resource of web usage mining. When users surf on the world
wild web, the sever will save the browsing and accessing record in log. The default
log format is NCSA ASCII Common Log File Format. It records user IP, host
name, user name, date, time, access file, and file size. The format represent like
[userIP][timestamp][method][url][httpversion][httpresult][size].

10.2.1.2 Mining Method

The important stage of web usage mining is the conduct of analysis. It finds out
users’ browsing patterns form numerous data and records. In pattern discovery
step, the common techniques are Statistical Analysis, Association Rule, Classifi-
cation, Clustering Analysis, and Sequence Pattern [5].
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10.2.2 Adaptive Web Site

The more content displayed in website, the more complex pages it might links.
Websites which provide different data and presentation by users’ pattern can
increase the surfing efficiency. It also lets the user find the information they needed
quickly and promote the satisfaction for the website. An adaptive website learns
the users’ access patterns to improve the organization and presentation of website
automatically [2].

There are two steps in the adaptive process. The first step is called behavior
observation. This step finds users’ browsing pattern by web usage mining, and
model the patterns for following data matching [6]. The second step is called
website adaption. It will set up many presented modules in advance, and then
present the module that matched the browsing patterns. The second step is then
re-divided into two types according to the target: content-level adaptation and link-
level adaptation [7]. Content-level adaptation, also known as adaptive presenta-
tion, adjusts for website presentation. The purpose is to present different content
for different kinds of users. Link-level adaptation is also called adaptive navigation
support which adjusts for pages links in the website. It aims to provide navigation
to prevent user lost in the website and find the information they need quickly.

Adaptive adjustment is divided in two ways according to adjusted method [2].
Customization adjusts pages immediately for each user’s demand. Another method
is optimization. Optimization would not adjust for individual user but for all users
in order to make the website easier to use. Website adjust for over all users can
improve new visitors viewing.

10.2.3 Reinforcement Learning

Reinforcement learning simulates the learning method of creature. It learns through
failure and repeated practice to increase capability. Reinforcement learning is an
unsupervised learning. In the learning process, it only needs to input data, and agent
will learn to adjust automatically. Agent chooses the next action according to past
experience, so it is suitable for dynamic environment. In an unknown environment,
reinforcement learning will try different actions, and be interactive with environ-
ment. It is a learning method that uses trial-and-error and delay reward to find best
strategy [3]. Figure 10.1 is the reinforcement learning module.

Reinforcement learning contains two roles. One is the environment that need to
be changed. The other is the agent that is responsible for learning. In the learning
process, after receiving environment state (st), agent will select an action (at) for
the state and send to the environment. The current state (st+1) of environment will
be changed by the action, and emerges the reward (rt+1) for the effect. Next, agent
will revises the value function for new state (st+1) and (rt+1), and once again choose
an action for the new state according to the value function. And then keep looping
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above steps. In the learning process, the effect of each action is the basis of
conjoined selections. Through the learning experiences, the agent can find out the
best action for different state, in order to reach the goal.

10.3 Methodology

This paper applies reinforcement learning to adjust recommendation for the web-
site, helping users to find the target information quickly. Website will take opti-
mized adjustment for overall users. It would integrate all users’ browsing records
for adjusting recommendation to reduce the searching time for users who might be
unfamiliar with the website, and for new users. Besides page surf time and browsing
time to consider, three supporting parameters are also taken into account in this
paper, namely: path length to page, page level, and page current rank. The goal of
our research is to reduce the paths to pages, so we add path to learning. Adding the
latter two parameters is to consider previous browsing and adjustment in learning.
In this study, the system is divided into three parts: extracting page pattern, learning
recommendation weight, and adjusting recommendation list.

Figure 10.2 is the system structure of this research. When a user browse a
website, apache records the user’s accessing request automatically. Some steps are
then proceed to analyze the user’s browsing situation. First, we retrieve the log file
from server, filtering unnecessary data in log, and then save the rest data into
database. Next, we use data mining to identify the user’s browsing patterns, and
record them into the database too. After catching the users’ patterns, system learns
the value that needs to be adjusted in the recommendation by reinforcement
learning. Each page will get a surf value by calculating these values. Finally,
website presents the recommendation according to the surf value. The new log
files that are recorded is going to be calculated again when the users start new
browses. It would keep adjusting recommendation to fit most needs of user.

10.3.1 Extracting Page Patterns

In the experiment of our research, the data will be preprocessed first through steps
as data retrieving, data splitting, data filtering, data cleaning, and data formatting,

Fig. 10.1 Reinforcement
learning module

10 Website Navigation Recommendation 91



and then go through user and session identification and store the data into database
in the end. By running the steps above, we can get the users’ patterns and the
website structure. With knowing what function or information that the user needs,
website can adjust itself with this information to improve the presentation.

(1) Data Splitting

It would generate redundant processes and increase running time for the
compute if dealing with the oversized log file directly. So after retrieving the log
file, we split the data into a suitable size. This paper is aimed to find out users’
browsing trends. The shorter the interval of the analytic period, the better outcome
it will result in. But the target website is not a huge one. It doesn’t have sufficient
data per day. Hence, we cut the file by three days.

(2) Data Filtering

The target website of this research experiment is encoded by PHP as a data
filtering method to delete unnecessary data. To locate the path that the user finds
the page, we preserve records which request ‘‘.php’’. Other records that request
images or execution file, like *.jpg, *.png, and *.js, will be removed. We also filter
out functional pages, and only keep the records that contain the presented page,
index.php. Current PHP websites change pages by passing parameters, not linking
pages directly. So we regard parameters as pages for the following analysis.

Fig. 10.2 Research system structure
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(3) Data Cleaning

After filtering the log file, we will remove the needless parts by data cleaning,
and keep fields that will be used in subsequent steps. This paper focuses on
analyzing browsing page. In order to find out paths which are in the same browsing
page, we organized data on the basis of accessing date and accessing time before
analysis. Therefore the fields that will be saved are user IP, timestamp, and url.

(4) Data Formatting

Data formatting turns data into the needed format to store the users’ data into
the database easily. We divide the timestamp into two fields: date and time. In url
field, all records contain the same page, index.php. Hence we replace it with the
passing parameters. And then we add ‘‘-’’ between each field to separate data. The
format is [userIP]-[date]-[time]-[url].

(5) User and Session Identification

The common methods to identify users are using Cookie, user account, and user
IP. In an announced website, user can search needed information without logging
in. In the situation that lacks membership, the most common way to distinguish
among users is using the IP address [8]. So we see the same IP as a user, and define
30 min as a cut-off point of Session. By using user IP and the interval time to
manage log file, we integrate the browsing history together.

(6) Page Parameter Retrieving

We consider surf times and browsing time to know the importance of each page,
and find out the object page that user wants. In this stage, we calculate clicks, stay
time of each page. The stay time of a page is the period between the present request
time and the next request one. The stay time of the final requested page is set as
average time of all pages. The path length is the number of pages that are visited
from first requested page to the last page. The path length of first request page is 0.

(7) Page Database

In the web mining step, the data will be stored into a database. The table recorded
data that has been analyzed. Fields in table are browsing page, surf times, browsing
time, average browsing time, path length to page, and average path length.

10.3.2 Learning Recommendation Weight

It is important to understand the interaction between the user and content in the
website. We measure the website by tracing the pages that enter website and leave
website, and also by tracing surf times, browsing time of each page. Each
parameter can represent different features of the website, but unable to compare
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with each other. Until now, we do not know which parameter is the most important
one. Therefore, we let website learn automatically to find out appropriate weight of
each parameter. Reinforcement learning cannot decide weight proportion at once,
but decide it through a long-term learning by considering the past impacts of the
weight adjustments. And then do following adjustment.

Besides tracing surf times and browsing time, we add other parameters such as
path length to page, page current level, and page current rank into calculation. We
suspect that recommend the page of longer path length will reduce more path length
of whole pages. And the page at bottom level will be recommended prior to the
page at high level. The surf times and browsing time in single does not represent
that the importance of the page. So, previous rank will add into learning too.

In reinforcement learning module of this paper, the environment represents the
browsing situation. First, the environment passes the data which was analyzed
from the web mining to the agent. After getting current state of the page, the agent
measures previous adjustment by evaluating the reward which was passed at the
same time. Next, the agent calculates Q-value by SARSA algorithm and updates
learning data. And then choose appropriate action for new state. The higher the
Q-value is the higher property that action would be selected. After learning
weights of each parameter, recommendation system sorts all pages in the website.
Ultimately, system grabs top pages in the ranking to recommend, and presents
them at a dynamic list.

SARSA algorithm formula:

Q s; að Þ  Q s; að Þ þ a R sð Þ þ cQ s0; a0ð Þ � Q s; að Þð Þ

In this study, we simplify SARSA algorithm, setting a and c as 1:

Q s, að Þ  R sð Þ þ Q s’, a’ð Þ

In the parameter weight learning state, the process of reinforcement learning is
as followed. We will introduce the setting of sate, action, and reward in learning
(Fig. 10.3).

(1) Parameter Setting

State: the current browsing situation of each page in website.
The website state that is traced by this study includes surf times, browsing time,

and path length to page. In order to compare the data under the same standard, the
three parameters will be standardized. Each data value represents the proportion of
the page value in the whole website. For example, the surf time value is surf times
of one page divided by surf times of all pages. The other two parameters are
current level and ranking which will be standardized too for easier calculation.

State(Count, Time, Path, Level, Rank)
Action: agent chooses the parameter that need to be increased weight.
The actions that agent can select are adjusting weight. In a chosen action, the

adjustments of the parameter are a fixed value. One parameter increase, the others’
values will be reduced to keep the sum of all weights at a fixed value. The weight
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of a parameter which has been selected will increase 4, others’ weight will
decrease 1 respectively then. And keep the sum of the weight at 100.

Action(WCount,WTime,WPath,WLevel,WRank)
Reward: the change of path length to target page.
The purpose of this study is to reduce the pages that are needed to go through

when the user is searching information. Therefore, the change of the path length is
the state-action evaluation standard. The calculation of the path length is limited in
the target page. Other pages are not what we want to improve. Reward is calcu-
lated by past average path length minus current average path length. If the path
length is negative, it means the adjustment of this time is not good, and vice versa.

Reward (TotalPathpast–TotalPathnow)

(2) Parameter Weight Learning Algorithm

In weight learning step, we input five parameters values into the learning,
namely: surf times, browsing time, path length, current level, and current rank.
And learn with algorithm as follows (Fig. 10.4).

In updating recommendation process, system firstly sums the path length of all
pages to obtain a total path length of target pages to minus total past length to get
the change of the path length. Regarding the change as the reward to evaluate the
last adjustment, we input the reward into the reinforcement learning formula, and

1. Initial recommendation.
- In order to maintain the efficiency, we will calculate the recommendation for the first time.
2. Environment returns new state that influenced by recommendation.
- The state includes surf times, browsing time, path length, current level, and current ranking.
3. Environment returns the reward paired with the state-action.
- Reward is past path length minus current path length.
4. Update Q-value
5. Agent adjusts the weight of each parameter with Q-value.
- When the Q-values of actions are equal, pick one at random.
6. The recommendation system calculates ranking by weight which adjusted with action, and 
then recommend.
7. Back to the second step.

Fig. 10.3 Reinforcement learning recommendation process

 

Reinforcement Learning Recommendation Algorithm 
1. TotalPathnow ß Path 
2. R ß TotalPathpast  TotalPathnow 
3. Update Q 
4. S ß Count, Time, Path, Level, Rank 
5. Match S in RLmatrix 
6. Select Max Q 
7. Return A 

Fig. 10.4 Weight learning
algorithms
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update Q-value. Next, after regarding the surf times, browsing time, path length,
current level, and current rank of page as the current state, we match the state in
the reinforcement learning matrix. Finally, we select the action that has the highest
Q-value, and return it.

After the state-action evaluation, the weight of each parameter will change. And
we adjust the recommendation according to the new weight. Three days later,
website gets new values of the five parameters, and run the algorithm again.

10.3.3 Adjusting Recommendation List

System traces users’ browsing situation which contains the surf times, browsing
time, and path length by carrying out web usage mining. And it grabs pages’
allocation including current level and current rank from the database. By going
through the reinforcement learning, we obtain the weight of five parameters which
would affect the importance of pages. This study put the data that is found by
mining and the weight that outcome by learning in the recommendation system. It
can calculate the surf value of each page and rank the pages based on the surf
value. Ultimately, it presents recommendation in the dynamic list in index page.

(1) Surf Value

To calculate the surf value needs five parameters and the weight of each one.
The five parameters are surf times (Count), browsing time (Time), path length
(Path), current level (Level), and current rank (Rank). Because these parameters
had been standardized, they do not need to be processed additionally in the cal-
culation. We multiply the parameters and its respective weight directly and sum up
them. And then we obtain the surf value in that way. The formula is displayed as
follows. Due to the value of the parameter and the weight did not execute other
process, the weight represents the importance of each parameter.

Surf Value Formula:

SurfValue ¼ Count�WCount þ Time�WTime + Path�WPath + Level
�WLevel + Rank�WRank

(2) Recommendation Adjustment

The website ranks all pages according to the surf value, selecting recommended
page to present in the dynamic list. Recommendations are divided into two levels.
The recommendations at the first level will be represented at home page. System
filters out home page and pages at its next layer, and creates link to top three pages.
As Fig. 10.5, the pages that can be selected to be recommendations are in the range
of red dashed box. Next, the second level recommendations are presented at the
next layer of home page. In order not to disrupt the original website architecture,
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we only choose pages that in the same category of the current page, and pick top
three to recommend. In Fig. 10.5, we separate different category by color. Class B,
for example, can only pick pages that in blue dashed box to recommend.

(3) Recommendation Presentation

In this experiment, the target website is a department website of a school. We
improve the website based on the original site. Due to the users do not like
changing screen [9], we do not disrupt the original website. The recommendations
are presented in the dynamic list and displayed at an obvious place of the home
page, see as Fig. 10.6. We aim to improve the browsing efficiency of whole
website with a least change.

10.4 Experiments

The target website of this study is that of the Department of Information Man-
agement in National University of Kaohsiung. We use its log file as data resource.
The website is an academic one whose primary purpose is to announce

Fig. 10.5 Recommendation
hierarchy schematic diagrams

Fig. 10.6 Recommendation
configurations at home page
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information. The format of the log file is NCSA ASCII Common Log File Format.
In this study, we retrieve the log file that recorded since May 2008 to September
2012. The size of original log file is 2.67 GB. We use log file to simulate system
operation. The following is the simulated situation in January.

System Simulated Operation: Surf Times Increase
In early January, as the deadline for submitting proposal report was

approaching, graduate students increased the surf times of ‘‘proposal report page’’.
In this period, the surf times increased from 5 to 20 times. The average browsing
time is still 5 min (300 s). The average path length is 5.5 pages. The number of
pages is 120, and the surf time of whole website is 600 times. The average surf
time is 5 times per page; and the average browsing time is 2.5 min (150 s). The
average path length of target pages is 3.5 pages. Through standardization, envi-
ronment returns the state as S (4, 2, 1.57, 0.5, 0.1).

The former weights of each parameter are 46, 42, 8, 2, 2. At this state, agent
chose to increase the weight of surf times according to the Q-value. So, the weight
of surf time increased 4, other weights decreased 1. After changing weights, the
weights of parameters are order of 50, 41, 7, 1, 1. Through calculating by rec-
ommendation system, the surf value is 294.39.

SurfValue = 4� 50þ2� 41þ7:0:5� 7þ0:5� 1þ0:9� 1¼ 294:39

Compare surf value of each parameter, ‘‘proposal report page’’ ranked the
second. After filter home page and pages of next layer, it still at second. System
got the top three pages to recommend directly. Hence ‘‘proposal report page’’ are
in them. The new top three replace former recommendations and put at the
dynamic list in the home page.

Three days later, the system learned again. The average path length of ‘‘pro-
posal report page’’ reduced to 2.5 pages. The browsing time was still unchanged.
Average path length of all target pages changed from 3.5 to 3.2. Average browsing
time is 2.7 min. The website returned reward as 0.3 (Reward = 3.5–3.2 = 0.3).

Seeing that the path length is reduced, the reward is positive. It represents that
the adjustment this time is appropriate. Next, agent re-calculated Q-value and
selected next action according to the new state.

10.5 Conclusion

This paper proposes a method of page recommendation that is based on the
reinforcement learning. Website recommends according to users’ browsing
patterns and website configuration. We consider multiple parameters into rec-
ommendation. The five parameters are surf times, browsing time, path length,
current level, and current rank. After analyzing the log file to obtain user’s pattern,
the website adjusts weight of five parameters through reinforcement learning. And
then to evaluate the adjustment automatically. Moreover, applying reinforcement
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learning to interact with environment can consider temporality into recommen-
dation. Finally to calculate each value of parameters and their corresponding
weight. And then to recommend page for whole users to reduce the path length that
needed when finding information. The recommendations of our research are
adjusted with optimization. In the future, it can use the same method proposed by
this paper to customize recommendation.
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Chapter 11
An Approach for Hate Groups Detection
in Facebook

I-Hsien Ting, Hsing-Miao Chi, Jyun-Sing Wu and Shyue-Liang Wang

Abstract In recent years, with the growth of social networking websites, users are
very active in these platforms and a large amount of data is aggregated. Among
those social networking websites, Facebook is the most popular one that has most
users. However, in Facebook, the existence of Hate Groups is a very critical issue
with the problem of abusing. Therefore, many researchers are devoting themselves
to detecting the potential hate groups, using the techniques of social networks
analysis and web mining. In this paper, we will propose an approach based on the
techniques of social networks analysis and web mining to detect the potential hate
groups. The data from Facebook are being processed. In the research, hate groups
for 3C are selected as the training data. The social network structures and key-
words of these groups will be treated as the features which will be used for
discovering the potential hate groups in Facebook.

Keywords Facebook � Hate groups � Social networks analysis � Web mining

11.1 Introduction

With the rapid growth of the Internet communication techniques, the World Wide
Web has become a very important platform for users to interact with each other.
Through these platforms, users can easily share and spread information and ideas.
In recent years, online social networking websites become very popular on which
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users are able to share different information. YouTube (www.youtube.com) is a
website for video sharing; Blogger (www.blogger.com) is designed for sharing the
articles whereas Flickr (www.flickr.com) shares photos. Facebook
(www.facebook.com), as well as MySpace (www.myspace.com) is a platform
created for exchanging different kinds of messages, including photo, music and
articles etc. These websites also become the busiest ones in the world.

Along with the people’s interactions with each other on these social networking
websites, more and more data and different information are aggregated. Among the
information on these social networking websites, some are considered as negative
ones because they could be utilized to attack and to slander. It is very interesting
that this kind of information is always the information that spreads at the fastest
speed.

Hate group is a group of users who attack, hate, and abuse particular objects,
such as groups, companies, races or religions [1]. In the age of web 2.0, it is easier
for hate group to affect users and to spread their ideas since the WWW is a public
platform in which users can interact with each other. Especially in Facebook, the
‘‘Groups’’ function also provides a very good platform for those hate groups to
share their ideas and to attract new users. Recently, the groups in Facebook have
become a main target and therefore it becomes essential for us to develop a mean
to locate hate groups.

In this paper, we intend to propose an architecture which is based on the
classification technique of Data Mining. We will firstly observe the existing hate
groups and the like groups in Facebook, and extract the features of these groups
which include keywords that frequently used in them and the social network
structure [6]. According to the extracted keywords and social network structure,
the activity patterns can then be used to discover potential hate groups.

The paper is organized as follows: The first section is the introduction and the
background of the paper. In Sect. 11.2, we will start to propose the approach of the
paper which combines the techniques of Web Mining (text mining) and Social
Networks Analysis. Due to the length limit of this paper, we are not going to
discuss related literatures and works in detail. In Sect. 11.3, we will discuss more
details about the approach and the experimental design to discover hate groups.
The paper will be concluded in Sect. 11.4 along with the discussion of the future
directions of this research.

11.2 The Approach for Potential Hate Groups Detection

In order to discover potential hate groups in the World Wide Web, some
researchers have already proposed different means to deal with this problem. In
2003, Gerstenfeld et al. [2] analyzed 157 extremist sites and found links between
most of these websites. In 2005, Zhou et al. [8] used software to assist the analysis
of the content and links on the websites of hate groups. In their research, they
found the main object of these websites is trying to spread and promote their ideas,
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such as white supremacists and Neo-Nazis. Chau and Xu used the technique of
social networks analysis and web mining to analyze the hate groups in the Internet,
which is considered as the major breakthrough of the research in hate group
detection. Wiil et al. [7] intended to analyze the hate groups according to the nodes
in the social networks and to illustrate the social network structure. Warner and
Hirschberg [5] are trying to detect the hate message by using the technique of text
mining and semantic analysis. However, most of the researches concentrate on
applying social networks analysis and link analysis for hate group detection.
Therefore, in this research, we are going to propose a hybrid approach which
combines the techniques of text mining and social networks analysis. Figure 11.1
is the proposed approach in this research based on the concept above.

In Fig. 11.1, we firstly will use the API that provided by Facebook to collect
necessary data, such as all the messages in hate groups’ wall. The collected data
will be stored in the raw database. The second step of the approach is data pre-
processing. The entire data in raw database will be processed to clean the data and
extract useful data from the database. The third step of the approach is designed to
extract social network structure features and content features. The last step of the
approach includes is a serial of experiments to identify and evaluate hate groups
The detail of the experiments will be discussed later in the paper.

11.2.1 Social Network Structure Features Extraction

Talking about the social network structure feature extraction, most of the common
used SNA (Social Network Analysis) measurements will be extracted, including
clustering coefficient, centrality, density and the average shortest path length [4].

Facebook Data 
Extraction

Raw 
Database

Data Pre-
Processing

Training 
Data

Social Network Structure Features and 
Content Features Extraction

Hate Groups Identification and 
Evaluation

Fig. 11.1 The proposed
approach for hates group
detection
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These measurements are generated by using UCINet 6.0 (http://www.
analytictech.com/ucinet/) which imports the preprocessed training data with the
format of user Matrix.

11.2.2 Content Features Extraction

With regard to content features extraction, the message content in the hate groups
will be pre-processing by using TF-IDF (term frequency-inverse document fre-
quency) which is a very commonly used natural language processing technique.
The keywords in the hate groups will be extracted and ranked according to the
TF-IDF value for each keyword. Then, we will also extract keywords and measure
the TF-IDF value for testing data. The similarity between the training data and
testing data is measured by using cosine similarity [3].

According to the extracted social network structure features and keyword
features, we will then composed the features as a group matrix of hybrid features.
The matrix is shown below.

Group ¼

Density, Avg Shortest Distance, Clustering Coefficient,

Degree Centrality, Closeness Centrality, Betweenness Centrality,

Keyword Similarity, Is a late group
Yes
No

� �

2

6
6
6
4

3

7
7
7
5

The group matrix will be used for classification. The features will be treated as
parameters in WEKA (http://www.cs.waikato.ac.nz/ml/weka/), which is a very
famous and popular data mining tool. The experiment on measuring the perfor-
mance of the proposed approach will be discussed in next section.

11.3 Experiment Design

In the previous section, we have introduced the group matrix which would be used
for WEKA to classify groups for hate group detection. In order to evaluate the
prediction performance, we design a serial of experiments with different number of
keywords. Figure 11.2 shows the experiment design of this paper.

In Fig. 11.2, we intend to test the prediction performance of the hybrid features
under different standards, namely: top 30 keywords, top 50 keywords and top 100
keywords. In WEKA, we selected two classification algorithms, which are J48
(C4.5) Decision Tree Classifier and Naïve Bayes Classifier. Furthermore, 10-flod
cross validation is used for validating the accuracy of hate groups detection. After
performing the WEKA, the evaluation results are shown in Table 11.1.

104 I.-H. Ting et al.

http://www.analytictech.com/ucinet/
http://www.analytictech.com/ucinet/
http://www.cs.waikato.ac.nz/ml/weka/


Table 11.1 is the performance evaluation summarization table of hate groups
detection. In this table, 100 % precision, recall and F-measure are shown as the
best performance when using Naïve Bayes classifier with top 30 keywords. Fur-
thermore, we can also found that the accuracy of performance is decreasing when
the number of keywords applied is increasing. Therefore, the few keywords
adopted for the hybrid features, the better accuracy of performance will be reached
in the hate group detection.

11.4 Conclusion and Future Research Direction

In this paper, we have proposed an approach for hate groups detection in Face-
book. The approach is a hybrid one which combines the features of social network
structure and the features of keywords of message. In order to test the performance
of hate groups detection, a serial of experiments have been performed to shows

Experiments for Hate Groups 
Detection

Experiment :
Hybrid Features

Top 30
Keywords

Top 50
Keywords

Top 100
Keywords

Experiment Results and Evaluation

Fig. 11.2 The experiment
design

Table 11.1 The performance evaluation summarization table of hate groups detection

Classifier J48 (C 4.5) Naïve Bayes

Keywords Top 30 (%) Top 50 (%) Top 100 (%) Top 30 (%) Top 50 (%) Top 100 (%)

Precision 100 77.8 64.7 100 70 63.6
Recall 93.3 93.3 73.3 100 46.7 46.7
F-measure 96.67 83.33 66.67 100 63.33 60
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acceptable results and performance. In the experiment, WEKA works as the
classification tool as well as J48 and Naïve Bayes do.

In future research, we are going to test the proposed approach with only the
features of social network structure or the features of keywords and compare the
performances of hybrid approach. In addition, we can also select different clas-
sifiers, such as Neural Network etc., to test the performance, In the future, we also
plan to develop approaches for detecting hate groups in different websites, such as
Twitter, Plurk, and Blogger, etc. Furthermore, the researches of hate groups
detection approach in the real world are also a very interesting direction.
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Chapter 12
Toward Crowdsourcing Data Mining

Hsin-Chang Yang and Chung-Hong Lee

Abstract Nowadays, crowdsourcing has emerged as a popular and important
problem-solving approach. The major difference between crowdsourcing and
traditional outsourcing lies on the people which tasks were outsourced. Those
people involved in crowdsourcing are generally varied in knowledge, demographic
properties, and number. Many applications and services have been developed to
solve various types of tasks. However, these applications and services focus on
providing platforms for outsourcing to the crowd. Little has been addressed so far
on the management and usage of those information produced during the crowd-
sourcing process. Actually, as an emerging social network application and service,
the data and social interactions created during crowdsourcing should carry
important and valuable knowledge. This knowledge will develop various tech-
niques for mining messages and information of crowdsourcing process. In this
work, we address several approaches to discover useful knowledge from data
created for and in crowdsourcing process. We hope the outcome of this research
could help discovering usable knowledge from such emerging social network
services and bring benefit in constructing crowdsourcing services.

Keywords Crowdsourcing � Text mining � Topic detection � Association
discovery
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12.1 Research Background

According to Nielsen’s survey in 2012,1 the growth rates of common social
activity sites such as Facebook, Myspace, and LinkedIn dropped in 2012. In
contrary, the most grown social services in last year include Pinterest, Blogger,
Twitter, Tumblr, and Wikia, which provide content sharing and collaborative
authoring. In this research, they are all referred as ‘crowdsourcing’ services, whose
definition is somewhat restricted in past decade. Howe [3] defined ‘crowdsourcing’
as ‘…represents the act of a company or institution taking a function once per-
formed by employees and outsourcing it to an undefined (and generally large)
network of people in the form of an open call’. This definition just widens the
traditional outsourcing process to incorporate online environments and processes.
On the other hand, Brabham [1] adopted a broader definition as which ‘crowd-
sourcing is an online, distributed problem-solving and production model’. In this
regard, it fits our previous definition of crowdsourcing, in which all services
incorporating collaborative content creation and task completion are included.

Most of contemporary crowdsourcing services provide platforms for task
announcement and worker recruitment. A famous example is Amazon’s
Mechanical Turk.2 Besides such task-worker matchmaking platform, other ser-
vices are also possible by crowdsourcing, such as crowdvoting and crowdfunding.
Message exchange is necessary for crowdsourcing. Various types of messages are
available throughout the crowdsourcing process, e.g. usage pattern, user profile,
link data, tags, and text messages. Manipulating and mining of such messages are
seldom discussed in past. Therefore, it is unclear about the plausibility and
effectiveness of data mining, especially text mining, techniques on such data
produced during crowdsourcing processes.

12.2 Research Goals

In this research, we will try to achieve the following goals regarding crowd-
sourcing data mining:

1. To establish schemes for crowdsourcing data management and visualization.
2. To develop kernel techniques for crowdsourcing data mining, such as topic

detection and relation discovery.
3. To establish a platform to demonstrate the effectiveness of proposed methods.

We expect that our research will provide a uniform scheme to levitate the data
usage in crowdsourcing.

1 http://blog.nielsen.com/nielsenwire/social/2012/
2 http://www.mturk.com

108 H.-C. Yang and C.-H. Lee

http://blog.nielsen.com/nielsenwire/social/2012/
http://www.mturk.com


12.3 Research Methods

We will describe the major steps of this research in the following:
Date collection and processing The volume of data, in various types, produced

in crowdsourcing process is usually large. We only focus on textual data in this
research. Two types of textual data will be collected, namely messages and pro-
files. Profiles are used to provide demographic and social attributes of messages
which are the major sources of mining process. We will develop several approa-
ches to clean, reduce, and normalize these messages, as well as attaching
attributes.

Data clustering and classification We will apply self-organizing map (SOM)
algorithm to cluster messages to discover the relations among messages. Various
SOM implementation, such as classical SOM [4], growing hierarchical SOM [2],
and topic-oriented SOM [5], will be used to verify their effectiveness. We also
perform clustering process with profile data to obtain demographic clustering of
messages.

Topic detection For further investigation of relationships among messages, the
topics of messages will be discovered through a topic detection process. Here a
topic is a set of keywords that could possibly describe the main idea of a message.
We will develop a detection scheme based on message clustering result to discover
semantic terms. These topical terms will then be used to perform thematic cate-
gorization of both messages and profiles.

Association discovery The purposes of this process is to discover the relations
among messages, users, and topics. Since the clustering process should be able to
discover relations among messages, users, and topics, respectively, the goals of
this step is to find the association across messages, users, and topics.

Application platform implementation In the final stage of this research, we
will implement a platform to demonstrate the usage and applicability of our
proposed crowdsourcing mining process. We plan to establish a disaster infor-
mation coordination platform, which incorporates real-time reports from users.
Trends, associations, events, and other useful knowledge regarding disasters could
be discovered and disseminated using this platform.

12.4 Expected Result

We expect to achieve the following results in this research:

1. Gather and process crowdsourcing data from various platforms for further
researches.

2. Complete development of topic detection and association discovery algorithms,
as well as other derived algorithms, such as event detection, automatic sum-
marization, spam detection, and content recommendation, etc.

3. Establish a experimental platform for disaster information coordination.
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12.5 Conclusion

Crowdsourcing is a new way for problem solving in Web era. However, data
management and usage are seldom discussed in such process, let alone knowledge
discovery from such data. In this work, we address a proposal to establish a
framework for mining crowdsourcing data mainly based on text mining tech-
niques. Several techniques for mining crowdsourcing data will be developed. We
expect the result of this research could be beneficial for applications and resear-
ches on crowdsourcing and broaden its usage.
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Chapter 13
Wireless Security Analysis Using
WarDrive Investigation in Kaohsiung
Areas

Hanwei Hsiao, Tienhe Chang and ChihChe Chang

Abstract With the rapid developments in wireless LAN (WLAN), all types of
mobile internet applications and the number of its users get the fast growing. This
phenomenon is more obvious in metropolitan areas, and the respondent wireless
internet security problems are getting worse. This study would like to look into the
WLAN security problems in Kaohsiung metropolitan areas using the wardriving
technique, and collects the detailed data of WLAN Access Points (WLAN APs),
especially including the items of encryption or not, the types of encryption, the
Service Set Identifier (SSIDs), and the Received Signal Strength Indicator (RSSI)
to show the correlated wireless LAN security issues. These data will be compared
to the related ones of others countries for offering the objective comparisons in
WLAN security. In this study, we also randomly grabbed 227 wireless WPA/
WPA2 encryption packets and analyzed its passwords strength by GPU technique,
and the 56.24 % are the simple passwords and easily cracked by malicious
behaviors which show that another worthy issue of the WLAN in Kaohsiung
metropolitan areas. This study show the data and issues of WLAN security
empirically which offers relatively security statistical data for further research and
promotes the secure awareness of wireless internet users.

Keywords Wireless security � Wardrive � Passwords � Encryption � Wireless
network
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13.1 Introduction

According to IDC [1] latest data, in the worldwide smartphone market, vendors
shipped 216.2 million units in 1Q13, which marked the first time more than half
(51.6 %) the total phone shipments in a quarter were smartphones, it is because
WLANs offer various advantages over conventional wired networks, viz., effi-
ciency, service, handiness, and cost [2]. By the data from 2001 to 2013 of
wigle.net, there are 94,628,906 WLAN APs worldwide until 28th April 2013 [3].

People are apt to ignore that the WLAN signals can be easily detected while
enjoying the convenience and the present WLAN signals are now highly available
because of the radio wave transmitted at random. By the street test from the
crossroads A and B, there are about 155 WLAN APs in 300 m 9 300 m area
which means 1722 APs/km2, and there are still school and park in this area. It
shows that low threshold and easiness of WLAN APs detection because all types
of detection applications develop so well, and smart mobile devices can be with
multiple WLAN detection application programs.

To replace the insecure WEP encryption, WPA and WPA2 was respectively
formulated by IEEE in 2003 and 2004, however, WLAN users often set the simple
passwords for convenience which called the lazy passwords, and that were easily
cracked by its less strength. With good excessive radio wave, the malicious
attacker could log in victims’ WLAN by just standing in the street, and this would
led to the huge connection fee, the theft of important data… without any aware-
ness, so the excessive radio wave is the primary issue of WLAN security.

This study collects and analyzes the SSIDs, encryption or not, the RSSI, the
encryption types of WLAN APs by wardriving technique. Among those data,
encryption or not is the most important protection measure of WLAN, the degree
of excessive radio wave is the first key factor for attackers, and types of encryption
determine the difficulty for cracking. With this, we can collect practical data of
WLAN APs in order to test the kinds of security issues, examine the reliability and
security of WLAN, and analyze the coverage of WLAN.

13.2 Related Works

13.2.1 The Security of WLAN

The growth of WLAN with all kinds of mobile devices, the security issue is getting
worse as previous mentioned such as the features of invisibility, highly detectable,
and availability of invasion. If the wireless network has no adequate protection
system, any computer within range may access the network [4]. So, security is a
serious concern because the wireless medium is open for public access within a
certain range [5]. The wireless networks are more vulnerable than wired networks
because the data is transmitted through the broadcast radio technology [6]. From
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these points, facing with the excessive waves of WLAN APs is the top security
issue while people enjoy the convenience of wireless communication. Security
risks in wireless environments include risks of wired networks plus the new risks
as a result of mobility [7]. We can see that the present wired networks got lots of
problems to be dealt with, and the WLAN makes the security issues worse because
of the radio wave goes in all directions. Since if not secure, this technology will
provide an remotely accessible attack surface distributed throughout many homes
and businesses [8]. Francisco points out that computer networks and more spe-
cifically wireless communication networks are increasingly becoming susceptible
to more sophisticated and untraceable attacks [9]. We can test the Received Signal
Strength Indicator (RSSI) in a simple way: -30 dbm (very good) to -127 dbm
(poor), it means that the RSSI value will be -30 dbm if a WLAN AP is next to the
researcher’s mobile device, on the contrast, the RSSI value will be -127 dbm if a
WLAN AP is 200–300 m away. The values above are relative, they differ in
various antennas and chips sensitivities which means that the same mobile device
shows different dbm values with various antennas, and it would be an important
concern for those consumers who make the set-ting in improper ways.

13.2.2 WLAN Encryption and Passwords Analysis

The encryption between WLAN APs and mobile devices must be done because
Lashkari points out that encryption is optional in 802.11 WLANs, but without it,
any other standard wireless device, can read all traffic in network [10]. The most
important form of protection lies in encryption methods for wireless networks and
research results indicate a disappointingly high proportion of wireless networks
using inadequate protection [4]. Based on the WLAN communication mechanism
by time, there are three encryption protocols: (WEP) Wired Equivalent Privacy-
WEP: IEEE, 1999), WPA (Wi-Fi Protected Access: IEEE, 2003), WPA2 (Wi-Fi
Protected Access Version 2: IEEE, 2004) [10]. The Wi-Fi Alliance defined the
protocol of WPA/WPA2 in response to several weaknesses researchers had found
in the previous system: Wired Equivalent Privacy (WEP) [11]. The IEEE
announced the standard of 802.11i which is the more secure WPA2 encryption
protocol in 2004. By the street test, it shows that the main WLAN APs encryption
is WPA/WPA2 nowadays. However, as discovered vulnerabilities, the security of
WPA/WPA2 is threatened [12]. In the analysis of WPA/WPA2 passwords, we
have to take the WLAN encryption packets, and the only way is deauthentication
which disconnects the communication between WLAN AP and its clients. Now we
deauthenticated a client from the wireless network, then the client would
re-exchange the WPA key [13]. This is the timing we grab the WLAN encryption
authentication packets in milliseconds.

Owing to the low speed of cpu-based method, this study adopts the highly-
paralleled computing GPU [12]. Besides, there is one method closely related to
the SSIDs which called Time-Memory Trade-Off (TMTO) in cryptanalysis.

13 Wireless Security Analysis Using WarDrive Investigation 113



The TMTO attack reduces the time of cryptanalysis by using data stored in
memory [14]. This pre-calculating means that we just do the comparison without
mass computing in cryptanalysis.

13.2.3 Wardriving and Related Surveys

Wardriving is the act of searching for Wi-Fi wireless networks by a person in a
moving vehicle. Wardriving was first developed and used in this manner by Pete
Shipley in April 2001 [15]. The study using wardriving must keep away from the
conditions: theft of services, denials-of-service, and theft of information [15].
Now, there are some foreign researchers implement wardriving activities, such as
Macao- ISACA [16], Norway [17], New Zealand [18], Hong Kong-HKWDC [19],
Croatia [4], and the wigle.net [3] in order to promote the awareness of WLAN
security. The Table 13.1 is the wardriving data of each area.

From the data above, there are still many users setting the APs open to the
public or taking the WEP method, and it provides the chances for malicious
attackers because they can find and hack APs in the remote for illegal behaviors.

13.3 Design

We collect and analyze the data of WLAN APs using wardriving technique by
mobile devices to establish the SSID database and define the usual default SSIDs
by the number of its appearances. Then, we grab the WLAN encryption packets
which contain the data of WPA/WPA2 using mobile devices and external anten-
nas, and analyze the passwords to verify the insecurity of WLAN. The design of
this study is shown as in Fig. 13.1.

Table 13.1 The wardriving of 6 areas

Areas Unencrypted (%) WEP (%) WPA/WPA2 (%)

Macao 2010 13.2 27.5 59.3
New Zealand 2011 16.8 8.2 76.0
Hong Kong 2012 16.6 20.9 62.5
Norway 2012 14.2 21.6 59.5
Croatia 2012 5.00 37.0 59.0
Wigle.net global
2001–2013/4/28

17.8 22.9 44.2
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13.3.1 Data Collection and Analysis of WLAN- WarDriving

This study makes use of the feature of radio wave speed close to the light, com-
bining wardriving technique by mobile device in the vehicle to collect the data of
WLAN APs in certain areas. Within the range of the antenna, we can collect the
related data of WLAN APs. The wardriving hardware was listed in the Table 13.2.

13.3.1.1 Routes of Wardriving

The wardriving regions are divided into two major parts which are the north and
the south part of Kaohsiung metropolitan areas based on the Kaohsiung train
station railroads. The two major divisions are: the north part is the newly rise
business areas, the south part is the old metropolitan areas, and then we collect the
data from these two major parts in the intersectional driving courses. The south
routes of empirical data collection of WLAN APs is shown as Fig. 13.2.

13.3.1.2 The Power of Antennas

Another key point is the power of antenna; it is an important factor for the volume
of data. With the advance in technology, the power of antenna of WLAN APs with

WarDriving

WPA/WPA2
Encryption packets

Wireless AP
Data Collection

Cryptanalysis Wireless AP
Data Analysis

Passwords Features 
Analysis

Passwords 
Rules

Non
Simple Simple

WLAN
Data Analysis

Fig. 13.1 The design
diagram of the study

Table 13.2 The hardware list of wardriving

Mobile device External chip External antenna Vehicle

NoteBook RL3070 12dbi Car
Samsung S2 Built in antenna Built in antenna Car, motorbike
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multiple functions has the great help in data collecting which means the more
power of the antennas, the more data volume. The more power of antenna means
the higher RSSI. Empirically, we received the WLAN APs with the SSID of
nukedutw from 800 meters away, and this is the best example of the more power,
the higher RSSI. The street test data could be shown in the Google Earth, but its
location is not accurate even though with the help of GPS and the GPS gets errors
itself, so the location is just for reference, not an exact value.

13.3.2 The Analysis of WLAN APs Passwords

This study not only collects and analyzes the data of WLAN APs in the street using
wardriving technique but also grabs 227 WLAN APs encryption authentication
packets which are primary the WPA/WPA2 methods for cryptanalysis in order to
investigate the security of WLAN passwords. For showing the insecurity of WLAN,
we analyze the passwords adopting the method of brute force attack using GPU [12],
and most of them are simple passwords which are what we called lazy passwords.

13.4 The Empirical Analysis of WLAN Security

There are 27847 unique WLAN APs data after the filtering, and we list the items
that would be analyzed for this study as shown in Table 13.3.

Fig. 13.2 The south routes
of empirical data collection of
WLAN Aps
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From Table 13.3, we can see the items to be analyzed, Mac Address is the basis
for excluding repeated data, and the SSID is the name of AP, except that, the SSID
is an important analytic factor of WLAN encryption authentification because the
SSID is encrypted with the passwords, so analyzing passwords equals analyzing
the SSIDs. The average RSSI of -84.54 dbm in the data of 27847 APs is a very
excellent value, and this is also good to the malicious attackers. With radio wave,
that is what we can contact the WLAN APs or mobile devices from the air, and
execute the kinds of malicious behaviors. We often received the good WLAN
wave of -60 to 70 dbm, and the best value of -30 to 40 dbm indoors from our
street test. According to the test of 5 years old AP, we still can receive an excellent
value of -30 to 40 dbm from 170 m away, and the present APs are more advanced
which show that the very insecure part of the whole WLAN environment.

From Table 13.4 and Fig. 13.3 [3, 4, 16–19], it show that the statistics of
WLAN APs in the seven areas, and we can see that WPA/WPA2 encryption
methods are highly used to protect WLAN communication. There are at least
about 60 % usages of WPA/WPA2 in the seven areas except the data of wigle.net
which means that people has the basic cognition of WLAN security. As for the
WEP, except the areas of Kaohsiung and New Zealand, the rest areas are about
20–37 % which is proved to be insecure, that’s why WPA/WPA2 established, and
the value of WEP in New Zealand is about 8.2 %, the lowest among these areas,
and the 76 % of WPA/WPA2 is the highest among these areas which means
people in New Zealand area is relative secure in WLAN. For the part of open APs,
it is about 5–16 % to be open to the public, and provides the chance for the

Table 13.3 The analysis items of wardriving in Kaohsiung areas

Mac address The basis of filtering Kick off the duplicated

SSID Analytic factor of
WLAN encryption

Define the customized
SSID

RSSI Necessary factor for malicious behaviors Average -84.54 dbm
(good)

Encryption
Types

WEP————–——————9.1 %
WPA/WPA2———————————75.8 %

Encryption or
not

Unencrypted:
Top 1 choice of attacks

15.1 %

Table 13.4 The wardriving data analysis in seven areas

Areas Unencrypted (%) WEP (%) WPA/WPA2 (%)

Macao 2010 13.2 27.5 59.3
New Zealand 2011 16.8 8.2 76.0
Hong Kong 2012 16.6 20.9 62.5
Norway 2012 14.2 21.6 59.5
Croatia 2012 5.00 37.0 59.0
Kaohsiung 2013 15.1 9.1 75.8
Wigle.net global
2001–2013

17.8 22.9 44.2
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attempted. It will be quite a big volume if this proportion of 15.1 % open APs of
certain areas in Kaohsiung enlarged to the whole City which is a challenging
number of WLAN security.

We can find that the top 10 customized SSIDs are all default values from the
27847 APs data. As shown in Table 13.5 and Fig. 13.4, it shows the great secure
worry that the top one default SSID is dlink with the number of 956 because this
kind of encryption of WPA/WPA2 contains the default SSID and lazy passwords
which is the main target of TMTO attack. This attack is based on the pre-computing
in cryptanalysis, the malicious attacker just compare the results to the encryption
packets with the speed of millions/s in cryptanalysis. Now, there are organizations
collect kinds of the default or customized SSIDs combining the lazy passwords to
build the database which will be a great threat for the people with lower WLAN
security awareness if the data were utilized by malicious attackers.

Except the empirical investigation of WLAN APs, this study also grabs the
WPA/WPA2 encryption packets to analyze its security strength. The present
WPA/WPA2 encryptions are highly complicated algorithms, and it could protect

Macao 13.2%

Macao 27.5%

Macao 59.3%

New Zealand16.8%

New Zealand 8.2%

New Zealand76.0%

Hong Kong 16.6%

Hong Kong 20.9%

Hong Kong 62.5%

Norway 14.2%

Norway 21.6%

Norway 59.5%

Croatia 5.0%

Croatia 37.0%

Croatia 59.0%

Kaohsiung 15.1%

Kaohsiung 9.1%

Kaohsiung 75.8%

Wigle 17.8%

Wigle 22.9%

Wigle2013 44.2%

0.0% 10.0% 20.0% 30.0% 40.0% 50.0% 60.0% 70.0% 80.0%

Unencrypted

WEP

WPA/WPA2

Fig. 13.3 The wardriving data analysis in seven areas

Table 13.5 The customized
SSID of wardriving

Rank SSID Num

1 Dlink 956
2 P874 587
3 EDIMAX 493
4 Default 422
5 AndroidAP 391
6 APTG Wi-Fi 371
7 ASUS 362
8 CHT Wi-Fi auto 359
9 DSL-6641 K 282
10 HTC portable Hotspot 246
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the WLAN well theoretically. These simple passwords result in the WLAN
security vulnerability because the users take the simple passwords for convenience
and easy to remember. This study collected 227 WLAN encryption packets at
random geographically, and analyzed with four major categories of passwords
combinations-local phone number, mobile phone number, dictionary files, and
8 digits number. By the hardware of this study, it just took few seconds or minutes
to crack these passwords, and its cracking percentages can be reach to 56.24 %.
From this, we can see there are many potential WLAN security concerns, although
the users in Kaohsiung metropolitan areas use the more secure WPA/WPA2
encryption methods (75.8 %).

13.5 Conclusions and Future Research Directions

From the wardriving, we get the information that every aspects of values are all
against to the internet users, and the most users rarely do the setting of the WLAN
APs because of convenience. And this default values are public information. This
default SSID values are the 1st target of TMTO attack [12] in WLAN crypt-
analysis. Furthermore, we got the average RSSI value of -84.5 dbm, and this is a
good signal index, and we can reach our detective range even to 800 m. The
consumers always choose the WLAN APs of multiple function with high power
antennas just for the ease of usage and connection strength. Putting these condi-
tions together, strong receiving ability for both WLAN APs and its clients, it
provides a ‘‘excellent friendly’’ condition for malicious attackers, and they can do
the malicious behaviors in a more distant, secret, and flexible spot.

People have to think of the security issues relative to its convenience while
enjoying the WLAN, and the percentage of WLAN usage and universality will
keep going up. The most applicable protection in present WLAN security is

956
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Fig. 13.4 Top 10 customized SSIDs of wardriving
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WPA/WPA2 encryption, but it caused the new security crisis because of inade-
quate usage.

As previous noted that the best protection of WLAN is passwords which could
protect the security of WLAN well. It can be easily cracked, and the reason is the
‘‘human factor’’ which is for convenience. And these passwords can be guessed,
that’s why we suggest set the more complicated passwords.

In sum, according to this study, we conclude that there are 5 major elements of
WLAN security which are the SSIDs, the RSSI, passwords setting, old WEP
encryption, and open APs, we suggest the WLAN users could check them indi-
vidually as shown in Table 13.6 for the purpose of upgrading the security
awareness of WLAN.

The progress of technology is beyond imagination, especially the wireless
technology. The transmitting distance of WLAN APs is getting more distant and
its applications are even more prosperous and diverse everywhere. This study takes
those present high technology to investigate the WLAN security in Kaohsiung
metropolitan areas. It shows us the convenience and insecurity of technology, but
there are still some restrictions in this study for further research which contains
stronger Antenna, higher parallel computing GPU, higher density of wardriving
investigation, and mobile phone with external antenna.
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Chapter 14
Guanxi Buying in the Social Media
Environment

Cathy S. Lin and Shin Yan Lu

Abstract In the online marketspace, social media has played an indispensably

role in changing the way of online shopping and auctioning. Previous studies have

found the interpersonal relationship is the key factor to a success social media

business. This study aims at exploring group buying in social commerce envi-

ronment from the Chinese ‘‘guanxi’’ perspective. Guanxi is a kind of interpersonal

interaction that individuals tend to interact through the ren-quin (favor), and

individuals have to give and save face for their friends to show their social

friendship. Chinese culture is differentiated from Western culture in many aspects.

Therefore exploring the impact of Chinese guanxi factors in affecting consumer

participating in the group buying decision making has its research originality to

bring the Chinese interpersonal relationships Guanxi into social media context.

Keywords Social media � Guanxi � Ren-quin � Face � Group buying

14.1 Introduction

According to Market Intelligence Center (MIC, 2013) survey, the output value of

Taiwan’s e-commerce exceeded NT$6,600 million and the annual growth rate of

17.4 % in 2012, estimated to break 1 trillion in 2015. The type of online shopping
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are diversified, in recent years, it is worth noting that Taiwan’s group buying

significantly improved. According to MIC (2011) survey in the 2010 ‘‘The users

use the most frequently way in online shopping’’ is group buying. And the utili-

zation rate reached 27 %, compared with 2009 growth of nearly 16 %. The Taiwan

group buying market output value reached NT$7.16 billion in 2010, and reached

NT$8.95 billion in 2011 [1]. In addition, the foreign group buying market growth

also considerable, according to EMarketer [2] reported that the United States

group buying forecast revenue to 2015 will be $3.93 billion. It can be seen,

whether foreign or domestic, group buying market became more important in the

online shopping. Group buying is defined as consumer through open sharing

platform on the website, gathered other consumer who have the same demand for

products or services and through the way of bulk purchase to enhance their bar-

gaining power, thereby obtaining a product discounts and deals [3, 4].

Group buying recently has been recognized as a kind of social commerce

integration, which promotes customers spending together [5]. Sterling et al. [6]

point out that local social commerce bring the explosion of group buying, which

reflects dramatic growth of group commerce. While group buying can be said is a

group commerce, a future online commerce trend can be predicted to group buying

and social commerce [7, 8]. Since social commerce is a new online paradigm in

the social networking epoch [9], there is an imperative for understanding of the

key variables that influence online group buyers’ decision-making in social

commerce.

With the popularity of social media, such as: Facebook and Twitter, it create a

new information delivery platform in e-commerce market, it is called social

commerce and its main function is to make use of community strength to conduct a

variety of commerce activities on the social networking sites [10]. According to

Taiwan’s Lotte [11] announced global consumer on online shopping survey found

that more than 40 % of Taiwan’s consumers prefer to recommended product to

friends on social network site, it is much higher than the United Kingdom, Canada,

the United States and Japan 20 %. This evident somehow show that the Taiwanese

buyers like to share, this also foster social commerce flourishes. In addition,

according to the Central News Agency [12] reported that Facebook has become

part of many people’s lives; the shopping community on the Facebook in the past

year have sprung up everywhere. The main reason is that many community fans

they are also friends, through the word of mouth and cultivate a loyal customer,

they will ‘‘one pull one’’.

14.2 Guanxi in Group Buying

Group buying is the way of group purchase and interpersonal relationships become

extremely important. Especially, under the Chinese culture is more emphasis

people interaction Guanxi. People tend to through the ren-quin (favors) to express

their social friendship and group interpersonal Guanxi. As a result, when your
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friends ask you to join the group buying together and the people who affected by

the Chinese culture more prone to embarrassed to refuse the mentality. The main

reason is to give friends face or ren-quin that affects people’s purchasing decisions.

For example, people often purchase insurance in order to give the face for others or

ren-quin factor. In addition, when friends join and discussion group buying more,

people in order to integrate into the circle of friends and more easily affected by

friends, thus have conformity behavior.

In the unique Chinese culture environment, people more easily affected by social

and arising from conformity behavior or because of ren-quin and face must join

group buying. That is, price discounts and free deals are already not the main reason

for join group buying, the real impact of consumers to join group buying come from

Guanxi between people and involved ren-quin and face. This phenomenon more

generally occurs in the close links of social community. Of course, we can know that

through social community can improve group buying and driven social commerce to

flourish. However, based on the perspective of consumers, whether consumers join

group buying it is because that they want to buy the goods or not.Maybe it is possible

conformity or in order to show good image in front of public and difficult to refuse

ren-quin factor. These consumers participate in group buying influenced by social

community. In the past research investigate that the factors affecting group buying

tend to focus on the limited time deals or price discounts but few studies focused on

group buying behavior under Chinese culture that affected by social impact, face and

ren-quin factors. Therefore, this study suggests that the face, ren-quin factors under

Chinese cultural and the conformity of compulsive buying behavior research issues

is worthy of researchers to in-depth explore in the further. The conceptual frame-

work of this study is shown in Fig. 14.1.

Social Media Context

Group buying

Behavior 

Chinese Guanxi

Conformity

Ren-quin 

FaceGroup  

Buyers 

Fig. 14.1 Conceptual Framework of this study
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14.3 Pre-Conclusion

14.3.1 Academic Implications

Previous studies of the motivation to participant in group buying have focused on

product quality or price and trust for business. But this study investigating the

group buying from the perspective of Chinese culture and finding consumers

always participant group buying affected by ren-quin and face. Therefore, this

study will help researchers to understand that there are different factors to par-

ticipant group buying in different culture. The Chinese culture interpersonal

relationship ‘‘Guanxi’’ is somehow different from the Western factors of trust and

commitment, therefore it is worthy of investigate and understanding.

14.3.2 Practical Implications

The Chinese culture indivisibility affects consumers to participant in online group

buying. The business should understand this Chinese interpersonal relationships

‘‘Guanxi’’ to accumulate more consumers and to advance group buying market.

Therefore, businesses can plan activities and build community to create group

cohesion so as to further strengthen consumer with each other. Consumers par-

ticipant group buying affected by Guanxi and shares the reciprocal with each other.

Businesses and customers can get their desired benefit through the mechanism of

group buying to creating a win–win situation for both parties.
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Chapter 15
Introspection of Unauthorized Sharing
on Social Networking Sites

Cathy S. Lin and Ting-Yi Lin

Abstract The digital content industry is a remarkable market in the information
era. Yet the various types of piracy such as software, music, e-book, comic,
animation, and movie piracy always threaten the digital content industries and
cause enormous losses in revenue. Especially the emerging social networks play a
dramatic role in disseminating much unauthorized sharing on the net. Previous
studies and practicians have paying close attention in how to diminish piracy.
Recently, the experiences from Swiss and Dutch governments have told that there
is another way to view piracy. While the sharing behaviours is quite common on
social networking context, this study is an introspection of digital content indus-
tries and tries to propose the positive viewpoint that drive users eventually spend
the money on those digital content products.

Keywords Digital content industry � Piracy � Sharing � Social networking

15.1 Introduction

As technology developed, the digital content industry have begun to develop, such
as music, animation, etc., and even the traditional content industry have also
dropped into the digital content market. Music is already a kind of well-known
digital content product. According to the data of music industry released by
International Federation of Phonographic Industry [1], in 2010, the output value in
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United States is 108.571 billion NT dollars. Output value of music is 22.36 billion
NT dollars in Japan, 16.8 billion NT dollars in Taiwan, 3.491 billion NT dollars in
South Korea, and 6.93 billion NT dollars in China.

In addition to the music industry, which is worth mentioning is animation
industry in Japan. In 2010, the out value of Japanese animation was 407.3 billion
NT dollars [2]. The out value of South Korea and Taiwan were 13.1 billion NT
dollars and 43 billion NT dollars [3]. In Chinese, the out value is calculated by
animation and comics, and it is 224.4 billion NT dollars [4]. Although there lacks a
separate calculation data in China, the growing of Chinese animation can be found
by comparing the amount of animation of China and Japan. In Japan, the ani-
mation industry has developed for several years and its growth has begun to
decline, but China’s animation industry is gradually growing. From 2007 to 2010,
the number of Japanese animation was reduced from 195 to 250, but the Chinese
animation grew from 385 to 194 [3].

15.2 Threaten of Piracy

Since there seemed to be a big market of the digital content industry, the network
also brought negative effects. Many companies received the impact of piracy,
because people could take advantage of convenient way to replicate and spread the
digital files in the internet. To deal with this problem, International Federation of
Phonographic Industry is committed to the anti-piracy advocacy and piracy pre-
vention in music industry and Business Software Alliance (BSA) also do for the
same effort in the software industry. In addition to the product which is the digital
content itself, like music or software, the publishing industry had also been a
considerable impact. Novels, comic books and other publications which can be
scanned into electronic files easily are spreading on the Internet now. And it is a
big shock for Japan, which is famous by comics and animations. The comic
industry which had a steady growth from 1999 turned to decline after 2005 [5], and
also the animation industry [2].

However, faced with the threat of piracy, the content industry in recent years
have taken a variety of methods to try to restore such lose. Therefore, the situation
of related industries in recent years is not entirely disappointing in fact.

15.3 Coping with a Piracy Environment

15.3.1 Marketing Strategy of Music Industry

In addition to the high degree of copyright protection mechanisms of South Korea,
the phenomenon that Korea’s and Japan’s idol groups have been attracting people in
the world is a possible factor to keep the music industry in good growth. They pay
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more attention to the relationships with consumers, in addition to just developing the
music. By using of social networks, handshake meeting, etc., they can narrow
the distance between consumers and enhance consumers’ loyalty. For example,
Japanese idol group ‘‘AKB48’’, engaging a image which like ‘‘the girl who lives next
the door’’, change the high price threshold, switching to low-cost strategy, and let the
public have a feeling that they can strive together with the idols. And, to narrow
the distance with consumers and artists, the idols of AKB48 are almost picked from
the local underground idols which already had some fans of loyalty [6]. These cases
illustrate that, in the music industry, in addition to the prevention of piracy, the
industry began trying to be closer with their consumers and win the consumers’ heart.

15.3.2 Marketing Strategy of Animation Industry

Although the number of Japanese animation declined in these years, the value was
still high and grew to 410.9 billion NT dollars in 2011 [2]. It also grew to 45 billion
NT dollars in Taiwan [3]. In China, the output value is calculated by animations and
comics, and it grew to 297 billion NT dollars [4]. For the animation industry, the
real effect to income is not simply affected by production volume. In addition to
program sales, the surrounding commercial and other revenues are included. In the
book ‘‘Japan’s Creative, Moe Economy,’’ the author mentioned that Japanese
products had tends to be designed to enhance consumers’ favour by making people
think that the product is close to themselves [7]. This kind of concept means to
attract consumers by using the unique of product’s cutely, attractively or so on, and
this concept can be often seen in the surrounding commercial in animation and
comic industry, such as action figure, drop ornament and so on.

15.4 Summary

Recently the government of Swiss and Dutch have conducted studies to explore
the impact of piracy download has on society; the report shows that ‘‘even in the
current situation where piracy is rampant, the entertainment industries are not
necessarily losing money’’. Therefore, we can found that, in the digital content
industry, despite the prosecution of piracy, the foreign government has been
gradually thinking about how to use the product characteristics and marketing
tools to make closer to their consumers. So, this study proposes a conceptual
framework as shown in Fig. 15.1 to demonstrate the two kinds of thinking, one is
the positive viewpoint on product itself to attract more customers intent to buy it,
and the other is the classical viewpoint of ban on piracy that usually lead users
remain inclined not to pay for the products. This is a preliminary work that calls
for more studies to have a positive way of thinking in piracy and sharing, espe-
cially in the social networking context.
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Fig. 15.1 Conceptual framework of this study
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