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This monograph is the outcome of an American 
Geophysical Union (AGU) Chapman Conference, 
“Longitude and Hemispheric Dependence of Space 
Weather,” held in Addis Ababa, Ethiopia, in 2012. The 
meeting was the culmination of a series of space science 
meetings and summer schools held in Africa over the past 
8 yr. Five years earlier, in 2007, a space science meeting 
was held in the same city as part of the International 
Heliophysical Year (IHY). IHY was an effort to reinvigor-
ate the international collaboration in geophysics under 
the umbrella of the United Nations, a tradition that began 
50 yr earlier with the International Geophysical Year 
(IGY). Subsequent meetings were held in Zambia in 2009. 
IHY was superseded by the International Space Weather 
Initiative (ISWI), again under the umbrella of the United 
Nations. In recognition of the unprecedented achieve-
ment of the space science development in Africa, AGU 
held a prestigious International Chapman Conference in 
Africa, the first of its kind in the space  sciences. One of 
the highlights of the meeting was formally establishing the 
African Geophysical Society (AGS).

Although much progress has been made in the study of 
ionospheric space weather in the last decade, many gaps 
remain in our global understanding of some of the fun-
damental processes. For instance, the global electrody-
namics that governs the formation of equatorial 
ionospheric irregularities, which is of practical impor-
tance impacting satellite communication and navigation, 
is still not well understood, hindered by uneven distribu-
tion of ground‐based instruments. Questions remain, 
such as, are ionospheric space weather effects the same 
over the American, African, and Asian longitude sectors, 
or are they different, and if  so why? Observations from 
instruments on board LEO satellites (e.g., the 
Communications/Navigation Outage Forecast System 
C/NOFS), indicate that there is, in fact, strong longitude 
dependence. Ionospheric irregularities for some reason 
appear to be more prevalent over the African continent, 
but it is unclear why. The front cover of this monograph 
shows images of equatorial plasma bubbles in the iono-
sphere over Africa obtained from the GUVI instrument 
on the TIMED satellite using airglow emissions at 
135.6 nm (courtesy of Larry Paxton, JHU‐APL). The 
regions of depleted airglow within the brighter equatorial 
“arcs” are the regions where satellite signals would be 
scintillated and communication could be lost. Addressing 
the reason for the longitudinal differences was one of the 
foci of the Chapman Conference.

One of the reasons for the barrier to understanding 
some of these longitude dependences is the uneven distri-
bution of ground‐based instruments worldwide. Space‐
based observations, such as C/NOFS, contribute a lot, 
but there is no substitute for the extended continuous 
observations from the ground. An obvious step forward 
in addressing some of the questions on continental and 
longitude scales was to improve ground‐based observa-
tions over Africa, an extensive region with a dearth of 
observations. The Chapman Conference and other meet-
ings held in Africa were a means of focusing attention on 
an extensive geographic region where observations were 
critically needed to address some of the fundamental 
questions of the physical processes driving the ionosphere 
locally and globally.

The concerted effort over the past 8 yr to try to develop 
the observational infrastructure has resulted in the situa-
tion depicted on the back cover of this monograph. The 
comparison of ground‐based distribution of space sci-
ence instrumentations (including GNSS receivers, mag-
netometers, ionosondes, and radars) over Africa in 2007 
(left panel) with 2012 (right panel), shows the significant 
change. There are now many more ground‐based iono-
spheric electron‐content observations from GNSS receiv-
ers, and plasma drifts estimation from magnetometer 
observations, that can tackle some of the outstanding 
scientific questions.

The Chapman Conference was an ideal opportunity to 
hear about some of these new observations over Africa, 
which are starting to confirm that the occurrence of iono-
spheric irregularities are indeed more frequent and 
stronger in this longitude sector. One possibility that 
emerged as the cause is the very symmetric shape of the 
geomagnetic equator over African longitudes, compared 
with the American sector where it is very distorted with 
steep tilts in declination and offsets compared with the 
geographic equator. Another possibility is the size of the 
landmass in Africa, which has the longest section of the 
geomagnetic equator over land.

In addition to highlighting the longitude dependence, 
the meeting explored the impact of the lower atmosphere 
on space weather. When the Sun is active and a large solar 
flare or geomagnetic storm is in progress, the Sun is 
 certainly dominant. However, a lot of the day‐to‐day 
 variability in near‐Earth space weather, and some of the 
longitude dependence, is driven by tropospheric weather 
and the changing synoptic weather patterns. This may 
be one of the reasons the African continent experiences 
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 different space weather phenomena. It is clear that “trop-
ospheric” weather and lower atmosphere dynamics have a 
definite, clear, and coherent impact on space weather in 
the ionosphere. This means that regular terrestrial 
weather, such as the strength of tropical convection, 
which is known to have large ocean/land differences, may 
be producing very different background conditions in the 
upper atmosphere and ionosphere. The Chapman 
Conference brought African and international scientists 
together to discuss these issues.

Waves and tides originating in the low atmosphere and 
propagating upward into the upper atmosphere and iono-
sphere were important topics of discussion and are part of 
this monograph. The waves from the lower atmosphere 
impacting space weather include gravity waves (GW), 
migrating and nonmigrating tidal waves, and planetary 
waves (PW). The tropospheric origin of GWs with periods 
of about 20 min up to several hours and vertical wave-
lengths of about 100–300 km can propagate rapidly toward 
higher altitudes and modulate ionospheric electrodynam-
ics and density distributions. Secondary GWs, which may 
be generated in the lower thermosphere, have higher phase 
speeds and larger spatial scales. They are able to penetrate 
well into ionospheric altitudes and may initiate the growth 
of ionospheric irregularities, generated by the Rayleigh‐
Taylor instability. The ionospheric irregularities are 
often referred to as equatorial plasma bubbles (EPBs). 
Ionospheric modeling of centimeter‐ to kilometer‐scale 
low‐latitude ionospheric irregularities suggests that pole-
ward neutral winds tend to stabilize the ionospheric 
plasma, whereas equatorward winds tend to destabilize. It 
was also reported at the meeting that the zonal wind is 
responsible for the formation of the longitudinal wave-
number‐4 structures, which have been observed at all uni-
versal times. The geomagnetic declination also contributes 
significantly to the growth of plasma bubbles.

Another important space‐weather impact is geomag-
netically induced currents in electrical distribution sys-
tems and pipelines. The focus is normally on middle and 
high latitudes where the ionospheric currents are expected 
to be the strongest. Observations reported at the Chapman 
Conference and in this monograph show that the equato-
rial electrojet (EEJ) as well as storm sudden commence-
ment (SSC) currents can give rise to rapid changes in the 
horizontal component of Earth’s magnetic field (dBH/dt), 
with values of hundreds of nT/min during storm periods, 
which is comparable to the March 1989 auroral electrojet 
of 500 nT/min. These large geomagnetic responses to the 
EEJ current can cause large induced currents (GICs) and 
hence damage power plants located near the magnetic 
equator. The other perception is that power grids are of 
smaller scale and less well developed at low latitudes, 
implying GICs would have less of an impact in the region. 
However, recent economic development data show that 

countries under the EEJ region are some of the fastest 
growing economies in the world and are developing large‐
scale power transmission systems, which can be easily 
exposed to power failures during large geomagnetic or 
space weather disturbances.

The Chapman Conference was successful in all 
aspects. Collaborations were established, and, more 
important, students were exposed to the field of  space 
science and had opportunities to have one‐on‐one 
 discussions with established international scientists. 
International Chapman Conferences such as this make a 
valuable contribution to worldwide scientific research 
and outreach programs.

To develop space science research infrastructure within 
Africa, space science educational infrastructure also 
needs to be developed to support the long‐term operation 
and use of the science instrumentation. One way to 
address this concern is to increase and facilitate a strong 
interaction between scientists from developed countries 
and African young professors and postgraduate students. 
In response to these needs, several other international 
workshops/conferences and summer schools have already 
been conducted across the African continent.

With the increasing reliance on technology, the impact 
of space weather on engineered systems will certainly 
increase unless suitable protective measures are taken. 
Understanding the physics behind space weather and 
improving the forecasting is a major objective of the 
space‐science community. It is well recognized that many 
space‐weather impacts, especially on communications sys-
tems, arise from structures in the ionosphere. The equato-
rial ionosphere in particular is one of the most complex 
and is host to numerous instabilities and interactions, with 
many unresolved questions regarding its dynamics and 
variability. Radio waves, either transmitted through the 
ionosphere for satellite communication and navigation or 
reflected off the ionosphere for high‐frequency (HF) and 
radar applications, are all impacted by ionospheric varia-
bility and structure. Ionospheric irregularities, or plasma 
bubbles, occurring at low latitudes are one such source of 
interference. These irregularities cause scintillations on 
satellite‐radio transmissions resulting in information loss 
in communications, as well as degradation in positioning 
and navigation used in aviation and maritime industries.

The compilation of papers in this monograph covers 
various aspects of the physics of the system, and the 
mechanisms that control ionospheric space weather, in a 
combination of tutorial‐like and focused articles that will 
be of value to the upper atmosphere scientific community 
in general and to the ongoing global magnetosphere‐ 
ionosphere‐thermosphere (MIT) modeling effort in par-
ticular. A number of articles from each science theme 
describe details of the physics behind each phenomenon 
that help to solve the complexity of the MIT system. 
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Since the monograph is an outcome of the research pre-
sented at this first international space science Chapman 
Conference held in Africa, it has further provided an 
opportunity and motivation to the African scientists to 
communicate their research results with the international 
community using the volume as a vehicle. In addition, the 
meeting and this conference volume will greatly enhance 
the space‐science education and research interest in the 
African continent and around the world.

Ionospheric Space Weather includes articles from six 
science themes that were discussed at the Chapman 
Conference in 2012. These include:

 • Hemispherical dependence of magnetospheric energy 
injection and the thermosphere‐ionosphere response

 • Longitude and hemispheric dependence of storm‐
enhanced densities (SED)

 • Response of the thermosphere and ionosphere to 
 variability in solar radiation

 • Longitude spatial structure in total electron content 
and electrodynamics

 • Temporal response to lower‐atmosphere disturbances
 • Ionospheric irregularities and scintillation

Ionospheric Space Weather: Longitude and Hemispheric 
Dependences and Lower Atmosphere Forcing will be use-
ful to both active researchers and advanced graduate 
 students in the fields of  physics, geophysics, and engi-
neering,  especially those who are keen to acquire a global 
 understanding of  ionospheric phenomena, including 
observational information from all longitude sectors 
across the globe.

The editors would also like to take this opportunity to 
thank the many people that devoted their time to care-
fully reviewing the manuscripts for this volume. We would 
also like to thank Karen O’Loughlin for checking all the 
manuscripts for internal consistency and for ensuring 
completeness of the index.

Timothy Fuller‐Rowell
Endawoke Yizengaw
Patricia H. Doherty

Sunanda Basu
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1.1. INTRODUCTION

It is generally assumed that most of the dynamic 
 geospace phenomena, like magnetic storms and sub-
storms, develop in unison in both Northern and Southern 
Hemispheres, typically starting in the polar regions. High‐ 
latitude geomagnetic field lines carry a load of field-aligned 
currents (FACs) and electromagnetic waves directly from 
the magnetopause, where the heavy coupling from the 
solar wind to the  magnetosphere occurs, down to the ion-
osphere and  thermosphere, depositing energy in the form 
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ABSTRACT

Energy transfer from the solar wind to the magnetosphere‐ionosphere‐thermosphere system occurs via multiple 
routes with coupling efficiency depending on the Interplanetary Magnetic Field (IMF), solar wind, and the magne-
tosphere prior state. The energy is not always released in the two hemispheres symmetrically. Ultra low frequency 
(ULF) waves are the natural perturbations of the magnetosphere and the plasma in it, thus constituting an excellent 
diagnostic of how energy is transported throughout this complex system. We explore the question of how energy is 
deposited asymmetrically in the two hemispheres by studying (1) asymmetries of auroral currents and (2) asym-
metries in ULF wave power at magnetically conjugate locations. We also construct a Southern Hemisphere auroral 
electrojet (AE) index and compare it with the standard AE index. We find that while in general the north and south 
electrojet indices correlate well, significant asymmetries occur frequently, primarily in the local midnight region. We 
also find that at low latitudes and midlatitudes the north‐to‐south wave‐power ratio exhibits clear annual variation 
with a systematic offset: the Northern Hemisphere always has stronger power than the Southern Hemisphere. This 
systematic asymmetry is also seen in the ionospheric total electron content (TEC), implying a close link.

Key Points: 
Interhemispheric asymmetries in ULF wave power and total electron content
A southern auroral electrojet index and comparison with the standard AE index
Interhemispheric asymmetries between northern and southern auroral electrojet indices

Key Terms: equatorial ionosphere, equatorial electrojet (EEJ), ground-induced currents (GIC)
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of Poynting flux that heats both the ionosphere and 
 neutral  atmosphere. A part of the solar‐wind energy gets 
processed in the magnetotail first, and is ultimately depos-
ited in the ionosphere via both currents and electromag-
netic waves, but also  particle precipitation that can form 
bright  auroras. Another part of the solar‐wind energy is 
stored in the inner magnetosphere and couples to the mid-
latitude and low‐latitude ionosphere through electric 
fields, waves, and particle precipitation. During equinox, it 
is generally assumed that the load of currents and waves is 
 approximately symmetric into the north and south polar 
ionospheres, but becomes quite asymmetric when either 
of the poles is tilted toward the Sun during the solstices 
[e.g., Wu et  al., 1991]. At those times, the uneven solar 
EUV illumination becomes a controlling factor for the 
asymmetric ionospheric conductivity in the two polar 
regions, leading to large asymmetries in the electrody-
namic coupling with the magnetosphere and the amount 
of heating that is transferred to the neutrals.

While seasonal effects are strong drivers of interhemi-
spheric asymmetries, other factors, such as the dipole 
tilt with respect to the rotation axis, the Interplanetary 
Magnetic Field (IMF) orientation, local magnetic field 
structures, and even atmospheric dynamics, can and do 
play a significant role in the strong interhemispheric 
asymmetries that are observed at all latitudes. For exam-
ple, Knipp et al. [2000] showed significant difference in the 
amount of energy input, both from Joule heating and 
precipitation, in the two hemispheres during an 11-hr 
interval in May 1999. Knipp et al. argued that the large 
asymmetries were due to both the Northern Hemisphere 
sunward tilt and to the IMF orientation.

The tilt and offset of the dipolar part of the Earth’s 
magnetic field places the polar caps at different geo-
graphic latitudes resulting in lower geomagnetic latitudes 
seeing 24 hr darkness in the Southern Hemisphere in the 
Americas longitude sector than in the Northern 
Hemisphere during northern summer, further exacerbat-
ing conductivity and electrodynamic asymmetries. 
Cnossen and Richmond [2012] demonstrated via modeling 
that the tilt angle of the geomagnetic dipole is a strong 
controlling factor in the distribution of Joule heating in 
the high latitudes and in the neutral temperature and 
winds. Förster and Cnossen [2013] took this work further 
to demonstrate, again via modeling, the effect the nondi-
polar components of the Earth’s magnetic field have in 
interhemispheric asymmetries. They found that while the 
effect in the large‐scale plasma convection was rather 
small, the effect on the neutral winds was substantial.

It is a common assumption, particularly in simulations, 
that auroral activity, brightenings, and dynamics in the 
Northern and Southern hemispheres are a mirror image 
of each other, based on the assumption that the magneto-
spheric processes are similarly mapped down to the two 

polar regions, and the source particles are evenly distrib-
uted along the same field lines to the two ionospheres. 
While seasonal differences have been statistically reported 
[e.g., Newell et al., 1996; Liou et al., 2001], the global pat-
terns of precipitation are typically assumed symmetric in 
the two hemispheres.

The substorm phenomenon is perhaps the most com-
mon and dramatic nightside auroral intensification. All 
of today’s models of substorms are based mostly on 
Northern Hemisphere observations and assume conju-
gacy between hemispheres. Studies of the conjugacy (or 
not) of substorm onset and its dynamics have primarily 
relied on ground or aircraft imagers and magnetometers 
located at conjugate points [e.g., Belon et  al., 1969; 
Stenbaek‐Nielsen et  al., 1972, 1973; Hajkowicz, 2006; 
Motoba et al., 2014]. Studies based on older instrumenta-
tion and limited cases found good conjugacy between of 
the auroras for both quiet and active conditions [e.g., 
Belon et al., 1969; Stenbaek‐Nielsen et al., 1972], but new 
studies with more sophisticated instrumentation and 
longer statistical studies have begun to demonstrate inter-
hemispheric asymmetries in larger and smaller scale size 
structures [e.g., Hajkowicz, 2006; Laundal and Østgaard, 
2009; Motoba et al., 2014; Weygand et al., 2014a]. Fewer 
studies were able to use satellite auroral imagery on few 
fortuitous conjunctions [Ostgaard et al., 2004, 2007; Frank 
and Sigwarth, 2003; Sato et al., 2012]. Many of these stud-
ies have reported significant asymmetries, both in the 
location and timing of the substorm onset [e.g., Morioka 
et  al., 2011; Sato et  al., 1998; Weygand et  al., 2014b]. 
Kivelson et  al. [1996] and Ostgaard et  al. [2004, 2007] 
found that the north‐south displacement of the onset sys-
tematically depends on the IMF By sign and magnitude.

Frank and Sigwarth [2003] presented the first simulta-
neous satellite observations of a substorm onset (observed 
by Polar VIS camera at both hemispheres simultane-
ously). They found a 1–2 min delay in the occurrence of 
the onset between the two hemispheres and that tradi-
tional mapping would place the source of the onset from 
the two hemispheres on significantly different locations 
on the tail. Clearly, our understanding of how tail dynam-
ics couple down to the ionosphere is incomplete.

While there are many works looking at the asymmetries 
of substorm auroral dynamics, there are limited studies 
that demonstrate asymmetric auroral features and energy 
input for less active periods. Shi et al. [2012] showed that 
the cusp location moved asymmetrically between the two 
hemispheres while the dipole tilt angle increased, result-
ing at the cusp forming at different latitudes at the two 
hemispheres. Fillingim et  al. [2005] used coincidental 
observations from IMAGE FUV and Polar UVI and 
observed significant asymmetries in the structure of 
the afternoon aurora, which they attributed to IMF By 
effects. Stubbs et al. [2005] looked at the relative location 
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of the complete auroral oval from simultaneous IMAGE 
and Polar observations from both hemispheres and found 
that not only IMF By, but also Bx, affect the displacement 
of the oval in the two hemispheres. Motoba et al. [2012] 
recently analyzed detailed observations of auroral beads 
from conjugate all‐sky auroral imagers that occurred 
~15 min before a substorm onset. They found that the 
beads developed simultaneously and with great similarity 
in the two hemispheres.

There is evidence that the auroral electrojets exhibit sea-
sonal asymmetries [Wu et al., 1991], although most studies 
depend on spatially limited magnetometer chains, or indi-
vidual conjugate pairs of magnetometers. Wu et al. [1991] 
reported that the substorm westward electrojet flows at 
higher latitudes in the winter hemisphere than in the sum-
mer hemisphere by as much as 4°. The interhemispheric 
asymmetries of the auroral electrojets are likely a direct 
result of the interhemispheric asymmetries in field‐aligned 
currents (FACs). Theoretical studies have  predicted that 
conductivity differences between the  winter and summer 
hemispheres will create a set of interhemispheric FACs 
(IHCs) [Benkevich et al., 2000]. The IHCs flow from one 
hemisphere to the other along highly  conductive magnetic 
field lines connecting the two  conjugate auroral zones and 
have the effect of redistributing the ionospheric currents 
in the two hemispheres with significantly different con-
ductivities. Although IHCs have been modeled from first 
principles [Benkevich et al., 2000; Lyatskaya et al., 2014a; 
2014b], they have yet to be observed, primarily due to lack 
of the necessary observations, that is, coincidental obser-
vations of FACs from both hemispheres on the same local 
time sector. Our lack of conjugate observations on the 
global scale has clearly limited our understanding of 
dynamic phenomena like substorms.

This is where more recent data assembly techniques 
like AMPERE [Anderson et al., 2002] and SuperMAG 
[Gjerloev, 2012] can help break through the prior obser-
vational limitation. The Active Magnetosphere and 
Planetary Electrodynamics Response Experiment 
(AMPERE) Science Data Center is a facility that uses 
magnetometer data from the 66 IRIDIUM satellites 
and sophisticated algorithms to provide the global 
FAC patterns every 10 min [Anderson et  al., 2002]. 
SuperMAG [Gjerloev, 2012] is a worldwide collabora-
tion of  ground magnetometer chains that operate more 
than 300  magnetometers and provides easy access to 
validated ground magnetic field perturbations in the 
same  coordinate system and identical time resolution 
with a common baseline removal approach. Products 
like the global equivalent ionospheric currents are also 
 provided. It is now possible to support large‐scale 
interhemispheric studies.

Here we focus on two specific topics. First, in 
Section 1.2, we discuss interhemispheric asymmetries of 

the auroral electrojets as a means of understanding how 
dynamic phenomena develop differently in the two 
 hemispheres. Then, in Section 1.3, we discuss interhemi-
spheric asymmetries of the power of ultra low frequency 
(ULF) waves at low latitudes and midlatitudes and see 
what the role of the ionosphere is in such asymmetries. 
We end with a brief  summary.

1.2. ASYMMETRIES IN HIGH‐LATITUDE DYNAMICS 
AND THE AURORAL CURRENTS

The auroral elecrojet (AE) index (Davis and Sugiura, 
1966) is traditionally calculated from a set of 10–13 
ground magnetometer stations located around the typical 
northern auroral oval location (between 60° and 70° geo-
magnetic latitude). There is no Southern Hemisphere AE 
index because there is not sufficient station coverage from 
the southern auroral oval. The AE index is used as the 
most common indicator of global geomagnetic activity 
and it is well correlated with the strength of the auroral 
electrojets and also with auroral activity. It is typically 
used for identifying the occurrence, onset, and strength 
of a substorm. Considering the evidence for significant 
differences in both the location and timing of the auroral 
substorm onset and dynamics, it follows that the AE 
index should exhibit similar asymmetries.

Efforts to calculate a southern AE index are few, given 
the limited landmass availability at the appropriate lati-
tudes in the Southern Hemisphere. Maclennan et al. [1991] 
used 22 available ground magnetometer stations from 
Antarctica to calculate a southern AE (SAE) index for 7 
days in June 1982 and compare it with the northern World 
Data Center (WDC) AE. They found that the WDC AE 
was consistently stronger than the SAE index, which was 
likely due to seasonal effects. The Maclennan et al. [1991] 
study, however, included stations within a wide latitude 
range, from 50° to 90° magnetic, thus almost certainly 
including stations that at any moment were not within the 
auroral oval. Similarly, Saroso et al. [1992] compared the 
WDC AE with a southern polar cap index SAE, derived 
from four evenly spaced Antarctic magnetometer  stations. 
The comparison results from this study are inconclusive, 
mostly because the southern stations were at higher mag-
netic latitude than the AE stations.

1.2.1. AE Interhemispheric Asymmetries

Recently, Weygand and Zesta [2008] conducted a study 
similar to that of Maclennan et al. [1991] and created an 
SAE index for comparison with the World Data Center 
(WDC) AE index for 7 days in December 2005. Weygand 
and Zesta [2008] used all seven available Southern 
Hemisphere stations at magnetic latitudes between −60° 
and −71°, so that both northern and southern stations 
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were within the same topological region of the magneto-
sphere at the same time.

Figure 1.1 is a reproduction of Figure 2 from Weygand 
and Zesta [2008] and displays the location and distribu-
tion of all the Northern and Southern (projected to the 
north) hemisphere stations used for their study. The black 
triangles depict the standard AE stations, magenta solid 
circles are the north conjugate locations for the seven 
southern stations, as projected by the International 
Geomagnetic Reference Field (IGRF) model, and the 
green solid circles are northern stations selected for being 
as near conjugate as possible to the seven southern sta-
tions and are used to produce a northern AE (NAE) index 
conjugate to SAE. Black dotted lines are lines of geo-
graphic latitude and longitude and the solid blue lines are 
lines of constant geomagnetic latitude, calculated from 
Altitude Adjusted Corrected Geomagnetic Coordinate 
model [Baker and Wing, 1989]. The southern stations 
MAW, SYO, SNA, NVL, HBA, and WSD provide closely 
spaced coverage of a good portion of the auroral zone 
while MCQ station is farther away leaving a gap between 
WSD and MCQ and an even bigger gap from MCQ to 
MAW. The lack of similar coverage from the seven south-
ern stations and the WDC AE stations is why Weygand 
and Zesta [2008] also created the conjugate NAE index 
from nine northern stations. There are more northern 
magnetometer stations than southern stations because 
exact conjugate stations are not always available. So, 
where necessary, data from the northern magnetometers 
that “surround” the conjugate southern station location 
are averaged together. For example, the conjugate signa-
ture for HBA (magenta circle immediately to the right of 

PBQ) is produced by averaging the data from NAQ, STJ, 
and PBQ. All the details of the different stations used and 
their coordinates are given in the original paper.

Figure  1.2 is reproduced from Figures  4 and 9 of 
Weygand and Zesta [2008] and shows the calculated indi-
ces for 10 December 2005 (an active day) on the top, and 
for 8 December 2005 (a quiet day) on the bottom. For 
each day, the AU, AL, and AE indices for the southern 
(SAE/AU/AL), conjugate Northern Hemisphere data 
(NAE/AU/AL), and the WDC indices are shown. The 
Northern Hemisphere indices are given in the top panels 
as solid black lines, and the Southern Hemisphere indices 
are shown in the bottom panels, also in solid black lines. 
The gray lines in the top panels are the WDC quick look 
indices that can stand in place of the standard AE, AU, 
and AL indices. In Figure 1.2a, only the first 12 hr of the 
day are available for 10 December 2005. There is good 
agreement between the northern indices and the WDC 
indices for the substorm just after 0600 UT visible in both 
NAE and AE. The correlation coefficient between AE and 
NAE is 0.86, which implies that activity is happening in 
local times where there is good coverage from southern 
stations (since the conjugate locations to the southern 
index are reproducing well the standard AE index) and the 
large gaps in coverage are not affecting this particular day. 
However, there is less agreement between the NAE and 
SAE indices, with a correlation coefficient of 0.69, which 
implies some real asymmetries between the Northern and 
Southern Hemispheres. The NAE and AE have clearly 
greater magnitude perturbations than the southern index, 
even though the event occurs during northern winter (low 
conductivity) and southern summer (high conductivity), 
when we expect stronger ionospheric currents in the 
Southern Hemisphere. The evidence therefore indicates 
the existence of significant asymmetries between the 
Northern and Southern hemisphere auroral electrojets, 
seemingly unrelated to seasonal variations and strong 
enough to overcome the expected seasonal asymmetries.

Figure 1.2b shows the northern and southern indices in 
the same format as in the previous event for a quiet day, 8 
December 2005, and therefore the magnitude of the indi-
ces is significantly smaller. The black bar in each panel 
indicates the period of time when there is no station cov-
erage in the local midnight sector for either SAE or NAE. 
For this event, there are significant differences between 
NAE and AE, particularly between 18 and 24 UT. In 
fact, the SAE index correlates much better with AE at 
that period of time, picking up the substorm activity at 
~20 UT that is totally missed by NAE. Even for this very 
quiet day, there is strong evidence for interhemispheric 
asymmetries, likely due to IMF By.

It is likely that the interhemispheric currents, which have 
been theoretically postulated [Benkevich et  al., 2000; 
Lyatskaya et  al., 2014a, 2014b], contribute greatly to the 
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Figure  1.1 Map of northern and southern stations used for 
NAE and SAE calculations in Weygand and Zesta [2008]. In 
magenta are the north conjugate locations of the 7 southern 
stations for SAE, in green are the 9 northern stations for NAE, 
and the black triangles are the 12 standard AE stations.
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observed asymmetries. Weygand and Zesta [2008] showed 
that the maximum north‐south magnitude differences in the 
ground magnetic perturbations are seen in the local mid-
night region and are likely due to interhemispheric asym-
metries of the nightside westward electroject. By extension, 
they suggested that when the local midnight region is well 

covered by stations in Antarctica, then the NAE can reason-
ably represent the WDC AE and then differences between 
NAE and SAE reasonably represent interhemispheric asym-
metries in the auroral electrojets. This now opens the way for 
significant advancement in interhemispheric studies and in 
the effects of such asymmetries in global simulations.

Weygand et al. [2014a] expanded on the work of Weygand 
and Zesta [2008] by conducting a large statistical study on 
the correlation between the SAE, NAE, and AE indices. 
Weygand et  al. [2014a] used the most complete, to date, 
database of Southern Hemisphere auroral magnetometers 
from 2005 to 2010 and were able to calculate the NAE and 
SAE indices simultaneously for a total of 274 days. (The 
individual NAE and SAE indices were available for a sig-
nificantly greater number of days in each case.). The sta-
tion distribution used in Weygand et  al. [2014a] is very 
similar to that of Figure 1.1 with some small changes.

Figures 1.3a and b are reproduced from Figures 10 and 
12 of Weygand et al. [2014a] and demonstrate some funda-
mental statistical properties for the northern and southern 
indices, based on the 274 days of available observations. 
Figure  1.3a shows histograms of the daily correlation 
between the SAE and NAE indices (top panel) and their 
mean daily differences (bottom panel). The correlation dis-
tribution peaks at 0.8, but the mean of the distribution is 
0.65 with a maximum of 0.98 and a minimum of −0.2. 
This implies that, statistically, Northern and Southern 
Hemispheres electrojets are well correlated in terms of the 
timing of their dynamic changes. However, since the distri-
bution is widely spread, there are often times of significant 
interhemispheric asymmetries. Weygand et  al. [2014a] 
showed that the highest correlations occur during spring 
and to a lesser degree at fall, while the lowest correlations 
occur during northern winter and summer, when the two 
hemispheres are very asymmetrically illuminated, so there 
is an observed seasonal effect. The low correlation values 
in the top panel of Figure 1.3a correspond to quiet geo-
magnetic activity, as was also shown by Weygand and Zesta 
[2008], because the linear correlation of a nearly flat line (no 
activity) with another flat line is nearly zero by definition. 
This is demonstrated more clearly in Figure 1.3b where the 
mean daily correlation coefficients between SAE‐NAE 
and SAE‐AE are plotted with respect to the daily mean of 
the SAE index on the top and bottom panels, respectively. 
The black dots are the individual daily means and the gray 
squares are means of SAE index bins for a bin size of 50 
nT. The gray bars are the standard deviation of the means 
for each bin. The gray line is drawn as visual aid for the 
data trends. Low correlation coefficients are only associ-
ated with very low geomagnetic activity, while higher cor-
relations exist for both quiet and active days. Highly active 
days have only higher correlation coefficients, >0.5.

The persistent magnitude difference between SAE and 
NAE indices demonstrated in Figure 1.3a, bottom panel, 
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with SAE on average smaller than NAE was reported 
also by Maclennan et al. [1991] and seems to indicate that 
the northern auroral electrojets are consistently stronger 
than the southern auroral electrojets. Since this is not a 
physically intuitive result, Weygand et al. [2014a] explored 
this matter further by isolating north‐south pairs of 

 stations included in the SAE and NAE calculations with 
good and poor conjugacy.

Figure 1.4 is a reproduction of Figure 14 from Weygand 
et al. [2014a] and shows, on the left column, histograms of 
the daily correlation of the H magnetic field component for 
station pairs MCQ‐KIAN, WSD‐SNKQ, and SYO‐HLL, 
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where the first part of each pair is a southern station and 
the second is the northern station. On the right column of 
Figure 1.4, the daily mean differences are shown for the 
same three pairs of stations. The  correlation plots for all 
three pairs are very similar to the SAE‐NAE correlation 
histogram shown in Figure  1.3a (top panel), with the 
 correlations peaking at 0.9. However, the daily mean histo-
grams for the three pairs in Figure 1.4 are significantly dif-
ferent from the SAE‐NAE daily mean in Figure  1.3a, 
bottom panel. The mean daily difference for the three con-
jugate pairs is centered at 0 nT. Even though there is a 
spread to the distribution and there are clearly times with 
large interhemispheric asymmetries, the histograms of 
Figure 1.4, right column, seems to  indicate that there is no 
systematic asymmetry between the north and south elec-
trojets. The distributions of Figure 1.4 were produced with 
daily averaged values of north‐south amplitude differences 
and for all different conditions. In Figure 1.5, we plot his-
togram distributions of the amplitude differences for the 
same three pairs of closely conjugate stations, but for 1 min 
averaged differences observed only in the local midnight 
region, ±3 hr around 00 MLT. The differences between 
north and south responses to the electrojet for low Kp are 
similar to those in Figure 1.4, namely centered around 0 
and denoting no obvious systematic asymmetry between 
Northern and Southern Hemispheres. The histograms for 
high Kp values, however, show that for two of the three 
pairs, MCQ/KIAN and SYO/HLL, the peak is negative, 
indicating persistent stronger amplitudes at the northern 

stations. The third pair, WSD/SNKQ, has stations located 
in significantly different geographic latitudes.

The electrojet indices (AE, SAE, or NAE) are sensitive 
to the global DP2 current system, namely the global‐scale 
two‐cell convection pattern [Nishida, 1968], but are also 
most strongly sensitive to the nightside westward electro-
jet that is typically the result of substorm or other strong 
activity, known as the DP1 current system [Nishida, 1968]. 
One then would expect most of the interhemispheric 
asymmetries in the north and south indices to also be 
strongly sensitive to the nightside westward electrojet.

Figure 1.6 is a reproduction of Figure 17 from Weygand 
et al. [2014a] and demonstrates exactly this point. 
Figure  1.6 shows a superposed epoch analysis of the 
SAE‐NAE differences on the top panel, and the  difference 
in the H component between the south and north stations 
of the closely conjugate pairs that were discussed in 
Figure 1.4 and from all available data in the bottom three 
panels. For each pair of stations, the black line is the 
median and the two gray curves are the upper and lower 
quartiles of the distribution. The open circle in each 
panel indicates local midnight and the solid circle 
 indicates local noon for that pair of stations. While the 
median curve varies minimally, it is clear from the  quartile 
curves that the largest differences between the north and 
south stations of the pair occur around local midnight 
and are therefore associated with the nightside westward 
electrojet. We therefore propose that for times when there 
is good coverage of the local midnight region from the 
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Southern Hemisphere, the SAE can be used as the equiv-
alent Southern Hemisphere Auroral Electrojet index.

Most important, Figure 1.6, in combination with the his-
tograms of Figure 1.5, gives an insight into possible reasons 
for the systematic asymmetry between SAE and NAE from 
Figure 1.3a. The negative SAE‐NAE distribution peak is 
manifested in the 12–24 UT period, which engulfs the time 
period when no southern stations are in near local midnight 
(indicated by the horizontal bar), where most of the ampli-
tude and differences in SAE and NAE originate. The longi-
tudinal distribution of stations is clearly a contributor to 
the observed systematic asymmetry between SAE and 
NAE. The UT differences of the H component for the three 
pairs in Figure 1.6 demonstrate another important point. 
While the daily averaged differences may be centered at 0 
(Fig. 1.4), the distributions can be systematically positive or 
negative during the day. This and the systematic differences 

for higher geomagnetic activity in Figure 1.5 indicate that 
the SAE/NAE systematic asymmetry is not due just to the 
longitudinal gaps in the Southern Hemisphere, but also to 
other factors like the geographic differences between station 
pairs, interhemispheric currents, or activity levels.

While the precise causes of the observed north‐south 
asymmetry in SAE and NAE remain unclear, the spread 
of the histogram distributions in Figures 1.4 and 1.5 dem-
onstrate the significant interhemispheric asymmetries 
that habitually occur.

1.2.2. The Effect of Solar Wind and IMF on the 
Interhemispheric Asymmetries

We now look at the role the solar wind and IMF may 
play in the observed interhemispheric asymmetries as 
 evidenced by the calculated SAE and NAE indices. 
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Specifically, we examine how different solar‐wind param-
eters affect the correlation between the SAE and NAE 
indices.

For the solar‐wind study, we recalculated cross correla-
tion coefficients between the three AE indices (standard 
AE, NAE, and SAE) at a much faster cadence than was 
used in the Weygand et  al. [2014a] work. We used our 
complete database, which amounts to 274 days, from 
December 2005 to August 2010, when all three indices are 
available. The cross correlation coefficients are estimated 
every 10 min with a correlation window of 2 hr around 
each point in time. The solar‐wind and IMF quantities 
are taken from ACE data and are propagated to 17 RE 
using the Weimer technique [Weimer et al., 2003; Weimer, 
2004]. In order to include propagation to the ionosphere 
and effects of preconditioning of the magnetosphere by 
previous solar wind and IMF values, we introduce two 
additional time constants: delay time, Td, for the propa-
gation to the ionosphere from 17 RE, and precondi-
tioning time, Tp, for averaging the solar wind and IMF 
data before each point. For Td we use 10 min as an aver-
age propagation window from 17 RE upstream to the 
 ionosphere. For Tp we use 20 min and that is the time 
period beyond the 10 min (Td) for which we average 
the  SW parameters to get a sense of preconditioning. 
Therefore, each index correlation is assigned solar wind 
and IMF values by shifting the propagated ACE data by 
Td minutes, and then averaging the solar‐wind data for Tp 
minutes before that. With all the correlation coefficients 
calculated, a statistical study of the effects of solar wind 
and IMF conditions on the electrojet index correlations 
can be performed. While a more complete and focused 
manuscript is in preparation, we show here some key 

results of this new work. Specifically, we examine the 
effect of IMF By, IMF Bz, and solar‐wind dynamic pres-
sure, Psw on the north‐south index correlations.

Figure  1.7 shows the magnitude of the AE/SAE and 
NAE/SAE correlations as a function of IMF Bz and Psw. 
The IMF and dynamic pressure data accompanying the 
correlation coefficients are binned at 1 nT and 0.25 
nPa  bins. In each bin, we plot the percentage of high‐ 
correlation coefficients (R > 0.7) that occur during the bin 
conditions. The “percentage of correlations” quantity 
was chosen over the average bin correlation coefficient 
because it shows the IMF and dynamic pressure depend-
ence more clearly. It is clear that both the AE/SAE (left) 
and NAE/SAE (right) plots suggest strong dependence 
of the north/south correlations on IMF Bz and Psw. The 
percentage of high coefficients is higher for southward 
IMF, and for steady IMF it increases with dynamic pres-
sure. In other words, the more southward the IMF and 
the higher the dynamic pressure, the better correlated the 
north‐south electrojets are, while more northward IMF 
and low dynamic pressure are more statistically likely to 
produce asymmetrical north and south electrojets. We 
should caution here that high correlations between north 
and south indices do not exclude high differences in 
amplitude between north and south, and future work will 
address all these issues. Both IMF Bz and high dynamic 
pressure can be strong drivers of geomagnetic activity, 
relocating magnetospheric population boundaries, 
enhancing large‐scale field‐aligned currents, enhancing 
convection in the magnetosphere and ionosphere, as well 
as ionospheric currents. Under strongly driven condi-
tions, both SAE and NAE (or AE) would be character-
ized by distinct enhancements well correlated in time, 
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Figure 1.7 (Left) AE/SAE and (right) NAE/SAE correlation results as a function of ACE IMF Bz and solar wind 
dynamic pressure.
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leading to high correlation coefficients even though their 
amplitude differences may not be necessarily small.

Figure 1.8 shows the dependence of  the percentage of 
high correlations on the concurrent IMF By and Bz 
components. The IMF Bz dependence is again clear. In 
addition, high correlation coefficients appear for high 
absolute values of  IMF By, even when the IMF is 
 northward. Furthermore, high correlations seem to be 
present when the IMF is purely northward but with 
high magnitude; however, it is unclear if  this is a real 
dependence or result of  low statistics at these high 
northward IMF values. An asymmetry for positive and 
negative IMF By is also evident, mostly for southward 
IMF. We see stronger correlations for positive IMF By 
than for negative IMF By.

1.3. ULF WAVE POWER ASYMMETRIES

Ultra low frequency waves are the lowest frequency 
magnetohydrodynamic (MHD) waves generated in the 
magnetosphere in response to solar‐wind drivers and 
internal dynamic processes. They are an excellent diag-
nostic tool that can determine and track the energy 
flow from the solar wind and through the different 
magnetospheric regions. They also provide a good way 
of  understanding how magnetospheric processes cou-
ple down to the ionosphere and thermosphere. For 
example, Yizengaw et al. [2013] demonstrated that dur-
ing a solar‐wind high speed stream (HSS) event, 
upstream oscillations directly drove ULF waves glob-
ally within the magnetosphere, which also penetrated to 
the ionosphere at all latitudes and down to the equator 
where they drove similar oscillation in the equatorial 
electrojet and the measured ionospheric total electron 
content (TEC).

1.3.1. Prior Studies

Conjugate studies of ULF waves can additionally pro-
vide information on how the flow of energy from the 
solar wind is distributed to the two hemispheres, but 
unfortunately such prior studies are few and far between.

Most of the conjugate studies on ULF pulsations have 
been done at high latitudes and the cusp. Ables et  al. 
[2000] and Liu et al. [2003] studied resonant Pc5 waves 
with high conjugacy to determine IMF dependencies, 
Matthews et al. [1996] used both ground magnetometers 
and radar observations to study the conjugate wave 
response to a solar‐wind shock impact, and Posch et al. 
[1999] looked at conjugate asymmetries of broadband 
(0–50 mHz) waves.

Conjugate wave studies from lower latitudes are just as 
uncommon as high‐latitude studies. A series of  publica-
tions looked at various aspects of  conjugacy in Pc4‐5 
waves near L = 4, using magnetometer data from Siple 
station in Antarctica and a set of  three near conjugate 
stations from the north. Lanzerotti et  al. [1973] and 
Surkan and Lanzerotti [1974] looked at the conjugate 
wave power at quiet and disturbed conditions, respec-
tively, during the 1971 December solstice. They found 
that during quiet days the ratio of  south to north wave 
power was ~1, but for disturbed days the wave power was 
much stronger in the southern station, which is opposite 
to what we are reporting here, but they examined higher 
latitudes. Feng et  al. [1995] studied conjugate Pc3‐4 
 pulsations at low latitude, L = 1.2, and while they did not 
report on the relative wave power between the north and 
south stations, they found evidence that the observed 
waves were due to resonances and their daily occurrence 
pattern is controlled by their source and propagation 
characteristics.
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Figure 1.8 (Left) AE/SAE and (right) NAE/SAE correlation results as a function of ACE IMF By and Bz.
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Obana et al. [2005] studied the north‐south asymmetry 
of Pc3‐5 waves at higher latitudes with a pair of  conjugate 
stations at L = 5.4. While the latitude of the conjugate 
observations is much higher than the low‐latitude and 
midlatitude station pairs we are including in our study, 
the Obana et al. [2005] work is the only other work that 
directly looks at the wave‐power ratio between the two 
hemispheres. They found a seasonal variation in the 
north vs. south power ratio and also found that the power 
in the northern station is always higher than at the 
 southern stations throughout the year, as we report here. 
They named that the “positive effect.” They considered 
ionospheric conductivity effects as the source for the 
observed seasonal asymmetries and differences in the 
magnitude of the background magnetic field to explain 
the positive effect. We provide more detailed compari-
sons in the section below.

1.3.2. Low Latitude and Midlatitude ULF Wave‐Power 
Asymmetries

We performed a conjugate study of  ULF wave power 
along the Americas meridian and we present here some 
key representative results. We utilized stations from 
three magnetometer chains: the South American 
Meridional B‐field Array (SAMBA) [Boudouridis and 
Zesta, 2007], a chain of  12 magnetometers along Chile 
and in Antarctica, covering mostly low latitudes and 
midlatitudes, the Magnetometers along the Eastern 
Atlantic Seaboard for Undergraduate Research and 
Education (MEASURE) [Berube et  al., 2003], which 
has several stations along the East Coast of  the United 
States, some of  them being directly conjugate with 
SAMBA stations, and the Midcontinent Magnetoseismic 
Chain (McMAC) [Chi et al., 2013], which extends the 
CARISMA (Canadian Array for Realtime Investigations 
of  Magnetic Activity) Churchill line of  magnetometers 
southward to Mexico at low latitudes. The McMAC 
meridian is approximately 2 hr of  MLT separated by 
the average meridian of  the MEASURE and SAMBA 
chains.

Figure 1.9 is a map of the magnetometer locations set 
in the Southern Hemisphere with the three Northern 
Hemisphere stations that we used projected to their mag-
netic conjugate points, using the appropriate epoch IGRF 
model. The dotted lines are lines of geographic latitude 
10° apart, and geographic longitude 20° apart. The blue 
lines are lines of constant geomagnetic latitude from −10° 
to −60°. The southern SAMBA stations of PAC, OHI, 
and PAL are denoted as blue solid circles, while the 
northern stations of FIT and APL from MEASURE, 
and AMER from McMAC are red solid circles. FIT and 
PAC are approximately at L = 1.7, while the remaining 
stations are approximately at L = 2.3.

For our comparisons of interhemispheric wave power 
and its seasonal and annual variations, we calculate the 
total daily power separately in the Pc3 (20–100 mHz) and 
Pc4‐5 (2–20 mHz) bands for each station. The daily 
power calculation includes only the dayside, approxi-
mately 0630–1730 MLT, for each station. Pc3–Pc5 waves 
typically have different sources on the dayside and night-
side and are regularly present and stronger on the day-
side, resulting primarily from upstream sources and 
solar wind magnetosphere interactions [e.g., Yumoto, 
1985; Troitskaya and Bolshakova, 1988]. Our station pairs 
are conjugate in latitude but can be separated in MLT by 
as little as a half  hour, in the case of the FIT‐PAC pair, or 
as much as 3 hr, in the case of the AMER‐OHI pair. Since 
this is a statistical study with only daily values of dayside 
wave power, any instantaneous MLT differences between 
our conjugate pairs of stations do not influence our con-
clusions. We calculate the daily total power from the 
dynamic spectrum analysis from summed 1 min bins. We 
calculate the total power in all frequency bins every 1 min 
with a 10-min Fourier window centered on the minute of 
calculation. We continue moving our 10-min window to 
the subsequent slot until the full dayside period is covered 
and the total daily power is the sum of the power values 
of all the individual 1-min bins. We do this at each station 
and for the two frequency regimes, Pc3 and Pc4‐5.

Figure 1.10 shows the results for the PAC‐FIT pair of 
stations at L = 1.7 and for year 2005. The top panel shows 
the daily power for the north station FIT in red and for 
the south station PAC in blue. The bottom panel shows 
the ratio of the north to south station power (FIT‐PAC). 
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Figure 1.9 Map showing the southern and northern conjugate 
stations that were used for studying the north‐south asym-
metries of ULF wave power. In blue are the southern SAMBA 
stations, while in red are the conjugate projections of the 
northern MEASURE and McMAC stations.
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A clear seasonal/annual variation is seen in the FIT‐PAC 
ratio, with the ratio maximizing at June solstice (more 
illumination of the Northern Hemisphere) and minimiz-
ing at December solstice (less illumination of the 
Northern Hemisphere), which is intuitively expected by 
the ionospheric illumination patterns of the north and 
south hemispheres during the solstices. Most interesting, 
the December minimum of the FIT‐PAC ratio is ~1, indi-
cating similar wave power in the two hemispheres during 
December solstice, while the ratio maximum is ~1.5, indi-
cating much stronger wave power in the north during 
June solstice. In short, there seems to be a Northern 
Hemisphere bias, in addition to the annual seasonal vari-
ation of wave power, with the northern station having 
consistently higher power than the southern station 
throughout the year.

This pattern observed in Figure 1.10 is consistent for 
both Pc3 and Pc4‐5 bands and at both low-latitude 
(L = 1.7) and midlatitude (L = 2.3) conjugate stations. 
Figure 1.11 shows the daily Pc4‐5 wave‐power values for 
FIT on top and PAC on the bottom for year 2005 with 
polynomial fitted lines to demonstrate the annual varia-
tion of the data. We found that the best fit was a second 
order polynomial of the form ax2 + bx + c, and it is shown 
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as a solid black line with the equation and R2 value on the 
figure. While the R2 is poor for both stations, it does seem 
to fit well the general shape of the bulk of points in each 
panel. Our results then are indicative of the situation of 
the two hemispheres during periods of lower to moderate 
geomagnetic activity. The northern line fit is rather flat, 
while the southern line fit has a clear curvature with high 
amplitudes around the December solstice. PAC has a 
higher a coefficient value, which leads to the curved shape 
and R2 values demonstrating a stronger correlation. The 
shape of this regression line is a driver for the shape of 
the power ratio plots seen in Figure 1.10. It is the south 
decreasing around the June solstice and not the north 
increasing that drives the shape of the power ratio. 
Second, the northern station line is shifted up throughout 
the year, which causes the power ratio to remain above 1. 
The interesting conclusion from this analysis seems to be 
that the northern station exhibits only very weak annual 
or seasonal variation (if  at all) while the southern station 
shows significant seasonal variation, which in turn deter-
mines the ratio of the north‐south ratio.

Our result of a power ratio above 1 for all seasons is in 
agreement with Obana et al. [2005] but the explanation is 
not. Obana et al. explain the “positive effect” as a result of 
the stronger background magnetic field in the Northern 
Hemisphere with respect to that in the Southern Hemisphere. 
This explanation is consistent with the background fields 
for the conjugate pair FIT‐PAC at L = 1.7. However, the 
background fields at our conjugate pair at L = 2.3, AMER‐
OHI, are similar, and there is still a north‐to‐south ratio 
greater than 1 for all seasons. We believe that our explana-
tion outlined in Figure 1.11 better describes all our observa-
tions, since the annual wave‐power trends for AMER and 
OHI are very similar to those shown in Figure 1.11.

1.3.3. The Role of the Ionosphere and Thermosphere

Ground magnetometer perturbations are an integrated 
response to all currents within the sensor’s field of view 
(typically of radius equal to the distance of the current 
that impacts the magnetometer, ~120 km for ionospheric 
currents). Inhomogeneous ionospheric conductivity can 
modulate and influence the characteristics of ULF waves 
as they are coupled from the magnetosphere down to the 
ionosphere [Hughes and Southwood, 1976; Pilipenko et al., 
2000; Alperovic and Fedorov, 2007]. The assumption is that 
the wave electric field will map similarly to both iono-
spheric footpoints and the resulting field will be a combi-
nation of reflected and absorbed components, which 
depend strongly on the local height‐integrated ionospheric 
conductivity. While it is true that the amount of wave 
power that penetrates the ionosphere and the amount 
reflected depend on the conductivity and the Hall to 
Pedersen ratio, ground magnetometers remotely respond 
primarily to Hall currents. For the same wave E field, you 

get more fluctuation currents, and therefore higher ground 
perturbations, when you have higher integrated conductiv-
ity. Therefore, one would intuitively expect stronger wave 
power in the more illuminated ionosphere. The variations 
we show in Figure 1.11 are consistent with this interpreta-
tion when considering the geographic latitude of FIT and 
PAC. FIT is at geographic latitude of 28° and remains well 
illuminated throughout the year, therefore not exhibiting 
strong seasonal variation. PAC, on the other hand, is at 
geographic latitude of −53.2° and shows higher wave power 
around December solstice, when its ionosphere is better 
illuminated. Obana et al. [2005] looked at the Pc3‐5 north‐
to‐south wave‐power ratios at L = 5.4. They found, in 
agreement with our results, that the Northern Hemisphere 
has stronger power throughout the year. However, in con-
trast with our results, they found that the seasonal varia-
tion of the power ratio has a peak in December solstice 
and minimum at June solstice. They suggest that the higher 
northern conductivity during June solstice actually blocks 
the transmission of MHD waves from the magnetosphere 
to ionosphere. This is clearly not true for our conjugate 
pairs at L = 1.7, where the power ratio peaks in June and 
has a minimum in December‐January.

We, therefore, examine measurements of the total elec-
tron content (TEC), as measured by ground GPS receiv-
ers at the two conjugate locations, to examine whether a 
similar asymmetry pattern as that seen in the wave power 
is also observed in the ionospheric content. The TEC 
observed on the ground is dominated by the ionospheric 
electron density (the plasmaspheric density being signifi-
cantly smaller) and is therefore a reasonable proxy of the 
ionospheric content and conductivity at that location. We 
used data from GPS receivers co‐located or in close prox-
imity with our magnetometer stations.

Figure  1.12 shows, in the top panel, the TEC of the 
north (red) and south (blue) GPS receivers close to the 
locations of the FIT and PAC magnetometer stations. 
The ratio of the northern to southern TEC is plotted in 
the bottom panel for the year 2003. The northern station 
shows unambiguously higher TEC throughout the year 
and the north‐south ratio remains above 1.0 similar to the 
Pc4‐5 wave‐power ratio in Figure 1.10. In contrast to the 
wave‐power ratio, the TEC ratio exhibits a semiannual 
variation with peaks at the two solstices and dips at the 
two equinoxes. It is interesting that the absolute TECs at 
both northern and southern GPS stations has the oppo-
site semiannual variation, namely they peak at the equi-
noxes and dip at the solstices. In other words, while there 
is more ionosphere at both hemispheres during equi-
noxes, the conductivity is more equitably distributed in 
the two hemispheres. During the solstices, the ionosphere 
is thinner at both hemispheres in comparison with their 
respective equinox content, but the Northern Hemisphere 
has significantly more content irrespective of whether it 
is the June or December solstice.
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This semiannual TEC variation has been reported 
before by Lee et al. [2010] and Bagiya et al. [2009], who 
used individual GPS receivers in Taiwan and India, 
respectively, to study the diurnal and seasonal variation 
of TEC at low latitudes. Both studies found a clear semi-
annual variation in TEC with peaks at the equinoxes, in 
exact agreement with our results. It has also been recently 
reported and examined as global TEC climatology by Liu 
et al. [2009] and Lean et al. [2011]. The north‐south asym-
metries of TEC were examined by Mendillo et al. [2005] 
in terms of global asymmetries. Their Figure  2 clearly 
shows the north to south asymmetric pattern at low 
 latitudes and midlatitudes in agreement with our obser-
vation. We offer, for the first time, similar north to south 
asymmetries for both ULF wave power and TEC and 
suggest a link between the two.

Figure 1.13 shows in each column from top to bottom 
the north‐to‐south wave‐power ratio for Pc3 waves, for 
Pc4‐5 waves, and the TEC north‐to‐south ratio for years 
2006 (left) and 2007 (right) at L = 2.3 for the station pair 
AMER‐OHI. Similar to the results at L = 1.7 (Fig. 1.10), 
here we again see a clear seasonal variation in the Pc3 and 
Pc4‐5 ratios, which peaks in northern summer and mini-
mizes in northern winter. The ratio never drops below 1 
throughout the year for either frequency band, indicating 
that there is a strong offset toward the Northern 
Hemisphere and a systematic asymmetry in addition 
to  the seasonal variation. The offset is stronger for the 
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higher frequency waves (for Pc3). The TEC ratio also 
shows a clear bias toward the Northern Hemisphere 
(ratio >1 throughout the year), and it is even stronger 
than the one exhibited by the waves. In addition to the 
northern bias, the TEC ratio exhibits a clear semiannual 
variation that peaks at the two solstices and minimizes at 
the equinoxes.

Note that the annual variation of  the waves and the 
semiannual variation of  TEC is much more pronounced 
at the midlatitude L = 2.3, than it was at low latitude of 
L = 1.7 (compare Figs.  1.13 and 1.10). Furthermore, 
our results only partly agree with the results of  Obana 
et  al. [2005], who conducted a similar study but at a 
higher latitude of  L = 5.4. Although Obana et al. [2005] 
found a similar northern bias in their analysis (their 
north‐to‐south power ratio was also always >1), the 
seasonal variation at their latitude was exactly opposite 
to the one we report in Figures 1.9 and 1.10. Specifically, 
they found that the wave‐power ratio maximized at 
northern winter and minimized at northern summer. 
Obana et al. [2005] interpreted their observed seasonal 
variation as a likely result from inductive shielding of 
the waves by a highly conducting ionosphere: lower 
wave power in the summer beneath the higher conduc-
tive ionosphere than at winter, according to the shield-
ing theory by Yoshiwaka et  al. [2002]. However, the 
results shown in Obana et al. [2005] show seasonal vari-
ation on the ratio of  the north‐to‐south amplitudes not 
on the north or south amplitudes themselves, so with-
out knowing the seasonal variation of  the wave ampli-
tudes themselves, it is unclear how the inductive 
shielding theory of  Yoshiwaka et al. [2002] would apply. 
In our dataset, there is no clear evidence for ionospheric 
shielding either, although more detailed analysis will be 
in a future work.

Perhaps the most intriguing result is the consistent 
northern bias that we found in both low latitudes and 
midlatitudes in the Americas meridian, that Obana et al. 
[2005] also found in the Asian meridian, and that the bias 
is even stronger in the TEC than it is in the ULF wave 
power. There are similar results in Titheridge and 
Buonsanto [1983] and Su et al. [1998] who both studied 
the annual variations of the low‐latitude topside iono-
sphere from satellite and ground observations. Both of 
the Titheridge and Buonsanto [1983] and Su et al. [1998] 
studies found that the TEC and topside density values, 
respectively, are higher during the December solstice than 
during the June solstice, and they were able to show that 
the chemistry and dynamics of the neutral species have a 
significant effect in shaping the observed asymmetries.

Titheridge and Buonsanto [1983] looked at TEC from 
two near‐conjugate pairs of  ground stations for a period 
of  3 yr and also found a persistent higher amplitude of 
TEC in the Northern Hemisphere than in the Southern 
Hemisphere. Su et al. [1998] used observations from the 

low‐inclination Hinotori satellite to look primarily at 
 longitudinal patterns of  the electron density, but also 
saw similar north‐south TEC asymmetries, which they 
attributed to neutral winds. While they were not able to 
explain this, both studies suggested some type of  trans-
equatorial neutral wind could be the cause of  the asym-
metries. We suggest that there is potentially a strong 
connection between neutral, plasma, and wave proper-
ties. Future work should clarify whether such north‐
south  asymmetries occur at all longitudes and latitudes 
and illuminate their physical sources.

In summary, the ULF wave power shows a clear inter-
hemispheric asymmetry with stronger power always in 
the northern conjugate station. This north‐south asym-
metry is stronger at midlatitudes than at low latitudes 
(higher ratios at L = 2.3 than at L = 1.7) and it is stronger 
for the higher frequency waves (higher ratios for Pc3 
waves). The ionospheric TEC exhibits the same interhem-
ispheric asymmetry, implying that the state of the iono-
sphere affects and partly causes the observed wave 
interhemispheric asymmetry. It is unclear why the TEC 
ratio has a biannual variation while the wave power only 
exhibits annual variation and needs to be further investi-
gated in future work.

1.4. SUMMARY

We explore pathways for energy input into the iono-
sphere‐thermosphere system and asymmetries between 
the Northern and Southern Hemispheres. Seasonal 
effects are strong drivers of interhemispheric asym-
metries, the uneven illumination of the two hemispheres 
resulting in asymmetric ionospheric conductivities and 
therefore asymmetric current distribution in the two 
hemispheres. Additional factors may also contribute sig-
nificantly to the asymmetric energy input into the two 
hemispheres as prior studies have reported. Factors like 
the Earth’s dipole tilt with respect to the rotation axis, the 
IMF orientation, local magnetic field structures, and 
even atmospheric dynamics. We review several of these 
factors and their effects. We focus on asymmetries of 
auroral dynamics, particularly substorms, for which there 
is considerable prior work defining their onset and 
dynamics in the two hemispheres. Similar asymmetries 
should be expected in the auroral electrojets that are well 
correlated with the auroral dynamics.

We calculate a Southern Hemisphere auroral electrojet 
index, SAE, from all available southern auroral stations 
and compare it with a conjugate northern auroral electro-
jet index, NAE, and with the standard AE index. We look 
at both case studies and a large statistical study of the cor-
relations and difference between SAE, NAE, and AE. We 
found that, in general, SAE correlates well with AE and 
even better with NAE and that correlation is better under 
strong southward IMF and/or strong solar‐wind dynamic 
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pressure. Strong interhemispheric asymmetries occur 
often and are likely the result of IMF By or  interhemispheric 
currents. Differences in the amplitude of the electrojet 
indices between the two hemispheres are strongest in the 
local midnight and are the result of the nightside west-
ward electrojet.

We look at the power of  ULF waves in two bands, 
Pc3 (20–100 mHz), and Pc4‐5 (2–20 mHz) and study 
the power in pairs of  conjugate stations at low latitudes, 
L = 1.7, and midlatitudes, L = 2.3, in the Americas 
meridian. We calculate the daily wave power in the two 
frequency bands and then calculate the north‐to‐south 
daily power ratio. We find that the ULF wave power 
shows a clear interhemispheric asymmetry with 
stronger power always in the northern conjugate sta-
tion. This north‐south asymmetry is stronger at mid-
latitudes than at low latitudes (higher ratios at L = 2.3 
than at L = 1.7), and it is stronger for the higher fre-
quency waves (higher ratios for Pc3 waves). The iono-
spheric TEC exhibits similar interhemispheric 
asymmetry, namely higher TEC all year round in the 
Northern Hemisphere, implying that the state of  the 
ionosphere affects and partly causes the observed wave 
interhemispheric asymmetry. We believe that the link 
between the ULF wave power and TEC are in the 
north‐south asymmetry, but the seasonal‐annual varia-
tion of  the ULF power and TEC are different and the 
result of  different processes.
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2.1. INTRODUCTION

The discovery of the transient variation in the Earth’s 
magnetic field in 1722 by Graham sparked off  the study 
of geomagnetic field variation [Graham, 1724]. Stewart 
[1882] proposed that the most probable seat of the solar 
action that produces this geomagnetic variations is the 
upper atmosphere and the source is the electric current in 
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ABSTRACT

The simultaneity and asymmetry in the occurrence of counterequatorial electrojet (CEJ) along African 
 longitudes was investigated. We utilized 1 min interval data of the horizontal geomagnetic field intensity recorded 
from January to December 2009 (mean sunspot number = 3.1), by network of the Magnetic Data Acquisition 
System installed at Ilorin ILR (4.68°E, 8.50°N; dip latitude, 1.82°S), Addis Ababa AAB (38.77°E, 9.04°N; 
dip latitude, 0.18°N), Lagos (3.43°E, 6.48°N; dip latitude 3.04°S), and Nairobi (36.48°E, 1.16°S; dip latitude 
10.65°S). In this work, Asymmetry‐1 on any particular day is defined as the scenario when there is occurrence 
of morning CEJ along the west (ILR) between 06:00 LT and 11:00 LT with no simultaneous  morning occurrence 
along the east (Addis AAB), but afternoon occurrence. Asymmetry‐2 refers to the  occurrence of CEJ in the 
afternoon between 13:00 LT and 18:00 LT at ILR with no simultaneous afternoon occurrence, but morning 
occurrence at AAB on same day. Most frequent simultaneous occurrence of CEJ at both equatorial stations was 
in the morning (77%). Asymmetry‐2 (41.3%) is more prevalent than Asymmetry‐1 (4.9%). The longitudinal 
 variability in the local time of occurrence of CEJ along these longitudes is attributed to the differences in meridi-
onal currents and some other phenomena.

Key Points: 
Most frequent and simultaneous occurrence of CEJ was found on days of morning CEJ
The occurrence of morning simultaneity of CEJ was maximum during the June solstice.
There is a seasonal variability of the mechanisms responsible for the occurrence of CEJ.

Key Terms: counterequatorial electrojet, ionospheric currents, simultaneity, asymmetry
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that region. Alex and Jadhav [2007] reported that the daily 
 variation in the magnetic field at the Earth’s surface 
 during the geomagnetic quiet condition is known to be 
generated by solar heating, which results in tidal winds in 
the E region of the ionosphere, where the magnitude of 
conductivity is appreciable.

In the equatorial regions, the normal quiet daily (Sq) 
variation of the geomagnetic field shows a strong 
enhancement, which has been attributed to a narrow elec-
tric current sheet flowing eastward along the magnetic 
dip equator, termed the equatorial electrojet (EEJ) 
[Egedal, 1947 and 1948; Chapman, 1951]. Its associated 
magnetic fields are only observed in a zone approximately 
3° on either side of the magnetic dip equator.

In 1962, the reversal in the direction of the normal 
northward directed field of the horizontal component 
was noticed around midday hours at Addis Ababa, an 
equatorial station [Gouin, 1962]. This reversal was 
observed as a negative depression in the daily variation of 
the horizontal component (H) of the geomagnetic field 
below the night level and was named “counter equatorial 
electrojet” [Gouin, 1962]. This current is similar to the 
electrojet but flows in the reverse direction. Just like the 
EEJ, this current flows within ±3° of the dip equator in 
the ionospheric E region.

Gouin and Mayaud [1967], Mayaud [1977], Onwumechili 
and Akasofu [1972] and Onwumechili [1997] explained 
the  negative depression of the regular H field to be the 
effect of a westward electric current flowing on a very quiet 
day  within a narrow band, centered on the dip equator. 
Similar occurrences in the diurnal variation in the H compo-
nent were later observed at other equatorial  stations: Ibadan 
[Onwumechilli, 1963], Zaria [Hutton and Oyinloye, 1970], 
and Trivandrum [Sastry and Jayakar, 1972], among others.

Rastogi and Patel [1975] showed that the reversal of an 
equatorial electrojet current is associated with the north-
ward turning of the interplanetary magnetic field. From 
a detailed simulation study, Hanuise et al. [1983] explained 
the possible reversal of the east‐west electric field during 
this counterequatorial electrojet (CEJ) event as due to an 
abnormal combination of global‐scale tidal wind modes.

Kane [1973] and Rastogi [1974] examined the cases of 
various counterelectrojet events at different longitudes, 
and they pointed out that the depressions of the H field at 

these longitudes are varying in nature and discussed the 
feature of limited longitudinal extent. Alex and Mukherjee 
[2001] compared CEJ events at the two  equatorial stations, 
Trivandrum and Addis Ababa (40° apart in longitude), 
and concluded that there are some differences in CEJ 
events when observed in different  longitudinal sectors.

This present study, concentrates, for the first time, on 
the simultaneity and asymmetry in the occurrence of 
counterequatorial electrojet events during geomagnetic 
quiet conditions along the West and East African longi-
tudes, respectively, with the aim to understand the pat-
tern of occurrence of CEJ and its diurnal distribution 
along these longitudes. The recent installation of 
Magnetic Data Acquisition System (MAGDAS) mag-
netometers along the African longitudes has made this 
study a possibility.

2.2. DATA PROCESSING TECHNIQUE

One‐minute interval data of the horizontal geomag-
netic field intensity H obtained from the MAGDAS mag-
netometers installed along the African longitudes, and 
managed by the International Center for Space Weather 
Science and Education formerly known as Space 
Environmental Research Center (SERC), Kyushu 
University, Japan, were used for this study. The data is 
composed of 1-yr data (January to December 2009) from 
the network of four geomagnetic observatories located 
along the east and west of the African longitudes, respec-
tively: Addis Ababa (Ethiopia: 38.77°E, 9.04°N; dip 
latitude, 0.18°N) and Nairobi (Kenya: 36.48°E, 1.16°S; 
dip latitude 10.65°S), Ilorin (Nigeria: 4.68°E, 8.50°N; dip 
latitude, 1.82°S), and Lagos (Nigeria: 3.43°E, 6.48°N; dip 
latitude 3.04°S). Table  2.1, gives the coordinates of the 
stations, and Figure  2.1 shows the distribution of the 
observatories on the map of Africa. Both Ilorin and 
Addis Ababa are located within the equatorial electrojet 
belt, which lies around ±3° latitude of the magnetic 
equator, while Lagos and Nairobi are outside the electro-
jet belt.

Only data obtained on the international quiet days are 
engaged in this research, since the EEJ is a quiet condition 
phenomenon. The Ap index was used to check the measure 
of disturbance in the ionosphere. ILR and LAG are 1 hr 

Table 2.1 Geomagnetic Observatories and Their Coordinates

Geomagnetic observatories Code

Geomagnetic coordinates Geographic coordinates

Longitude (°) Latitude (°) Longitude (°E) Latitude (°N)

Ilorin ILR 76.80 –1.82 4.68 8.50
Lagos LAG 75.33 –3.04 3.43 6.48
Addis Ababa AAB 110.47 0.18 38.77 9.04
Nairobi NAB 108.18 –10.65 36.48 –1.16
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ahead of the GMT, while AAB and NAB are 3 hr ahead. 
So the concept of local time (LT) was used throughout 
the analysis.

The solar quiet daily variation Sq in horizontal field 
(H) at the stations was estimated following the methods 
described by Rabiu et al. [2007a]. The analytical methods 
involved in the estimation of Sq are the daily baseline, 
midnight departures, and correction for noncyclic 
variation.

The daily baseline is obtained from the four hourly 
 values (23, 24, 1, 2 hr LT) of the horizontal geomagnetic 
field component flanking the local midnight. The time 

series data in hours of the value of Ht were considered, 
where (t 1 2 3 24, , , , ). The daily baseline value (Ho) for 
the geomagnetic element H of  the data was then deter-
mined by finding the average of the 4 hr flanking the local 
midnight, and it is given as

 
H H H H H0 23 24 1 2

1
4

 (2.1)

where H1, H2, H23, H24 are the hourly values of H at 1, 2, 
23, and 24 hr local time, respectively.
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Figure 2.1 The distribution of the geomagnetic observatories used for the study.
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The hourly departures of H from midnight baseline 
values are obtained by subtracting the midnight baseline 
values (which were calculated in Equation [2.1]) for a par-
ticular day from the hourly values for that particular day.

Thus for t hour LT:

 dH H Ht 0 (2.2)

where t is the local time ranging from 1 to 24 hr and Ht is 
the hourly value of  geomagnetic element H. Hence, dH 
gives the measure of  the hourly amplitude of  variation 
of  the horizontal component of  the Earth’s magnetic 
field H.

The hourly departure is further corrected for noncyclic 
variation, a phenomenon in which the value at 1 LT is 
different from the value at 24 LT [Vestine, 1947; Rabiu, 
2000]. This is done by making linear adjustments in the 
values of  the daily hourly departures of  dH. The noncyc-
lic index is given as

 
c

dH dH1 24

23
 (2.3)

The linearly adjusted values at these hours are dH1 0 c ; 
dH2 1 c; dH3 2 c, …, dH23 22 c; dH24 23 c. The 
hourly departures corrected for noncyclic variation give 
the solar quiet daily variation in H, Sq (Ht), such that

 Sq H dH tt t c1  (2.4)

where t is the local time ranging from 1 to 24 hr. Estimation 
of Sq and thus EEJ using the above method is detailed in 
Rabiu et al. [2007a,b].

2.2.1. Estimation of Counterequatorial Electrojet

Hourly Sq obtained at Lagos (a nonelectrojet) station 
was subtracted from the corresponding Sq at Ilorin (an 
electrojet) station to obtain the EEJ along the western 
longitude, EEJw. Similarly, hourly Sq at Nairobi (a none-
lectrojet) station was subtracted from the corresponding 
Sq at Addis Ababa (an electrojet) station to obtain the 
EEJ along the eastern longitude, EEJe. In other words

 EEJ Sq Sqw
t

ILR
t

LAG
t  (2.5)

 EEJ Sq Sqe
t

AAB
t

NAB
t  (2.6)

where,

 Sq Sq LT t ILRILR
t at time at  

 Sq Sq LT t LAGLAG
t at time at  

 Sq Sq LT t AABAAB
t at time at  

 Sq Sq LT t NABNAB
t at time at  

 EEJ EEJw
t along the Western longitude, and 

 EEJ EEJe
t along the Eastern longitude 

CEJ is said to occur when EEJ reverses and changes 
direction in daytime [Fambitakoye et al., 1973; Rastogi, 
1974]. Therefore, CEJ is identified at any time t in day-
time when EEJ at that particular time is negative. That is,

 CEJ EEJt t 0  (2.7)

Daytime is actually considered as the sunshine dispensa-
tion. And so we focused the study on local time of 06:00–
18:00 LT hr. This is a common approach to the study of 
equatorial electrojet and its counterelectrojet as found in 
the works of Ezema et al. [1996], Onwumechili [1997], Alex 
and Mukherjee [2001], and Yizengaw et al. [2014].

2.2.2. Simultaneity and Asymmetry

When the two equatorial stations are synchronized on 
local time (LT) basis, then we consider the concurrent 
time regimes at Ilorin ILR and Addis Ababa AAB as 
simultaneous. For example 06:00–11:00 LT is considered 
as morning time; and so occurrence of CEJ between 
06:00 and 11:00 LT at any of the stations is considered as 
morning occurrence and referred to as morning CEJ 
(MCEJ). In this work, simultaneity is defined as the con-
current occurrence of morning CEJ or afternoon CEJ 
(ACEJ) on the same day at both stations. Therefore, when 
we have simultaneous occurrence of CEJ at both stations 
in the morning period (06:00–11:00 LT), we refer to this 
as morning simultaneity. Afternoon simultaneity refers to 
simultaneous occurrence of CEJ at both stations in the 
afternoon period (13:00–18:00 LT).

Asymmetry‐1 (Asym‐1) on any particular day is defined 
as the scenario when there is occurrence of morning CEJ 
along the west (Ilorin ILR) between 06:00 LT and 11:00 
LT with no simultaneous morning occurrence along the 
east (Addis Ababa AAB), but afternoon occurrence. On 
the other hand, Asymmetry‐2 (Asym‐2) refers to the 
occurrence of afternoon CEJ between 13:00 LT and 18:00 
LT at ILR with no simultaneous afternoon occurrence, 
but morning occurrence at AAB on the same day.

On the whole, 57 days were analyzed since these are the 
days where we had data for both stations for accurate 
comparison. Table 2.2 shows the number of days in which 
data were available in each month.

2.3. RESULTS AND OBSERVATIONS

2.3.1. Diurnal Distribution of EEJ

The contour plots shown in Figure 2.2 reflect the vari-
ation of the eastward equatorial electrojet as a function 
of days against local time during the quiet days of the 
year 2009, along the West and East African longitudes, 
respectively, from the hours of 6:00 to 18:00 LT.
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These plots clearly show the diurnal distribution of 
EEJ along the West and East African longitudes, respec-
tively. It is seen that this diurnal variation displays mini-
mum magnitude in the early morning hours, attains a 
maximum positive value around noon, while in the 
 afternoon it varies slowly, and gradually subsides at dusk. 
Doumouya et al. [1998] confirmed this pattern of  variation 
mainly near the magnetic equator, and such variation had 
earlier been attributed to ionospheric augmentation by 
solar activity in consistency with the atmospheric dynamo 
theory [Onwumechili and Ezema, 1977; Rabiu et al., 2009]. 
This further confirms that there is a difference in the 
 ionospheric dynamics prevailing during the rising of the 
electrojet in the morning and its decay in the afternoon 
[Rabiu et al., 2007b].

The ΔH profile sometimes reversed during morning and 
afternoon hours [e.g., Fambitakoye, 1976; Onwumechili, 
1997; Doumouya et al., 1998]. It has also been reported to 
show a complete reversal during the noon time [Mayaud, 
1977; Marriott et  al., 1979; Rastogi, 1994]. Considering 
Figures 2.2a and b, two distinct areas are observed on the 
contour maps: the positive field and the negative field. 
The positive field represents the EEJ, while the negative 

field at dawn and dusk time is a manifestation of CEJ, 
which indicates the reversal of the H field.

Figure 2.3 shows a typical CEJ day on 2 March 2009 at 
Addis Ababa. The negative field values of  EEJ found 
both in the morning and afternoon, at hours 07:00 –10:00 
LT and 15:00–17:00 LT, are a manifestation of  CEJ. 
Such negative field was also reported by Gouin [1962], 
Rastogi and Patel [1975], Fambitakoye and Mayaud 
[1976], Mayaud [1977], Marriott et al. [1979], and Rastogi 
and Yumoto [2006]. Doumouya et al. [1998] also observed 
the manifestation of  two distinct areas of  the ΔH 
 component in their results and concluded that these 

Table 2.2 Distributions of Days Used in This Work

Month Days of availability of data

January 8
February 10
March 4
April 7
May 9
June 2
July 9
August 8
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Figure  2.2 Diurnal variation of equatorial electrojet (EEJ) for consistency with Figure 2.3 along the (a) West 
African and (b) East African longitudes, respectively.
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and afternoon counterequatorial electrojet (CEJ). (The negative 
field values of EEJ found in both the morning and afternoon at 
hours 07:00–10:00 LT and 15:00–17:00 LT show manifestation 
of CEJ.)
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additional zones are the obvious signature of  a reversed 
current with  respect to EEJ, known as the 
c ounterequatorial electrojet (CEJ).

The CEJ field for Addis Ababa (AAB), which repre-
sents the East African longitude, peaks from 06:00 LT 
and terminates around 10:00 LT and then later increases 
from 13:00 LT until it gets to its peak around 17:00 LT. It 
is clear from Figure 2.2b that CEJ is a dawn and dusk 
phenomenon. This is in agreement with the reviews of 
Mayaud [1977], Marriot et al. [1979], and Stening [1992].

The same trend was observed at Ilorin (ILR), which 
represents the West African longitude, except that the 
CEJ field at this station extends from 6:00 LT to 18:00 LT. 
This indicates the occurrence of CEJ around local noon 
along the West African longitude, which is a rare phe-
nomenon as reported by Onwumechili [1997]. This local 
noon occurrence of CEJ is absolutely absent in the east. 
This depicts that, on some days, local time differences do 
exist between the CEJ occurrence along the East and 
West African longitudes, respectively. The difference in 
the local time of occurrence of CEJ from one longitude 
to another is attributed to differences in meridional 
 currents across different longitudes. The direction of 
meridional current varies significantly with longitude 
and, possibly, with the local time and season [Rastogi and 
Yumoto, 2006].

2.3.2. Simultaneity in the Occurrence of CEJ

The simultaneity in the occurrence of counterequato-
rial electrojet was chosen based on the day of concurrent 
occurrence of CEJ at AAB as well as ILR from 06:00 to 
11:00 LT in the morning and 13:00 to 18:00 LT in 
the afternoon hours, respectively. Figure 2.4 shows that 
the morning simultaneity of CEJ during the year 2009 
occurred every day of the months of May and June 
(100%). February, March, and April have 80%, 71.4%, 
and 85.7%, while July and August have 66.7% and 77.8%, 
respectively. The least occurrence was found in January 
with a percentage of 50. The inequality in the occurrence 
of the morning simultaneity of EEJ across the months 
suggests the longitudinal variability of thermospheric 
winds even on magnetic quiet days as mentioned by 
Vichare and Richmond [2005]. Earlier on, Hagan and 
Forbes [2002, 2003] reported that the thermospheric 
winds that drive the ionospheric dynamo could have 
 longitudinal variations due to atmospheric solar tides 
that are not sun synchronous.

For the afternoon simultaneity of the occurrence of 
CEJ at both longitudes, Figure 2.5 shows that there was 
no afternoon simultaneity in March; June has the maxi-
mum occurrence of 100%, January and February have 
50%, while the rest of the months (April, May, July, and 
August) are relatively below 50%.

On the whole, the total percentage occurrence of morn-
ing simultaneity of CEJ is 77.2% while that of the after-
noon simultaneity of CEJ is 42.1%. Hence, the greater 
occurrence frequency of CEJ simultaneity along the East 
and West African longitudes was found on days of morn-
ing counterequatorial electrojet.

2.3.3. Asymmetry in the Occurrence of CEJ

Figure  2.6 shows the percentage morning‐afternoon 
asymmetry (Asym‐1) of the occurrence of CEJ for all the 
months in the year 2009. The percentage Asym‐1 in the 
occurrence of CEJ for all the available months is 0%, 
except for the months of January, February, and April, 
which are 12.5%, 10%, and 14.3%, respectively. The maxi-
mum percentage frequency of occurrence was in April, 
having a value of 14.3%, while there was no occurrence in 
March, May, June, July, or August.
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Figure  2.4 Morning simultaneity of occurrence of counter
equatorial electrojet (CEJ) at AAB and ILR.
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Figure  2.5 Afternoon simultaneity of occurrence of counter
equatorial electrojet (CEJ) at AAB and ILR.
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Asymmetry‐2 events were chosen based on days of 
afternoon CEJ at ILR with no afternoon occurrence 
at  AAB but morning CEJ occurrence. Figure  2.5 also 
 displays the result of the percentage Asym‐2 in the occur-
rence of CEJ for each month of the year 2009. The 
percentage frequency of Asym‐2 occurrence varies from 
one month to the other. It is about 25% in January as well 
as in March; 10%, 42.9%, 66.7%, 0%, 55.6%, and 62.5% 
for the months of February, April, May, June, July, and 
August, respectively. The month of  May has the 
 maximum percentage occurrence with a value of 66.7%, 
while there was no occurrence at all in June.

2.3.4. Seasonal Distribution in the Percentage 
Occurrence of CEJ

The seasonal distributions of CEJ are analyzed as 
shown in Figure 2.7. In general, the percentage morning 
simultaneity of CEJ over the year 2009 occurred on about 
72.7 per cent of days during the March equinox, about 
85.7 per cent of days during the June solstice, and only on 
66.7 per cent of days during the December solstice.

For the afternoon simultaneity, CEJ occurred on about 
27.3 per cent of days during the March equinox, 42.9 per 
cent of days during the June solstice, and 50 per cent of 
days during the December solstice. Figure  2.7 displays 
the  statistical representation of the seasonal distribution 
of the occurrence of both morning and afternoon simul-
taneity of counterequatorial electrojet in each season of 
the year 2009 at ILR and AAB. It is evident that seasonal 
distribution of the percentage occurrence of morning 
simultaneity of  CEJ is maximum at both stations dur-
ing the June solstice (85.7%) and minimum during the 

December solstice at 66.7%, while the percentage occur-
rence of afternoon  simultaneity is maximum during the 
December solstice at 50% but minimum during the March 
equinox at 47.3%.
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Figure  2.6 Asymmetry of occurrence of counterequatorial 
electrojet (CEJ) at AAB and ILR.

100

M.Simult

A.Simult

90

80

70

60

%
 O

cc
ur

re
nc

e 
of

 C
E

J

50

40

30

20

10

0
Mar-equinox J-season D-season

Seasons

Figure  2.7 Seasonal simultaneity of occurrence of counter
equatorial electrojet (CEJ) for the March equinox, and the June 
and December solstices. Green is the morning simultaneity, 
while purple is the afternoon.
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Figure 2.8 Seasonal asymmetry of occurrence of counterequa
torial electrojet (CEJ) for both the East (AAB) and West (ILR) 
African longitudes. While the March equinox and the December 
solstice show asymmetry1, the June solstice does not.
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2.3.5. Asymmetry of the Occurrence of CEJ

The seasonal distributions of the percentage asymmetry 
of the occurrence of CEJ at each season for the year under 
study appear in Figure 2.8. On the whole, the percentage 
occurrence of morning‐afternoon asymmetry (Asym‐1) of 
CEJ over the year 2009 during March equinox was 9.1% 
and 11.1% during the December solstice, while there was no 
occurrence of Asym‐1 during the June solstice for both the 
East (AAB) and West (ILR) African longitudes. Therefore, 
Asym‐1 is maximum during the December solstice.

For the afternoon‐morning asymmetry (Asym‐2), the 
percentage occurrence of CEJ over the year 2009 for each 
season is about 36.4% in March equinox, 57.1% during 
the June solstice, and only 16.7% during the December 
solstice. It is clearly seen that occurrence of Asym‐2 CEJ 
at both longitudes is maximum during the June solstice 
(57.1%) and minimum during the December solstice 
(16.7%). The frequency of occurrence of Asym‐2 of CEJ 
in the East and West African longitudes is clearly shown 
to be greater than the Asym‐1 occurrence, for all the 
seasons.

2.4. DISCUSSION

Many researchers have established that the strength of the 
equatorial electrojet is controlled by the eastward electric 
field, neutral winds, longitudinal gradients of the electric 
fields, and ionospheric conductivities [Ananda Rao, 1976; 
Gagnepain et al., 1976; Ananda Rao et al., 1977; Bhargava 
and Sastri, 1977; Woodman et al., 1977; Crochet et al., 1977; 
Raghavarao and Anandarao, 1980, 1987; Kane and Trivedi, 
1981; Alex et al., 1986; Deminov et al., 1988; Benkova et al., 
1990; Patil et al., 1990a and 1990b; Rangarajan and Rastogi, 
1993; Onwumechili, 1997; Alex and Mukherjee, 2001; 
Vichare and Richmond, 2005; and Yizengaw et  al., 2014]. 
Stening [1977] emphasized that the EEJ current and the Sq 
current are driven mainly by the electric fields that originate 
in the global wind dynamo and its associated day‐to‐day 
variations resulting in the variability of equatorial electrojet 
along with that of the Sq current system.

The concurrent occurrences in the MCEJ (Fig. 2.3) are 
established at both stations, as also observed by Mayaud 
[1977] and Alex and Mukherjee [2001]. The greater occur-
rence frequency of CEJ simultaneity along the East and 
West African longitudes was found on days of MCEJ. 
This result is at variance with the work of Alex and 
Mukherjee [2001], who found most frequent days of sim-
ultaneity of CEJ at Addis Ababa and Trivandrum to be 
in the afternoon hours.

Our work recorded lesser concurrent occurrence of 
afternoon CEJ than concurrent morning CEJ. Rastogi 
[1973] suggested the possibility that the ACEJ can be fairly 
localized in nature and may not occur concurrently at two 

stations even if they are separated only by 2–3 hr longi-
tude. Kane [1973] reported such cases to be due to short‐
lived equatorial wind typhoons at ionospheric heights. 
Rastogi [1974] showed that the occurrence of the morning 
and ACEJ events is correlated with the time of maximum 
effect of the lunar semidiurnal magnetic variation.

Ananda Rao [1976] and Ananda Rao et al. [1977] inves-
tigated the effects of horizontal wind shears and the 
effects of vertical winds on CEJs. The limited longitudi-
nal extent of the phenomenon of occurrence of CEJ at 
both stations in the afternoon hours could necessarily be 
attributed to the influence of local winds confined to a 
narrow longitude zone. The asymmetry characteristics 
demonstrated by CEJ occurrence may be attributed to 
theoretical findings of earlier researchers on localized wind 
dynamo, vertical local winds, and neutral wind shears 
[Raghava Rao and Ananda Rao, 1980; Kane and Trivedi, 
1981; Rangarajan and Rastogi, 1993], but need to be sub-
jected to further study to understand adequately the rea-
son for this occurrence pattern.

The seasonal distribution of simultaneity and asymme-
try of CEJ occurrence shows a maximum during the June 
solstice and agreed with the solstitial maximum in CEJ 
occurrence observed in the Brazilian sector by Denardini 
et al. [2009]. The counterelectrojet is known to be more 
frequent during solar minimum solstice months [Mayaud, 
1977]. Ezema et  al. [1996], in consistency with Marriot 
et al. [1979], reported that occurrences of morning and 
afternoon CEJ in the Indian sector in 1986 are more fre-
quent during the June solstice than in the other seasons. 
It should be noted that the seasonal distribution of the 
occurrences of CEJ at different time regimes implies a 
seasonal variability of the mechanisms responsible for 
the occurrence of CEJ. Such causative mechanisms linked 
to seasonal variabilities affecting the seasonal distribu-
tion of occurrence of CEJ include any of the following or 
their  combination: height‐varying local winds capable of 
causing the reversal in the current system [Richmond, 
1973], gravity wave‐associated vertical winds [Raghavarao 
and Anandarao, 1980], global‐scale tidal winds with 
appropriate phase combination [Forbes and Lindzen, 
1976; Marriott et al., 1979; Forbes, 1981; Singh and Cole, 
1987; Stening, 1989; Somayajulu et  al., 1993], high‐lati-
tude stratospheric warming events [Stening et al., 1996, 
Vineeth et al., 2009], daytime vertically driven downward 
electric field (negative Ez) [Onwumechili, 1997], and semi-
diurnal tide [Gurubaran, 2002, Sridharan et  al., 2002, 
2009].

2.5. CONCLUSION

1. The maximum occurrence of morning simultaneity 
(100%) of CEJ was observed in the months of May and 
June; while the least occurrence was in January with 50%. 
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The afternoon simultaneity of CEJ has maximum 
 occurrence in June (100%), while there was no occurrence 
in March.

2. The maximum percentage frequency of Asymmetry‐1 
occurrence of CEJ was observed in April having a value 
of 14.3%, while there was no occurrence in March, May, 
June, July, or August, respectively. The month of May has 
the maximum percentage Asym‐2 with a value of 66.7%, 
while there was no occurrence at all in June.

3. Most frequent and simultaneous occurrence of CEJ 
at both equatorial stations was found on days of morning 
counterequatorial electrojet (77.2%). The occurrence of 
Asym‐2 is much more prevalent at both longitudes 
(31.5%) than Asym‐1 (5.3%).

4. The occurrences of morning simultaneity of CEJ 
and Asym‐2 CEJ are maximum during the June solstice 
season and minimum during the December solstice, 
respectively. The afternoon simultaneity of CEJ is maxi-
mum during the December solstice and minimum during 
the March equinox, while Asym‐1 is maximum during 
the December solstice and has no occurrence during the 
June solstice.

5. Seasonal distribution of the occurrences of CEJ at 
different time regimes implies a seasonal variability of the 
mechanisms responsible for the occurrence of CEJ.
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3.1. INTRODUCTION

Ground‐induced currents (GIC) are well‐known space‐
weather hazards to power grid systems in high latitudes 
and midlatitudes and are mainly driven by large auroral 
electroject (AEJ) intensifications during large geomag-
netic storms and substorms [e.g., Pirjola, 2002; 
Kappenman, 2004; Moldwin, 2008; Fiori et al., 2014]. 
Since the largest geomagnetic perturbations (dB/dt) occur 
due to the AEJ, GICs have generally been a concern for 
high latitudes and for large geomagnetic storms in which 
the auroral oval (and hence the AEJ) move equatorward 
to midlatitudes. The magnetopause current and the ring 

current during large geomagnetic storms also can 
 generate a large magnetic perturbation due to the sudden 
storm commencement (SSC) and the main phase that 
could also drive GIC in midlatitudes and low latitudes 
[e.g., Kappenman, 2003; 2006, Liu et al., 2009], but generally 
the SSC amplitude is smaller (100 s of nT changes over 
minutes) compared to large substorm perturbations (which 
can reach over 1000 nT change over minutes). Because of 
this, “conventional wisdom” holds that for “low‐latitude 
regions…GICs should be small and harmless as a rule” 
[Trivedi et al., 2007].

A similar east‐west current system to the AEJ exists 
under the geomagnetic equator and is called the equato-
rial electrojet (EEJ) [e.g., Amory‐Mazaudier et al., 2005] 
and gives rise to normally small dB/dt signatures that are 
constrained to a narrow latitudinal belt around the 
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 geomagnetic equator. The current (and associated elec-
tric field) system gives rise to a vertical E × B drift that 
leads to a variety of space‐weather impacts such as satel-
lite radio scintillation and large off  the equator density 
peaks (Appleton anomaly) that can impact GPS signals 
[e.g., Stening, 2005], but generally have not been consid-
ered with regard to GIC until recently [e.g., Ngwira et al., 
2013]. In general, the EEJ gives rise to small dB/dt [e.g., 
Ducruix et  al., 1977]. However, during geomagnetic 
storms, the prompt penetration (PP) electric field can result 
in large EEJ intensifications [e.g., Ngwira et al., 2013].

In addition to generally having smaller geomagnetic per-
turbations at low latitudes, GICs have not been a concern 
traditionally because the power‐grid infrastructure at low 
latitudes (equatorial South America, Africa, and Asia) has 
been less developed than at midlatitudes (Europe, Japan, 
USA). However, over the last few decades, these equatorial 
region countries have had some of the fastest growing 
economies [IMF, 2014] and the development of transna-
tional power grids that now leaves their economies and 
technological infrastructure susceptible to space‐weather 
hazards. In addition to these expanding and intercon-
nected grids in countries directly beneath the EEJ, there are 
a number of “super‐grid”  proposals that would connect 
low‐latitude and equatorial power sources to population 
centers on different continents (e.g., connecting solar pow-
ered generation stations in the Sahara to Europe) that in 
some cases span the EEJ [e.g., Lloyd’s, 2010].

This brief  chapter examines the magnitude of geomag-
netic perturbations under the equatorial electrojet and 
describes the growth of power‐grid infrastructure in 
Brazil, Africa, India, and southeast Asia to demonstrate 
that space‐weather GICs are now global concerns. Many 
high-latitude and midlatitude countries have developed 
mitigation strategies to respond to space‐weather power 
grid impacts [e.g., Kappenman, 2010; Arajarvi et al., 2011] 
that equatorial nations should also consider.

3.2. GROUND‐INDUCED CURRENTS 
AND THE EQUATORIAL ELECTROJET

Ground‐induced currents can flow into the power grid 
and cause transformer failure (see excellent overview of 
GIC by Kappenman [2007]). Often the geomagnetic per-
turbation (dB/dt or dH/dt, the horizontal component of 
the geomagnetic field) is used as a proxy for the strength 
of the GIC in power transmission lines [e.g., Ngwira 
et  al., 2013]. The currents due to geomagnetic storms 
(including sudden storm commencement and main phase 
responses of the magnetopause and ring current as well 
as intensifications of the EEJ) can give rise to large dB/dt 
signatures at low latitudes.

The equatorial electroject is confined to a narrow (few 
degree) region around the geomagnetic dip equator that 
is characterized by large amplitude magnetic perturba-
tions [see Fig. 3.1 and the review by Abdu, 1997]. These 
perturbations can couple within the conductive layer of 
the Earth’s surface to induce currents (GIC) [e.g., Rastogi, 
2004]. Figure 3.2 shows the horizontal magnetogram for 
an EEJ station (Guam) during a geomagnetic storm. The 
amplitude of the dH/dt is approximately 100 nT/min.

Ngwira et al. [2013] measured the size of the GIC as a 
function of latitude and found that the largest values are 
associated with the auroral electrojet and rapidly decrease 
in strength with decreasing latitude, but that the EEJ gives 
rise to an order of magnitude increase compared to the 
surrounding low‐latitude regions. The typical dB/dt ampli-
tudes of the 12 storms in this study under the EEJ are simi-
lar to those shown in Figure 3.2. In contrast, Kuvshinov 
et al. [2007] found that EEJ contributed insignificantly to 
induced effects except along coastlines, pointing out the 
important role that ground conductivity plays in determin-
ing the size of the GIC. Note that most of the countries 
that are beneath the EEJ have their major population cent-
ers (and hence power transmission lines) along the coast.

–0.20 –0.15 –0.10 –0.05 0.00

Sheet current density (A/m)

0.05 0.10 0.15 0.20

Figure 3.1 Map of the equatorial electrojet (EEJ) current density as inferred by the CHAMP satellite [from Lühr 
et al., 2004].
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3.3. EQUATORIAL COUNTRY ECONOMIC 
GROWTH AND DEVELOPMENT OF 
TRANSNATIONAL POWER GRIDS

Some of the fastest growing economies in the world 
post‐2008 recession are the so‐called BRICS countries 
(Brazil, Russia, India, China, and South Africa) [e.g., 
Mallick and Sousa, 2013]. Brazil and India are directly 
under the equatorial electrojet and have rapidly growing 
electric infrastructure. Other fast growing economies 
include those in SE Asia (Vietnam, Malaysia, Indonesia) 
and sub‐Saharan Africa (particularly Nigeria). All of 
these regions have been developing transnational power 
grid distribution systems. This chapter examines the 
power transmission grids of Brazil, sub‐Saharan Africa, 
India, and Southeast Asia.

3.3.1. Brazil

Brazil is the fifth largest country in the world in terms 
of size (8,515,767 km2, about the same size of Europe) 
and population (202,680,000 www.ibge.gov.br/apps/ 
populacao/projecao/) and is the world’s seventh largest 
economy. The geomagnetic equator and equatorial elec-
trojet runs directly above the north‐central part of the 
country. To increase the reliability of the power system, 

Brazil has been developing a large power transmission 
network  connecting the different regions of the country 
(Fig. 3.3). This transmission grid spans the physical size 
of Europe and connects hydroelectric generation plants 
in the Amazon basin to population centers on the coast.

3.3.2. Africa

Sub‐Saharan Africa is the fastest growing region of the 
world in terms of population [PRB, 2013] and the econ-
omy of the region has been growing and is forecast to 
continue to have steady growth [IMF, 2013]. Access to 
electricity is one of the significant issues hindering public 
health and economic development [e.g., Kanagawa and 
Nakata, 2008]. With over two out of three people (nearly 
600 million) without regular access to electricity [USAID, 
2014], significant investment in the power infrastructure 
of the region is ongoing, with the development of 
 hydroelectric, conventional, and off‐grid initiatives. The 
major investments have developed or are developing 
transnational or extensive national distribution networks. 
Figure 3.4 (from Szabó et al. [2011]) shows some of the 
existing transnational high‐voltage power grids in Sub‐
Saharan Africa. Note the high‐concentration of power 
lines in West Africa and Ethiopia, both directly under the 
equatorial electrojet.
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3.3.3. India

India has one of the largest populations and dynamic 
economies in the world [IMF, 2014]. In 2012, India also 
experienced the world’s largest power outages in terms of 
population impacted [e.g., Zhang et al., 2013]. Due to the 
impact on economic growth of poor power‐grid infra-
structure, significant development of the power transmis-
sion grid has been undertaken in the last few years 
culminating in the completion of a truly national grid in 
2013 [Bashkar et al., 2014]. This initiative interconnected 
the different regional grids into a national grid (see 
Fig. 3.5). Even before the complete integration of the grid, 
the susceptibility of the grid to cascading failures was 
clearly highlighted in the 2012 outages that impacted over 
600 million people [e.g., Yardley and Harris, 2012]. Since 
southern India lies directly beneath the geomagnetic 

 equator, GIC due to the EEJ is one more potential worry 
for the Indian power distribution network.

3.3.4. Southeast Asia

Southeast Asia is home to some of the fastest growing 
economies in the world as well as unevenly distributed 
energy resources. To help alleviate a significant power 
generation and energy demand imbalance, 10 countries in 
the Association of South East Asian Nations (ASEAN), 
which includes Brunei Darussalam, the Kingdom of 
Cambodia, the Republic of Indonesia, the Lao People’s 
Democratic Republic, Malaysia, the Union of Myanmar, 
the Republic of the Philippines, the Republic of 
Singapore, the Kingdom of Thailand, and the Socialist 
Republic of Viet Nam signed an agreement in 1997 to 
create the ASEAN Power Grid (APG) with the goal of 
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creating a transnational power grid [ASEAN MOU, 
1997]. The APG, which essentially interconnects the dif-
ferent national grids, lies directly under the equatorial 
electrojet and creates a distribution network spanning 
thousands of kilometers and servicing hundreds of mil-
lion of people (see Fig. 3.6).

3.4. DISCUSSION AND CONCLUSIONS

GICs have been extensively studied for decades, but the 
realization of potential impacts on low latitudes is nor-
mally discussed in the context of geomagnetic storm 
 current signatures such as SSC [e.g., Kappenman, 2003]. 
The EEJ has been extensively studied for decades, but the 
realization of its impact on GICs has only recently been 
discussed [e.g., Ngwira et al., 2013]. The main reason for 

the lack of urgency of EEJ and GIC studies is that the 
power transmission grid under the EEJ has been signifi-
cantly less developed than at midlatitudes. The growth of 
geomagnetic equatorial nations’ economies, and the sub-
sequent growth of transnational power grids, now makes 
this region’s power grids susceptible to GIC‐related 
space‐weather impacts.

We now know that the stormtime equatorial electrojet 
can drive relatively large amplitude geomagnetic‐induced 
currents in power grids under the geomagnetic equator 
(especially in coastal regions) in Brazil, West and East 
Central Africa, India, and SE Asia. Regional power‐grid 
operators should recognize that GIC impacts are not 
only important at high latitudes, but potentially could 
impact hundreds of millions of people at low latitudes. 
Though GIC signatures under the EEJ are on average 
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Figure 3.4 The existing electric power grid in sub‐Saharan Africa showing the dense interconnections in West 
and East Africa under the EEJ [from Szabó et al., 2011].



38 IonoSPhErIC SPaCE WEathEr 

Figure 3.5 The power grid of India, which in 2013 underwent interconnection across the different regions  making 
for a truly national grid.
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smaller than AEJ signatures at high latitudes, the combi-
nation of SSC, main phase, and EEJ signatures can be 
significant. More important, the growth of the equatorial 
regions’ economies and the subsequent development of 
large national and transnational power‐transmission 
grids make space‐weather GIC impacts more likely.
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4.1. INTRODUCTION

Prölss [2008] described ionospheric storm as a large‐
scale perturbation of electron density caused by a strongly 
enhanced dissipation of solar wind energy in the space 
environment of the Earth. It is well‐known fact that 

 ionospheric storms are nearly always associated with mag-
netic storms. Webb [1995] pointed out that, on average, the 
distribution of magnetic storms over the solar activity 
cycle exhibits two peaks of different solar and heliospheric 
sources. Generally speaking, a peak near solar maximum is 
associated with coronal mass ejections (CMEs) and a later 
peak during declining phase is mostly attributed to coro-
tating stream interaction regions (CIRs). The occurrence 
rate of interplanetary coronal mass ejections (ICMEs) is 
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shown to follow the sunspot cycle, while strong CIRs are 
predominant during the declining phase [Kamide, 2001]. 
CIRs arise from interactions at the boundaries between 
streamers (slow wind) and coronal holes (fast winds). If the 
Z‐component of the IMF in the fast wind is southward, the 
passing of a CIR is a signal of upcoming enhanced mag-
netic activity. Tsurutani et  al. [2006] and Koskinen [2011] 
pointed out that the occurrence of CIR‐related storms has 
a strong 27‐day periodicity, as the storm driver in most 
cases is the fast wind, which originates from the coronal 
holes. The large coronal holes are the most stable regions of 
the corona (the cause of the recurrence) and extend to low 
solar latitudes during the declining phase of the solar cycle. 
The same holes return toward the direction of the Earth 
with about 27‐day periodicity in accordance with rotation 
of the Sun. Thus the recurrent storms occur predominantly 
during the declining phase with 27‐day period (e.g., 65 such 
events for the prolonged declining phase and solar mini-
mum of the last solar cycle). Differences between ICME‐
driven and CIR‐related storms are listed in Borovsky and 
Denton [2006] and discussed by Kamide [2001], Turner et al. 
[2009], Knipp et al. [2011] and Koskinen [2011].

Magnetic storms create complicated changes in the 
complex morphology of the electric fields, temperature, 
winds, and composition and affect all ionospheric param-
eters. The main feature of the stormy ionosphere is a great 
degree of irregular variability, which persists from several 
hours to days. A storm classification scheme based on a 
total of 1085 magnetic storms was introduced by Loewe 
and Prölss [1997] and represents five different storm 
classes. According to this scheme, class 1 storms are weak 
storms with a minimum Dst index between −30 and 50 nT, 
while class 5 magnetic storms are so‐called superstorms 
with a minimum Dst index of less than −350 nT. There is a 
broadly accepted opinion in the scientific community that 
only large magnetic storms (with Dst index less than –100 
nT) induce a global ionospheric storm.

Many years of continuous studies of magnetic storm 
effects on the ionosphere gave a typical course of  the 
F‐region response at middle latitudes as described by 
Prölss [1995] and summarized by Rishbeth and Field 
[1997] with an initial phase with enhanced peak electron 
density lasting a few hours after the start of the magnetic 
storm. The subsequent main phase with electron‐density 
depletion usually lasts a day or more. A recovery phase of 
the storm could last from several hours to several days. 
However, there are also storms having only positive (par-
ticularly in winter) or only negative (particularly in sum-
mer) phase. Strong dynamic effects (heating and winds) 
occur during the initial phase, leading to fluctuations of 
the F2-layer height. Most of extra ionization is usually 
produced at heights below the F2-layer, and the F2-layer 
ionization is not greatly enhanced. However, during some 
storms, the topside ionospheric electron content is much 
more enhanced than the bottomside electron content 

[Zhao et al., 2012]. The electron concentration at heights 
near the F2-layer maximum could be more sensitive to 
changes of neutral composition, temperature and hori-
zontal winds, whereas effects of electrodynamics affect 
strongly higher altitudes (~400–800 km) [Danilov, 2013].

In today’s ionospheric disturbance scenario based on 
intimate coupling between thermospheric and ionospheric 
storms, changes in the neutral gas composition are 
 particularly responsible for ionization decrease at middle 
latitudes, while electron density enhancement is predomi-
nantly caused by thermospheric winds and traveling 
atmospheric disturbances [TADs; Prölss, 2004]. Electric 
fields play an important role in magnetic storm effects on 
the ionosphere at low and high latitudes. Observations at 
middle latitudes showed that both a significant density 
decrease as well as an anomalous electron density increase 
can occur over the course of a magnetic storm [Burešová 
et al., 2007]. Also, the existence of occasions when signifi-
cant magnetic disturbances were not accompanied by 
ionospheric disturbances, or vice versa, has been observed 
[Field et al., 1998; Li et al., 2012].

As for review papers, more recent representative exam-
ples include the following studies. Buonsanto [1999] and 
Danilov [2013] described ionospheric storms in the F2 
region, Mendillo [2006] reviewed ionospheric storms in 
terms of total electron content (TEC) behavior, Burns 
et al. [2007] gave an analysis of ionosphere and thermo-
sphere response to CMEs.

The ionosphere reacts to magnetic storms over regions 
extending from poles to equator. Observations and mod-
eling results during the last few decades gave notice of the 
seasonal, latitudinal, longitudinal, and local time depend-
ence of ionospheric response to magnetic storm‐induced 
disturbances. Kintner et  al. [2008] pointed out that the 
most dramatic changes in the state of the ionosphere 
occur not at high or equatorial latitudes, but at middle 
latitudes, where TEC can change by factors of 3 to 10 
over the duration of magnetic storms.

According to Prölss [2008], storm‐induced changes in 
the maximum ionization density are somewhat larger than 
those in the TEC, on average by about 20%. Prölss [1993] 
attempted to explain the local‐time variation of iono-
spheric storms at middle latitudes using a model that is 
based on a close coupling between thermospheric and 
 ionospheric disturbance effects. The author pointed out 
that daytime positive storms are attributed to traveling 
atmospheric‐ionospheric disturbances and subsequent 
changes in the global‐wind circulation, while negative 
storm effects are attributed to neutral gas composition 
changes, which are advected toward middle latitudes 
 during nighttime and which subsequently rotate into the 
day sector. Changes in wind system during geomagnetic 
storms play a very important role in the positive iono-
spheric effects also at lower middle and low latitudes, 
and in  further development of the equatorial ionization 
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anomaly (EIA), as it was corroborated, for example, by 
Balan et al. [2010].

There are a couple of reasons why we might expect 
some differences in behavior of the Southern Hemisphere 
(SH) and Northern Hemisphere (NH) ionosphere. It is 
known that magnetic‐field strength is not the same and 
this may generate differences in auroral intensity between 
the two hemispheres [Stanbaek‐Nielsen et  al., 1973]. 
There is also a large asymmetry in the interhemispheric 
distribution of various electrodynamic parameters, in 
addition to seasonal changes in UV irradiance, the iono-
sphere undergoes a variation caused by the offset between 
the geomagnetic and geographic poles, which is higher at 
SH compared with NH [Lukianova et  al., 2008]. Field‐
aligned currents (FACs) are partially controlled by IMF 
By and season, and indicate differences in the interhemi-
spheric current density and total current in summer and 
winter hemispheres [Lukianova et al., 2012].

Therefore, we may expect somewhat different response 
of the southern and northern ionosphere to geomagnetic 
storms. Astafyeva [2009] observed a north‐south asym-
metry in the dayside ionospheric response to an intense 
geomagnetic storm with the use of data of Jason‐1, 
TOPEX, CHAMP, and SAC‐C satellites. Sahai et  al. 
[2009] observed an asymmetry in the positive‐negative 
ionospheric storm phases in the American sector for 
strong geomagnetic storms of early November 2004. 
Mendillo and Narvaez [2010] used NmF2 from ionosonde 
stations Wallops Island (NH) and Hobart (SH). They 
found only subtle differences linked to possible presence 
of hemispheric asymmetries governed by the non‐mirror‐
image of geomagnetic morphology in each hemisphere. 
Wang et al. [2010] investigated ionospheric responses to 
the initial phases of three geomagnetic storms. They 
observed a north‐south asymmetry in the positive 
response as the northern hemispheric response appeared 
to be more pronounced. de Abreu et al. [2010] studied the 
asymmetry of F‐region response to an intense geomag-
netic storm of September 2002 in the American sector. 
Their main finding is a strong hemispheric asymmetry in 
the recovery phase of the storm. Mansilla and Zossi 
[2013] studied ionospheric response to a geomagnetic 
storm of 3 August 2010 in three longitudinal sectors and 
they found a clear hemispheric asymmetry. The asymme-
try of ionospheric response to individual geomagnetic 
storms was also studied by Blagoveschensky et al. [2003], 
Sahai et al. [2005], and Karpachev et al. [2007]. A hemi-
spheric asymmetry was found in the equatorial ionization 
anomaly based on CHAMP and GRACE data [Xiong 
et  al., 2013]. The authors pointed out that the electron 
density and the magnetic latitudes of the EIA crests are 
almost symmetric about the dip equator during the 
 equinoxes, while during solstice seasons clear interhemi-
spheric asymmetry has been observed. It was also 
concluded that due to the varying latitudinal distances 

between magnetic and geographic equator, significant 
longitudinal variations could be expected. Zakharenkova 
et  al. [2014] used ionosonde data from Juliusruh and 
Hobart; they observed significantly larger winter anom-
aly in NmF2 at NH compared with SH. Prikryl et al. [2013] 
reported significantly higher occurrence frequency of 
ionospheric scintillations in southern than northern polar 
cap and cusp. Polar patches also occur more frequently 
on the SH [Noja et al., 2013]. Cross‐polar neutral wind 
and ion drift velocities are higher on NH [Förster and 
Cnossen, 2013]. This all illustrates general differences in 
the southern and northern ionosphere, particularly but 
not only at high latitudes.

In general, all these studies indicate that the ionospheric 
storm effects reveal some hemispheric asymmetry, but this 
has not been investigated enough. Investigations have 
been only case studies.

We studied the hemispheric asymmetry of the F‐region 
ionospheric response to magnetic storms at middle 
 latitudes of the European‐African and American sector. 
The European‐African sector has one advantage com-
pared to the American or East Asian‐Australian sector: 
the difference between geographic and geomagnetic 
 latitudes, which generally contributes to hemispheric 
asymmetry, is small in the European‐African sector. 
Moreover, this sector is not affected by the South Atlantic/
Brazilian magnetic anomaly. Thus, it is more suitable for 
studying “pure” hemispheric asymmetry.

The prolonged declining phase and last very deep solar 
activity minimum, particularly years 2008–2009, dis-
played to some extent unexpected behavior of the thermo-
sphere and ionosphere. Solomon et al. [2010] analyzed the 
extremely low thermospheric neutral densities in the solar 
minimum year 2008 compared to 1996 and  concluded 
that the decrease of the solar EUV flux by 13%–15% 
(SOHO and TIMED observations) can account for this 
decrease of thermospheric density. Deng et al. [2012] took 
into account also the decrease of geomagnetic energy. 
Their simulations with TIE‐GCM model indicate that for 
the density decrease, about 75% was caused by EUV and 
25% by the geomagnetic energy decrease. This would 
reduce the 1996–2008 EUV difference to some 10%–12%. 
Laštovička [2013] estimated the EUV decrease to be about 
10% based on various data. Solomon et  al. [2013] esti-
mated a global average NmF2 decline between solar min-
ima 1996 and 2008–2009 by ~15%. A 10% reduction of 
solar EUV played the largest role in causing the iono-
spheric change, with a minor contribution from lower 
geomagnetic activity and a very small additional effect 
from anthropogenic increase in CO2.

Sunda et al. [2013] observed surprisingly strong effects 
of moderate geomagnetic storms of 20 November 2007, 
9 March 2008, 11 October 2008, and 29 July 2009 in the 
total electron content (TEC) over India. Burešová et al. 
[2014] observed the same in F2‐region parameters in 
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 middle latitudes of the European‐African sector during 
minor magnetic storms, both under extremely low solar 
activity conditions in 2007–2009. Therefore, we will pay 
special attention to investigations of possible hemispheric 
differences in the response of the ionosphere to magnetic 
storms also under extremely low solar activity conditions, 
particularly because in the next few solar cycles, we can 
expect similar very low solar activity minima not observed 
before during the era of ionospheric measurements.

4.2. EFFECTS OF STRONG‐TO‐SEVERE 
MAGNETIC STORMS

Numerous investigations during the last several dec-
ades demonstrated the complex nature of the ionospheric 
response to magnetic storm‐induced disturbances associ-
ated with the interplay of several physical processes.

Simulation of ionospheric and thermospheric response 
to the January 1997 geomagnetic storm carried out by 
Lu  et  al. [2001] using the thermosphere‐ionosphere‐ 
electrodynamics general circulation model (TIE‐GCM) 
and subsequent comparison of the simulation results 
with observations showed evident longitudinal, latitudi-
nal, and UT dependences. While North America experi-
enced a negative storm phase, a strong positive effect was 
observed for the Central American region as well as for 
western Europe and Russia.

Analysis of the observations obtained for the 15 May 
2005 event was also aimed at evaluating hemispheric 
dependence on ionospheric reaction. The intense mag-
netic storm developed as a consequence of a fast halo 
CME that originated from an eruption of solar active 
region AR 10759. It was associated with a long‐duration 
M8 class X‐ray flare with peak emission at about 5:00 p.m. 
UT on 13 May. It is necessary to emphasize the transient 
south and northward turning of the Interplanetary 
Magnetic Field (IMF) Bz component. According to the 
data obtained from the Advanced Composition Explorer 
(ACE) Science Center (http://www.srl.caltech.edu/ACE/
ASC/), the Bz turned steeply southward and reached its 
lowest value of −33 nT at about 6:00 a.m. UT of 15 May, 
then it turned northward. At 10:00 a.m., the positive 
value of 20.5 nT was recorded by ACE spacecraft 
(Fig. 4.1a). Storm Sudden Commencement (SSC) peaked 
at 2:39 a.m. UT and was followed by rapid decrease of Dst 
index with the minimum of −247 nT at about 9:00 a.m. 
UT and more than 100 hours recovery phase. This event 
reached Kp = 9. Also high AE values indicated strong 
auroral disturbances.

The very long‐term enhancement of AE during this 
storm, as seen in Figure  4.1a, may indicate long‐term 
heating of the auroral regions and extension of the ther-
mosphere. Figure 4.1b represents digisonde observations 
for six locations. Five of them are European ionospheric 

stations, and one, Grahamstown, is located at the south 
of the African continent. It is necessary to mention that 
all ionosonde data used in the study have been manually 
checked. Solid lines are for daily observations of foF2, 
while dashed lines give 27‐day running means centered on 
storm culminations day. It is evident from the figure that 
at the European higher‐middle latitudes, negative storm 
effects prevailed. El Arenosillo station recorded signifi-
cant positive effects, particularly during 16 May. Athens 
showed positive effect already at storm culmination day 
and the next day of storm recovery phase. Similar posi-
tive effect on foF2 with two distinct well separated peaks at 
the storm culmination day has been obtained by Galav 
et  al. [2014] for Northern Hemisphere lower‐middle 
 latitude station Alma‐Aty (geomagnetic coordinates: 
34.33°N; 152.99°E).

The observed first positive peak could be attributed to 
the prompt penetration of the electric field caused by the 
sudden southward turning of IMF Bz, and the second 
increase in plasma density, which was also superposed by 
wavelike modulations, most probably was caused by the 
storm‐induced winds. Galav et al. [2014] pointed out that 
enhanced plasma density observed during the daytime at 
midlatitudes was found to be locally produced, and not 
transported from the equatorial ionization anomaly 
region because the time of enhanced plasma density at 
midlatitude is earlier than that observed at low latitudes.

Ionospheric response during the storm maximum day 
observed above the Southern Hemisphere lower‐middle 
latitude station Grahamstown was negative and very 
weak. On 16 May, significant positive effect was recorded 
followed by moderate decrease of foF2 for the next few 
days of the storm‐recovery phase. Ngwira et  al. [2012] 
reported for this storm over South Africa a positive effect 
in TEC and a dissimilar foF2 response (similar to that 
observed by us). They suggested this dissimilarity was 
likely to be due to the westward electric field and equator-
ward neutral wind competing effects.

During the storm main phase, the night side GPS 
observations from the midlatitude Canadian station 
ALGO [Galav et al. 2014] showed moderate to large TEC 
fluctuations and short‐duration depletions that occurred 
in a narrow latitude zone. The observed TEC behavior 
authors attributed to the combined effect of storm‐
induced equatorward movement of the middle latitude 
ionospheric trough due to the expansion of auroral oval 
and the storm‐time enhanced density.

The course of foF2 recorded for the same storm period 
and for several ionospheric stations along the American 
sector is given in Figure 4.1c. In general, changes in the 
daily course of foF2 were similar for all selected North 
America stations. The ionospheric effect during the storm 
maximum day was negative. Except Point Arguello, 
 positive effect has been observed at the next storm day. 
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Figure 4.1 Magnetic storm of May 2005: (a) the panels give courses of solar and geomagnetic indices for the analyzed storm period; (b) panels 
in the middle  represent changes in foF2 for selected NH and SH middle latitude ionospheric stations in the Euro‐African sector (solid line is for 
daily foF2, while dashed lines give 27‐day running mean); (c) right side panels are for selected American sector stations.
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In  contrast to Northern Hemisphere stations, Port 
Stanley showed mostly positive effect for the entire ana-
lyzed storm period. On storm maximum day, negative 
effect on foF2 was observed above European and North 
American higher‐middle and middle latitudes followed 
by alternation of electron density enhancement and/or 
decrease of different magnitude during the recovery 
phase. As mentioned earlier, European lower‐middle 
 latitude station Athens displayed significant positive 
effect on storm culmination day, which is different from 
what was observed at Southern Hemisphere lower‐middle 
latitude station Grahamstown. Different effects obtained 
for Grahamstown and Port Stanley could be impacted by 
different latitude and longitude.

When comparing May 2005 magnetic storm effects on 
F2 peak height hmF2 obtained for NH and SH ionospheric 
stations (Fig. 4.2), it is necessary to point out that except 
Athens all European stations showed steep decrease of 
hmF2, which coincides with the decrease of Dst index. 
Another similar decrease was observed for Chilton, 
Pruhonice, and Ebro during the recovery phase on 17 
May. Above Athens, mostly positive effect on hmF2 pre-
vailed. In contrast to European stations, the South 

African station Grahamstown recorded no effect during 
the storm initial and main phases (Fig. 4.2a). Significant 
negative and positive differences against mean values 
have been observed for the recovery phase on 17–19 May. 
Increase and subsequent decrease in F2-layer peak height 
during the storm culmination day and alternation of 
 positive and negative effect within recovery phase was 
observed for North American stations. In contrast to 
Grahamstown, South American station Port Stanley 
 displayed positive deviations on 15–16 May, and no sig-
nificant deviations from the mean values were observed 
for the rest of the recovery phase (Fig. 4.2b).

The CME that hit Earth’s magnetic field on 24 October 
2011 at approximately 18:00 UT originated from an unsta-
ble magnetic filament, which erupted around 01:00 UT 
two days earlier. The impact caused a strong compression 
of Earth’s magnetic field allowing solar wind to penetrate 
all the way down to geosynchronous orbit for a very brief  
period around 19:00 UT and triggered off a strong mag-
netic storm, which culminated at 01:00 UT on 25 October 
when Dst index decreased to −132 nT (Fig.  4.3a). The 
highest observed value of Kp index was 7. The aurora was 
seen around the world including in over 30 US states.
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Figure 4.2 Magnetic storm of May 2005: (a) left side panels give courses of daily hmF2 (solid line) and their  
27‐day mean values (dashed line) for the entire analyzed storm period for the European‐African sector; (b) the 
same for the American sector.
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Figure 4.3 Magnetic storm of October 2011: (a) the panels give courses of solar and geomagnetic indices for the analyzed storm period; (b) 
panels in the middle represent changes in foF2 for selected NH and SH middle latitude ionospheric stations in the Euro‐African sector (solid 
line is for daily foF2, while dashed lines give 27‐day running mean); (c) right side panels are for selected American sector stations.
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Analysis of digisonde data showed different iono-
spheric response above single NH and SH locations. 
Figure 4.3b represents the results obtained for European‐
African middle latitudes, while Figure  4.3c is for the 
American sector. In general, all European stations 
involved in the analysis indicated moderate changes in 
the regular daily course of  foF2. At higher‐middle lati-
tude stations Chilton and Pruhonice, a slight increase of 
foF2 values was observed on 24 October followed by a 
moderate decrease during the storm culmination day, 
while lower‐middle latitude stations Ebro, El Arenosillo, 
and Athens showed mild negative response in the early 
morning hours replaced by slight positive effect on 
October 25th. The most significant negative effect was 
observed for SH ionospheric station Hermanus at storm 
maximum day, which was partially recovered during the 
next day.

At the North American stations Millstone Hill and 
Wallops Island, strong negative effect was recorded at 
25 October. Lower‐middle latitude stations Boulder and 
Point Arguello at the same time underwent only positive 
changes on foF2. The most significant effect was observed 
for Boulder. Similar to Hermanus, the SH ionospheric 
station Port Stanley showed negative effect during the 
storm maximum day, which was alternated by moderate 
positive effects on 26 October.

Ionospheric disturbances, which occurred within the 
period of 30 September to 3 October 2012 was a conse-
quence of a strong magnetic storm with minimum Dst 
index of −143 nT, recorded at 3:00 a.m. UT on 1 October 
(Fig.  4.4a). According to the NOAA Space Weather 
Prediction Center (NOAA/SWPC) alert, the event was 
caused by the 28 September CME, which impacted 
Earth’s magnetic field at 10:20 p.m. UT on 30 September. 
No large coronal holes were observed on the Earth side 
of the Sun. A weak interplanetary shock wave hit Earth 
at 10:20 a.m. UT followed by a stronger CME strike at 
approximately 10:20 p.m. UT. The magnetic storm devel-
oped in two steps during the main phase. The maximum 
value Kp 7 was reached on 1 October at 03:00 a.m. UT.

Figures 4.4b and c show ionospheric reaction through 
European‐African and American middle latitudes, 
respectively. Five European stations involved in the anal-
ysis show moderate enhancement of foF2 values at 29–30 
September and subsequent decrease against mean values 
during the storm maximum day, which was higher at 
higher‐middle latitude. Similar behavior of foF2 has been 
observed for North American ionospheric stations, 
except Austin, where the positive effect was significantly 
higher. Two South African middle‐latitude stations 
Grahamstown and Hermanus displayed very moderate 
ionospheric effect for the entire storm period with some 
reduced foF2 values during morning hours of 1 October. 
Moderate changes in foF2 have been observed also for the 

South America ionospheric station Port Stanley. On 30 
September, positive effect prevailed and in general no 
effect was recorded for the storm culmination day.

Maximum and minimum deviations of foF2 and hmF2 
from their 27‐day running mean for the analyzed October 
2011 and 2012 magnetic storm culmination day and for 
several selected NH and SH stations are presented in 
Table  4.1. The deviations are expressed in percentage  
(δfoF2 = [foF2 daily−foF2mean /foF2mean] × 100%). When evaluat-
ing magnetic‐storm effects on regular ionospheric behav-
ior, it is necessary to take into account findings by 
Rishbeth and Mendillo [2001] that the broad average of 
percentage standard deviation of the F2-layer peak elec-
tron density from its monthly median is 20% by day and 
33% at night. The analysis of digisonde data for the 
October 2011 and 2012 magnetic storms indicates that, in 
general, differences in ionospheric response were largest 
across North American lower‐middle latitudes with some 
evidence of hemispheric asymmetry.

4.3. IONOSPHERIC DISTURBANCES 
UNDER EXTREMELY LOW SOLAR 

ACTIVITY CONDITIONS

Kilpua et  al. [2014] investigated interplanetary condi-
tions during the long declining phase of the 23rd solar 
activity cycle through the rising phase of cycle 24. The 
authors concluded that it was weak southward IMF and 
the lack of strong ICMEs that led to particularly weak 
ring current activity. On the other hand, the prolonged 
quiet period in the magnetosphere offered a possibility to 
investigate how different sources of solar activity and dif-
ferent types of solar wind affect magnetosphere‐iono-
sphere coupling processes.

The period of the last extremely long declining phase 
of the 23rd solar cycle and deep solar minimum (2007–
2009) did not exhibit strong magnetic storms (with 
Dst < −100 nT), and the number of moderate events (−50 
nT < Dst < −100 nT) decreased (five events in 2007; four 
events in 2008; one event in 2009) until 2010, when it 
increased again (seven events). Nevertheless, there were 
numerous cases observed of minor magnetic disturbances 
(Dst > −50 nT) with the unexpectedly substantial iono-
spheric response across both hemispheres.

Burešová et al. [2014] analyzed ionospheric variability 
during 4–9 January (minimum Dst −31 nT) and 24–28 
November 2008 (minimum Dst −12 nT) weak magnetic 
disturbances. Similar positive effect on foF2 was observed 
for both Pruhonice and Grahamstown stations regardless 
of different seasons (winter in the NH and summer in the 
SH). Significant enhancement of foF2 was observed 
 during 5 January and later in the early morning hours of 
the next day (storm main phase). The difference between 
observations and the 27‐day running mean reached about 
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100% at Pruhonice and about 80% at Grahamstown. 
The  ionospheric disturbance continued with moderate 
negative effect on 6–7 January, which was less significant 
for Pruhonice.

The F2-layer peak height hmF2 has undergone more dis-
tinct changes within the storm recovery phase. Values of 
hmF2 were significantly higher during the night of 8 and 9 
January at Pruhonice. Grahamstown showed a not so 
clear course of hmF2. The data indicated some decrease 
during 6 and 7 January and also some positive effect 
within the rest of the analyzed period. A considerable 
enhancement of electron density has been observed also 
for Millstone Hill and Port Stanley (American sector). 
For Millstone Hill the foF2 values were increased particu-
larly during 5–7 January, while at Port Stanley we 
observed rather positive effects at the beginning of the 
analyzed period, then an enhancement and decrease of 
foF2 alternated. Similarly to Pruhonice, there was no 
 significant effect on hmF2 observed at 4–6 January for 
Millstone Hill station. A significant increase in the peak 
altitude above Millstone Hill occurred during the recov-
ery phase, whereas Port Stanley exhibited predominantly 
positive effect on hmF2 starting from the storm main 
phase. The storm‐time foF2 and hmF2 behavior above 

Millstone Hill was similar to this observed for Pruhonice. 
Port Stanley showed positive and negative effects on foF2 
and mainly positive effect on peak height. In comparison 
with the effects observed at Grahamstown, Port Stanley 
showed rather different behavior.

The minor storm of November 2008 started at about 
the midnight of the 25th. Similar to the above discussed 
January 2008 event both Pruhonice and Grahamstown 
ionospheric stations recorded significant increase of foF2 
at 25 November. Contrary to Grahamstown, for the rest 
of the analyzed stormy period mainly positive effect on 
foF2 dominated over Pruhonice and no significant changes 
have been observed in hmF2. Grahamstown recorded 
decrease in foF2 at 26–27 November and both positive and 
negative effects on hmF2 during the storm main and recov-
ery phases. Above Millstone Hill a positive effect on foF2 
(up to 40%) prevailed during the storm main phase on 
25 November and dominated for the entire analyzed 
period. The observation is similar to the ionospheric 
response obtained for Pruhonice. The largest electron 
density enhancement (~50%) has been observed at the 
local night/morning of 27 November (the storm recovery 
phase). When comparing changes in hmF2, data obtained 
for Millstone Hill shows significant short‐duration 

Table 4.1 Ionospheric Effect for Selected Northern Hemisphere (NH) and Southern Hemisphere (SH) Stations as It Was 
Observed for October 2011 and October 2012 Magnetic Storm Culmination Day

Ionospheric stations

25 October 2011
Maximum and minimum  
differences against 27‐day  
running mean in percentage

1 October 2012
Maximum and minimum
differences against 27‐day  
running mean in percentage

NH
Chilton
(53.28°N, 84.78°E)

foF2 hmF2 foF2 hmF2

20,2
–44,1

57
–1,2

18,8
–38,6

32,6
1,6

Pruhonice
(49.45°N, 98.49°E)

17,4
–32,4

38,2
–1,7

28,7
–39,9

38,4
0,2

Ebro
(43.07°N, 83.31°E)

18,5
22,5

59,9
–0,3

30,8
–37,8

68,2
0

Athens
(36.08°N, 103.36°E)

35,8
–22,3

42,9
–9

57,5
–30,3

36,7
–1,5

Millstone Hill
(52.04°N, 1.54°E)

25,3
–49,5

33,6
–2,1

12,8
–39,8

31,5
–7,1

Wallops Island
(48.53°N, 5.39°W)

52,6
–38,4

42,1
–0,8

45,2
–45

35,3
–5,6

Boulder
(47.44°N, 38.11°W)

160,9
–6,9

41,7
–17,1

49
–26,7

38,4
–5,4

Point Arguello
(40.17°N, 53.75°W)

67,4
–9,2

22,7
–17,6

78,8
–3,7

14,3
–3,7

SH Hermanus
(33.37°S, 84.28°E)

–6,5
–43,6

24,6
–6,8

38,5
–28,5

30,6
–9,9

Port Stanley
(41.32°S, 12.5°E)

22
–41

–33,6
12,6

7,6
–19,8

40,7
–4,8

Note: Maximum and minimum deviation of foF2 from the 27‐day running mean is expressed in percentage 
(δfoF2 = [foF2daily–foF2mean/foF2mean] x 100%). Stations are listed with geomagnetic coordinates.
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increase of the F2‐layer peak height mainly during local 
morning hours of 25–26 November, while for Pruhonice 
no such significant departure from mean values was 
observed. Observations at Port Stanley indicated decrease 
in both foF2 and hmF2 parameters during the storm main 
phase and some positive effects of slightly higher magni-
tude during the subsequent recovery phase.

We processed data for 45 minor‐to moderate events, 
which occurred within the period 2007–2009 (11 summer 
storms, 13 equinoxes, 21 winter storms) to obtain some 
statistical information on the magnitude of the iono-
spheric effects. Summarized results for Pruhonice and 
Grahamstown are shown in Figure 4.5. At Pruhonice for 
a considerable number of analyzed events (20), the 
observed range of maximum positive effects was 
30% < δ < 80%. For three events, we found positive 
 deviations larger than 80%, while no such large negative 
effects were observed. Negative deviations mostly 
occurred in the range of 20%–30% or less than 20%. 
When comparing a magnitude of the storm‐time foF2 and 
hmF2 deviations from their 27‐day means expressed in per-
centage, we found the storm effect on foF2 in general to be 
higher. For instance, the hmF2 deviations obtained for 36 
events (2008–2009) over Pruhonice were in the frame of 
±40% [Burešová et al., 2014].

To assess hemispherical dependence, we analyzed the 
same 45 events using Grahamstown ionosonde data (for 
one summer event and one winter event there were no data 
available). The results for Grahamstown (Fig. 4.5, bottom 
panels) show similar statistical picture for foF2: most of 
the maximum positive deviations are in the range of 
30% < δ < 80%, while the maximum negative effects mostly 
are not higher than 20%–30% or less than 20%. Observed 
differences in ionospheric response could be caused by dif-
ferent seasons at both locations, that is, by a higher number 
of boreal winter storms than austral  winter storms.

Figure  4.6 illustrates the size of the effects on foF2 
observed during magnetic storms of different magnitude 
under different solar activity conditions. When compar-
ing the effects of strong magnetic storms of May 2005 
and October 2012 (left side panels of Fig. 4.6) with the 
effects of the minor events described above, it is necessary 
to point out that changes of foF2 observed during the ana-
lyzed minor magnetic disturbances of January and 
November 2008 (right side panels of Fig. 4.6) were com-
parable and at some locations and on average even larger 
than those, induced by strong magnetic storms under 
higher solar activity conditions. This high ionospheric 
efficiency of weak geomagnetic storms in the deep solar 
minimum may perhaps be partly related to the different 
character of geomagnetic activity and its sources in solar 
minimum.

Figure 4.7 shows the range of departures of foF2 from 
the corresponding 27‐day running means for the strong 

storm of September‐October 2012 (left side panels) and 
for the minor storm of January 2008 (right side panels) 
during different storm phases as it was recorded at the 
selected ionospheric stations. The positive effect on foF2 
 prevailed during the main phase of January 2008, and 
positive deviations were larger also during the recovery 
phase, while for the September‐October 2012 storm, the 
only positive effect has been observed mainly above 
lower‐middle latitudes. During the beginning of the 
recovery phase (under still disturbed conditions – Dst < −50 nT) 
for most of the selected locations, negative deviations 
have been observed. During the next part of the recovery 
phase (Dst > −50 nT), all stations involved in the analysis 
recorded both positive and negative effects. The positive 
effects for this phase, in general, were lower compared 
with the observations for the recovery phase of the 
January 2008 storm. Similar analysis has been done by 
Burešová et al. [2014] for hmF2. In general, for both events, 
the positive effect was found to be higher, and magnitude 
of the deviations was larger within the recovery phase. As 
for possible hemispheric asymmetry in response to geo-
magnetic storms, Figures 4.6 and 4.7 show that if  there is 
any asymmetry, it is not a pronounced feature of iono-
spheric behavior.

4.4. DISCUSSIONS AND CONCLUSIONS

We studied ionospheric behavior above Northern and 
Southern Hemispheres during intense and minor CMEs‐ 
and CIRs‐driven geomagnetic disturbances, which 
occurred through the 23rd and 24th solar cycles with 
 special focus on prolonged declining phase/deep solar 
minimum of the last solar cycle. Nowadays, it is very well 
known that a combination of different factors produces a 
complex picture, which is different from a simple type-
casting of expected storm effects on the ionosphere 
depending on day time, season, latitude/longitude includ-
ing also simple interhemispheric mirroring.

However, as it was mentioned by Lukianova et  al. 
[2008], it is necessary to take into account a large 
 asymmetry in the interhemispheric distribution of vari-
ous electrodynamic parameters, as an impact of, for 
example, asymmetry in ionospheric conductance pro-
duced by solar UV radiation, seasonal changes in UV 
illumination, or variation caused by the offset between 
geographic and geomagnetic poles.

Ridley [2007] and Lukianova et al. [2008] showed that 
the ionospheric conductance changes the properties of 
the plasma convection and affects the field‐aligned 
 currents (FAC) connecting the magnetosphere and iono-
sphere. The authors also pointed out that the IMF By 
component affects electrodynamics in the magnetosphere, 
so that a voltage appears between the two magnetospheric 
lobes. Thus, we can expect a radial electric field and 
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Figure 4.5 Summary of ranges of maximum effects on foF2 as it was observed over Pruhonice (top panels) and 
Grahamstown (bottom panels) for 45 and 43 minor magnetic storms, respectively, which occurred during 
extremely low solar activity period of 2007–2009. Left side bar charts represent ranges of maximum positive 
deviations of foF2 from its 27‐day mean, while right side bar charts are for negative effects.
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 azimuthal plasma flow around the poles, which are oppo-
sitely directed in the Northern and Southern hemispheres. 
The magnitude of this effect seems to be depended on the 
sign of the IMF Bz component.

Penetration of the electric field to regions of closed 
geomagnetic field lines may be quite significant too, caus-
ing a mutual electrodynamic influence of the opposite 
hemispheres [Lukianova et  al., 2008]. When evaluating 
observed ionospheric behavior under magnetic storm 
conditions of different magnitude, our results show that, 
in general, both positive and negative long‐ and short‐
lasting departures of foF2 and hmF2 from their 27‐day run-
ning means took place in all seasons and studied locations 
for all strong‐to‐intense and minor events involved in the 

analysis. This is well illustrated by ionospheric data 
obtained for the May 2005 magnetic storm (e.g., Fig. 4.1).

The course of foF2 above Grahamstown was similar to 
those recorded for Chilton or Pruhonice with mostly neg-
ative effect during the storm maximum day and with an 
enhancement in electron density during the following day 
(for Grahamstown it was more significant), whereas, in 
contrast to Northern American stations above Port 
Stanley, a distinct positive effect prevailed within the 
entire storm period. The differences in the behavior of 
foF2 could be affected by local time and magnetic 
coordinates.

As for hmF2, a similar course was observed for all 
American Sector stations. On the other hand, during the 
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Figure 4.6 Comparison of the effects of strong magnetic storms of May 2005 and October 2012 (left side panels) on 
foF2 with those of the minor magnetic storms of January and November 2008 (right side panels), as it was observed 
above several ionospheric stations (geomagnetic coordinates), ranked according to geomagnetic latitude. Plots above 
each chart bar give course of hourly Dst index for the analyzed period (time is in UT). Grey parts of the columns 
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October 2011 magnetic storm, the effect on the regular 
foF2 variation recorded at Port Stanley was similar to that 
obtained for Millstone Hill (e.g., Fig. 4.3). In the case of 
the September‐October 2012 event, all NH and SH sta-
tions, in general, displayed similar ionospheric response. 
Above SH stations, the response was of smaller magni-
tude. Lu et al. [2001] pointed out that the coexistence of 
both positive and negative storm phases is a result of the 
complex dynamical and chemical interactions between 
charged particles and neutral gases.

Several recent publications [e.g., Araujo‐Pradere et al., 
2011; Cander and Haralambous, 2011; Liu et  al., 2012; 

Verkhoglyadova et  al., 2013; Zakharenkova et  al., 2013; 
Surenda Sunda et al., 2013; Burešová et al., 2014] and the 
presented results show that it is necessary to draw the 
attention of the ionospheric community to surprisingly large 
effects of minor magnetic storms on the regular behavior 
of the F2-layer, which occurred during the prolonged 
declining phase of solar cycle 23 and particularly during 
the unusually deep solar minimum of the cycles 23/24.

As was mentioned in the Introduction, the occurrence 
rate of interplanetary coronal mass ejections (ICMEs) is 
shown to follow the sunspot cycle, while strong CIRs are 
predominant during the declining phase [Kamide, 2001]. 
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Figure 4.7 Range of the effects on foF2, as it was observed for strong magnetic storm of September‐November 
2012 (panels on the left side) and minor magnetic storm of January 2008 (panels on the right side) above selected 
ionospheric stations (geomagnetic coordinates). Grey color parts of the columns in the bar charts mean values of 
the peak negative deviation in percentage from the 27‐day means, whereas those parts with diagonal lines repre-
sent the peak positive effect.
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It was shown by Kamide [2001] that CIR‐related mag-
netic storms are weak to moderate. Burns et  al. [2012] 
studied effects of CIR/HSS storms, which occurred 
 during March and April 2008. One of their conclusions 
was that while CIRs are the most important factor affect-
ing the thermosphere‐ionosphere response, the level and 
duration of the continuing forcing during the HSS is also 
important. The continued forcing, apart from other 
effects, leads to enhanced neutral densities and NO cool-
ing for a couple of days after the end of the CIR phase. 
CIRs at 1 AU are not accompanied by a shock wave, but 
before their leading edge, the solar wind particle concen-
tration is substantially enhanced. The solar wind with 
substantially enhanced particle concentration suppresses 
the magnetosphere, which results in a remarkable increase 
of the positive Dst. When this solar wind particle enhance-
ment terminates, Dst switches over to negative values. 
Typically, Bz fluctuates, AE and Kp is increasing but effect 
in Dst is relatively small with the positive phase of Dst 
often larger than the negative one, as it often happened in 
2007–2009 [Burešová et al., 2014]. Under higher (normal) 
geomagnetic/solar activity conditions, the negative phase 
dominates in the Dst storm behavior as a rule. Koskinen 
[2011] pointed out that although Dst remains smaller, the 
fast streams with southward IMF may last much longer 
and, consequently CIR‐related storms are of longer 
duration. Thus, the cumulative effects of the fast wind‐
driven storms could be more severe than the effects of 
ICME events with large peak Dst.

Astafyeva and Heki [2011] analyzed variation of total 
electron content (TEC) within the time period of April to 
September 2008, when five large earthquakes occurred 
around the Japanese Islands. The authors analyzed TEC 
mainly in order to identify possible atmospheric peculi-
arities/earthquake precursors before selected events of 7 
May, 13 June, 19 July, 23 July, and 11 September of 2008. 
Nevertheless, they observed positive regional dayside 
VTEC anomalies (~20%–25%) corresponding to varia-
tions of solar flux and interplanetary magnetic field 
parameters on 23 and 30 April, 2 and 19 May, and, 15–16 
June, 12 July, 10 August, and 4 September 2008.

As a possible cause of the observed VTEC enhance-
ment, appearance of strong dawn‐to‐dusk electric field, 
triggered by reconnection between intensive southward 
IMF Bz and the Earth’s magnetic field, was considered. 
The dawn‐to‐dusk electric field usually moves the 
 equatorial F‐region plasma upward and enhances the 
fountain effect. This is valid within the EIA along with 
displacements of the EIA crests to ±30° of magnetic 
latitude.

In our study, we focused mainly on middle latitudes and 
on ionospheric effects of minor magnetic disturbances. 
The disturbed days with observed TEC enhancement over 

Japan, mentioned by Astafyeava and Heki [2011] are also 
within the periods we have involved in our analysis. For 
instance, on 15–16 June for Pruhonice (higher middle 
 latitudes), we obtained nighttime enhancement of foF2 
against 27‐day running mean (~25%), for 12 July the 
enhancement was ~20%, while on 10 August and 4 
September, we observed negative deviation of ~25%–30%, 
which is opposite to that recorded above Japan. Results of 
Verkhoglyadova et al. [2013] also showed distinct low‐ and 
midlatitude VTEC response to HSSs: an enhancement up 
to 33 TECU (annual average of ~ 20 TECU) near local 
noon in 2008. Iin 2009, the authors found the maximum 
response to HSSs of ~ 30 TECU with a slightly lower 
 average value than in 2008.

As it is seen from Figure 4.5, a majority of significant 
effects on foF2 (>40%) observed at Pruhonice and 
Grahamstown under extreme solar minimum conditions 
are positive. At middle latitudes, there are known short‐
and long‐duration electron density enhancements. The 
long‐duration positive disturbances could be attributed 
to two mechanisms: downwelling of neutral atomic oxy-
gen and uplifting of the F-layer due to neutral winds. 
Both mechanisms rely on the large‐scale changes in 
 thermospheric circulation caused by heating in the auro-
ral zone. Changes in the thermospheric circulation could 
cause downwelling of the neutral species through con-
stant pressure surface at low‐middle latitude equatorward 
of the composition disturbance zone, increasing the 
 density of the oxygen relative to molecular nitrogen (N2) 
and molecular oxygen (O2). This will result in an enhance-
ment of the electron concentration.

The origin of positive ionospheric storms is not yet well 
understood, with several mechanism having been proposed 
to explain their origin without arriving at a generally 
accepted explanation. For positive ionospheric storm 
effects, the increase in electron density is preceded by a sig-
nificant increase in the height of the F2 region. The neutral 
composition, advection (the transfer of heat or matter by 
the flow of a fluid horizontally in the atmosphere) of high‐
density plasma, equatorward winds, and eastward‐directed 
electric field mechanisms are all important and will con-
tribute to positive ionospheric storm effects. But the neu-
tral composition and advection of high‐density plasma do 
not explain the observed increase in layer altitude. However, 
the equatorward winds and eastward‐directed electric field 
mechanisms are based on an increase in layer altitude 
[Prölss, 2008; Ngwira et al., 2012].

The results of the extensive analysis of ionospheric 
storm‐time behavior indicate high ionospheric efficiency 
of weak geomagnetic storms in terms of Dst, which 
take  place at 2007–2009 (declining phase and deep 
solar   minimum of the solar cycle 23/24). These storms 
are  characterized by higher positive (early phase) than 
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 negative (later phase) excursion of Dst. The foF2 response 
is found to be comparable to or even larger than the 
response to strong geomagnetic storms under medium to 
high solar activity conditions, as it is illustrated by 
Figure  4.6. The  observed ionospheric effects are most 
probably related to dominant CIR/HSS origin of geo-
magnetic perturbations. The results are in accordance 
with the findings reported by Koskinen [2011] and Chen 
et al. [2012].

Further investigations are needed to clarify the expla-
nation of the magnitude of increase of ionospheric 
response under extreme solar minimum conditions. One 
contributing effect might be the wind response to weak 
storms confined to latitudes higher than those of ana-
lyzed ionospheric stations. In other words, heating in 
high‐latitude thermosphere results in enhanced transport 
of atomic oxygen, which could increase foF2, but the air 
with more molecular ions is transported to these latitudes 
in a very limited amount, which could result in only a 
weak negative phase of ionospheric storm.

Another interesting finding is the occurrence of  occa-
sional large deviations from climatological (undis-
turbed) values of  foF2 during the recovery phase of 
geomagnetic storms, when the ionosphere in general 
returns to undisturbed state. These excursions of  foF2 
values may give even larger deviations from “ground“ 
state than foF2 during the main phase of  the geomag-
netic storm, as shown by Figure 4.7. Occurrence of  such 
large foF2 excursions is still not clear. A possible explana-
tion could be longer duration of  CIR‐related storms. 
Knipp et al. [1998] analyzed satellite and ground‐based 
data obtained for the entire period of  the 8‐day‐long 
CIR‐related storm of  November 1993. The authors 
found that the total Joule heating was at about 
13.7 × 1016 J. It was 60% of  the total dissipation and 
about 25% of  it took place during the first 24 hours 
after the storm onset.

As for possible hemispheric asymmetry, on average the 
asymmetry of ionospheric response to geomagnetic 
storms at middle latitudes is not a dominant and/or 
strong feature. The asymmetry in individual events may 
be well pronounced both in foF2 and hmF2 (see, e.g., 
Figs. 4.1–4.4) but mostly it is an impact of other factors 
like seasonal variation of ionospheric response, intensity 
of geomagnetic storm, difference between geographic 
and geomagnetic coordinates, and so on.

In conclusion, it is necessary to say that there still 
remains the open question of the strongest player(s) in 
the ionospheric reaction to magnetic storm‐induced 
 disturbances. When investigating NH‐SH asymmetry, 
further studies and larger statistical analyses are neces-
sary to consider the significance of latitudinal/longitudi-
nal, seasonal, local time, and solar activity dependence of 
the magnetosphere‐thermosphere‐ionosphere coupling.
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5.1. INTRODUCTION

During magnetic storms, the ionospheric density near 
and above the F peak shows both increases and decreases 
that are related to the storm phase and local time. A recent 
review given by Mendillo [2006] describes both increases in 
the ionospheric density across the  dayside during the storm 
main phase and decreases in the nightside at later epochs of 
the storm. The advent of global images of the ionosphere 
provided by total electron content (TEC) measurements 
from GPS satellites [Mannucci et al., 1998] has  provided an 

additional  perspective on the storm‐time response of the 
ionosphere. Among the many features in such images are 
increases in the dayside TEC equatorward of the auroral 
zone that are linked to storm‐enhanced density (SED) 
 originally identified by Foster [1993]. Since the original 
identification of SED, extensive studies utilizing GPS 
images of global TEC variations have revealed more details 
of its  features and many  coincident storm‐time  variations 
that are linked through the continuity of the system [Foster 
et al., 2004; Immel et al., 2005; Foster et al., 2007]. Here we 
briefly describe the major features of SED and its longitu-
dinal and hemispheric  dependencies in the context of 
storm‐time variations in neutral and plasma motions in the 
ionosphere and magnetosphere‐ionosphere coupling.

Longitude and Hemispheric Dependencies in 
Storm‐Enhanced Density

Roderick A. Heelis

5

William Hanson Center for Space Sciences, University of 
Texas at Dallas, Richardson, Texas, USA

ABSTRACT

Various observations of  storm‐enhanced density (SED) show that this phenomenon is associated with high 
levels of  magnetic activity for which the global ionospheric dynamics are changed. SED itself  has large spatial 
scales extending for many hours around local noon and occupying a region that may extend 15° or 20° in 
 latitude equatorward of  the auroral zone. In addition to the large spatial SED feature, there also exists a SED 
plume that extends from the base of  the broad SED toward higher latitudes near local noon. Complete descrip-
tions of  these features in the Northern and Southern hemispheres are hampered by inadequate measurements. 
However, some observations suggest that while the dynamics of  the features may be approximately the same, 
their magnitude is dependent on hemisphere, longitude, and season. Here we review the observed features of 
SED and SED plumes and pursue a model for their development that predicts longitudinal, seasonal, and 
hemispheric asymmetries that may be revealed in further observations.

Key Points:
Density dependent on storm-time dynamics. 
Longitude and seasonal dependencies.

Key terms: ionospheric density enhancement, total electron content
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5.2. PLASMA DENSITY AND TEC VARIATIONS

SED was first identified in storm‐time variations in the 
plasma density observed near the equatorial edge of the 
auroral zone [Foster, 1993]. During the storm main phase, 
the plasma density above the F peak is seen to increase 
equatorward of the auroral zone at nearly all local times 
across the noon sector and into the evening side. The 
enhanced plasma density is also seen to project poleward 
into a so‐called SED plume that extends in a longitudi-
nally confined region from the base of the SED toward 
the cusp region near local noon. More recently, this day-
time enhancement in the plasma density and the existence 
of a connected plume of enhanced density extending 
toward the cusp, has been dramatically illustrated in a 
number of images of the spatial distribution of TEC 
obtained from GPS satellite signals.

Figure 5.1, taken from the work of Coster and Skone 
[2009], shows examples of SED and SED plumes 
observed in the European and American sectors. In both 
examples, the high TEC identified as SED is seen to 
extend across the dayside as previously described, while 
the plume appears as a continuous, longitudinally narrow 
extension of enhanced TEC that leaves the base of the 
SED region and extends to higher latitudes near local 
noon. We use the labels SED and SED plume to 
 distinguish the midlatitude feature that extends across the 
dayside from the spatially confined feature that extends 
toward, and sometimes into, the cusp. In the American 
sector, plumes are generally seen in the postnoon hours 
and extend to higher latitudes and earlier local times dur-

ing large storms. However, there are also reports of SED 
plumes observed in the prenoon hours Yizengaw et  al. 
[2006] and in the case shown here, assuming the SED 
plume observed in the European sector is connected to 
the midlatitude SED near 60° longitude, it too emerges 
from the prenoon hours.

A detailed examination of the latitude distribution of 
the plasma density or the TEC shows that across the 
afternoon sector the SED feature most frequently lies at 
the poleward edge of enhancements that can be identified 
with the equatorial anomaly [Mannucci et al., 2005; 
Heelis and Coley, 2007]. Figure 5.2 reproduces a figure 
from the measurements of topside TEC described by 
Mannucci et al. [2005] where storm‐time enhancements in 
the TEC associated with the equatorial anomaly can be 
seen clearly in the postnoon sector around 1300 local 
time in the American longitude sector. But also present 
are enhancements in TEC that appear as shoulders in 
the  latitude distribution near 50° magnetic in the north 
and near 45° magnetic in the south. These features are 
 identified as SED.

Figure  5.3 shows profiles of the topside ionospheric 
density near 800 km altitude, taken during a storm time 
and prior to the storm, observed just before 1800 local 
time. During quiet times, signatures of the equatorial 
anomaly are normally absent in the topside at this local 
time. However, enhanced upward plasma drifts at the 
equator, which are associated with the storm, produce the 
anomaly feature at higher altitudes. More important, a 
plasma density enhancement poleward of the anomaly 
features can be identified as SED. In this case, these 
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Figure 5.1 The global distribution of TEC derived from ground‐based receivers shows the storm‐time SED in dark 
red across the dayside and a TEC plume that extends toward the pole. TEC plumes are observed in the European 
(left panel) and the American (right panel) longitude sectors [reproduced from Coster and Skone, 2008].
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prominent SED signatures are observed in the longitude 
region around 180°. However, observations of TEC 
enhancements identified as SED have also been observed 
in the European sector [Coster et  al., 2007] and by 
Maruyama [2006] near 150° longitude at local times just 
after dusk.

Thus, it appears that the mechanisms responsible for 
the enhanced anomaly and SED may not be restricted to 
a particular longitude, even though a longitude depend-
ence in their magnitude may exist. Indeed, Coster et al. 
[2007] show that TEC enhancements identified as SED 
show a minimum in the longitude sector near 50° and a 
maximum in the longitude sector near 270° correspond-
ing approximately to the geographic latitude (cf. solar 
zenith angle) of the SED base. 

Immel and Mannucci [2013] describe fractional changes 
in TEC as a function of latitude, longitude, and universal 
time. Their statistical analysis, while perhaps aliased by 
storm phase and season, also indicates that storm‐time 
enhancements in TEC are organized by longitude and 
local time with the most prominent increases in the South 
American sector. This sector also shows the  widest latitu-
dinal distribution of TEC perturbations that might be 
associated with the presence of SED in the Northern 
Hemisphere. The percentage change in TEC from nominal 
quiet time values is rarely examined in detail. However, 
Immel and Mannucci [2013] also report that the largest 
 percentage changes occur in the American sector.

The ionospheric plasma density is largely organized by 
the magnetic field and solar zenith angle. If  the plasma is 
in diffusive equilibrium, then the plasma density also 
depends upon the divergence in the horizontal flux in an 
inertial reference frame. Electrodynamic transport 
 processes associated with the production of SED will of 
course be magnetically conjugate. However, the corota-
tion velocity and the solar zenith angle can be different at 
conjugate locations. Thus, we might expect conjugate 
 features such as the equatorial anomaly peaks and SED 
to differ in spatial configuration and magnitude. We have 
seen previously that across the entire dayside, the plasma 
number density and the TEC associated with the equatorial 
anomaly are enhanced during a storm time.

Whether this enhancement can be called SED is not 
clear but this feature is clearly a conjugate effect resulting 
from a so‐called super fountain [Tsurutani et al., 2004]. 
We will discuss the plasma drift feature responsible for 
this phenomenon in more detail in the following section. 
The more easily identified SED feature, which appears at 
middle latitudes, lies poleward of the equatorial anomaly 

350
Elevation angle >40

22:04UT

20:32UT Ground TEC

19:00UT

18:40UT

20:12UT
21:43UT

300

250

200

150

100

50

0
–60 –40 –20

Magnetic dipole latitude (deg)

V
er

tic
al

 T
E

C
 e

st
im

at
e 

(1
016

m
–2

)

0 20 40 60

0–90–180
–80

0

80

Figure 5.2 TEC above about 400 km shows storm‐time signatures of equatorial anomaly peaks near 30° and SED 
shoulders beyond 40° magnetic latitude [reproduced from Mannucci et al., 2005].

–40

4.5

5.0

5.5

6.0

0

Magnetic latitude (deg)

DMSP F13 Nov 5–6, 2001 UT 0536 GLONG ~ 180

Lo
g 

N
i

40

Nov 5, 2001
Nov 6, 2001

Figure 5.3 DMSP measurements of local plasma density near 
800 km show the usual quiet time variation with latitude (dot-
ted curve) and a storm‐time variation that displays a signature 
of the equatorial anomaly peaks near 20° and SED shoulders 
near 40° magnetic latitude.



64 IonoSpHErIc SpacE wEatHEr 

and rather precise studies of these features by Foster and 
Coster [2007] and Foster and Rideout [2007] show con-
vincingly that the poleward edges of the midlatitude SED 
are magnetically conjugate and remain so even after they 
are produced and subsequently corotate into the evening. 
The finding of conjugate features is also consistent with 
the observation that SED appears just equatorward of 
the auroral zone [Heelis and Coley, 2007] where the mag-
netic flux lines are almost dipolar. It is important to 
emphasize that the TEC features that we identify as SED 
are widely distributed in longitude and thus their conju-
gate appearance may not indicate more than the fact that 
similar energy dissipation and convective features exist in 
each hemisphere during a storm. In addition to hemi-
spheric asymmetries in magnitude produced by solar 
zenith angle, the action of neutral winds, which also 
depend on solar zenith angle, geographic latitude, and the 
magnitude and location of the storm‐time energy inputs 
to the high latitude ionosphere, may also be a factor. To 
my knowledge, no systematic study of these effects has 
yet been conducted.

The SED plume is a feature that extends from the mid-
dle latitude SED itself  toward higher latitudes and toward 
the noon hours. It is much more restricted in latitude and 
longitude than the midlatitude SED feature itself, which 
extends across the dayside at all longitudes. Establishing 
the conjugate nature of the SED plume is more compli-
cated due to its relatively small spatial extent and the 
absence of measurements in the right place at the right 
time. Nevertheless, Foster and Rideout [2007] also provide 
some evidence for observations of SED plumes at conju-
gate locations, suggesting that their formation is associ-
ated with plasma convective effects.

5.3. PLASMA CONVECTION ASSOCIATED 
WITH SED

SED is a storm‐time phenomenon that is necessarily 
accompanied by storm‐time changes in the plasma con-
vection, the neutral atmosphere composition, and neutral 
winds. Before discussing how these changes may be caus-
ally related to SED, it is useful to describe the features 
themselves in simple terms that will build a framework 
for establishing the connections between the various 
phenomena.

The onset of a magnetic storm is associated with sig-
nificant increases in the electric potential difference 
applied across the magnetosphere. We expect that during 
large storms, when SED phenomena are most prominent, 
the magnetopause is eroded as it moves closer to the 
Earth, and the ionospheric polar cap, identified as 
the region of open magnetic flux, increases in area. The 
increased region‐1 currents, associated with the change in 
the solar‐wind driver, are not immediately accommo-

dated by currents in the inner magnetosphere and thus a 
significant fraction of the current closes through the 
 plasmasphere [Jaggi and Wolf, 1973]. As a result the two‐
cell ionospheric convection pattern, usually confined to 
high latitudes, expands to occupy more of the plasmas-
phere. This results in a broadly sinusoidal pattern of 
 vertical and zonal perturbation plasma drifts at low and 
middle latitudes sometimes referred to as penetration 
fields. Vertical drift perturbations are upward during the 
day and downward and night with extrema at noon and 
midnight, while zonal drifts are westward in the postnoon 
sector and eastward in the prenoon sector, with extrema 
at dusk and dawn. As the storm progresses, this pattern 
of perturbation plasma drifts changes due to modifica-
tions in the neutral wind and its resulting dynamo action 
[Scherliess and Fejer, 1997].

In addition, the demands of current generation in the 
magnetosphere and closure in the ionosphere produce 
two additional convective features associated with pene-
tration fields. First, the gradient in ionospheric conduct-
ance between the plasmasphere and the auroral zone 
produces a so‐called subauroral polarization stream 
(SAPS) that is manifest as enhanced westward flows 
across the evening and afternoon sectors [Foster and Vo, 
2002]. Second, the gradient in ionospheric conductance 
across the dusk terminator leads to enhanced upward 
vertical drifts at middle and low latitudes across dusk 
[Huba et al., 2005]. We note that a seasonal and longitude 
maximum in this feature may appear in the South 
American sector since the enhanced upward plasma drifts 
across dusk will depend on the magnitude of the local 
time gradient in the integrated conductance of the 
ionosphere.

Heelis and Coley [2007] and Tsurutani et al. [2004] show 
that enhanced upward plasma drifts at the equator 
 produce a widening of the equatorial anomaly. But this 
feature is spatially separated from midlatitude SED, 
which appears as a poleward shoulder to the anomaly 
enhancement. More recently, a multiinstrument study of 
SED by Zou et al. [2013] also attributes the equatorward 
expansion of the high-latitude convection pattern to the 
appearance of SED.

If an expansion, or penetration, of the high‐latitude 
convection pattern is an essential feature of the midlati-
tude SED then certainly it is formed as previously coro-
tating plasma becomes entrained in the convection. In the 
prenoon hours this means that corotating plasma moving 
toward the sun will be entrained in poleward moving 
plasma that moves to higher latitudes. In the postnoon 
and evening sectors this means that plasma previously 
corotating away from the Sun is entrained in poleward 
and sunward flow.

Foster et  al. [2007] show that in the Northern 
Hemisphere, across the evening sector where SAPS are 



LongItuDE anD HEmISpHErIc DEpEnDEncIES In Storm‐EnHancED DEnSIty 65

prominent, the enhanced westward flows appear at 
the  poleward edge of the midlatitude SED. They also 
relate these convective features to the erosion of the plas-
masphere in the equatorial plane, which is reported in 
more detail by Foster et al. [2014]. In such instances, the 
poleward edge of the midlatitude SED marks a region of 
rapid sunward flow, but the local time over which such 
rapid flows persist at the poleward edge of the SED is not 
well known. In fact a description of the plasma motions 
within a SED feature remains a significant challenge, per-
haps in part because the storm‐time flow perturbations 
that are required to produce the bulk of the midlatitude 
SED feature are small and differ significantly over the 
range of local times and storm‐time epochs for which 
SED are observed.

It is important to recognize that across the dayside the 
ionospheric plasma is continually being produced, lost, 
and transported during the storm evolution. Thus, along 
any given plasma trajectory, it is not appropriate to 
attribute a specific location to a plasma source, but more 
informative to establish the variations in production, 
loss, and transport along the trajectory that give rise to 
the observed distribution of plasma. This challenge is 
best met with sophisticated models that describe these 
processes.

5.4. MODELING SED FEATURES

From the previous discussions, it is clear that there are 
four main targets for modeling of SED features, which 
appear among other changes in the TEC that are seen 
during storm times. First, is the bulk of the SED feature 
itself, which appears at middle latitudes across the day-
side ionosphere and into the evening sector. Second, is 
the increase in the intensity and latitudinal widening of 
the equatorial anomaly. Third, is the appearance of a 
SED plume, extending from the base of the midlatitude 
SED toward higher latitudes near local noon. Fourth, is 
the apparent longitude dependence in the appearance 
and magnitude of the SED and SED plume.

Following the first observational descriptions of SED, 
there have been many attempts to determine the most 
influential drivers that can produce them. The features 
we are describing are largely equatorward of regions of 
significant electron or ion precipitation but they appear 
at the high latitude extent of the plasmasphere where the 
storm‐time dynamics of the system may place the mag-
netic flux tubes in a constant state of refilling. This is a 
complication that needs to be kept in mind, but to my 
knowledge, most models of the SED formation process at 
middle latitudes [e.g., Lin et al., 2005] begin with a quasi 
steady state in which the topside plasma is in diffusive 
equilibrium. In this case, the TEC can only be increased 
by changing the photochemical production and loss rates.

The photochemical production and loss rates can be 
changed by changing the neutral composition. In par-
ticular, a storm‐time increase in the daytime O/N2 ratio 
will result in an increase in the local plasma density and 
the associated TEC. While composition changes may 
contribute to longer lasting positive and negative phases 
in storm time changes in TEC [Mendillo, 2006], the 
roles of  plasma motions associated with electric fields 
and neutral winds have received the most attention in 
 various models of  the ionosphere and atmosphere. Of 
particular importance is the ability of  vertical plasma 
drifts to raise the F layer to high altitudes as it is being 
produced and thereby reduce the column loss rate and 
increase the TEC.

Observations such as those by Mannucci et al. [2005], 
Heelis and Coley [2007], and others, strongly suggest that 
storm‐time enhancements in TEC associated with the 
equatorial anomaly and those associated with the higher 
latitude feature called SED are spatially separate features 
that appear at the same time. Close to the magnetic equa-
tor the low inclination of the magnetic field significantly 
reduces the effectiveness of horizontal neutral winds in 
raising or lowering the layer and thus plasma motion per-
pendicular to the magnetic field is most effective in 
changing TEC.

The effects of enhanced vertical plasma drifts across 
the dayside have been effectively modeled by a number of 
investigators [Tsurutani et al., 2004; Lin et al., 2005; Balan 
et al., 2010]. These studies reveal the action of enhanced 
upward drifts across the dayside is to produce a more 
intense and latitudinally widened equatorial anomaly in 
which the TEC is increased at northern and southern 
excursions from the magnetic equator while it is decreased 
at the magnetic equator. This signature of a so‐called 
super fountain produces TEC enhancements associated 
with the equatorial anomaly that move to higher latitudes 
than seen during moderately active or quiet times. While 
the increase in the anomaly TEC may maximize near 
local noon, the maximum excursion of the anomaly can 
occur near dusk, where the upward drifts can be the larg-
est. In this region at the magnetic equator, the local num-
ber density in the topside ionosphere may be severely 
depleted and after sunset the bottomside ionosphere 
residing at relatively high altitudes will be very suscepti-
ble to instabilities [Basu et al., 2005].

It is well understood that plasma motions perpendicu-
lar to the magnetic field will have a vertical component at 
all latitudes, albeit decreasing with increasing latitude. 
Indeed, it has been suggested by Heelis et al. [2009] that 
the vertical component of the plasma drift perpendicular 
to B is sufficient to account for the observed increases in 
TEC at middle latitudes. However, as pointed out earlier, 
at certain local times the latitudinal variation in storm‐
time TEC shows two features, one associated with the 
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anomaly and another shoulder at higher latitudes. Since 
the vertical component of E × B drift and the photoioni-
zation rate both decrease with increasing latitude, a lati-
tudinal profile with secondary maxima at middle latitudes 
is not easily reconciled with only plasma motion perpen-
dicular to B. For these reasons, the action of equatorial 
horizontal neutral winds in the magnetic meridian is also 
considered. For a constant neutral wind, the effect on the 
vertical plasma motion will maximize at a dip angle of 
45°. Such studies by Lin et  al. [2005] and Balan et  al. 
[2010] confirm that the characteristics of the latitude 
 profile of the TEC enhancements may be reproduced 
with a combination of equatorward neutral winds  driving 
plasma upward along B and upward plasma drifts 
 perpendicular to B.

It will be illustrated later that the time constant for 
 producing large increases in TEC is of order 1 hr. If  the 
 drivers for the TEC increase are subsequently removed, 
then it takes of order 1 hr for the ionosphere to return to 
a background state in sunlight. However, after sunset 
both the background and the enhancement decay at the 
same rate. Then, the latitudinal profile of storm‐time 
TEC enhancements imprinted on the ionosphere during 
daytime can subsequently be observed after sunset when 
the drivers are removed and the signatures return to 
 residence in the corotating atmosphere. Thus, the anom-
aly and SED  features may be seen after sunset as an 

 indicator of  processes that were applied in daylight [c.f. 
Maruyama, 2006; Lin et al., 2009].

Models of  a SED plume, which appears attached to 
the base of  the SED and projects toward higher latitudes 
near local noon, are based on the notion that the major 
driver is the expansion of the high-latitude convection 
pattern to lower latitudes. Such an expansion takes mag-
netic flux tubes that were previously corotating across 
the dayside ionosphere and entrains them on convection 
trajectories that move poleward toward the cusp. 
Figure 5.4 shows a sequence of  maps of  the TEC taken 
from a storm simulation over a period of 7 hr conducted 
by David et  al. [2011]. The small black circle in each 
panel traces the path of  a magnetic flux tube that is ini-
tially corotating with the atmosphere but becomes 
entrained in the convection pattern between 1700 and 
1800 UT. The subsequent poleward motion of the 
plasma, as it is produced in sunlight, produces signifi-
cant enhancements in TEC across the dayside, recog-
nized as a SED and a characteristic SED plume that 
extends toward local noon. Note that in this case the 
convection trajectories that produce the SED plume arise 
from the prenoon hours as seen in the observations of 
Yizengaw et al. [2006]. However, as we will discuss later, 
there are various configurations of the convection  pattern 
that can give rise to similar  trajectories originating from 
the postnoon sector. It is important to understand that 
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Figure 5.4 A time series of TEC calculations shows that plasma packets subjected to an expanded convection 
 pattern immediately display the features of SED and a ZSED plume. [reproduced from David et al., 2011].
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this tongue of  ionization is produced in the same way as 
the tongue of  ionization identified with convective tra-
jectories through the cusp [Sojka et al., 1994]. However, 
in the case of  this expanded convection  pattern, plasma 
trajectories directed toward higher latitudes, and associ-
ated with higher plasma  density, first appear at lower 
latitudes than usual.

In this and other studies of the expanded convection 
pattern, the calculations are performed with the newly 
created convection pattern put in place instantaneously. 
It should be recognized that the reconfiguration of the 
convection pattern takes place on timescales of the order 
of 1 hr [Morley and Lockwood, 2006] and that the plasma 
distribution resulting from the reconfiguration itself  
should also be considered. An additional modeling chal-
lenge that remains concerns the apparent longitude 
dependence in the occurrence of the plume and the 
observed conjugate behavior of the plume. In this regard, 
the temporal evolution of the convection pattern and 
the  universal time over which it occurs will again be 
important.

5.5. COLLECTIVE FINDINGS

Based on the observations reported and the modeling 
studies completed, we can assemble a brief  description of 
the plasma flow and density that prevail during a large 
magnetic storm when SED is most prevalent. The con-
structed picture points to some dependences on hemi-
sphere, storm epoch, season, local time, and longitude 
that may be testable with observations and further mod-
eling. During a storm, the plasma density, the plasma 
motions, and the neutral atmosphere motions must all 
evolve self‐consistently.

In seeking to establish the relationships between these 
parameters, it is necessary to rigorously establish a tem-
poral history of the storm‐time changes that occur. 
Excluding changes in atmospheric composition, it is well 
understood that changes in the TEC cannot occur with-
out a change in the plasma motion. Thus, we must first 
describe the time evolution of the plasma motion and 
then the subsequent changes in the plasma density that 
would result. In this regard, the model results seem to 
point to a dominant process. An initial expansion of the 
convection pattern will produce poleward and vertically 
upward plasma motions across the dayside and in the 
presence of sunlight increases in TEC will result from the 
reduction in the plasma loss rate. The plasma that 
becomes entrained in the expanded convection pattern 
was previously corotating in the plasmasphere and now 
resides on convection trajectories that are directed pole-
ward toward the cusp.

However, the time taken for a plasma packet to reach 
the cusp may be much longer than the persistence of the 

expanded pattern. For example, a poleward flow of 
100 ms−1 will require over 3 hr to advance a plasma packet 
10° in latitude. Similarly, a zonal flow of 300 ms−1 will 
require over 2.5 hr to advance a plasma packet by 3 hr in 
local time near 60° latitude. By contrast, the timescale to 
locally increase the plasma density, due to a poleward 
motion of 100 ms−1, is less than 1 hr, as can be seen in the 
calculations by David et  al. [2011]. Increases in the 
plasma‐flow speed decrease the transport time but also 
decrease the residence time of the plasma in sunlight. 
Thus, both local transport and production contribute to 
the enhancement of TEC.

We note that in the region between 0600 and 0900 local 
time and between 1500 and 1800 local time, the poleward 
component of the high‐latitude convective flow takes 
place at less favorable solar zenith angles than the region 
across local noon. Thus, the corresponding increase in 
TEC will decrease at local times/longitudes away from 
local noon. Upward motions induced by equatorial 
 neutral winds will be determined to a large extent by the 
local time dependence of the energy input at high lati-
tudes, but for a uniform input across the dayside, we 
might expect equatorial winds to be more effective across 
dawn and dusk when they do not directly oppose the day‐
to‐night circulation generated by solar heating. There 
seems to be little doubt that the combination of poleward 
and upward plasma drifts and equatorward winds in a 
sunlit ionosphere is responsible for the observed increases 
in midlatitude TEC that are termed SED. However, since 
the drifts and winds are likely dependent on local time 
and storm‐time epoch, a decomposition of these contri-
butions for specific events would be required to assess 
their relative contributions.

The SED features we have described all arise from the 
combined effects of vertical plasma motion and sunlight 
conditions. We have seen that the formation of SED 
across the dayside at middle latitudes may well involve 
both the convective motion of the plasma and storm‐
induced equatorward neutral winds. Even though the 
important convective motion is that in the inertial frame, 
we may expect the convective features associated with 
SED to be almost conjugate with differences less than a 
fraction of the corotation speed. However, given the 
existence of significant hemispheric differences in equa-
torward winds and solar zenith angle at magnetically 
conjugate points, it is not clear that the magnitude of 
SED features themselves should be conjugate.

For the purpose of illustration, we will assume that sig-
nificant vertical motions are imposed near 45° magnetic 
latitude. In the Northern Hemisphere, the offset between 
the magnetic and geographic poles is about 8° and thus, 
even in the winter (with a 23° tilt in the geographic pole), 
this region would reside in sunlight and thus we expect a 
SED to appear. For a given vertical plasma drift, the 



68 IonoSpHErIc SpacE wEatHEr 

 seasonal and longitude dependence of the solar zenith 
angle at this location would determine the magnitude of 
the SED feature. By contrast for winter conditions in the 
Southern Hemisphere when the offset between the 
 geomagnetic and geographic poles is about 25°, vertical 
plasma motions at 45° magnetic latitude would take place 
in darkness, and thus a SED feature would not appear. 
This produces a testable hypothesis that the appearance 
and magnitude of SED features at a given magnetic lati-
tude will be seasonally and longitudinally dependent in 
both hemispheres, and that SED will be significantly less 
likely in the Southern Hemisphere during local winter 
when the southern pole is directed away from the sun.

Concerning the configuration of so‐called SED plumes, 
there appear to be three considerations. One is the dis-
placement of the magnetic pole and the geographic pole. 
Another is the history of the solar zenith angle along the 
trajectory. Finally, one must consider the time spent on a 
given convective path. Throughout this discussion we have 
appealed to the convective motion of the plasma as it is 
being produced in sunlight as the key contributor to SED. 
We have also referenced models that produce so‐called 
SED plumes observed in the neighborhood of local noon 
by the same process. Concerning the SED‐plume forma-
tion in the ionosphere, it is important to appreciate the 
convection trajectories that could give rise to this feature.

Figure 5.5 shows the typical addition of a symmetric 
high‐latitude convection pattern with the corotating 
plasma. In this schematic representation, four open‐flow 

trajectories are shown in red and black after an instanta-
neous expansion of the convection pattern to lower lati-
tudes, such that the flow between the dashed and solid 
circles shown in blue, which was previously corotating, is 
now entrained in the high‐latitude convection pattern. 
The dashed and solid black circles show nominal loca-
tions for the convection reversal (or polar cap) boundary 
before and after the expansion. The black and red flow 
trajectories are illustrative of those that have significant 
poleward components at the lowest latitudes in a region 
equatorward of the heavy orange line where the solar 
zenith angle is relatively small. The poleward motions in 
sunlight produce the widely distributed midlatitude TEC 
enhancement called SED. On the two red trajectories are 
also shown small heavy segments where the solar zenith 
angle is larger, but where significant poleward convective 
motions can give rise to the SED plume that appears in 
model calculations. The magnitude of the TEC enhance-
ments along these trajectories decreases with increasing 
solar zenith angle and increasing magnetic dip angle and 
is thus rapidly attenuated with increasing latitude.

Note that the detailed configuration of the convection 
pattern can produce these trajectories that emanate from 
the prenoon or postnoon hours. However, they are always 
among the shortest convection trajectories that entrain 
corotating plasma into the convection pattern. Thus, a 
plume may be created on a timescale that is comparable 
to, or shorter than, the timescale over which changes in 
the convection trajectories occur. It is important to 
emphasize that each of these open trajectories in the 
morning and afternoon sides, represent an erosion of 
the plasmasphere, but not all are related to the plasmas-
pheric erosion tail observed near dusk in the equatorial 
plane [Grebowsky, 1970; Goldstein et al., 2003]. They are 
however, directly associated with a plasmaspheric bulge 
across the dayside [Foster et  al., 2002; Goldstein et al., 
2004]. During extreme events, the appearance of SED 
and SED plumes allows the connection between some 
plasma  convection paths in the ionosphere with those in 
the magnetosphere [Foster et al., 2002, 2014]. However, it 
is important to recognize that erosion of the  plasmasphere 
and transport of this plasma to the magnetopause occur 
all the time in response to changes in the interplanetary 
medium. Only during extreme events, when the  longitude 
and solar zenith angle conditions are favorable, do signa-
tures of some of the erosion paths appear in contours of 
enhanced density in the ionosphere that may be identified 
as SED features.

Finally, we note that the poleward edge of the main SED 
feature usually exhibits a sharp latitudinal boundary, at 
least across the afternoon and evening sectors. Such a sig-
nificant gradient in the plasma density is  usually produced 
by different plasma convective paths and we attribute this 
boundary to that between plasma that is entrained into the 

Figure 5.5 Instantaneous plasma flow trajectories identify 
regions in black and red that entrain previously corotating 
plasma into the high‐latitude convection pattern and regions 
(heavy red lines) with substantial poleward flows at the small-
est solar zenith angles required to produce a SED plume. The 
green trajectory represents typical convection through the 
auroral zone. The orange bar represents the ionization produc-
tion terminator.
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convection pattern from lower latitudes from that entrained 
in the pattern from higher  latitudes as shown by the closed 
green flow trajectory. We note that rapid subauroral 
plasma flows (SAPS) are also a storm‐time phenomenon 
that is observed at the poleward edge of SEDs observed in 
the afternoon and evening hours. They would appear to 
span the boundary between the closed (green) and open 
(black) trajectories shown here.

Goldstein et al. [2005] have shown that the inclusion of 
SAPS flows provides a better description for the observed 
location of the plasmapause in the evening sector and 
Foster et al. [2007] show that the SED and SAPS features 
do indeed overlap in this region. Rapid flows can act to 
enhance the plasma recombination rate [Schunk et al., 
1976] and further enhance a latitudinal gradient in the 
plasma density that is created by differing plasma‐flow 
paths. Electrodynamic features associated with motions 
in the inner magnetosphere such as SAPS are certainly 
expected to be magnetically conjugate. However, plasma 
features such as SED are highly dependent on the solar 
zenith angle, thus producing longitude and seasonal 
dependencies that need not be conjugate.

5.6. CONCLUSIONS

A significant observation and modeling effort has been 
devoted to describing and understanding the formation 
and evolution of SED. The major characteristics of SED 
are well explained by the imprint of the high‐latitude con-
vection pattern inside the plasmasphere during extremely 
active times. However, simulations of a specific event will 
require a description of the global electric field and neu-
ral wind distributions in the F region that is not yet pos-
sible. The magnitude of the TEC enhancement in a SED 
plume and the location of the plume can be explained in 
broad terms by the expansion of the convection pattern. 
However, the spatial extent of the plume and its lifetime 
are very strong functions of longitude, season, and the 
temporal evolution of the convection electric field.

Presently, there is insufficient observational evidence to 
describe the processes at work in a specific instance and 
to establish any systematic contribution from winds and 
plasma drifts that are common to all events. If  the under-
lying foundations for SED and SED‐plume formation are 
correct, then there exist significant hemispheric asym-
metries in the appearance and magnitude of SED fea-
tures with season and longitude that could be tested with 
appropriate observations.
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6.1. INTRODUCTION

The storm‐enhanced density (SED) plume can be 
described as a latitudinally narrow and large amplitude 
total electron content (TEC) enhancement, observed in 
the afternoon and dusk sectors at the equatorward edge of 

the main ionospheric trough and the region of strong sun-
ward convection d uring geomagnetically active times. This 
feature is to be differentiated from enhanced daytime mid-
latitude plasma due to storm‐time uplift of the F region. 
The SED plume can be described as streaming plasma 
transported by storm‐time electric fields in a channellike 
flow pattern, similar to smoke transported by winds from a 
chimney or smoke stack. In the same sense, the SED plume 
maps the ionospheric flow pattern away from its source.

The SED plume can have electron densities in the 
s ubauroral region that are greater than typical electron 
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ABSTRACT

Storm‐enhanced density (SED) plumes form in the ionosphere and plasmasphere at midlatitudes during 
g eomagnetically disturbed conditions. In some cases, ionospheric plasma in the storm‐enhanced density (SED) 
plume becomes entrained in expanded polar cap convection patterns and enters the polar cap through the cusp 
region to form the tongue of ionization (TOI). The recent addition of several GPS receivers in the Antarctic has 
led to improvements in TEC spatial coverage in the Southern Hemisphere. In addition, new tools have been 
developed for merging Super Dual Auroral Network (SuperDARN) observations of decameter scale irregularities 
with GPS‐derived total electron content (TEC) data. This paper will review these new merged data sets and 
will present a selection of SED and TOI observations from the years 2009, 2012, and 2013 during the current 
solar cycle 24. The particular SED/TOI observational cases presented represent characteristic longitudinal, 
hemispherical, and seasonal differences observed during both quiet (2009) and moderate (2012, 2013) solar‐flux 
conditions. The denser observational coverage of GPS receivers during this current solar cycle, especially in 
Antarctica, allows for better comparisons of SED features in the two hemispheres, and allows conclusions to be 
drawn about key TEC longitude, hemisphere, and seasonal patterns.
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Summary of storm enhanced density features as a function of season, hemisphere, time of day, solar cycle.
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densities at mid and lower latitudes. Initially identified as 
a large‐scale recurring phenomenon through Millstone 
Hill incoherent scatter radar observations [Foster, 1993], 
SED enhancements have been studied using ground‐
based TEC measurements and radars [Vlasov et al., 2003; 
Kelley et al., 2004; Thomas et al., 2013], satellite data and 
models [Heelis et  al., 2009], and modeling studies [Lin 
et al., 2005; Lu et al., 2008; David et al., 2011].

These studies and others have found that midlatitude 
SED enhancements are related to magnetosphere‐iono-
sphere coupling in subauroral regions, likely through the 
effects of storm‐time penetration electric fields and the 
expansion of the general high-latitude convection pattern 
into midlatitudes [Heelis et  al., 2009]. The region of the 
ionosphere under the influence of magnetospheric Region 
2 closure currents and associated electric fields expands 
dramatically toward lower latitudes during storm times 
[Heelis et al., 2009] and therefore storm‐time electric fields 
play significant roles in the formation of SED plasma and 
SED streams.

Figure 6.1 presents a representative polar projection of 
global TEC at universal times associated with American 
longitudes in the afternoon on the duskside, and labels 
some of the processes involved with SED formation. 
First is the large storm‐time increase in midlatitude 

plasma thought to be associated with storm‐time pene-
tration electric fields, indicated by the large area in red 
labeled as “SED.” Part of this enhanced plasma is affected 
by a disturbance electric field known as the subauroral 
polarization stream (SAPS) [Foster and Burke, 2002; 
Foster and Vo, 2002]. The SAPS electric field forms in the 
vicinity of Region 2 magnetospheric current closure near 
areas of low ionospheric conductivity equatorward of 
auroral electron precipitation.

In Figure 6.1, SAPS electric‐field climatologies predict 
its location in magnetic latitude coordinates as a function 
of magnetic local time (MLT) in the dusk to midnight sec-
tor [Clausen et al., 2012]. The arrows in Figure 6.1 labeled 
SAPS point to a dark blue region (and light blue region in 
the dusk sector) that correspond to extremely low TEC 
values and represent the ionospheric trough region, an 
area of low ionospheric conductivity. Zheng et al. [2008] 
explains that where the conductivity is low, Region 2 field‐
aligned currents (FACs) flow into the region and need to 
be closed via Pedersen currents (to maintain current con-
tinuity). These currents are directed poleward, and there-
fore result in a poleward electric field that is responsible 
for the magnetically westward flow seen with SAPS. Thus, 
the arrows in Figure 6.1 point to the region defined as the 
SAPS channel, which forms within the trough region. 
Furthermore, there is the well‐known cause‐and‐effect 
relationship between high‐speed plasma flow (i.e., SAPS) 
and reduced F‐region density through the mechanism of 
collisional recombination [Schunk et al., 1975]. The result 
is that the SAPS channel acts to reduce the F density such 
that the deepest part of the trough (the dark blue region) 
corresponds to the center of the high‐speed flow (SAPS).

SAPS is characterized by a strong sunward (westward) 
flow channel covering a broad latitudinal region (~3–5°) in 
the dusk‐to‐dawn sector a few degrees below the auroral 
oval [Foster and Vo, 2002]. Where the SAPS electric field 
overlays the more poleward region of subauroral enhanced 
plasma, a “channel” of the SED plasma is observed to 
split off, and this material eventually becomes entrained in 
expanded convection flow to the cusp region. This SED 
plasma entrainment in the enhanced polar convection pat-
tern clearly appears in Figure 6.1 as it is carried over the 
pole as a tongue of ionization [TOI; Foster et al., 2005].

In this paper, we use TOI to mean the envelope within 
which enhanced ionization is observed at polar latitudes. 
If  convection into the polar cap were a continuous pro-
cess, this would be a relatively continuous tongue of 
somewhat uniform plasma density. In reality plasma in 
the TOI is found to be very patchy. The TOI can be 
thought of as a stream of islands of high-density plasma 
with electron density values larger by double or more 
than surrounding plasma regions. These islands have 
been described by many studies as polar cap patches [e.g. 
Crowley, 1996]. A simple distinction between convection 
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Figure 6.1 North geomagnetic pole coordinate projection of 
global TEC at 19:50 UT on 17 March 2013, with 12 MLT 
located at the top. High-latitude convection flow contours 
(black solid and dashed lines) are separately estimated from HF 
radar observations by the SuperDARN network. The storm‐
enhanced density (SED) feature is the large red region centered 
on the postnoon sector. Near noon at about 60° magnetic 
invariant latitude is an SED plasma plume being pulled 
s unward toward noon by the edge of the dusk convection cell. 
The yellow and red regions forming a line across the polar cap 
form a patchy tongue of ionization (TOI).
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that forms continuous plasma tongues vs. patchy tongues 
can be found, for example, in Lockwood and Carlson 
[1992]. Their morphology has been described from satel-
lite data [Basu and Valladeras, 1999] and ground‐based 
data [Carlson, 2012].

The SED phenomenon is responsible for some of the 
largest space weather effects observed at midlatitudes 
[Coster and Foster, 2007]. For example, SED events over 
the continental United States have been associated with 
the largest TEC spatial gradients ever observed, in the 
range of  50 TEC units per degree [e.g., Foster and 
Rideout, 2005]. Large TEC gradients are significantly 
disruptive to positioning systems relying on radio wave 
propagation through the ionosphere through generation 
of large errors in range measurements. Large impacts 
from large TEC gradients also occur in application con-
texts such as satellite tracking by radar, GPS navigation, 
and surveying. All of  these applications have a compel-
ling need to identify the presence of  SED effects and 
assess their expected impact on users. However, the dis-
tribution and evolution of SED is to date neither well 
understood nor adequately observed in a global sense, 
making SED effects hard to predict and mitigate [Kintner 
et al., 2007, 2008].

This chapter will focus on SED and TOI events observed 
in both the Northern and Southern hemispheres during the 
years 2009, 2012, and 2013, periods near solar maximum of 
the current solar cycle 24. The year 2009 was at the begin-
ning of the solar cycle following an extended period of 
 unusually quiet solar-flux conditions. In 2009, the average 
yearly 10.7 cm radio flux was 70.6 SFU, where 1 
SFU = 10−22W m−2 Hz−1. This solar flux value is very low, 
which causes SED plume amplitudes in general to be more 
difficult to detect. However, 2009 also had a significant 
increase in geomagnetic activity  allowing SED events to be 
observable. For 2012 and 2013, years closer to the maxi-
mum of solar cycle 24, the average yearly 10.7 cm radio flux 
values were 120 and 123 SFU, respectively, considerably 
higher than 2009, but lower than in previous solar cycles.

The solar cycle 24 SED observations presented here 
were selected to illustrate longitudinal, hemispherical, 
and seasonal differences in the SED feature observed 
during both quiet (2009) and moderate (2013) solar-flux 
conditions. The denser coverage of GPS receivers during 
this current solar cycle, especially in Antarctica, allows 
for far better comparisons of SEDs in the two hemi-
spheres than previously available. Before presenting these 
observations, however, we review the longitudinal, hemi-
spherical, and seasonal differences in SEDs as under-
stood from solar cycle 23 data, along with consideration 
of SED magnetic conjugate aspects. We will conclude 
this  paper by describing new capabilities developed by 
merging other observations such as SuperDARN with 
the global GPS TEC database.

6.1.1. Observations from Solar Cycle 23: Longitudinal, 
Seasonal, Hemispherical Differences in SEDs

During solar cycle 23 (1996–2008), TEC maps derived 
from the global set of global navigation satellite system 
(GNSS) data provided a paradigm shift in the way that 
the Earth’s ionosphere and magnetosphere were observed. 
Prior to GNSS TEC maps, most scientific measurements 
of the magnetosphere‐ionosphere system were from indi-
vidual observing sites or systems providing information 
about a region or a single point. With GNSS, by combin-
ing individual measurements from multiple receivers, 
high‐resolution temporal and spatial TEC data became 
available on a global scale.

Among the first important observations made with 
these new TEC maps were observations of large‐amplitude 
SED plumes across the United States [Coster et al., 
2001]. Then Foster et al. [2002] demonstrated that SED 
i onospheric plumes mapped directly to plasmaspheric 
“drainage plumes,” large inner‐magnetospheric plasma 
structures also observed in helium ion 30.4 nm EUV 
images with the IMAGE satellite [Goldstein et  al., 
2003].

These observations and a number of other studies 
established SED plumes as important indicators of sig-
nificant magnetosphere‐ionosphere coupling processes 
during geomagnetic storms. Recently, using THEMIS to 
observe magnetospheric crossings, Walsh et  al. [2014] 
demonstrated that the reconnecting magnetopause maps 
to the point in the ionosphere where the TOI is formed 
and where enhancements in TEC begin to stream tail-
ward over the pole on open field lines. This important 
finding confirms that the formation of the TOI in the 
ionosphere is spatially linked to the presence of the plume 
and reconnection at the magnetopause.

While the initial observations of SED plumes were in 
the American sector, SEDs were also subsequently 
reported over Europe [Yizengaw et  al., 2006] and over 
Japan [Maruyama, 2006]. Significant longitudinal differ-
ences have also been reported. Coster et  al. [2007] 
described SEDs observed almost continuously for 
15–20 hr during three different 2001 storms. In each case, 
the SED feature appeared first over Russia, then north-
ern Europe, and then America. In the European sector, 
the geomagnetic invariant latitude of the SED plume 
base was observed to be between 61° and 63° (geomag-
netic) and at times close to local noon. In the American 
sector, however, the position of the base of the plume 
shifted from local noon toward dusk as time progressed 
during an event, and moved to lower latitudes (geomag-
netic) while remaining at a nearly fixed longitude. The 
study noted that the latitudinal location of the base of 
the plume with respect to UT had a highly repeatable and 
consistent pattern. This repeatable pattern may be related 
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to the background magnetic field configuration over the 
United States. Although not mentioned in the earlier 
study, it is worth noting that the magnetic field has sig-
nificant declination change over the continental United 
States. Zhang et al. [2011] noted the importance of the 
longitude of zero magnetic declination over the middle of 
the continental United States on TEC climatologies. The 
difference in magnetic declination gives rise to upward 
and downward ion drifts across the zero declination for a 
given thermospheric zonal wind direction.

Less is known about hemispherical differences in SED. 
In particular, with the exception of South America, there 
has been minimal observation to date of  storm‐enhanced 

density effects in the Southern Hemisphere. This is pri-
marily due to the lack of  publicly available GNSS data in 
the Southern Hemisphere, especially over the oceans. 
SED in the Southern Hemisphere forms primarily over 
the ocean south of  Australia and Africa, or extends from 
the tip of  South America across the South Pacific to 
Antarctica. During the last solar maximum period 
(1998–2003), Yizengaw et  al. [2005] used data from 10 
GPS receivers (6 GPS in Australia) from the 31 March 
2001 storm to do a tomographic reconstruction of the 
ionosphere. That study’s reconstruction reported propa-
gating fingerlike ionization features (SED) over Australia 
with a 600 km height extension and a width of 300–400 km. 
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Figure 6.2 Geomagnetically quiet day TEC on 2 February 2009. Kp = 0.0–0.3. The top plots, shown in MLT coor-
dinates, correspond to polar views of the TEC map, the North Pole on the left, the South Pole on the right. The 
SuperDARN convection patterns are overlaid onto the TEC maps.
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Skone and Coster [2007] describe additional SED events 
over Australia. In particular, on 29 October 2003, from 
10:00 to 11:00 UT, large ionospheric gradients in the 
southeast region of Australia were observed. These large 
gradient regions appeared to be conjugate to an SED 
plume observed over Europe and Asia at the same time.

Foster and Rideout [2007] performed a detailed study 
of  the magnetic conjugacy of  SED for several storms. 
They observed that most, but not all, features of  SED 
exhibited elements of  magnetic conjugacy and appeared 
simultaneously in both hemispheres. For example, the 
entry of  the SED plume into the polar cap near noon is 

observed in both hemispheres. They interpreted this 
conjugacy as an indication that storm‐time electric fields 
are responsible for the transport of  SED TEC from its 
source to the vicinity of  the noontime cusp. The feature 
of  SED that does not appear to be conjugate is the mag-
nitude of  TEC enhancement at the base of  the SED 
plume. The amount of  TEC enhancement appears to 
exhibit localized and longitude‐dependent features, per-
haps due to the offset of  geographic and geomagnetic 
latitudes in the American sector [Coster et  al., 2007; 
Foster and Coster, 2007; Foster and Erickson, 2013]. 
Heelis et al. [2009] predicts that the most effective 
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Figure  6.3 Storm‐time TEC on 4 February 2009. The Northern Hemisphere has a clearly visible TEC plume. 
A small enhancement of TEC is also visible in the Southern Hemisphere, especially when compared with Figure 6.2.
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universal times for TEC enhancements should occur in 
the Northern Hemisphere near 19:00 UT and in the 
Southern Hemisphere near 07:00 UT. This is because 
enhancements should be largest when the longitude 
region incorporating the magnetic pole is tilted toward 
the dayside.

The seasonal dependence of SED plumes is still under 
investigation. The majority of observed SED events has 
occurred within the equinoctial months, with only a few 
notable exceptions (an important one being the very first 
SED event imaged, the Bastille day storm of 15 July 
2000). The reason for this seasonal dependency may 

possibly be attributed to the pronounced seasonal varia-
tion of the occurrence rate of great geomagnetic storms 
[Svalgaard et al., 2002; Cliver and Crooker, 1993]. The dif-
ferent wind patterns extant between the solstices and the 
equinoxes may also play a role. Finally, analysis of TEC 
data from the TOPEX/Poseidon mission [Jee et al., 2004] 
has shown that at low and midlatitudes, the peak electron 
density is greater at the equinoxes than at the solstice. 
All of these factors, or some combination of them, may 
be related to the seasonal dependence observed in the 
f ormation of the SED plumes following geomagnetic 
disturbances.
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Figure 6.4 Global TEC Map with Kp = 4 conditions on 13 March 2009 at 4:00 UT, reflecting a similar geomag-
netic disturbance to that observed in Figure 6.3, although at a different longitude sector.
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6.2. DATA AND METHODOLOGY

6.2.1. 2009 Observations: Low F10.7 cm Flux 
Observations

The data used in this study include TEC global maps 
from the Madrigal database [Rideout and Coster, 2006]. 
SuperDARN HF radar observations have been used to 

estimate the convection pattern [Ruohoniemi and Baker, 
1998] and have been overlaid onto the GPS TEC maps. 
During the solar minimum period, which continued 
through 2009, we show a comparison between global 
TEC observed for 2 days in February. The first day, 2 
February 2009, shown in Figure  6.2, was geomagneti-
cally quiet, with a Kp between 0.0 and 0.3 between 18:00 
and 19:00 UT. On that day, there is no clear evidence of 
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Figure 6.5 Kp = 4 conditions on 14 February 2009 at 10:00 UT. A hint of enhanced plasma can be observed close 
to local noon in the Northern Hemisphere. Traces of this feature of enhanced plasma can also be observed in the 
Southern Hemisphere.
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a TEC plume in either hemisphere. Figure  6.2 shows 
polar views of  TEC on the top (North Pole on left, 
South Pole on right) and the global TEC map below. 
Figures 6.3 through 6.8 all follow this format. The sec-
ond day shown in Figure  6.3, 4 February 2009, was 
slightly disturbed with a Kp equal to 3.0 to 3.3. 
Figure 6.3 clearly shows an SED plume forming in the 
northeast of  Canada, with a hint of  a TOI feature as 
plasma sweeps across the polar region and over into 
Europe. A hint of  an enhanced TEC region is also 

v isible in the Southern Hemisphere, especially when 
compared with Figure 6.2.

Figures 6.4 and 6.5 both show TEC maps for similar 
Kp = 4 conditions to those observed in Figure 6.3, but at 
different UT time periods, and feature either the pres-
ence or absence of  an SED in the different longitude 
regions. For example, in Figure 6.4, at 4:00 UT on 13 
March 2009, there is no evidence of an SED feature, 
although one might expect an SED structure in China 
and another one over Indonesia. A possible explanation 
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Figure 6.6 A Kp = 4 storm on 30 August 2009 illustrating the seasonal variations of the SED plume.
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for this observation may lie in the lack of GPS coverage 
in these areas, masking the ability to observe SED plumes.

At 10:00 UT on 14 February 2009 (Fig. 6.5), a time cor-
responding to a Kp of 3.7, an enhanced region of SED 
plasma does appear to be starting to form very weakly 
over Europe. A similar enhancement, although with 
much poorer data coverage, can be observed in the 
Southern Hemisphere. In both hemispheres, one may 
detect the beginning of a weak plume structure.

Finally, Figure 6.6 shows a Kp = 4 storm at 18:00 UT in 
late August 2009, at the end of the summer solstice 

period. These data were selected to illustrate the seasonal 
differences in SED appearances. In Figure 6.6, an SED 
structure is weakly observed in the Northern Hemisphere 
and Southern Hemisphere. The shape of the SED plume 
in the Northern Hemisphere has similar characteristics to 
that observed in Figure 6.3, although it is clearly not as 
well defined. The Figure  6.6 data were associated with 
very similar geomagnetic conditions to the data shown in 
Figure 6.3. The 30th of August is in between the solstice 
and the equinox, yet only a very weak SED plume is 
observed on this day.
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Figure 6.7 14 October 2013, Kp = 4 to 4.3. SED structures observed in both hemispheres between 18:00 and 
19:00 UT. For this event, the SED/TOI structure appears slightly stronger in the Northern Hemisphere.
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6.2.2. 2012–2013 Observations: Moderate F10.7 cm Flux 
Observations

The data shown in Figures 6.7, 6.8, and 6.9 are from 
the 2012–2013 period with characteristically high solar 
flux. In particular, the data in Figures 6.7 and 6.8 were 
selected to illustrate the same seasonal dependence 
observed in the SED plumes of Figures 6.3 and 6.6 dur-
ing the much higher solar flux conditions in 2012 and 
2013. Figure  6.7 shows a strong SED pattern in both 
hemispheres on 14 October 2013 at 18:00 UT. The Kp 
index was between 4.0 and 4.3 at 18:00 UT.

Figure 6.8 shows an SED event for a Kp = 7 event on 
15 July 2012 at 18:00 UT. This time period is a consider-
ably more geomagnetically active time than the Kp = 4 
of  Figure  6.7. This event was selected because an 
observable SED/TOI during the 2012 and 2013 solstice 
periods for Kp = 4 conditions could not be found. A 
comparison of  Figure 6.7 and Figure 6.8 further illus-
trates that, in general, the SED plumes that do form 
during time periods near the equinoxes are typically 
stronger and more defined than those forming at or 
near the solstices for geomagnetic storms of  equal, or 
even greater, strength.
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Kp = 7 geomagnetic storm. For this event, the SED/TOI structure appears slightly stronger in the Northern 
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Figure 6.9 SED/TOI observations on 01 November 2012 at multiple UT times, longitude sectors.
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The observations shown in Figure 6.9 correspond to 
SED/TOI structures observed at multiple UT time 
periods on 1 November 2012. This was one of  the only 
days we observed such a strong SED/TOI plume at 
various times periods throughout the day, such as at 
9:00 UT, 10:20 UT, 15:00 UT, and 18:15 UT. On this 
day, the Kp varied from a low of  3.0 to a high of  4.7. 
Starting at 4:00 UT, Bz turned negative and stayed there 
for the rest of  the day. Bx was positive throughout the 
time period. It is interesting to note that the SED 
plume in the Southern Hemisphere appears earlier 
than the one in the Northern Hemisphere, at 8:00 UT 
versus 9:00 UT.

6.3. SUMMARY

This paper presents observations of SED/TOI plumes 
during the solar cycle 24. The observations presented 
here suggest the following.

1. There is a clear seasonal dependence in SED plumes/
TOI structures, including a preference for formation dur-
ing or near the equinoxes. However, when SED/TOI form 
during the solstices, they are not as defined as during the 
equinoxes and may need stronger geomagnetic storm 
input to the geospace system in order to form.

2. SED/TOI structures appear to form at all longitude 
sectors, although data coverage is currently sparse over 
China/Indonesia. The 1 November 2012 data were unique 
in that they clearly showed that SED/TOI features can form 
in all longitude sectors. The SED/TOI structures appear to 
be larger in general in the American longitude sector.

3. The SED/TOI structures appear in both hemi-
spheres, although effects appear to be stronger in the 
Southern Hemisphere around 8:00 UT (data coverage 
may limit earlier UT observations in the Southern 
Hemisphere) and stronger in the Northern Hemisphere 
around 18:00 UT, corresponding to the American sector.
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7.1. INTRODUCTION

Transionospheric navigation and radar systems operat-
ing at single frequencies of less than 10 GHz are impacted 
by ionospheric refraction. Since the ionospheric delay is 
proportional to the total electron content (TEC) of the 

ionosphere along the ray path, a user‐friendly TEC 
model  is helpful in various applications. Such models 
are  used in  particular for single‐frequency applications 
in  GPS [Klobuchar model; Klobuchar, 1987] and 
Galileo  (NeQuick) [Nava et  al., 2008] or in TEC map-
ping  [Jakowski et  al., 2011a]. Here we consider the 
global Neustrelitz TEC Model (NTCM‐GL) in compari-
son with independent TEC measurements and the 
Klobuchar and NeQuick models focusing on low‐latitude 
characteristics.

A Global Ionospheric Range Error Correction  
Model for Single‐Frequency GNSS Users

Norbert Jakowski and Mohammed Mainul Hoque

7

Institute of Communications and Navigation, German 
Aerospace Center (DLR), Neustrelitz, Germany

ABSTRACT

The basic approach of a model of the total electron content (TEC) that has recently been developed at the 
German Aerospace Center (DLR) is presented and the performance is discussed in comparison with Global 
Navigation Satellite System (GNSS) single‐frequency correction models such as the Klobuchar and the NeQuick 
model, in particular, for low‐latitude conditions. The empirical approach describes functions on season, local 
time, geographic/geomagnetic location, and solar activity conditions approximated by the solar radio flux index 
F10.7. The 12 coefficients are derived from global TEC data provided by the University of Berne over more than 
half  a solar cycle (1998–2007). It has been found that both the global Neustrelitz TEC Model (NTCM‐GL) and 
the NeQuick model show a better performance than the Klobuchar model by a factor of about two. Nevertheless, 
NTCM and NeQuick models deviate considerably at low latitudes indicating that modeling of the low‐latitude 
ionosphere is a challenging task that needs further research. Since NTCM requires only 12 coefficients it is 
much easier to handle than NeQuick and might also be used as a  single‐frequency correction model for single‐
frequency GNSS applications, such as the Klobuchar model currently used in GPS.

Key Points: 
The described global TEC model is better than the current GPS ionospheric correction algorithm (Klobuchar 

model) approximately by a factor of two.
Although the TEC model uses only 12 coefficients its performance is comparable with that of the NeQuick 

model used as the ionospheric correction model for Galileo.
Challenging conditions of the low latitude ionosphere require additional efforts to improve the modelling.

Key Terms: ionosphere, equatorial crest, model, solar activity, GNSS
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7.2. CORRECTION MODELS

7.2.1. Klobuchar Model

GPS offers a simple ionospheric TEC model for 
 correcting single‐frequency measurements by about 50%. 
The ionospheric correction algorithm (ICA) developed by 
Klobuchar [1987] provides a vertical delay at L1 frequency 
for a given location and local time. The daytime variation 
of the vertical delay is modeled by a half cosine function 
whose amplitude peak is fixed at 2:00 p.m. local time. 
During nighttime, the vertical ionospheric delay is fixed at 
a constant value of 5 ns (1.5 m at L1 frequency). The 
model approach is realized by third‐order polynomials for 
the amplitude and the period of the half-cosine function. 
The eight coefficients are updated daily by the GPS mas-
ter control station, uploaded to the GPS satellites and 
transmitted down to the users via the navigation message. 
For application, the vertical ionospheric errors must be 
converted to the slant ray path geometries of received 
 satellites. This procedure is based on the assumption of a 
spherically stratified ionosphere concentrated in a thin 
layer at 350 km height. The simplified obliquity factor 
M(E) or mapping function is given by the expression:

 M E E
GPS( ) = + ⋅ −( )1 16 0 53

3
.  (7.1)

where the elevation angle E is defined in semicircles. It is 
worth notice that the COMPASS ionospheric model (CIM) 
is very similar to the GPS model by using a  geographic ref-
erence frame for the modeling instead of a  geomagnetic 
one [Wu et al., 2013]. For the mapping  function, the stand-
ard thin‐shell mapping function M(E), given by
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is used. Here RE designs the Earth radius and hI stands for 
the height of the ionospheric layer. The achieved perfor-
mance is comparable to the original Klobuchar approach, 
slightly better at the Northern Hemisphere and worse at 
the Southern Hemisphere [Wu et al., 2013].

7.2.2. NeQuick Model

The three‐dimensional electron‐density model NeQuick 
of the ionosphere/plasmasphere systems has been devel-
oped at the International Centre for Theoretical Physics 
(ICTP) in Trieste, Italy, and at the University of Graz, 
Austria [Hochegger et  al., 2000; Nava et  al., 2008]. The 
spatial and temporal behavior of key parameters such as 
NmF2 is deduced from monthly tables of the CCIR (Comité 
Consultatif  International des Radio communications) 

covering low, medium, and high solar conditions [Jones 
and Gallet, 1962]. The vertical electron‐density profile is 
given by a sum of specific functions for the ionospheric 
layers E, F1, and F2 and for the plasmasphere. Since 
NeQuick is a three‐dimensional model, the slant TEC 
(STEC) is computed by integrating the electron density 
along the ray path. No simplifying mapping function is 
needed. In addition to latitudinal and longitudinal 
dependence of these coefficients, the geomagnetic field 
dependence is given by the modified dipole parameter 
modip μ as introduced by Rawer [Rawer, 1963].

It is worth mentioning that NeQuick is foreseen to be 
used as the single‐frequency correction model in the 
European navigation satellite system Galileo. In Galileo 
application, the external solar activity index is replaced 
by an “effective ionization level” Az, which is computed 
by the Galileo operation center in order to get an optimal 
value for the current ionization level on global scale.

7.2.3. NTCM‐GL Model

7.2.3.1. Basic Approach
The TEC model NTCM‐GL (Neustrelitz TEC Model–

GLobal) described by Jakowski et al. [2011a] was devel-
oped for assisting calibration, mapping, and forecasting 
in TEC monitoring procedures [Jakowski et al., 2011b]. 
Type and outcome of the model are comparable with the 
GPS or Klobuchar model. But unlike the Klobuchar 
model, NTCM‐GL is an autonomous model covering the 
full solar cycle including low and high solar activity con-
ditions. It provides a multiplicative representation of 
temporal and spatial variations of global VTEC for a full 
solar cycle according to the general expression:

 VTEC F F F F F
NTCM GL LT seas mag crest sol−

= ⋅ ⋅ ⋅ ⋅  (7.3)

Here the terms Fxx describe the dependencies from local 
time, season, geomagnetic field, latitude, and solar activ-
ity. In addition to former mid‐ and high‐latitude regional 
models developed at the German Aerospace Center 
(DLR) special care has been taken to describe low‐lati-
tude features such as the low‐latitude crest in an effective 
way. To keep the number of coefficients in (7.3) as small 
as possible, the coefficients are fitted to the input data by 
an iterative nonlinear least‐squares technique. Thus, it 
was possible to describe all the dependencies by only 12 
coefficients with reasonable accuracy as will be discussed 
in the subsequent section.

The latitudinal dependence is described by a dipole 
approach of the geomagnetic latitude and a special 
expression for the crests at both sides of the geomagnetic 
equator. Equatorial anomaly associated crests are a well‐
known phenomenon in ionospheric physics. Location 
and shape have been derived from numerous ground‐ and 
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space‐based observations on a global scale. Thus, space‐
based radio occultation measurements obtained onboard 
CHAMP [Jakowski, 2005] and COSMIC [Schreiner et al., 
2007] demonstrate position and shape of both crests as 
shown in the upper panels of Figure 7.1.

To model the crests in an effective way, the model 
approach is based on the sum of two Gaussian functions 
located at both sides of the geomagnetic equator around 
±15°N as illustrated in Figure 7.1.

The corresponding term Fcrest in (7.3) is given by:

 F c EC c EC4 9 1 10 21= + ( ) + ( )( )exp exp  (7.4)

with
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for the northward crest and
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for the southward crest.
It is a well‐known fact that TEC is closely related to 

space weather, in particular to the solar activity level as 
illustrated in Figure 7.2 showing TEC over mid‐Europe 
and the associated solar radio flux during solar cycle 23. 
The solar radio flux measured at 10.7 cm wavelength in 
Ottawa (F10.7) is a widely accepted proxy for character-
izing the ionizing radiation level of the sun in the EUV 
wavelength range.

As found by many authors, the relationship between 
TEC is mostly linear if  the solar radio flux doesn’t exceed 
200 solar flux units (sfu) with 1 sfu = 10−22 Wcm−2s−1. 
Accordingly, NTCM‐GL utilizes the simple relationship

 F c c F5 11 12 10 7= +( ).  (7.7)

for describing the solar activity dependence of VTEC.
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7.2.3.2. Database
As mentioned above, the model coefficients were deter-

mined by a nonlinear least‐squares fitting of the 12 coef-
ficients to the long‐term VTEC data sets from the Center 
for Orbit Determination in Europe (CODE) at the 
University of Berne [Hugentobler et al., 2000]. The two‐
hourly VTEC maps are derived at CODE from GPS data 
provided by the global network of the  International 
GNSS Service (IGS) [Dow et al., 2009]. The high‐quality 
TEC data set of the first NTCM‐GL approach comprises 
data from more than 130 IGS  stations within the years 
1998–2007. Thus, the TEC input data cover more than 
half  a solar cycle. Some free parameters such as the posi-
tion and the width of both crests were fixed in the fitting 
process because their variability is not significant for the 
final result. For the position φc of  the crests the values 
φc1 = 16°N and, φc2 = −10°N were used. The correspond-
ing half  widths are then given by σc1 = 12° and σc2 = 13°. 
Due to the fixing of a few parameters like these, the non-
linear approach requires only 12 coefficients and the solar 
activity index F10.7 as an  external parameter to compute 
VTEC at any location and time on the globe.

The goodness of fit of the input data using this 
approach is shown in Figure 7.3. The overall fit has only 
a small bias of 0.3 TECU and is with RMS = 7.5 TECU 
quite good for global conditions at all times covering 
nearly a full solar cycle. It is worth mentioning that the 
goodness of fit with RMS = 8.7 TECU reduces at low 
geomagnetic latitudes (0°–30°). This is mainly due to the 
much higher ionization level at low latitudes as seen in 
Figure 7.1. In addition, a reduced accuracy of the input 
VTEC data at low latitudes also has to be taken into 
account. In particular, the simplified mapping function 
used for TEC mapping is a nonnegligible source of errors 

when estimating VTEC from low elevation Global 
Navigation Satellite System (GNSS)  measurements of 
STEC [Hoque and Jakowski, 2013].

7.3. COMPARISON OF MODELS

To finally prove the quality of NTCM‐GL presented 
here, the performance will be estimated by comparing it 
with independent measurements and with the corre-
sponding outcome of other models, such as the GPS 
ionospheric correction model [Klobuchar, 1987], NeQuick 
[Nava et al., 2008], and IRI [Bilitza, 2001].

Although the output term is the same as provided by the 
GPS model, there is a significant difference concerning the 
utilization of NTCM and Klobuchar models. Whereas the 
autonomous NTCM takes into account the strong dynamic 
of solar activity via the solar radio flux proxy (cf. Fig. 7.2) 
during a full solar cycle, the Klobuchar model requires 
a  permanent updating of the eight coefficients via the 
GPS navigation message to ensure the expected model 
performance. To assess the low‐latitude performance 
(−30…30°N), NTCM, Klobuchar and NeQuick models 
have been compared with independent TOPEX/Poseidon 
and Jason satellite altimetry measurements that provide 
VTEC up to a height of 1336 km. The comparison has been 
made both for low solar activity (LSA) conditions (Jason1; 
December 2006) and high solar activity (HSA) conditions 
(TOPEX/Poseidon; May 2002) as shown in Figure 7.4.

Here the upper left panel of  Figure  7.4 indicates a 
quite good entire day performance of  all three models in 
the low‐latitude range under LSA conditions (RMS 
ranges from 6 to 7 TECU). It becomes worse at HSA in 
March 2002 (RMS ranges from 13.3 to 26.9 TECU) due 
to the much higher ionization level. When considering 
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midnight conditions (23–01 LT) at the geomagnetic 
equator and 15°E over solar cycle 23 from 1998–2008, 
RMS ranges from 6.4 to 16.8 TECU. RMS values around 
noontime (12–14 LT) are worse due to the higher ioniza-
tion level at  daytime (RMS ranges from 12.2 to 25.9 
TECU). In all cases, the Klobuchar model deviates con-
siderably from TOPEX. The RMS value is about twice 
the RMS values of  NTCM and NeQuick models. 
However, NTCM and NeQuick differ considerably also 
in particular when considering the mean deviations from 
TOPEX, which are 4.0 and 0.8 TECU, respectively, for 
the entire low‐latitude range over 24 hours. Under more 
specific equatorial conditions around noon at 15°E the 
biases for NTCM and NeQuick are 0.1 and −5.0 TECU, 
respectively.

Apparently, the biases between both models differ 
 considerably from each other (from 1.1 up to 6.2 TECU 
for analyses shown in Fig. 7.4). Since TOPEX provides 
VTEC only up to about 1336 km height, the difference 
(plasmaspheric electron content) should always be posi-
tive after correcting TOPEX biases. Since the absolute 
bias of the satellite altimetry measurements is unknown 

and may even change in the period considered, here we 
can refer only to the difference between the models. 
Indeed, the TOPEX‐GPS bias may vary by several TECU 
as reported by Orus et al. [2002]. The biases of the 
Klobuchar model differ by more than 20 TECU from cor-
responding biases of NTCM and NeQuick models under 
high solar activity conditions in 2002 (Fig.  7.4, right 
upper panel). The big difference can be explained partly 
by the fixed nighttime level of the Klobuchar model at 
5 ns or about 9 TECU. The resulting error is demonstrated 
in Figure 7.5 where only nighttime values are (00–02 LT) 
at 50°N; 15°E of all three models are  plotted for solar 
cycle 23 in comparison with corresponding VTEC 
reconstructions at the German Aerospace Center (DLR). 
Whereas NTCM and NeQuick follow the solar cycle in an 
adequate manner, the fixed ionization level of the 
Klobuchar model overestimates nighttime VTEC at LSA 
and underestimates nighttime VTEC under HSA condi-
tions by up to 10 TECU as shown in Figure 7.5.

An overall estimation of the HSA performance of 
the  three models considered so far in comparison with 
related TOPEX measurements and additionally also with 
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corresponding CODE data, Global Ionosphere Model 
(GIM) reconstructions at the Jet Propulsion Laboratory 
(JPL) in the United States (http://iono.jpl.nasa.gov/gim.
html) and the International Reference Ionosphere (IRI) 
is shown in Figure  7.6. The mean deviations or biases 
from GPS data‐based VTEC reconstructions vary from 
−1.8 to 0.5 TECU indicating that given TOPEX data are 
overestimated by a few TECU to save reasonable plas-
maspheric content [Orus et  al., 2002, Yizengaw et  al., 
2008]. On the other hand, the bias of NTCM (1.0 TECU) 
is closer to the GPS-derived VTEC data of CODE 
and  GIM as NeQuick (7.1 TECU) indicating a better 
 performance of NTCM‐GL than NeQuick. At low solar 
activity in 2007, all models and map reconstructions are 
rather similar.

7.4. CONCLUSIONS

The basic structure and model performance of the 
NTCM‐GL model is discussed in relation to Global 
Navigation Satellite System (GNSS)  single‐frequency iono-
spheric correction models of GPS and Galileo focusing on 
low latitudes. It has been found that the NeQuick and 
NTCM‐GL models show a similar performance that is bet-
ter than the Klobuchar model currently used in GPS by a 
factor of about two. Nevertheless, both these models deviate 
considerably at low latitudes. The resulting errors are due to 
mismodeling but might also partly result from erroneous 
input VTEC data caused by the simplifying mapping func-
tion for converting STEC to VTEC as described by Figure 
7.2. The strong ionization level in conjunction with strong 
horizontal gradients and space weather dependence require 
additional efforts to improve the modeling. This challenging 
task refers to further densification of the ground‐based 
GNSS network, which is rather sparse over regions like 
Africa, and to intensify studies of low‐latitude ionospheric 
phenomena in particular under HSA conditions. Since the 
global NTCM uses only 12 coefficients that are valid for a 
full solar cycle, this model is much easier to handle than 
NeQuick. Having the same performance with respect to 
VTEC, NTCM‐GL might also be used as a single‐frequency 
correction model in Global Navigation Satellite Systems.
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8.1. INTRODUCTION

It is well known that the production of ions and elec-
trons in the Earth’s ionosphere comes from solar EUV 
radiation and the loss of O+ ions in the F region is by 
charge exchange with N2 and O2 followed by recombination 
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ABSTRACT

Previous studies have established the existence of a four‐cell, longitude pattern in equatorial F‐region iono-
spheric parameters, such as TEC and electron densities and in daytime, equatorial E × B drift velocities. A recent 
paper, for the first time, quantified the longitude gradients in E × B drift velocities at the boundaries of four‐cell 
tidal structures and confirmed that these gradients exist on a day‐to‐day basis. Using the Ion Velocity Meter 
(IVM) on the Communication/Navigation Outage Forecast System (C/NOFS) satellite to obtain daytime, 
 vertical E × B drift velocities, it was found, for example, that for 5, 6, and 7 October 2009 in the Atlantic sector, 
the E × B drift velocity gradient was about 1 m/sec/degree. For 23, 24, and 25 March 2009 in the Peruvian sector, 
it was about −4 m/sec/degree. In this chapter, we briefly review (1) observations and modeling studies of E × B 
drift velocities associated with the four‐cell longitude patterns, (2) modeling the ionospheric effects produced by 
the longitude gradients in E × B drift velocity, and (3) provide indirect evidence that there exists a four‐cell 
 pattern in the prereversal enhancement (PRE) in vertical E × B drift velocity after sunset.

Key Points: 
This paper reviews the observations and the theoretical modelling studies related to the E × B drift velocities associ-

ated with the four-cell longitude patterns.
The paper describes the modeled ionospheric effects produced by the sharp longitude gradients in E × B drift 

velocities.
Provides evidence that there may exist a four-cell pattern in the prereversal enhancement (PRE) in vertical E × B 

drift velocity after sunset.

Key Terms: equatorial ionosphere, E × B drift velocities, four-cell longitude patterns, observations and modeling
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with electrons. The transport of ionization is through 
plasma ambipolar diffusion parallel to B, the component 
of the neutral wind velocity parallel to B, and E × B drift 
velocity perpendicular to B [Hanson and Moffett, 1966; 
Anderson, 1973]. In the equatorial region, E × B drift veloci-
ties are generally upward during the daytime and down-
ward at night. The combined effect of upward E × B drift 
perpendicular to B and downward diffusion parallel to B by 
gravity and plasma pressure gradient forces creates crests in 
ionization at ±15 to ±18 degrees dip latitude known as the 
equatorial anomaly. To realistically simulate the low  latitude 
ionospheric densities, it is critical to observe and theoreti-
cally calculate the vertical E × B drift velocities as a func-
tion of local time, longitude, season, and solar cycle. This 
paper focuses on our under standing the longitude depend-
ence of vertical E × B drift velocities associated with the 
four‐cell, nonmigrating tidal structure.

This paper will briefly (1) review observations and mod-
eling studies of E × B drift velocities related to the four‐cell 
longitude patterns, (2) review modeling of the ionospheric 
effects produced by the longitude gradients in E × B drift 
velocity, and (3) provide indirect evidence that there may 
exist a four‐cell pattern in the prereversal enhancement 
(PRE) in vertical E × B drift velocity after sunset. While 
Section  8.2 very briefly reviews a few already‐published 
studies relating to observations and modeling work of the 
daytime four‐cell longitude patterns in vertical E × B drift 
velocities, it is important to provide the reader with a 
 succinct summary of the sets of papers that specifically 
compare the four‐cell E × B drift observations with theo-
retical modeling efforts. The purpose of Section  8.3 is 
to  demonstrate the ionospheric effects of incorporating  
C/NOFS‐observed, longitude gradients in E × B drift veloc-
ities into a theoretical ionospheric model. While the gradi-
ents are fairly sharp, they are not extreme cases since they 
are observed at the four‐cell boundaries at several different 
longitudes and exist for 2 or 3 days at a time [Araujo‐Pradere 
et al., 2011]. Section 8.4 addresses the somewhat controver-
sial topic of whether there may be a four‐cell longitude 
 pattern in PRE. While there appears to be no direct evi-
dence for such a four‐cell pattern in E × B drift observa-
tions, there may be indirect evidence that would suggest a 
four‐cell structure may exist at times.

8.2. OBSERVATIONS AND MODELING STUDIES

Several observational studies have identified the existence 
of a four‐cell pattern in longitude structure of ionospheric 
parameters at low latitudes. Immel et al. [2006] presented 
evidence that a four‐cell, longitude pattern existed in FUV 
(135.6 nm) intensity obtained from the IMAGE satellite 
during March–April 2001. Since the images were at night, 
the four‐cell pattern represented a four‐cell pattern in Nmax 
at the crests of the equatorial anomaly. They attributed the 

four‐cell pattern to a four‐cell pattern in daytime, vertical 
E × B drift velocities  associated with the diurnal, eastward 
propagating, nonmigrating wave number 3 (DE3) tidal 
mode [Hagan and Forbes, 2002]. The authors could not rule 
out the fact that the four‐cell pattern could have been 
 produced by a four‐cell pattern in the PRE in E × B drift 
velocities after  sunset since the IMAGE observations were 
at night. A subsequent paper by England et al. [2006], how-
ever, established that the four‐cell pattern was observed in 
CHAMP  satellite in‐situ electron densities at 1200 LT. 
Further, the four‐cell pattern has also been observed in the 
Republic of China Satellite (ROCSAT‐1) daytime electron 
densities at 600 km and vertical E × B drift velocities [Kil 
et al., 2007; Kil et al., 2008] and occultation observations 
from Constellation Observing System for Meteorology and 
Climate (COSMIC) FORMOSAT‐3 satellite [Lin et  al., 
2007b]. Measurements of plasma densities detected by the 
Planar Langmuir Probe (PLP), zonal plasma drift observed 
by the Vector Electric Field Investigation (VEFI), and 
 vertical drift observed by the IVM on board the C/NOFS 
satellite have also shown pronounced four‐cell structure 
[Huang et al., 2011; Huang et al., 2013; Fejer et al., 2013].

In order to relate the four‐cell E × B drift observations 
with theoretical modeling efforts, we describe specific sets 
of papers that carry out the comparisons: (1) Kil et al. 
[2007] and Fang et al. [2009], (2) Fejer et al. [2008] and 
Maute et al. [2012], (3) Anderson et al. [2009] and Fang 
et al. [2013], and (4) Pedatella et al. [2011] includes both 
observations and modeling.

1. The paper by Kil et al. [2007] investigated the longi-
tudinal distribution of vertical E × B drift velocities 
obtained from the ROCSAT‐1 at roughly 600 km altitude 
between 1999 and 2004. They found that during the 
 daytime, there exists a four‐cell longitude pattern in both 
E × B drift velocity and topside plasma density, implying 
an association with a four‐cell pattern in the E‐region 
dynamo electric field. An empirical model of vertical 
drift based on ROCSAT‐1 measurements was established 
by Kil et  al. [2009]. Fang et  al. [2009] investigated the 
annual and local time variations of the four‐cell struc-
tures in the plasma density through applying the 
ROCSAT‐1 empirical E × B drifts to the Global 
Ionosphere and Plasmasphere (GIP) theoretical model. 
The GIP model physics is based on the ionosphere 
 plasmasphere component of the Coupled Thermosphere 
Ionosphere Plasmasphere Electrodynamics Model (CTIPe) 
[Millward et al., 2001]. The global three‐dimensional grid 
in GIP adopts the magnetic apex coordinate system 
[Richmond, 1995] in which magnetic field lines are created 
by tracing through the full International Geomagnetic 
Reference Field (IGRF). The GIP model density showed 
similar annual and local time variation of the four‐cell com-
ponents observed by ROCSAT‐1, implying that the verti-
cal drifts are  essential in the formation and evolution of the 
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four‐cell longitudinal density structure. The amplitude of 
the DE3 tide at 110 km shows similar annual and local 
time variations as the F‐region parameters, supporting 
the link between DE3 tide, vertical E × B drifts, and F‐
region plasma density on a global scale.

2. A more extensive study carried out by Fejer et al. [2008] 
developed a detailed quiet time global empirical model of 
F‐region vertical E × B drift velocities based on ROCSAT‐1 
drift observations over a 5-yr period. The model results are 
in excellent agreement with drift  observations from the 
Jicamarca radar. The longitude variation in daytime verti-
cal E × B drift velocity shows a strong four‐cell pattern in 
the 9–12 LT period, especially during equinox. The morn-
ing drifts do not change very much with solar activity. Only 
the PRE after sunset is affected by solar activity, decreasing 
as solar activity decreases. In addition, there does not 
appear to be a four‐cell pattern in PRE with longitude. 
Model simulations of vertical E × B drift velocities have 
been carried out by Maute et al. [2012] and compared with 
the Fejer’s ROCSAT‐1 empirical model. These simulations 
used the NCAR Thermosphere‐Ionosphere‐Mesosphere‐
Electrodynamic General Circul ation Model (TIME‐GCM) 
with a lower boundary at 30 km incorporating tidal pertur-
bations from the Global Scale Wave Model (GSWM02) 
that included both migrating and nonmigrating diurnal 
and semidiurnal tidal  components. They examined the 
sources of low‐ latitude ionospheric E × B drifts and their 
variability. In  particular, when they compared the calcu-
lated drifts for March equinox and an F10.7 cm flux of 150 
with the Fejer’s ROCSAT‐1 empirical model, they found 
excellent agreement in the magnitude and longitude of the 
four peaks in E × B drift. They found that the main contri-
bution for the production of daytime vertical E × B drift 
velocities comes from neutral winds in the E‐dynamo region 
and the longitude variability in E × B drift is due to both 
migrating and nonmigrating tides.

3. Scherliess et  al. [2008] also observed the four‐cell 
 longitude pattern in TOPEX/TEC observations. The 
TOPEX/Poseidon satellite incorporates a dual‐frequency 
altimeter operating at 13.6 GHz and 5.3 GHz to observe 
ocean surface heights. The dual‐frequency allows the 
total electron content (TEC) to be measured from the sat-
ellite altitude of 1336 km to the ocean surface. Scherliess 
et  al. binned the TEC observations between 1992 and 
2005 for quiet days into equinox, June solstice, and 
December  solstice periods by local time. The 12–16 LT 
period clearly displayed the four‐cell pattern that had 
been observed by other techniques, previously [England 
et al., 2006; Kil et al., 2007; Lin et al., 2007b]. Anderson 
et al. [2009]  quantified the daytime, equatorial E × B drift 
velocities presumably associated with the four‐cell 
 structures seen in the TOPEX/TEC observations. They 
investigated the  seasonal and longitudinal dependence of 
the daytime vertical E × B drift velocities using a recently‐

developed technique for inferring realistic E × B drifts 
from ground‐based magnetometer  observations [Anderson 
et al., 2002, 2004, 2006]. They used appropriately placed 
magnetometers in the Peruvian, Philippine, Indonesian, 
and Indian  longitude sectors to determine the E × B drift 
velocities at these four locations. They observed that at 
the boundary of the TOPEX/TEC four‐cell  structure 
between the Philippine and Indonesian  sector, the maxi-
mum daytime E × B drift velocity went from 23 m/sec in 
the Philippine sector to 15 m/sec in the Indonesian sector. 
This is across 15° longitude or about 0.5 m/sec/degree. 
Figure 8.1 taken from the paper by Anderson et al. [2009] 
displays the magnetometer‐inferred E × B drift velocities 
at the four  longitude sectors for Equinox and June Solstice 
periods in 2001 and 2002. These are superimposed on the 
TOPEX/TEC curves  generated by Scherliess.

Fang et al. [2013] studied the longitudinal and day‐to‐day 
variations in the ionosphere using model simulation. The 
GIP model with  electrodynamic solver was driven by  neutral 
winds from the Whole Atmosphere Model (WAM) to pro-
vide global electric fields. WAM is a general circulation 
model of the neutral atmosphere built from the National 
Weather Service (NWS) operational weather  prediction 
Global Forecast System (GFS). The height  coverage is from 
the surface to the exobase at the nominal height of about 
600 km. WAM is capable of producing realistic representa-
tion of lower atmosphere sources of tidal waves important 
for the E‐region dynamo. Their simulation produced signifi-
cant longitudinal variation of the daytime equatorial verti-
cal drifts (Fig. 8.2). The magnitudes of  several nonmigrating 
tides in the paper also showed good agreement with obser-
vations. Through analyzing tidal modes from WAM winds, 
they confirmed that the four‐cell longitudinal structure that 
shows up in the ionosphere is  dominated by the DE3 tide.

4. Pedatella et al. [2011] carried out an investigation that 
studied both observations and model simulations of the 
 longitudinal variations in the F‐region ionosphere and 
the  topside ionosphere‐plasmasphere. They analyzed the 
COSMIC observations of TEC above and below 800 km 
altitude to study the local time and seasonal  variations in 
the longitude structure. The predominant feature during 
equinox is a four‐cell longitude pattern in TEC below 
800 km that persists into the night. The model simula-
tions are based on the coupled GIP and the NCAR 
Thermosphere‐Ionosphere‐Electrodynamics General Cir-
culation Model (TIE-GCM). The model simulations repli-
cate the COSMIC observations of TEC below 800 km and 
further confirm that nonmigrating tides are  the primary 
mechanism for  generating longitude  variations in the F‐
region ionosphere. The theoretically calculated E × B drifts 
show a clear four‐cell pattern when tidal  forcing is included, 
and there are very sharp longitude gradients in E × B drift 
at the cell  boundaries in agreement with the C/NOFS IVM 
observations discussed by Araujo‐Pradere et al. [2011].
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Figure  8.2 Longitudinal variation of equatorial vertical drifts at all local times from 10 simulation days  
[Fang et al., 2013] (see discussion in text).
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8.3. MODELING THE IONOSPHERIC EFFECTS 
OF THE FOUR‐CELL LONGITUDE STRUCTURE

In order to study the longitude gradients of the E × B 
drift velocities at the boundaries of the TOPEX/TEC 
four‐cell structures, Araujo‐Pradere et al. [2011] utilized 
C/NOFS IVM measurements. IVM E × B drift velocities 
are meridional ion drifts, perpendicular to B and in the 
plane of the magnetic meridian, measured with an accu-
racy of 2 m/sec and a sensitivity of 1 m/sec [de La 
Beaujardière et al., 2004]. The C/NOFS satellite is in a 13° 
inclination orbit with an apogee of 840 km and a perigee 
of 400 km. For a more detailed description of C/NOFS 
and the IVM sensor, the reader is referred to the paper by 
de La Beaujardière et  al. [2004]. Araujo‐Pradere et  al. 
[2011] found that sharp longitude gradients were present 
at the four‐cell boundaries and they existed on a day‐to‐
day basis. For IVM daytime E × B drift velocities to be 
useful, a number of constraints had to be imposed related 
to local time, altitude, and longitude [Araujo‐Pradere 
et al., 2011]. The constraint on local time is to choose C/
NOFS IVM E × B drift observations only between 10 and 
13 LT. This insures that the E × B drifts are near their 
maximum daytime values so that sharp longitude gradi-
ents in E × B drift velocities are due to longitude effects 
and not due to local time changes. Since IVM observa-
tions are within ±15° magnetic latitude, and there is very 
little height gradient in daytime E × B drift velocities up 
to an apex height of 800 km [Pingree and Fejer, 1987], no 
magnetic latitude constraints had been applied to the 
data. Because of all the constraints in local time and alti-
tude, it is not possible to measure E × B drifts at all longi-
tudes every day. The paper by Araujo‐Pradere et al. [2011] 
only examined IVM observations in March, October, and 

December 2009. The cases that were examined all con-
sisted of three consecutive days in a row.

Figure  8.3, taken from Araujo‐Pradere et  al. [2011], 
depicts the IVM‐observed E × B drift velocity gradient in 
the eastern Pacific sector between ~ 240°E and 265°E 
 longitude for 3 consecutive days on March 19, 20, and 21, 
2009. For these 3 days the slopes in the gradients are 
roughly +3 m/sec/degree. The altitude and magnetic lati-
tude changes are, respectively, from 405 km to 450 km and 
1°S to 11°N. The right‐hand side of the figure, from 
Scherliess et  al. [2008] presumably indicates that the 
boundary of the Eastern Pacific sector cell is being 
observed in going from ~ 240°E to 250°E longitude. The 
TEC observations in Figure  8.3 were normalized to a 
common baseline as described in Scherliess et al. [2008]. 
Table 8.1 demonstrates the velocity gradient observed in 
other periods at different longitude sectors. As discussed 
in the paper by Araujo‐Pradere et al. [2011], in every case, 
the locations of the sharp gradients coincides with the 
TOPEX/TEC‐observed boundaries. For this reason, we 
infer that these gradients are associated with the four‐cell 
boundary, and demonstrate from C/NOFS IVM observa-
tions that the longitude gradients in E × B drift velocity at 
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Figure 8.3 (Left) IVM‐observed E × B drift velocities for 19–21 March 2009 between 10 and 12 LT; (right) relative 
TEC observed by TOPEX satellite [whole figure from Araujo‐Pradere et al., 2011].

Table 8.1 The Sharp Longitude Gradients in E × B Drift 
Velocities

Date E. longitude
E × B drift velocity 
gradient

October 11–13, 2009
March 19–21, 2009
December 8–9, 2009

133° to 145°
240° to 250°
245° to 260°

−1.3 m/sec/degree
+3 m/sec/degree
−1.7 m/sec/degree

Source: Araujo‐Pradere et al. [2011].
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the boundaries of the four‐cell structures are very strong 
and exist on a day‐to‐day basis.

In order to study the effects of sharp longitude gradi-
ents in vertical E × B drift velocities on ionospheric elec-
tron and ion densities, we have chosen two specific days, 
23 March and 7 October 2009, where IVM E × B drift 
velocities were obtained at the boundary between the 
Peruvian longitude sector and the Atlantic sector. For 
both days, the local times of the IVM observations run 
from 10 LT to 13 LT. Figure 8.4a presents IVM observa-
tions for March 23 where there is a sharp decrease in 
E × B drift velocity between 285°E and 300°E geographic 
longitude, going from 55 m/sec to 10 m/sec over this 15° 
segment. This amounts to a −3 m/sec/degree gradient. 
Figure  8.4b presents IVM observations for October 7 
where there is a sharp increase in E × B drift velocity 
between 300°E and 337°E geographic longitude. The 
velocity increases from −10 m/sec to 40 m/sec over this 
interval for an E × B drift gradient of +1.3 m/sec/degree. 
Both of these days are extremely quiet with daily Ap val-
ues of 3 and 2, respectively, and an F10.7 cm flux value of 
69 for both days.

The very sharp longitude gradients in daytime, vertical 
E × B drift velocities found by Araujo‐Pradere et  al. 
[2011] were incorporated into the time‐dependent, theo-
retical ionospheric model GIP to calculate the effects of 
these gradients on low‐latitude ionospheric parameters 
[Araujo‐Pradere et al., 2012]. The stand‐alone version of 
GIP, in which the thermospheric parameters and equato-
rial vertical drift are externally specified, is used for the 
study. The horizontal neutral wind from the Horizontal 
Wind Model [HWM‐93; Hedin et  al., 1996] and ther-
mospheric parameters (densities and temperature) from 
the Naval Research Laboratory Mass Spectrometer 
Incoherent Scatter Radar model [NRLMSISE‐00; Picone 
et al., 2002] are used to drive the model. The equatorial 

vertical drifts are specified either by the climatological 
model [Scherliess and Fejer, 1999] or by the IVM 
observations.

The observed vertical drifts are larger than the values 
derived from the climatological drift model. Therefore, 
the climatological drifts used in GIP simulations were 
multiplied by 1.5. Even though the C/NOFS IVM E × B 
drift velocities measured on 23 March 2009 near 280°E 
longitude and on 7 October 2009 near 340°E longitude 
seem somewhat higher than average, it is not the intent in 
this paper to go into details of the ongoing IVM valida-
tion efforts. We simply accept these values and have 
adjusted the Scherliess and Fejer climatological model to 
match the higher daytime E × B values to avoid disconti-
nuities near 280°E and 340°E longitudes.

The first set of ion density calculations assumed the 
absence of any sharp longitude gradients in E × B drift 
velocity. The E × B drift velocities times 1.5 is termed the 
Scherliess and Fejer control run (SF control) and the cal-
culated ion densities at 400 km and 1400 LT are pictured 
in Figure 8.5a. In the second set of simulation, in order to 
calculate ion densities as a function of altitude, latitude, 
longitude, and local time, that reflect the sharp longitude 
gradients in E × B drifts pictured in Figures 8.4a and 8.4b, 
the same conditions of drifts from SF control are chosen 
to represent the E × B drift inputs to the GIP model 
 outside of the geographic longitude region between 
285°E and 340°E longitude. Between 285°E and 340°E 
longitude, IVM‐observed drifts with sharp gradient are 
specified in the GIP. The drift velocities are reduced by 
roughly  –  3 m/sec/degree from 55 m/sec to 0 m/sec from 
285°E to 300°E longitude and increased from 0 m/sec to 
40 m/sec from 300°E to 337°E longitude. These E × B 
drift changes are implemented after 8 LT at all longitudes 
between 285°E and 337°E. This is termed the IVM model 
and the calculated ion densities at 400 km and 1400 LT 
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are displayed in Figure 8.5b. Both sets of simulations are 
run for 10 days until model reaches the steady state.

Note that the crests of  the equatorial anomaly in 
Figure  8.5a are roughly symmetric about the geomag-
netic equator as the magnetic equator moves northward 
in going from the Peruvian to the Atlantic longitude 
 sectors. The crests are located at roughly ±15° magnetic 
longitude and are the result of  the daytime, upward 
E × B drift velocity that is incorporated into the GIP 
model. In the absence of  upward E × B drift, the equato-
rial anomaly crests do not form [Hanson and Moffett, 
1966]. This dependence of  crest formation on the mag-
nitude of  upward E × B drift velocity is clearly demon-
strated in Figure 8.5b. At 280°E geographic longitude, 
the anomaly is well‐formed and the crests are located at 
±15° magnetic latitude. As the longitude changes from 
280°E to 300°E, the crests are located closer and closer 
to the magnetic equator because the daytime E × B drift 
velocity is decreasing dramatically as pictured in 
Figure 8.4a. Essentially, the equatorial anomaly disap-
pears between 300°E and 305°E longitude. Eastward of 
305°E, the crests begin moving away from the magnetic 
equator because the E × B drift velocity is increasing as 
pictured in Figure 8.4b. By 337°E longitude, the crests 
are located at ±15° magnetic latitude. In essence, the 
steeper the longitude gradient in E × B drift, the steeper 
the longitude  gradient in the equatorial anomaly crest 
location.

8.4. EVIDENCE FOR THE EXISTENCE OF  
A FOUR‐CELL STRUCTURE IN PRE

There does not appear to be any direct evidence for a 
four‐cell longitude pattern in prereversal enhancement 
(PRE) from E × B drift observations as reported by Kil 
et al. [2007] and Fejer et al. [2008] using the ROCSAT‐1 

satellite. However, there may be indirect evidence that 
such a pattern exists, at times. We describe, briefly, studies 
that relate to this indirect evidence.

Probably the strongest evidence that a four‐cell pattern 
in PRE comes from the IMAGE/FUV observations 
reported by Sagawa et al. [2005] and Immel et al. [2006] 
since these were nighttime 135.6 nm images that indicate 
the Nmax values at the crests of the equatorial anomaly. A 
recent paper by McDonald et  al. [2011] demonstrates a 
strong linear relationship between the equatorial anom-
aly and the PRE at solar minimum. Comparing the 
135.6 nm radiances measured by the Tiny Ionospheric 
Photometer (TIP) onboard the COSMIC satellite with 
the E × B drift velocities measured at Jicamarca, Peru, they 
derived a linear relationship between the crest‐to‐trough 
ratio of  the Nmax F2 values and the PRE under solar 
minimum conditions. Previously, Whalen [2001, 2003], 
using an array of  ionospheric sounders to determine 
Nmax F2, found a linear relationship between Nmax F2 at the 
crest of the equatorial anomaly and PRE. Correlating 
plasma bubbles, evening equatorial ionization anomaly, 
and the equatorial prereversal enhancement in E × B 
drifts at solar maximum from data collected from DMSP, 
ROCSAT‐1, and CHAMP satellites, Li et al. [2008] found 
a four‐cell longitude structure in the crest‐to‐trough ratio 
during the equinox period from CHAMP observations of 
electron density between 18 and 20 LT.

Bankov et  al. [2009] examined the “wavenumber 4” 
(WN4) longitude distribution of different ion species at 
low latitudes from DMSP‐F13, DMSP‐F15, and Demeter 
satellites. From the Special Sensor‐Ion, Electron and 
Scintillation (SSIES) sensor on DMSP‐F13 and 15 and 
the Instrument Analyser de Plasma (IAP) on Demeter, 
they found that WN4 is a regular feature in the major ion, 
O+, longitude distribution. DMSP‐F15 is at 840 km and 
sun‐synchronous at 2130 LT while Demeter is at 730 km 
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and 2230 LT. At these local times, a WN4 feature in the 
major ion implies a WN4 feature in PRE.

Another indicator that there might exist a four‐cell 
longitude structure in PRE would be to observe if  there 
is a four‐cell structure in the F‐region zonal neutral wind 
velocities after sunset. Anderson and Roble [1974] theo-
retically demonstrated that if  the F layer is raised signifi-
cantly after sunset by the enhanced upward E × B drift 
velocity, then the eastward zonal neutral wind velocity 
increases dramatically up to 250 m/sec because of  the 
reduced ion drag on the neutrals. Häusler and Lühr 
[2009], utilizing the accelerometer aboard CHAMP, were 
able to derive thermospheric zonal wind velocities at the 
orbit altitude of  ~400 km. They studied the zonal wind 
residuals (deviations from the zonal average) using 4 yr 
of  data (2002–2005) for each month of  the year. They 
observed a wavenumber‐4 pattern in the eastward zonal 
wind residuals before and after sunset. An even more 
compelling study by Häusler et al. [2007], carrying out a 
statistical analysis of  the longitude dependence of  ther-
mospheric zonal wind observations from CHAMP, 
unambiguously determined the presence of  a wavenum-
ber‐4 pattern in longitude in the 18–21 LT time period 
with the eastward zonal wind velocity peaks at the same 
longitude sectors as the IMAGE peaks in 135.6 nm 
radiances.

Lin et  al. [2007a] analyzed ionospheric parameters 
obtained from FORMOSAT‐3/COSMIC radio occulta-
tion observations. They examined the temporal variations 
of the four‐cell longitudinal structure in integrated (400–
450 km altitude) total electron content averaged between 
±15° magnetic latitude in 2 hr segments. During the day-
time, the four‐cell structure emerged in the 1000–1200 LT 
period and was evident through the 2000–2200 LT period. 
They also constructed peak altitude maps at various local 
times. In contrast to the integrated TEC maps, the four‐
cell structure in peak altitude emerges in the 0800–1000 
LT period and disappears after the 1800–2000 LT period. 
They state that the observed peak altitudes after sunset 
are much more complicated than the TEC observations 
and what should be a clear signature if  a four‐cell struc-
ture in PRE existed, does not seem to be present.

In another paper that connects the four‐cell pattern in 
airglow brightness after sunset to daytime four‐cell pat-
terns in E × B drift velocities rather than a four‐cell pat-
tern in PRE, England et  al. [2008] demonstrate, using 
Another Model of the Ionosphere (SAMI2) theoretical 
model, that calculated brightness intensities using day-
time E‐region dynamo electric fields agree with the 
observed variations in brightness and latitude of the air-
glow bands for input conditions to the SAMI2 model. 
The conditions at the maximum of the wave‐4 pattern 
produce a 40% brightness increase over the conditions for 
the minimum of the wave‐4 pattern. The contributions 

are most significant for changes close to local noon and 
in the late afternoon.

Ironically, in a recent paper by England et  al. [2010] 
that models and examines possible coupling mechanisms 
responsible for the longitudinal structure of  the equato-
rial ionosphere, the calculated vertical drift at the geo-
magnetic equator at 400 km altitude as a function of 
local time and geographic longitude displays a four‐cell 
pattern of  25 m/sec at the peaks at noontime and also a 
four‐cell structure in PRE of 15 m/sec at 1830 LT. 
These calculations were carried out using TIME‐GCM 
simulations.

8.5. CONCLUSIONS

In this brief  chapter, we have attempted to demon-
strate that a clear, four‐cell signature exists in daytime, 
vertical E × B drift velocities as a function of  longitude 
as obtained primarily from satellite observations. The 
longitudes of  the peaks agree with the longitudes of  the 
maximum airglow intensities seen after sunset from 
IMAGE  135.6 nm observations [Sagawa et  al., 2005; 
Immel et  al., 2006]. From modeling studies by various 
authors, the consensus seems to be that the eastward 
propagating, nonmigrating wave‐3 (DE3) diurnal tidal 
mode is responsible for producing the four‐cell structure. 
This tidal mode is apparently generated in the tropo-
sphere by latent heat release in the strong convection 
zones and propagates upward into the lower thermo-
sphere and E‐region ionosphere generating zonal electric 
fields with a characteristic four‐cell structure.

We have also demonstrated from C/NOFS IVM obser-
vations that the longitude gradients in E × B drift velocity 
at the boundaries of the four‐cell structures are very 
strong and exist on a day‐to‐day basis. When these sharp 
gradients are introduced into time‐dependent, theoretical 
ionospheric models, they produce ion density crests that 
rapidly converge to the magnetic equator. Essentially, the 
steeper the longitude gradient in E × B drift, the steeper 
the longitude gradient in the equatorial anomaly crest 
location.

Finally, we provide indirect evidence from a number of 
publications that may suggest the existence of a four‐cell 
pattern in PRE. We also describe some publications 
that  suggest the absence of a four‐cell pattern in PRE. 
It would appear that this is still an open and important 
question to answer. Clearly, more theoretical modeling 
work needs to be carried out.
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9.1. INTRODUCTION

Although much progress has been made in the study of 
ionospheric density structure and dynamics in the last dec-
ade, many gaps still remain in the global understanding 
of the fundamental formation of equatorial ionospheric 
density irregularities. This is in part due to the uneven dis-
tribution of ground‐based instruments. In Africa, there is 
a significant lack of ground‐based space physics instru-
mentation. To date, much of what is known about the 

physics of equatorial ionospheric density structures is 
based on observations of the incoherent scatter radar at 
Jicamarca, Peru. However, Jicamarca is located in the 
American sector (outside of Lima, Peru) where there is a 
fairly large excursion between the geomagnetic and geo-
detic equator due to the dip of the geomagnetic equator. 
The inclination and magnitude of the magnetic field at 
Jicamarca differ considerably from that of African sector. 
Equatorial ionospheric phenomena, such as equatorial 
vertical density structure, equatorial electrodynamics, and 
the tidal behavior of thermospheric winds and tides, are all 
in some way influenced by the regional geomagnetic field, 
its declination, and the proximity of the magnetic to the 
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geographic equator. All these make it impossible to observe 
the temporal and spatial structures of the small‐to‐medium 
scale density irregularities in the region, which becomes 
the barrier for the ongoing global equatorial  ionospheric 
modeling effort. Satellite observations demonstrate this 
and often show that there are large differences in the for-
mation of ionospheric irregularities over Africa as com-
pared to other longitudinal sectors [e.g., Hei et al., 2005]. 
Thus predictions of African‐sector equatorial ionospheric 
phenomenon cannot be made based on Jicamarca radar 
observations. However, until recently, the equatorial iono-
spheric density structure in the African sector has been 
estimated based on model interpolation.

Understanding the physics behind equatorial iono-
spheric irregularities in the African sector, which has the 
largest land mass (along the geomagnetic equator) in the 
world, is becoming critical to our technological systems. 
In fact, our communication and navigation technologies 
depend on understanding, modeling, and mitigating the 
effects of these irregularities [Doherty et al., 2004]. During 
the past couple of years, a number of small instruments 
such as magnetometers, ionosondes, and GPS dual fre-
quency receivers, have been deployed in Africa [Yizengaw 
et al., 2013]. Yizengaw et al. [2012] applied tomographic 
reconstruction technique to the collection of GPS slant 
TEC (i.e., line integral of the free electron density along 
individual line of sight) obtained by the newly deployed 
chain of GPS receivers and reported, for the first time, 
huge vertical density structure and magnitude difference 
between African and American longitudinal sectors.

The tomographic reconstruction essentially obtains the 
vertical structure of electron density from the collections 
of slant GPS TECs observations in the region. The bot-
tom side ionospheric density structure and dynamics can 
be imaged using GPS network on the ground (from now 
onward termed as ground‐based tomography in this 
paper), and has been successfully verified using indepen-
dently measured density profiles, such as incoherent scat-
ter radar and ionosondes [e.g., Pryse, 2003; Yizengaw 
et al., 2007] as well as using in‐situ density observations 
[e.g, Yizengaw et  al., 2012]. The GPS observations on 
board LEO can be used to obtain the vertical density dis-
tribution of the topside ionosphere and plasmasphere by 
applying tomographic reconstruction on the slant TEC 
with elevation angle greater than zero (referred to as 
space‐based tomography in the rest of  the paper). The 
advantage of space‐based tomography is its ability to 
image the density structure of the topside ionosphere and 
plasmasphere, which cannot be done using ground‐based 
tomography due to F‐region density domination [e.g., 
Yizengaw et al., 2006]. The reconstruction plane is discre-
tized into pixels, and usually, but not necessarily, for the 
ground‐based tomography the pixels are subdivided equi-
distantly with height and angular spacing [e.g., Yizengaw 
et al., 2012]. However, for the space‐based tomography, 

the grid height is not uniform, rather it increases as a 
function of altitude [e.g., Heise et  al., 2002; Yizengaw 
et al., 2006; Jakowski et al., 2007]. By assuming that the 
density is uniform in each pixel [Tsai et  al., 2002], the 
TEC along the ray path can then be represented as a finite 
sum of shorter integrals along segments of the ray path 
length and is given by:

 
STEC n r dl n di

j

M

j ij
1  

where STECi is the integrated density along the line‐of‐
sight of ray i, n(r) is the electron density at a point r along 
the ray path, dij is the ith raypath length inside pixel j, nj 
corresponds to the average electron density inside pixel j. 
We use the algebraic reconstruction technique (ART) to 
invert the slant TEC into vertical density profiles. Detailed 
description of the ART algorithm and discussion about 
the potentials and limitations of the technique can be 
found [e.g., Na et  al., 1995; Raymund, 1995; Yizengaw 
et  al., 2012 and the reference therein]. Yizengaw et  al. 
[2012] also utilized the newly deployed ground‐based 
magnetometers and estimated, using the technique 
described in [Anderson et al., 2004; Yizengaw et al., 2014], 
the corresponding equatorial electrodynamics that g overn 
the equatorial density distributions at these longitudinal 
sectors and found stronger dayside vertical drift in the 
American sector compared to the African sector.

The Low Earth Orbiting (LEO) satellites, with dual 
f requency GPS receiver onboard, offer a unique opportu-
nity for remote sensing of the global ionosphere on a 
continuous basis. By measuring the phase delay of radio 
waves from GPS satellites as they are occulted by the 
Earth’s atmosphere, the GPS receiver on board LEO sat-
ellites provides accurate and precise vertical density pro-
files of the bending angles of radio‐wave trajectories at 
different locations [e.g., Hajj and Romans, 1998]. Since the 
mid‐1960s, the radio occultation technique has been used 
to study the structure and properties of the atmospheres 
of not only Earth but also other planets, such as Venus, 
Mars, some other outer planets, and many of their moons 
[e.g., Lindal et al., 1983 and the referencess therein]. The 
success of the GPS/Meteorology (GPS/MET) [Hajj and 
Romans, 1998] mission in 1995 inspired a number of fol-
low‐on missions that include radio occultation experi-
ments, including the Gravity Recovery and Climate 
Experiment (GRACE) [Chen et al., 2005] and Germany’s 
Challenging Minisatellite Payload (CHAMP) [Jakowski 
et  al., 2007], and the joint U.S./Taiwan Constellation 
Observing System for Meteorology, Ionosphere and 
Climate (COSMIC) [Schreiner et al., 2007]. The six‐satel-
lite COSMIC constellation, which was launched in April 
2006, alone has been providing an unprecedented global 
coverage of density profiles (up to 3000 profiles per day) 
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with the vertical resolution of nearly 1 km. Therefore, the 
combined profiles from different LEO satellites provide 
excellent opportunities to explore the dynamics and 
structure of the ionosphere of the region, like Africa, that 
has been devoid of ground‐based instruments.

In this chapter, we present the longitudinal variability 
of the ionospheric vertical structures, primarily the vari-
ability of ionospheric peak‐density magnitude (NmF2) 
and its location in terms of altitudes (hmF2), and com-
pared it with tomographically inverted density profiles. 
The tomographically imaged topside ionosphere and 
plasmasphere density profiles using data from the LEO 
satellite constellation are also included in this paper.

9.2. DATA ANALYSIS

For this study, we used the ground‐ and space‐based 
GPS receivers’ data. The GPS constellation currently 
consists of 29 satellites orbiting at ~55° inclination in six 
distinct orbital planes and at ~20, 200 km altitude (~4.2 L). 
Each satellite broadcasts two L‐band signals at frequen-
cies f1 1 57542.  GHz and f 2 =1.2276 GHz, and con-
tinuously received by GPS receivers on the ground and 
onboard LEO satellites. Owing to the dispersive nature 
of the ionosphere, dual‐frequency GPS measurements 
can provide integral information about the ionosphere 
and plasmasphere by computing the differential phases 
of the code and carrier phase measurements recorded at 
the ground‐ and space‐based GPS receivers [Coster et al., 
2003]. Details of TEC calculation from GPS observa-
tions are described in several papers [e.g., Yizengaw et al., 
2004; and references therein]. However, the TEC meas-
urements provide only the line integral of the free elec-
tron density along individual line of sight and cannot 
provide information about the vertical structures of the 
density distribution. Therefore, to infer the vertical 
d ensity distributions of the ionosphere and plasmasphere, 
we applied the tomographic inversion technique on ground‐
based (ground‐based tomography) and space‐based 
(space‐based tomography) GPS TECs. A detailed descrip-
tion of the tomographic reconstruction technique we 
used for this study can be found in Yizengaw et al. [2012].

The number of LEO satellites that are equipped with 
dual‐band frequency GPS receivers increases dramati-
cally and provides excellent opportunity to continuously 
monitor the ionosphere below the LEO satellite orbiting 
altitude using occultation technique. The LEO satellites 
are located at different altitudes, which is very important 
for imaging the topside and plasmasphere density 
d istributions from different altitudes.

Figure  9.1 shows the 2-hr ground tracks (top panel) 
global coverage of LEO satellites that are used for this 
study with different colors depicting different satellites. 
The middle panels in Figure 9.1 indicate the ground tracks 
of different LEO satellites’ descending passes, color coded 

with the magnitude of topside ionosphere and plasmas-
phere TEC values. The difference in the orientation of the 
passes is due to orbital inclination difference for various 
LEO satellites. Similarly, the density profiles at certain 
latitudes range (25°S–25°N latitudes) but for all longi-
tudes that are binned into altitude and local time bins is 
shown in the bottom panel of Figure 9.1. In this figure, 
the electron density profiles are retrieved from radio 
occultation measurements on board CHAMP, COSMIC, 
and GRACE satellites. Such combined data may be useful 
to get climatological information on the vertical distribu-
tion of ionospheric plasma structure as a function of lati-
tudes, local time, and longitudes, especially in the regions 
that are devoid of ground‐based instruments. The data 
from LEO satellites that we used are obtained from the 
COSMIC database (http://cosmic‐io.cosmic.ucar.edu/
cdaac/index.html). The accuracy of the TEC and occulta-
tion profiles is believed to be 1–3 TECU and 104–1 cm5 30 , 
respectively, and it is a very useful dataset for large‐scale 
ionospheric structure studies.

9.3. RESULTS AND DISCUSSION

The vertical motion of the F‐region ionosphere, which 
is governed by equatorial electrodynamics or vertical 
drift velocity, can also be monitored by instruments 
onboard LEO satellites. The radio occultation profiles 
are the suitable and valuable dataset to monitor the verti-
cal motion of the F‐region peak density. Therefore, in 
order to understand the longitudinal difference in the 
vertical motion of the ionosphere, we extracted the  
F‐region peak altitude (hmF2) and density (NmF2) at 
 different longitudes and different local time sectors. This 
provides good insight of ionospheric vertical motions as 
a function of local time and longitudes. 

Figure 9.2 shows the 3-yr statistical global maps of the 
hmF2 (left panels) and NmF2 (right panels) extracted from 
occultation profiles estimated from GRACE and 
COSMIC GPS observations and plotted as a function of 
latitude and longitudes. The local time and years of 
observation are shown at the top. Each panel from top to 
bottom represents different seasons, which are indicated 
at the top of each panel. Just to make the structure clear, 
we deliberately used a different color scale for different 
seasons. As can be seen in the figures, a clear longitudi-
nal  variability is evident. The well‐known wavenumber 
4  structure is clearly visible, especially on the maps of 
hmF2 and that creates expanded equatorial anomalies (left 
panel) at the corresponding longitudes where the peak 
hmF2 occurs, which is predominantly visible  during fall 
equinox. The peak hmF2 at four different longitudes indi-
cates that the vertical drifts magnitudes are stronger at 
those longitudes, which is consistent with earlier observa-
tions [e.g., England et al., 2006; Yizengaw, 2012 and the 
reference therein].
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It is well known that the photo ionization of the Earth’s 
ionosphere depends on the incidence angle of solar radia-
tion, which then causes the latitudinal variation of the 
total ionization. The latitudinal difference can be caused 
also by transport, which is strongly influenced by magnetic 

and electric fields that take plasma from one region to 
another. This creates clear latitudinal density magnitude 
difference, such as the well‐known equatorial ionization 
anomaly (EIA) with the enhanced ionization crest located 
at about ±15° from the geomagnetic equator.
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Figure 9.1 The top panel shows the ground‐tracks global coverage of COSMIC, CHAMP, GRACE, METOP, and 
TerraSAR‐X LEO satellites within 2 hr. The second to fourth panels from top, respectively, show the 1 day descend-
ing passes, color coded with topside TEC values from CHAMP, COSMIC and METOP, and GRACE and TerraSAR‐X 
satellites. Bottom panel shows occultation density profiles from GRACE, CHAMP, and COSMIC observations over 
the equatorial region (25°S–25°N latitudes) from all longitudes.



ImaGInG the Global VertIcal DenSIty Structure from the GrounD anD Space 109

The solar cycle variability of ionospheric vertical 
motion is also investigated using the extended occultation 
data coverages. Nearly, two solar cycle hmF2 and NmF2 
structures are shown in Figure 9.3. The figure shows the 
global maps of hmF2 (left) and NmF2 (right) as a function 
of latitude and longitude. The panels from top to bottom 
indicate the structure of the two parameters during solar 
maximum (top), solar minimum (second panel from the 
top), and solar maximum (third panel from the top) peri-
ods. Again the color scale is different for different panels, 
and the F‐layer peak daytime ionization has been reduced 
by nearly 50% during the solar minimum period com-
pared with the solar maximum period. The second panel 
from the bottom in Figure  9.3 shows the F‐layer peak 
density difference between solar maximum (2011–2013) 
and solar minimum (2006–2008) periods, indicating a 
clear longitudinal difference in the solar cycle variability 
of the F‐layer density. Similarly, the average solar radio 

flux (F10.7 cm), which is a proxy for EUV radiation that 
ionizes the ionosphere, is reduced from ~120 in 2011–
2013 down to 80 in 2006–2008 as shown in the bottom 
panel of Figure 9.3. In the same manner, the F‐layer peak 
density altitude (hmF2) decreases by up to 80 km during 
solar minimum throughout all latitudes as shown in the 
second panel from the bottom in Figure  9.3. Since the 
orbit altitude of the LEO satellites decreases through 
time, the true value of hmF2 might be a slightly different, 
probably higher value, since some of the LEO satellites 
may orbit underneath the actual hmF2 altitudes, such as 
the CHAMP satellite.

The ionospheric F‐layer peak values (hmF2 and NmF2) 
can also be extracted from the tomographically esti-
mated density profiles using ground‐based observations. 
Recently, a few GPS receivers have been deployed in  
the African sector, mainly in the East African region. 
Yizengaw et al. [2012], utilizing the GPS observation from 
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Figure 9.2 The 3-yr averaged statistical F‐layer peak density (right panels) and altitude (left panels) extracted from 
occultation density profiles obtained by COSMIC and GRACE. Different panels from top to bottom represent 
d ifferent seasons as shown at the top of each panel.



110 IonoSpherIc Space Weather

these new instruments, tomographically imaged the iono-
spheric vertical density structure of the East African sec-
tor. From their full‐day tomographically reconstructed 
density profiles, we extracted the F‐layer peak values. 
Figure 9.4 shows the F‐layer peak density (bottom panel) 
and altitude (top panel) extracted from 1 month (October 
2008) of continuous tomographic images.

In this typical example, only the dayside (11:00–18:00 
LT) peak values are plotted. These peak values that are 
extracted from the tomographic profiles are also com-
pared with the peak values extracted from LEO satellites’ 
occultation profiles. The scatter plot comparison of 1 
month (1–30 October 2008) of observations, only in the 

vicinity of East African longitudinal sectors, is shown in 
Figure 9.5. The comparison is performed deliberately for 
only the data obtained at low latitudes (30°S–30°N) and 
only for daytime (11:00–18:00 LT), because occultation 
profiles perform poorly due to the equatorial electro-
dynamics that drive the equatorial density structure 
unstable in these regions and local times.

As shown in Figure 9.5, the tomographically estimated 
peak altitude (hmF2) is slightly higher than that of the 
value estimated from occultation profiles with the corre-
lation coefficient of 0.657. On the other hand, the peak 
density (NmF2) extracted from tomography is marginally 
less than the peak density from occultation profiles, and 

Figure 9.3 Solar cycle differences in F‐layer peak density (left panels) and peak altitudes (right panels) during fall 
equinox. The top three panels show peak values during solar maximum, solar minimum, and solar maximum 
periods. The second panel from the bottom shows the difference between solar  maximum (2011–2013) and mini-
mum (2006–2008) periods. Bottom panels show the average of F10.7 values for  different solar cycle conditions.
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Figure 9.4 Dayside F‐layer peak density (bottom panel) and altitude (top panel) values extracted from tomo-
graphically imaged density profiles at the East African longitudinal sector.
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shows a very low correlation coefficient, 0.322. In gen-
eral, the comparison between these independently esti-
mated F‐layer peak values, in the most unstable latitudes, 
shows very reasonable agreement. This confirms that the 
occultation profiles from the growing number of LEO 
satellites are a valuable dataset to monitor the regions 
that are devoid of ground‐based instruments.

Space‐weather events also modify the vertical structure 
of the topside ionosphere and plasmasphere region at 
s ignificantly different spatial and temporal scales [e.g., 
Yizengaw et  al., 2005]. Obviously, it is impossible to 
 monitor this region with ground‐based instruments. The 
occultation density profiles also provide only density 
 profiles below the orbiting altitude of the satellite and 
thus most of the profiles do not represent the topside 
ionosphere. The ground‐based tomographic imaging is 
also unable to show structure of the topside ionosphere 
and plasmasphere due to the dominance of the F‐layer 
density.

A growing number of LEO satellites are equipped with 
GPS receivers on board. In addition to occultation pro-
files, a growing number of LEO satellites are equipped 
with dual frequency GPS receivers and provide inte-
grated value of density distribution between LEO and 
the GPS satellites orbit altitudes. This allows us to 
remotely sense and monitor the topside ionosphere and 
plasmasphere regions. The integrated electron density 
along the ray path between a LEO and a GPS satellites, 
usually known as total electron content (TEC), can be 
derived in the same way that the ground‐based GPS TEC 
is estimated, that is, from the combination of GPS pseu-
doranges (P1–P2) and carrier phases (L1–L2) [Yizengaw 
et al., 2005].

However, by themselves, a series of TEC measurements 
are just a collection of line integrals of the free electron 
density and not maps of the electron density distribution 
of topside ionosphere and plasmasphere. Therefore, in 
order to address the problem of imaging the electron den-
sity profiles satisfactorily, we applied a tomographic 
inversion method on the slant TEC between LEO and 
GPS satellites [Yizengaw et  al., 2005, 2006]. A detailed 
description of the topside ionosphere and plasmasphere 
tomographic reconstruction technique can be found in 
Yizengaw et  al. [2006]. Therefore, applying the tomo-
graphic reconstruction technique to the space‐based GPS 
TEC provides a good opportunity to image the vertical 
structure of the topside ionospheric and plasmaspheric 
density effectively up to several thousand kilometers or 
up to GPS altitudes [e.g., Jakowski et al., 2005; Yizengaw 
et al., 2006].

The contour map at the top right side of Figure  9.6 
shows the tomographically reconstructed electron density 
distribution of the topside ionosphere and plasmasphere 

as a function of altitude and latitude. It is obtained by 
applying tomographic reconstruction technique on the 
topside TEC observations by three tailgating COSMIC 
satellites. The ground tracks of these COSMIC satellites 
are shown in the bottom right panel of Figure 9.6. The 
time span for the three satellites to cover the given lati-
tudes was about 70 min. By merging the data from these 
three satellites, we reconstructed a 70-min average topside 
ionosphere and plasmasphere density profile that shows 
detailed structures compared with the density structures 
reconstructed by using data from only one COSMIC 
s atellite (figure not shown here).

Once the density is reconstructed, it is possible to 
extract the density profile at different latitudes as shown 
in the top left panel in Figure 9.6 and investigate the lati-
tudinal difference in density structure and magnitude at 
different altitudes. This may help us understand the 
physics behind the horizontal and vertical plasma trans-
ports both during dayside and nightside at a very high 
altitude (topside ionosphere and plasmasphere regions). 
Similarly, the bottom left panel in Figure 9.6 shows the 
in‐situ density extracted from the tomographically 
imaged density structures at different altitudes. Such in‐
situ densities at different altitudes provide a clear insight 
about the latitudinal topside ionosphere and plasmas-
phere density structures. The troughlike structure at very 
high altitudes (i.e., in the plasmasphere) could be due to 
the plasmaspheric near‐equatorial manifestations of 
geomagnetic‐field‐aligned cavities reported from the 
Combined Release and  Radiation Effects Satellite 
(CRRES) observations [Carpenter et al., 2000, and the 
references therein].

In conclusion, the occultation profiles and topside 
TECs from the growing number of LEO satellites that are 
equipped with GPS receivers are a valuable asset to moni-
tor the global density distribution of the ionosphere and 
plasmasphere. This is primarily important for the region, 
like Africa, that has been devoid of ground‐based instru-
ments. Even in the region where there are enough ground‐
based instruments, the combination of ground‐ and 
space‐based observations has a high potential for 
monitoring the vertical structure of ionospheric and 
 plasmaspheric electron density distributions.

The promising space‐based tomographic reconstruc-
tion techniques is the most valuable means to remotely 
monitor the topside ionosphere and plasmasphere den-
sity structures. The growing number of LEO satellites 
that provide both occultation profiles and topside iono-
sphere and plasmasphere TEC values offer great promise 
to image and model the vertical density distributions of 
the Earth’s ionosphere and plasmasphere, and continu-
ously monitor space‐weather impacts on our communi-
cation and navigation systems.
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10.1. INTRODUCTION

At the dip equator, the horizontal northward geomag-
netic and eastward electric fields result in a strong upward 
vertical polarization electric field between the lower and 
upper boundary of the E region [Martyn, 1948]. This verti-
cal polarization field combines also with the horizontal 
northward geomagnetic field to generate a relatively 

intense eastward current, known as the equatorial  electrojet 
[EEJ; Chapman, 1951]. The “abnormally” enhanced daily 
regular variation of the geomagnetic field due to the EEJ 
was first observed at Huancayo in Peru in 1922. This phe-
nomenon has been observed and generalized at all longi-
tudes by Egedal [1947], which was lately confirmed by the 
POGO satellite observations [Cain and Sweeney, 1973]. 
Recent observations have resulted in the discovery of many 
special features of the equatorial and low‐ latitude iono-
sphere, among which is the equatorial  ionospheric anom-
aly (EIA). The EEJ and most of these phenomena vary as 
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feature is the “wave‐four” structure of the EEJ longitude profile. In order to understand the background physical 
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a function of the longitude, in response to the longitudinal 
dependence of the underlying physical processes.

According to the dynamo theories [Richmond, 1979, 
1989, 1995], ionospheric currents in general and the EEJ 
in particular are expected to decrease as the  geomagnetic 
main‐field intensity B increases. Thus, variation of the 
geomagnetic main‐field intensity B in longitude is suscep-
tible to cause the longitudinal variation of the EEJ. Based 
on this idea, Rastogi [1962] established an inverse correla-
tion between the EEJ intensity and the main field, by 
plotting the amplitude (H  of  the EEJ magnetic signature 
observed in different longitude sectors as a function of 
the ambient main‐field horizontal component H for 
December 1957, and March and June 1958. Gupta [1973] 
obtained a similar pattern using the lunar daily variation 
in the same stations. Sugiura and Cain [1966] and Davis 
et  al. [1967] proposed models of the EEJ based on the 
east‐west conductivity, which varies with longitude in 
response to the longitudinal inequality of B. Sugiura and 
Poros [1969] demonstrated the longitude dependence of 
ionospheric currents by setting the total current intensity 
above 280°E longitude at 100%, at 76% at 0°E, 65% at 
40°E, 56% at 80°E, and 77% E at 180°E. Onwumechili 
[1997] made a detailed review of previous studies of the 
EEJ longitudinal variation.

The studies mentioned above have mainly focused on 
the geomagnetic main‐field influence in the longitude 
dependence of midlatitude and low‐latitude ionospheric 
currents. In fact, they have not considered the possible 
impacts of the longitudinal structures of the wind  systems 
in the thermosphere that drive ionospheric currents in 
low‐latitude and midlatitude regions. In the present days, 
the wave structure of the thermospheric wind fields have 
been addressed in many recent studies [England et  al., 
2006; Häusler et  al., 2007; Häusler and Lühr, 2009]. 
Furthermore, the influence of the wave structure of the 
thermospheric wind fields on various low‐latitude iono-
spheric parameters have been investigated [Immel et al., 
2006; Kil et al., 2007; Lühr et al., 2007; Lühr et al., 2008].

Recent magnetic measurements performed on board 
Ørsted, SAC‐C, and especially CHAMP satellites have 
resulted in accurate description of the EEJ longitude 
 profile [Jadhav et al., 2002; Doumouya and Cohen, 2004; 
Lühr et al., 2004; Alken and Maus, 2007]. From the analy-
ses of these profiles, the wave‐four structure has been set 
forth as the dominant characteristic of the EEJ longitude 
profile. However, the underlying physical processes that 
control this wave‐four structure are not completely 
understood.

In this work, we review (1) the studies on the EEJ lon-
gitudinal variation, (2) the influences of  the geomagnetic 
main‐field intensity and atmospheric tides on the EEJ 
current density and its longitude dependence, and (3) the 
seasonal effects in the longitude profile of  the EEJ.

10.2. AN OVERVIEW OF THE sTUDIEs ON 
THE EQUATORIAL ELECTROJET  

LONGITUDINAL VARIATION

Using POGO satellite data, Cain and Sweeney [1973] 
established the longitudinal profiles of the EEJ magnetic 
signature and compared the result with the theoretical 
result of Davis et  al. [1967] based on uniform electric 
field. For satellite observations, two significant peaks 
were observed at 100°E and 290°E, and a secondary max-
imum at 195°E. In contrast, the model profile displayed a 
minimum at 100°E in response to the high intensity of the 
main field in this longitude sector. Onwumechili and Agu 
[1980] analyzed the longitudinal structures of various 
EEJ parameters from POGO satellite data. They found 
three maxima at 100°E, 190°E, and 290°E.

Studies of the longitudinal variation of the EEJ are 
performed through its magnetic signature along the geo-
magnetic dip equator. In general, observations at the 
local noon of different longitude sectors are considered 
to represent the longitudinal variation of the EEJ. This 
representation provides an average overall view of how 
the EEJ intensity varies as a function of longitude. In 
particular, it gives an idea of how the EEJ behaves in 
response to the longitude dependence of parameters that 
control its generating physical process.

The global coverage of satellite observations makes it 
possible to represent an averaged overall view of the EEJ 
magnetic effects. Figure 10.1 shows a color map of the 
EEJ magnetic signatures obtained from CHAMP satellite 
observations in 2001 and 2002 around local noon. For 
this figure, the CHAMP satellite vector measurements of 
the geomagnetic field were used. For the study of the 
equatorial electrojet, we have considered the X (geo-
graphic northward) and Z (vertical downward) compo-
nents. Note that the satellite observations include various 
contributions (main field, crustal anomaly fields, iono-
spheric and magnetospheric current contributions). The 
main field represents about 99% of the measured mag-
netic field. To appreciate the other contributions, it is 
worthwhile to remove an estimate of the main field 
through a main‐field model. For this manuscript, the 
Gauss coefficients of IGRF (International Geomagnetic 
Reference Field) 2005 with degree and order 13 have been 
used. Elements of the geomagnetic field were computed 
along the satellite orbits. The altitude, latitude, and longi-
tude of each data point are read in the data file. For a 
given element, for example X and Z, a residual field is 
determined by subtracting the estimated value from the 
measured element at the corresponding data point.

To process the residuals, we considered only daytime 
satellite passes across the dip equator, corresponding to 
magnetic quiet‐time data with the average Kp index along 
the satellite path weaker than 2+. At the dip equator, the 
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daytime latitude profiles of the residuals exhibit the 
EEJ  signature that superimposes a long wavelength 
 background signal. To isolate the EEJ signature, the 
background signal was fitted by a polynomial function of 
degree 12. The choice of this degree was made by trial 
and error, from 6 to 30. The resulting signals become very 
stable for 12 ≥ degrees ≥18. The polynomial function was 
subtracted from the total residuals of each satellite pass 
to isolate the EEJ contribution in X and Z. Figure 10.1 
results from all the quiet‐time passes between 11 and 13 
LT in 2001 and 2002.

The shape of X (top) is the typical signature of the EEJ 
observed on board polar orbiting satellites. For a single 
latitude profile, this signature exhibits a V‐shaped depres-
sion at the dip equator that is flanked by what was called 
“shoulders” in the POGO satellite observations [Cain and 
Sweeney, 1973; Onwumechili and Agu, 1980].

The two components clearly show the different phases 
of the EEJ longitudinal variation. Furthermore, the 

 latitude extents of both components exhibit the reversals 
on the flanks of the EEJ.

During the international equatorial electrojet year 
(IEEY), simultaneous records of the EEJ magnetic effects 
were performed in different longitude sectors [Amory‐
Mazaudier et  al., 1993; Arora et  al., 1993]. Figure  10.2 
shows the network of magnetic stations that operated dur-
ing this campaign. Using the IEEY data, Doumouya et al. 
[2003] and Doumouya and Cohen [2004] established ground‐
based longitude profiles of the EEJ magnetic effect.

In Figure  10.3, the noontime IEEY ground‐based 
EEJ magnetic effect and the CHAMP satellite observa-
tions in 2001 and 2002 have been plotted together with 

the inverse of the geomagnetic‐field intensity 
1
B






 along 

the  dip  equator. The black dashed line represents 
1
B






; 

the solid red line represents the horizontal component 
(ΔH) of the EEJ magnetic effect without including the 
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Figure 10.1 Color map of the EEJ magnetic signatures obtained from CHAMP satellite observations in 2001 and 
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data from Baclieu (105.44°E); the blue line represents ΔH 
with data from Baclieu. Note that for the latitude chains 
of stations shown in Figure 10.2, the EEJ strength is esti-
mated through the maximum amplitude (∆H) of the 
 latitude profiles of the EEJ magnetic effect at the EEJ 
center [Doumouya et al., 1998]. In other words, the values 
of delta H in Figure 10.3 (at noon) have been determined 
from the network shown in Figure 10.2 during the IEEY. 
This network includes three latitude chains and four 
 individual stations located at different longitude sectors. 
For latitude chains, delta H is obtained by subtracting the 
average edge values from the maximum of H at the center 
of the latitude profiles [Doumouya et  al., 1998], for 
 individual stations to approximately account for the 
Sq  effects, 1

3
 was removed from the total amplitude of 

the daily range at each station.
The dashed red line and the solid black line at the 

 bottom of Figure  10.3 represent the averaged absolute 
 values of delta X obtained from CHAMP satellite obser-
vations in 2001 (last 7 months) and 2002 (annual), respec-
tively. The values of delta X were determined from the 
EEJ signatures that were isolated from the residuals as 
described above. Delta X was obtained by subtracting the 
mean edge values from the peak values at the dip equator.

The inverse 
1
B






 of  the main‐field intensity and ΔH 

without data at the longitude (105.44°E) of Baclieu 

(red line) exhibit similar patterns except a slight increase 
in ΔH between 0° and 30°E. In contrast, when the data 
from Baclieu are included, an important maximum 
appears at the 105.44°E longitude. This maximum 
matches with the CHAMP satellite observations. The 
ground‐based longitude profile exhibits three maxima 
around −90°E, 15°E, and 100°E, which roughly coincide 
with the three maxima exhibited on CHAMP satellite 
observations. However, none of the fourth maximum 
shown in the CHAMP satellite observation around 
−170°E in 2001 and −140°E in 2002 are shown in the 
ground‐based profile. This difference is likely due to 
the lack of data points in the area of Pacific Ocean.

At present, the so‐called wave‐four structure of the EEJ 
longitudinal variation is well established thanks to Ørsted, 
CHAMP, and SAC‐C satellite observations [Jadhav et al., 
2002; Lühr et al., 2004; Doumouya and Cohen, 2004; Alken 
and Maus, 2007]. It appears that this structure is some-
what consistent with the wave‐four  pattern of ther-
mospheric tides [England et al., 2006]. Lühr et al. [2008] 
have studied the influence of nonmigrating tides in the 
EEJ longitudinal wave‐four structure through CHAMP 
satellite observations. However, the underlying physical 
processes that control this wave‐four structure and the 
roles of different parameters like the geomagnetic field, 
ionospheric electric field and plasma density, and the ther-
mospheric wind system are not  completely understood.
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Figure 10.3 The IEEY ground‐based EEJ magnetic effect and the CHAMP satellite observations in 2001 and 2002 

compared with the inverse of the geomagnetic field intensity 
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 along the dip equator. The black dashed line 

represents 
1
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; the solid red line represents the horizontal component (ΔH) of the EEJ magnetic effect without 

including the data from Baclieu (105.44°E); the blue line represents ΔH with data from Baclieu. The dashed red 
line and the solid black line at the bottom represent CHAMP satellite noontime observations respectively in 2001 
and 2002.
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10.3. WHAT CONTROLs THE LONGITUDINAL 
VARIATION OF THE EQUATORIAL ELECTROJET?

The wave‐four structure clearly shows that the geomag-
netic main‐field intensity B is not the unique parameter 
that controls the EEJ longitudinal variation. On a theo-
retical basis, the EEJ current density can be expressed as 
a function of the zonal electric field 



Ey and the Cowling 
conductivity (σc) as:
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where ve and vi are effective collision frequencies of elec-
trons and ions, respectively; Ωe and Ωi are the gyrofre-

quencies of electrons and ions, respectively, with Ωe
e

eB
m

=  

and Ωi
i

eB
m

= ; me, mi, and e are the masses of electrons and 

ions, respectively; and the elementary charge, Ne, is the 
electron number density in the plasma.

Writing ηe
e
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v
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v
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, the ratios of collision 

 frequencies and gyrofrequencies of respective charge 
 species, the expressions of σP and σH can be simplified as:
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According to Equations (10.4) and (10.5), the spati-
otemporal behaviors of  the EEJ current (Equation 
[10.1]) depend on that of  the ambient geomagnetic‐field 
 intensity (B), of the electron content of the medium (Nee) 
and of the “momentum balance” of electrons and ions 

m v m ve e

e

i i

i1 12 2+
+

+








η η
. Note that this momentum balance is 

 susceptible to include the effects of local winds. 
Specifically, the EEJ longitudinal variation should reflect 
the longitudinal behaviors of these three factors and that 
of the zonal electric field 



Ey as well.
In order to understand the role of different parameters, 

the impacts of the geomagnetic main‐field intensity B 
and that of the wave structure of thermospheric tides 
are  examined. We first analyze the dependence of the 
EEJ strength on the geomagnetic main‐field intensity, 
and after, we use the same approach as Doumbia et  al. 
[2007] to examine the influence of the longitudinal 
 patterns of main field and tides. This approach con-
sists  of simulating the influences of the longitudinal 
 pattern of both geomagnetic main field and ther-
mospheric tidal winds by using the National Center 
for  Atmospheric Research (NCAR)’s Thermosphere‐
Ionosphere Electrodynamics General Circulation Model 
[TIE-GCM; Richmond et al., 1992].

10.3.1. Dependence of the EEJ Strength on the 
Geomagnetic‐Field Intensity

In Figure 10.4, geomagnetic quiet‐time magnetic data 
recorded in different longitude sectors during the interna-
tional equatorial electrojet year (IEEY) are used to exam-
ine the dependence of the EEJ strength on the geomagnetic 
main‐field intensity B. The average amplitude ΔH  (aster-
isks) of the EEJ magnetic signature is represented as a 
function of B along the dip equator, from 09:00 LT to 
15:00 LT. The error bars represent the standard devia-
tions from the averaged ΔH . Note that the noontime ΔH 
in Figure 10.3 is the same as in Figure 10.4 but for 09:00 
LT to 15:00 LT. All the panels show that ΔH tends to 
decrease as B increases, with the highest slopes around 
noon (11LT–13LT).

According to this result, a quasi‐linear inverse correla-
tion is observed between ΔH and B around noon with 
correlation coefficients that attain 70% at 11:00 LT. This 
result proves the strong relationship between the EEJ 
and the geomagnetic‐field intensity. Thus, on the basis of 
this feature, one should expect a longitude profile of  the 
EEJ with a maximum in South America, where the geo-
magnetic main field has its weakest intensity (about 
26,000 nT), and minimum in Asia where B is strongest 
(about 45,000 nT). In contrast, the observations in 
 section  10.2 show the wave‐four structure of  the EEJ 
longitude profile.

To understand the possible roles of the geomagnetic‐
field longitude distribution in this configuration, the EEJ 
longitudinal variation was simulated with the NCAR 
TIE-GCM using separately a realistic model and a non-
realistic model of the geomagnetic field. Note that the 
NCAR TIE-GCM uses by default the International 
Geomagnetic Reference Field (IGRF) model to calculate 
electric fields and currents in the ionosphere.
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Details of  the TIE-GCM utilization for this simula-
tion are given by Doumbia et  al. [2007]. The IGRF 
model was used as the realistic model, and a tilted ideal 
dipole model as the nonrealistic model. The simulation 
results based on the two main‐field models are com-
pared and analyzed. Note that both models were used 
with the migrating diurnal and semidiurnal compo-
nents of  tides.

Figure 10.5 shows the simulated noontime ΔH longi-
tude profiles of  the EEJ magnetic effects in equinox, 
based on the IGRF model (red line) and the tilted dipole 
model (dashed blue line). A moderate solar activity for 
F10 7 160. = sfu (1 10 22 2 1sfu = − − −Wm Hz ) and geomagnetic 
quiet‐time conditions were considered. Further details 
on TIE-GCM simulation of the EEJ are given in Doumbia 
et al. [2007]. We notice that the tilted dipole model does 
not produce any longitude dependence of  the EEJ effect 
(ΔH). ΔH appears to be constant at all longitudes. On 
the contrary, the simulation with the IGRF main‐field 
model produced two significant maxima around −90° 
and 130°E.
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Figure 10.4 Dependence of the EEJ strength on the geomagnetic main field intensity B. The mean values of the 
amplitude ∆H of the EEJ magnetic signature are represented as function of B along the dip equator, from 09:00 
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of the EEJ magnetic effects based on the IGRF model (red line), 
and the tilted dipole model (dashed blue line) of the geomag-
netic main field. This figure is a new version of the top panel of 
Figure 13 of Doumbia et al. [2007].



On thE LOngItuDInaL DEpEnDEncE Of thE EquatOrIaL ELEctrOjEt 121

The difference between the results obtained from the 
two main‐field models relies on the fact that, in contrast 
to the dipole model, the IGRF accounts for the longitu-
dinal inequality of the geomagnetic‐field intensity. This 
difference demonstrates that the longitude distribution of 
the geomagnetic‐field intensity plays a key role in the 
 longitudinal dependence of the EEJ. In other words, the 
modeling shows that the IGRF field has a large effect, 
which is due to the magnetic‐field intensity and also to 
the differing magnetic‐field direction in the IGRF as 
compared with the dipole. However, the simulated EEJ 
longitude profile still does not match the wave‐four 
 structure of observations. Thus, in the next subsection, 
we examine the influence of atmospheric tides in the 
EEJ  longitudinal dependence through the TIE-GCM 
simulations.

10.3.2. Impact of the Thermospheric Tides on the EEJ 
Longitudinal Variation

In this subsection, we analyze the influence of migrat-
ing tide on the basis of the TIE-GCM simulation. The 
approach for this analysis is based on the flexibility of 
TIE-GCM to be run with or without lower boundary 
tidal  forcing. Thus, the impact of tidal forcing can be 
appreciated when the model is alternatively run with 
and  without lower boundary tidal forcing. Note that 

TIE-GCM accounts for the thermospheric tides through 
the Global Scale Wave Model (GSWM) proposed by 
Hagan and Forbes [2002, 2003]. Doumbia et  al. [2007] 
used the GSWM lower boundary migrating tides to 
force  the TIE-GCM. In a recent work, Yamazaki et al. 
[2014] have replaced the GSWM by the Thermosphere‐ 
Ionosphere‐Mesosphere Energetic and Dynamics (TIMED) 
satellite measurements to improve the TIE-GCM simula-
tion of the EEJ magnetic effect. However, in this work, 
the results obtained by Doumbia et  al. [2007] with the 
GSWM tidal forcing are used.

By running TIE-GCM (1) with tidal forcing and (2) 
without tidal forcing, the impact of  the migrating diur-
nal and semidiurnal tidal forcing is isolated by subtrac-
tion. Figure 10.6 presents the simulated EEJ longitudinal 
profiles, with tidal forcing (red dashed line) and without 
tidal forcing (black dotted line). The effect of  the migrat-
ing diurnal and semidiurnal tides is represented by the 
blue line. As results, it appeared that the tidal effect pro-
duces four maxima at about ‐170°E, ‐80°E, +30°E, and 
+140°E longitudes, which better matches with observa-
tions. Note that nonmigrating tides have not been 
accounted for in this simulation [Doumbia et al., 2007]. 
The important role of  nonmigrating tides in modulating 
the EEJ longitudinal wave‐four structure was demon-
strated by Lühr et  al. [2008] on the basis of  CHAMP 
 satellite observations.
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Figure 10.6 The TIE-GCM simulation of the longitudinal profiles of the EEJ magnetic effects, with tidal forcing 
(red dashed line) and without tidal forcing (black dotted line). The effect of the migrating diurnal and semidiurnal 
tides is represented by the blue line. This figure is a new version of Figure 11 of Doumbia et al. [2007].
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As shown in the previous subsection (10.3.1), when the 
migrating diurnal and semidiurnal tides are used with the 
dipole main‐field model, they have no effective impact in 
the longitudinal variation of the EEJ. On the contrary, 
when they are used with realistic main‐field models, the 
migrating diurnal and semidiurnal tides effectively con-
tribute to modulate the EEJ longitudinal variation.

According to these analyses, it can be concluded that 
the longitudinal pattern of the EEJ is the combined effect 
of the tides and the main geomagnetic‐field longitude 
structures. In such a configuration, one may expect an 
important seasonal variability in the EEJ longitudinal 
profiles, in response to the seasonal variability of atmos-
pheric tides.

10.4. sEAsONAL EFFECTs IN THE EQUATORIAL 
ELECTROJET LONGITUDINAL VARIATION

In this section, we examine the seasonal effects in 
the longitudinal variation of the EEJ based on CHAMP 
satellite magnetic measurements in 2001 and 2002. 
Figure  10.7 shows the averaged noontime (11–13 LT) 
 longitude profiles of the EEJ magnetic signatures in 
Lloyd seasons obtained from the CHAMP scalar mag-
netic data in 2001 and 2002. The top panel shows the lon-
gitude profile in equinox, the middle panels shows the 
longitude profile in June solstice, and the bottom pane 
shows the December solstice. The dots correspond to the 
amplitude ΔF for each single satellite pass across the dip 
equator, the smoothed solid lines represent the mean 
 longitude profiles of ΔF. This line was drawn on the aver-
aged values of ΔF in each 10° longitude sector, by a spline 
interpolation.

In equinox and June solstice, the EEJ longitude profiles 
exhibit the wave‐four structure, while the profile of 
December solstice shows only three maxima, with a 
broad maximum on Atlantic Ocean/South American 
 longitude sectors. The profiles of the three seasons are 
compared in Figure 10.8. The top panels compare, respec-
tively, (left) the December (blue line) and June solstices 
(green line), and (right) December solstice (blue line) and 
equinox (red line). In both cases, we notice important 
phase opposition of December solstice with the June sol-
stice and equinox longitude profiles. In the bottom left 
panel, the longitude profiles of June solstice (green line) 
and equinox (red line) are in phase accordance above 
Africa, Asia, and the eastern Pacific Ocean. Some slight 
shifts in the phase are observed in the area including the 
Atlantic Ocean, South America, and Pacific Ocean. The 
bottom right panel summarizes the variations of phase in 
the longitude profiles of the EEJ in the courses of sea-
sons, June solstices (green line), December solstice (blue 
line), and equinox (red line).
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Figure 10.7 Longitude profiles of the EEJ magnetic signatures 
in Lloyd seasons obtained from the CHAMP scalar magnetic 
data in 2001 and 2002. The top panel shows the longitude 
profile in the equinox, the middle shows the longitude profile 
for the June solstice, and the bottom shows the December sol-
stice. The dots correspond to the amplitude ΔF for each single 
satellite pass across the dip equator, between 1100 LT and 
1300 LT, the smoothed solid lines represent the mean longi-
tude profiles of ΔF. This line was drawn on the averaged values 
of ΔF in each 10° longitude sector, by a spline interpolation.
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10.5. CONCLUsION

The longitudinal variation of the equatorial electrojet 
(EEJ) has been addressed through many studies since the 
early 1960s. Most of the first investigations were focused 
on the link with the geomagnetic main‐field intensity 
[Rastogi, 1962; Gupta, 1973; Sugiura and Cain, 1966; 
Davis et al., 1967; Sugiura and Poros, 1969]. Although the 

relationship between the EEJ strength and the main‐field 
intensity is strong, the former studies on the EEJ longi-
tude dependence based on theoretical analyses [Sugiura 
and Cain, 1966; Davis et  al.; 1967; Sugiura and Poros, 
1969] and ground‐based [Rastogi, 1962; Gupta, 1973] and 
POGO satellite magnetic observations [Cain and Sweeney, 
1973; Onwumechili and Agu, 1980] have not been precisely 
conclusive. The net progress on the topic was brought by 
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Figure 10.8 Comparison of the EEJ longitude profiles during the Lloyd seasons. The top panels compare, respec-
tively, (top left) the December solstice (blue line) and June solstices (green line), (top right) December solstice 
(blue line) and equinox (red line). In the bottom left panel, the longitude profiles of June solstice (green line) and 
equinox (red line) are compared. The bottom right panel compares the EEJ longitude profiles during the three 
seasons, June solstices (green line), December solstice (blue line), and equinox (red line).
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recent observations that were performed during the inter-
national equatorial electrojet year (IEEY) and the Ørsted, 
SAC‐C, and especially CHAMP satellites missions. The 
most remarkable feature that has been highlighted is the 
wave‐four structure of the EEJ longitude profile. In this 
study, the longitude dependence of the EEJ has been 
reviewed.

In order to understand the background physical pro-
cess of this structure, we have examined the influence of 
the geomagnetic‐field intensity and that of thermospheric 
tides. We have first analyzed the correlation between the 
EEJ strength and the geomagnetic‐field intensity B, 
through its magnetic effect ΔH observed in the IEEY 
 stations. The results show a good correlation between the 

EEJ and the inverse 
1
B







 of  the geomagnetic mean‐field 

intensity. This inverse correlation demonstrates that the 
EEJ intensity decreases when the B increases. However, 
the wave‐four structure cannot be explained through this 
strong correlation.

Observations have brought new insight on the wave 
structure of the thermospheric winds, which exhibit simi-
lar patterns as the EEJ longitude profile and numerous 
other equatorial phenomena [England et  al., 2006; 
Häusler et al., 2007; Häusler and Lühr, 2009]. In addition, 
the influence of the wave structure of the thermospheric 
wind fields on various low‐latitude ionospheric parame-
ters has been demonstrated through many recent studies 
[Immel et al., 2006; Hartman and Heelis, 2007, Kil et al., 
2007; Lühr et al., 2007; Lühr et al., 2008].

By means of simulation through the National Center 
for Atmospheric Research (NCAR)’s Thermosphere‐
Ionosphere Electrodynamics General Circulation Model 
(TIE-GCM), we have shown through the migrating 
 diurnal and semidiurnal tidal components that the effec-
tiveness of the thermospheric wind longitude structure 
depends on the underlying main‐field structure. Thus, the 
combination of the geomagnetic main‐field intensity 
 longitudinal inequalities and the tidal‐wave longitudinal 
structures is necessary to produce the wave‐four structure 
of the EEJ longitude profile.

Finally, we have shown the seasonal variability of the 
longitude profiles. The seasonal effects in the EEJ longi-
tude profile are shown by the change in the wave number 
in the December solstice and the slight shift in longitude 
of some maxima. Especially, the maximum at the West 
African longitude sector (around 0°E longitude) seems to 
move westward. It finally joins that of South America 
(around −80° longitude) to form the broad maximum over 
the Atlantic Ocean and South America in the December 
solstice. Since the geomagnetic main field does not change 
with seasons, these seasonal effects may be associated 
with and controlled by the seasonal behaviors of the wind 
systems in thermosphere.
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ABSTRACT

A linear and iterative inversions with second order Tikhonov Regularization for 3-D tomography is employed to 
reconstruct ionospheric electron density (IED) during the solar minimum 2008 period. However, application of 
3-D regularization is not straightforward due to spatial and temporal inhomogeneities in signal and noise along 
the ray paths that contribute to the observed ionospheric total electron contents (TECs). A regularization scheme 
is considered that takes into account the inhomogeneity, such that regions with weak signal contributions to TEC 
measurements are heavily penalized through a weighting factor incorporated with the discrete operator. The a 
priori IED from the NeQuick model and slant TECs at a chain of GPS stations over Eastern Africa are used in 
the analysis. The application of the new regularization scheme with iterative inversion on simulated TECs with 
actual observation geometry has recovered the true IED with lowest reconstruction error of 0.38% and 0.39% 
from measurement contaminated by 4% and 15% random noise, respectively. In contrast, the reconstruction with 
commonly used regularization factor has error of 0.79% and 0.85% from the same m easurement. Moreover, vari-
ous diagnostic tools applied to reconstructions from both synthetic and actual observations as well as compari-
son of vertical TEC (VTEC) from reconstruction and JPL VTEC have shown that the new altitude‐dependent 
regularization performs well. This is reflected in high correlation of 0.87 to 0.91 between VTEC from reconstruc-
tion and JPL VTEC under iterative formulation. The tomographic reconstruction results under even bad a priori 
information show that the algorithm can recover up to 70% of the true IED over dense observations.

Key Points:
A new algorithm for 3-D tomographic reconstruction of ionospheric electron density has been developed.
Ionospheric electron density from NeQuick model and slant TECs at a chain of GPS stations over Eastern Africa 

are used in the tomographic reconstruction and validation of the algorithm.
A new altitude-dependent regularization factor in the framework of Tikhonov regularization based on a Laplace 

operator  is incorporated in the algorithm.
The new regularization scheme outperforms the traditional altitude-independent regularization factor.
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11.1. INTRODUCTION

The ionosphere is a weakly ionized atmospheric layer 
and has several impacts such as propagation delays or 
advances, and ray‐path bending on transionospheric 
radio‐wave propagation. The variability in the electron 
density of the ionosphere in association with sunspot 
cycle, season, time of the day, longitude, latitude, and 
solar disturbances is particularly crucial in this regard. In 
fact, the peak electron density limits the maximum usable 
frequency for signal propagation on Earth. The peak elec-
tron density also sets the minimum required frequency for 
transionospheric radio‐wave propagation between Earth 
and space. The regular and irregular v ariations of the bot-
tom side plasma density can also interrupt a high‐fre-
quency signal transmission. Moreover, understanding the 
variability of the ionosphere is required to mitigate higher‐
order ionospheric propagation effects such as ray‐path 
bending errors in precise positioning [Hoque and Jakowski, 
2011] and residual ionospheric errors in bending angles on 
the accuracy of the atmospheric profiles [Liu et al., 2013] 
from the Global Navigation Satellite Systems (GNSS).

Therefore, the ability to measure, model, and predict the 
temporal and spatial variations of the ionospheric elec-
tron density is of great use for both ionospheric research 
and other GNSS applications. A number of efforts have 
been made over the years to develop global ionospheric 
models and improve their performance in simulating 
observations [Rush et al., 1984; Fox and McNamara, 1988; 
Fuller‐Rowell et al., 2000; Bilitza and Reinisch, 2008; Nava 
et al., 2008]. However, improvement in the performance of 
these models has depended on observations with high‐
density and temporal resolution for better understanding 
of the physical processes, and then to parameterize certain 
processes and to empirically constrain certain aspects of 
the models. A dense network of observations of this kind 
was not available in the past and it might well be practi-
cally difficult to achieve in the future. Nevertheless, with 
small loss of accuracy, application of tomographic tech-
niques to existing sparse observations from ground and 
space can alleviate this acute problem to a certain extent.

The tomographic technique pioneered by Radon [1917], 
which is successfully and extensively applied in the field of 
medical science, is a relatively recent mathematical tool in 
space and atmospheric research. The typical example of 
applications of tomography is maps of the electron density 
in the ionosphere. The total electron contents (TECs) 
along many intersecting ray paths between a satellite in low 
Earth orbit (LEO) and a chain of ground‐based receivers 

are considered as the measurements from which iono-
spheric electron density (IED) is retrieved. In early days, 
the US Navy Navigational Satellite System (NNSS) and 
the Russian CICADA satellites were the only satellite sys-
tems used for ionospheric tomography [Austen et al., 1986; 
Austen et al., 1988]. The limited range of orientations from 
LEO satellite‐to‐ground receivers is a drawback of the 
early investigations since the vertical electron‐concentra-
tion gradient is poorly defined by the TEC measurements 
[Yeh and Raymund, 1991]. Over the years, several investiga-
tions were conducted to alleviate the problem and, to this 
end, many algorithms have been developed [e.g., Fremouw 
et  al., 1992]. Most of these algorithms use orthonormal 
basis functions and vectors to constrain the solutions. For 
example, the vertical orthonormal vectors are established 
from ionospheric models, which themselves are not accu-
rate enough. The improvement in the algorithms and their 
verifications by independent measurements (e.g., European 
Incoherent Scatter [EISCAT] radar, ionosondes over the 
years, recently satellites) extended the use of tomography 
to various applications [Andreeva et  al., 1990; Pryse and 
Kersley, 1992; Bust et al., 1994; Rogers et al., 2001] and to 
investigate several ionospheric phenomena [Hajj et  al., 
1994; Pryse et  al., 1995; Cook and Close, 1995; Mitchell 
et  al., 1995; Kersley et  al., 1997; Leitinger et  al., 1997; 
Walker et al., 1998; Hernández‐Pajares et al., 1998; Stolle 
et al., 2003; Yizengaw et al., 2005; Wen et al., 2007].

These advances gained further momentum with data 
availability from Global Positioning System (GPS) satel-
lites from two L‐band radio signals transmitted at 1.575 
and 1.228 GHz and received by ground‐based receivers, 
which allow the detection of signals’ relative phase shift 
and delay. The relative phase shift and delay can be 
related directly to TEC. Unlike LEO satellite signals, 
GPS signals do not suffer from limited orientations since 
the satellites are located at higher altitudes. Furthermore, 
the development of more and more global navigation sat-
ellite systems (GNSS) from Europe, China, Russia, and 
India as well as the increasing number of GPS and multi‐
GNSS ground‐based receivers for diverse applications 
ranging from navigation to geophysics creates new oppor-
tunity to advance the use of tomography for imaging of 
IED and tropospheric water vapor. The deployment of 
GPS receivers on LEO satellites has also created the 
opportunity to scan the topside ionosphere [Heise et al., 
2002; Stankov et  al., 2003] and triggered the combined 
use of observations from many different instruments in 
tomographic reconstruction of IED globally [Spencer 
and Mitchell, 1986; Bust et al., 2004].

Key Terms: ionospheric electron density, 3-D tomography, altitude-dependent regularization strength, Eastern 
Africa, GPS, Global Navigation Satellite Systems (GNSS)
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Despite enormous observations from different instru-
ments that can be jointly used in ionospheric tomography, 
ionospheric tomography is still an ill‐posed inverse 
problem. This can arise from either overdetermined or 
underdetermined situations. In ionospheric tomo-
graphic inversion, both problems could coexist in which a 
certain part of the ionosphere is over sampled and others 
under sampled. This arises due to a limited field of view 
that covers only part of the ionosphere. In ionospheric 
 imaging, there are no generally good measurements in 
directions perpendicular to altitude, leading to altitude 
resolution worse than the horizontal resolution. As a 
result, a priori information is usually added to have a well‐
posed problem [Yeh and Raymund, 1991]. The best a pri-
ori information should, in principle, be constructed from 
past climatology based on other observations, including 
a full covariance matrix of IED over the whole iono-
sphere. However, such observations do not exist in reality. 
Therefore, the a priori information often comes from 
empirical models, such as IRI and NeQuick climatologi-
cal models. Although the climatological IEDs from these 
models have improved over the years, their performances 
are still a function of latitude and seasons.

Satellite‐based observations, such as from the recently 
launched COSMIC satellites, provide additional data that 
improve global data coverage and reduce the necessity for a 
priori information. Satellite in‐situ measurements of electron 
density and occultation measurements provide observations 
that have good altitude information, and help reduce the lim-
ited angle limitations. Even under the improved situation, the 
IEDs determined from tomographic inversion suffer from 
uncertainty in the limited a priori information and TECs.

In view of these limitations, a large number of theoreti-
cal and experimental computer tomography schemes have 
been developed [Raymund et al., 1990; Na and Lee, 1990; 
Andreeva et al., 1990; Afraimovitch et al., 1992; Andreeva 
et al., 1992; Fremouw et al., 1992; Pryse and Kersley, 1992; 
Kunitsyn and Tereshchenko, 1992; Na and Lee, 1994; Zhou 
et al., 1999; Andreeva et al., 2001; Tsai et al., 2002; Bhuyan 
et al., 2002, 2004]. As a result of these efforts, the algebraic 
reconstruction technique (ART), the multiplicative alge-
braic reconstruction technique (MART), maximum entropy 
method (MEM), and the decomposed algebraic recon-
struction technique (DART) are commonly available but no 
one of them is better than the other [Raymund, 1995].

One of the early attempts to solve such ill‐conditioned 
linear sets of equations in ionospheric tomographic algo-
rithm is the residual correction method (RCM) [Sutton and 
Na, 1996]. An alternative to the iterative approach is based 
on the truncation of singular values causing larger pertur-
bations in the solution [Kunitsyn et al., 1995]. However, the 
truncation parameter is arbitrarily chosen. Zhou et  al. 
[1999] determined an optimal truncation criterion by incor-
porating a priori information in the form of a priori and a 

posteriori covariance for both the observations (TEC) and 
the model parameters (in this case the electron density).

Recently, a new tomography reconstruction algorithm to 
solve the set of linear equations optimally in least squares 
sense by suppressing noise on the basis of the generalized 
singular value decomposition (GSVD) was also proposed 
[Bhuyan et al., 2002, 2004]. The amplification of noise can 
be suppressed using Tikhonov regularization technique 
where the electron densities at adjacent altitude levels are 
allowed only to covary during the solution, thereby reduc-
ing the degree of freedom. This has the effect of smoothing 
the solution, which is controlled by the regularization 
parameter. This parameter can be selected optimally as a 
trade‐off between limiting high‐frequency components in 
the solution and maintaining important information from 
the measurements. The L‐curve and generalized cross vali-
dation (GCV) are c ommonly used for this purpose.

Another variant of ART used in recent times is con-
strained ART (CART) in which the constraint is imposed 
according to the two‐dimensional multipoint finite differ-
ence approximation of the second‐order Laplace opera-
tor. This algorithm was demonstrated, based on numerical 
experiments, to have some level of superiority over the 
conventional ART [Wen et al., 2010].

In all of the above algorithms, a priori information in the 
form of either ad‐hoc constraints, output from empirical 
models, or in‐situ observations are incorporated to force the 
reconstruction toward a physically sound solution. However, 
complete characterization of the inversion error arising from 
the use of a priori information and measurement  uncertainty 
itself is often ignored or the way the inversion algorithm is 
set up does not allow isolating these error components. For 
instance, regularization is often considered as a smoothing 
operator without the effect of biasing the solution toward 
the a priori. However, such an assumption is not completely 
true since a regularization parameter is often included along 
with a smoothing operator to suppress measurement noise. 
In fact, most of the time, the regularization parameter is 
selected in an optimal manner to balance the proportion of 
errors that arise from measurement noise and from smooth-
ing itself. In reality, the regularization imposes a constraint 
on the vertical profile, only allowing a certain range of 
 possible solutions, which causes deviation from true elec-
tron‐density distribution [Fremouw et  al., 1992; Bernhardt 
et al., 1998]. But these errors are often not reported.

Therefore, the objective of this paper is to adopt a 
methodology often used in the atmospheric remote sens-
ing community in which the solution from the inverse 
problem is characterized by various diagnostics and error 
budget. Moreover, we propose a regularization approach 
based on a 3-D Laplace operator that penalizes iono-
spheric volumes differently depending on the strength of 
signals contributing to the measured TECs. The proposed 
method is applied to the Eastern Africa longitude center 
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based on TEC measurements from ground‐based GPS 
receivers located over Ethiopia and Eriteria during the 
solar minimum 2008 period. The GPS receivers are part 
of the University NAVstar Consortium (UNAVCO) 
n etwork in the Great African Rift region (Fig. 11.1).

The paper is organized such that Section 11.2 presents 
the proposed methodology for ionospheric tomographic 
reconstruction and various diagnostic tools to under-
stand the retrieved electron density. Section  11.3 gives 
results of validation of the algorithm based on simulated 
measurements and characterizes reconstructed IED from 
measurements in terms of the diagnostic tools described 
in Section  11.2. Finally, summary and conclusions are 
presented in Section 11.4.

11.2. IONOSPHERIC TOMOGRAPHIC TECHNIQUE

Ionospheric slant TEC (STEC) is defined as the line 
integral of IED along the ray path from satellite to 
ground‐based receiver, and given as:

 STEC N dle  (11.1)

where Ne is the IED at a point in the ray path l from satel-
lite to receiver. Equation (11.1) is then discritized such 
that finite path length along the line of site passes through 
some small voxels in a selected reference frame. Within 
each voxel, the electron density is assumed to be constant 
provided that the voxel volume is reasonably small. The 
STEC along the ray path can then be represented as a 

finite sum of the expression in the integrand. This means 
that we can rewrite Equation (11.1) as

 STEC A xi i k k i,   (11.2)

For TEC measurements along many ray paths, this 
translates to

 y A xm m n n m1 1 1  (11.3)

where y is column matrix of m TEC measurements, x the 
electron density in n voxels, A is the coefficient matrix 
with Aij distance traveled by ith GPS satellite’s ray in the jth 
voxel, and ϵi is a column vector associated with the discre-
tization errors and measurement noises. The measured 
STEC is obtained by calculating the integral of electron 
density along the line of sight from dual‐frequency GPS 
pseudorange and phase observables. The differential 
delay between the two frequencies is proportional to elec-
tron density along the ray path. The phase and P‐code 
delays between the two GPS frequencies allow for direct 
measurements of ionospheric TEC:
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(11.4)

where B 40 3 3 2. m /s  and f1 and f2 are GPS signal frequen-
cies. ϕ1 and ϕ2 are phases of the two GPS frequencies, c is 
speed of light, N is the integer cycle ambiguities, tTGD is 
the group delay available from the navigation message, 
and tIFB is the inter‐frequency bias that can simultane-
ously be obtained with STEC from the GPS observations. 
The software used to determine STEC from the GPS 
observables is obtained from Purdue University and 
employed in several other publications [e.g., Dautermann 
et al., 2009; Jianyong et al., 2015].

The major challenge in 3-D ionospheric tomography is 
determination of the coefficient matrix as it stands for the 
distance traveled by each ray from a GPS satellite to a 
receiver with in each voxel crossed. In this work, the GPS 
local coordinate system has been used in a selected 3-D 
reference frame to calculate the distance traveled by the 
signal with in each voxel accurately. Voxels that are not 
crossed by a signal are assigned a zero value leading to a 
sparse coefficient matrix. As a result of the sparsity of 
matrix A, Equation (11.3) can not be inverted to deter-
mine the electron density x.

As described in Section 11.1, different techniques were 
developed to overcome the problem. Most of them 
employ a priori informations to compliment the measure-
ments. Here, we follow a procedure in which the solution 
is sought by minimizing the cost function given by
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Figure  11.1 The distribution ground‐based GPS receivers 
located in the domain of ionospheric tomographic reconstruc-
tion. The total number of GPS receivers within the domain that 
are used for the electron density reconstruction is 12. However, 
not all of them are used in every reconstruction step since 
some observations are missing.
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Ax y L x x  (11.5)

in the least squares sense, where the first term on the 
right‐hand side is square of the measurement and discre-
tization errors obtained by solving for m 1 in Equation 
(11.3) and the square of error due to constraining the 
solution to a priori electron density xo. The solution xα,L 
given by

 x A A L L A y L LxL
T T T T

o,
2 1 2  (11.6a)

as a weighted mean of measurements and a priori infor-
mation assuming linearity. While the linear assumption 
allows the solution to be readily decomposed into contri-
bution from measurements and a priori electron density, 
improved solution that minimizes the difference between 
forward model and measurement is often sought using 
iterative algorithm. The iterative solution is given by

 

x x A A L L

A y Ax L L x x
f i

T T

T
i

T
i o

2 1

2  (11.6b)

Furthermore, the solution is a function of second‐
order difference operator L and regularization parameter 
α. The difference operator in our case is based on a 3-D 
Laplace operator. The difference operator has already 
been applied in a 2-D study [Wen et al., 2010] and found 
to yield highly improved results compared with ART. The 
choice of regularization strength is made in a way that 
damps noise without biasing the solution toward a priori. 
The regularization parameter is selected in an objective 
manner using the corner of  L‐curve or generalized 
cross‐validation when Equation (11.6a) is used, and in 
ad‐hoc manner or objective criteria such as Levenberg–
Marquardt algorithm when Equation (11.6b) is used. 
A single value obtained from such procedures penalizes 
all levels of the electron‐density profiles equally irrespec-
tive of the strength of contribution to the measured TECs 
along the GPS‐satellite radio‐wave paths. This has the 
effect of suppressing the strong signals such as those from 
peak electron‐density regions equally with the weaker 
noisy signals below and above these regions.

We propose in this study a scheme in which the regu-
larization operator is scaled down preferentially in favor 
of stronger signals. A normalized weighting factor is 
determined from the ratios of the electron density to the 
maximum electron density during the given epoch such 
that the region of high electron density is less constrained 
to the a priori than the extreme bottom and topside of 
the ionosphere. This kind of approach allows the solu-
tion to be determined mainly from the measurement near 

the peak electron‐density regions, whereas the low elec-
tron‐density regions are strongly constrained toward the 
a priori. It has the advantage of allowing strong variabil-
ity, which often happens in the electron peak region and 
immediate neighborhoods. We demonstrate this aspect 
later in Section 11.3 in detail. This approach may occa-
sionally fail when the peak of the a priori substantially 
differs from that of the real electron‐density profile. This 
could be encountered during large perturbations in the 
ionosphere due to events such as geomagnetic storms. 
Critical frequencies from ionosonde observation could be 
used in the NeQuick model to determine appropriate a 
priori electron‐density profiles during the perturbed ion-
osphere to alleviate the problem.

Full characterization of tomographic reconstruction 
requires assessment of the magnitude of errors in the 
solution as a result of the inversion. As indicated in the 
cost function, the least‐squares solution minimizes errors 
due to TEC measurement noise and discretization on the 
one hand and errors due to smoothing on the other hand. 
This implies that the solution vector has corresponding 
errors given by approximate equations:

 

S I A A L L L L

I A A L L

smoothing
T T T

T T

2 1 2

2 1
 (11.7)

and

 S A A L L A A A A L Lmeasurement
T T T T T2 1 2 1

 

(11.8)

which represent the covariance of smoothing error as a 
result of Tikhonov constraint to the a priori and covari-
ance of inversion noise (measurement noise), respectively. 
These equations are very much simplified approxima-
tions since the ATA is normally given as A S AT

y
1

, where Sy 
is measurement covariance matrix and 2 1

L LT  should 
represent a priori covariance matrix [Rodgers, 1990; 
Mengistu Tsidu, 2005]. Both of these are either unavaila-
ble or require tremendous efforts to build them from a 
sufficiently large pool of measurements. Therefore, we 
use them as the percentage fraction of the total recon-
struction error, which is also an approximation for the 
same reason instead of absolute magnitude.

The error characterization of  the solution, the 
retrieved electron density, is often not reported but it is  
a very important step toward assessing the quality of 
the data before using in any scientific studies. These are 
rather diagnostic quantities along with estimates on the 
relative contribution of  measurements and a priori to 
the solution.
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Moreover, when simulated observations are used to 
validate tomographic inversion algorithm, the so‐called 
reconstruction error is defined as

 

x x

x
simulation reconstruction

n

simulation

n

n
1

 (11.9)

where n represents the various norms (e.g., Bhuyan et al., 
2004).

In this study, the quadratic norm is used. The various 
statistics such as correlation, root mean square deviation 
(RMSD), and bias are also used to assess the algorithm. 
The tomographic inversion is based on a 3-D spatial 
domain having 12 voxels along longitude, latitude, and 
altitude axes, which constitute a total of 1728 voxels. The 
longitude and latitude grids are spaced at an interval of 
two degree each from 28°E to 50°E and 1°N to 23°N. 
However, the altitude grids are spaced nonuniformly to 
capture strong variability in IED at altitude close to peak 
electron density. Therefore, the 12 vertical levels consist 
of 100.0, 150.0, 230.0, 280.0, 330.0, 380.0, 450.0, 550.0, 
600.0, 650.0, 700.0, and 800.0 km. This grid setup is 
c hosen to minimize computational costs. However, a test 
inversion conducted for this study with more grids along 
the vertical did not reveal any significant improvement on 
the inversion results over current setup except leading to 
additional computational burden.

11.3. RESULTS AND DISCUSSIONS

11.3.1. Assessment of the Performance of 
Proposed Scheme

The performance of any new tomographic algorithm 
can be evaluated either through comparison with in‐situ 
observations or using simulated data from known elec-
tron density. The former is not easily available. However, 
if  the numerical experiment is designed in a manner that 
is similar to real observations, such assessment is as good 
as validation with in‐situ observations. To ensure that the 
tomographic reconstruction is done under realistic obser-
vation geometry, the coefficient matrix from true obser-
vations is multiplied with assumed electron density. The 
synthetic TECs are superimposed with values generated 
from the product of 4% and 15% TECs and a random 
number in the range of 0 to 1 to represent measurement noise.

The evaluation of  the algorithm is based on its skill in 
reproducing the original electron density used to gener-
ate the synthetic measurement and its dependence on 
the magnitude of  measurement noise. Since the algo-
rithm uses a priori information, it is also assessed for its 
skill in retrieving information from measurement than 

a priori in particular over the electron peak regions of 
the ionosphere.

Figure 11.2 shows the spatial distribution of percent-
age fraction of electron density retrieved from the meas-
urement (panel a), and the a priori (panel b), as well as 
retrieved (panel c) and a priori (panel d) electron densities 
at 380 km altitude using Equation (11.6a) from a syn-
thetic TEC measurement with a 4% random error. The a 
priori electron density is also used to generate the syn-
thetic TECs used as observations in the numerical experi-
ment. The fact that electron densities in Figure 11.2c and 
d are nearly identical may create the impression that the 
retrieved electron density is just the a priori. However, as 
clearly demonstrated in Figure 11.2a and b, the contribu-
tion of a priori to the solution is greater than the meas-
urement (in this case synthetic measurement) in the 
peripheral areas where there are no sufficient rays cross-
ing the voxels (see also Fig.  11.1). In the center of the 
domain, where most GPS‐satellite ray paths pass through 
the voxels, the contribution of the measurement is far 
greater than the a priori (in proportion of up to 75%:25%).

Does this mean that a priori does not affect the solu-
tion where there are sufficient rays that probe the iono-
sphere? The answer is obvious even from the formulation 
of the algorithm as indicated in Equation (11.6a) that the 
solution is always a weighted mean of the a priori and 
measurement. What might differ from one case to the 
other is the proportion of the weighting factor.

To strengthen this argument and to show that the pro-
posed scheme is robust even under bad a priori, another 
reconstruction using a priori information that is 50% off 
from the profile used to generate the synthetic measure-
ments is conducted. Figure  11.3 shows the retrieved, a 
priori, and retrieved electron densities, as well as the per-
centage departure of the retrieved from the actual elec-
tron density. Despite extremely bad a priori used in 
Equation (11.6a), most of the signal over northern 
Ethiopia is recovered, as this part of the ionosphere has 
relatively dense observations (GPS‐satellite ray paths). 
Moreover, the electron‐density‐dependent regularization 
parameter introduced in our scheme penalizes the peak 
electron‐density region weakly allowing the solution to 
be determined more from measurement. As a result, the 
departure of the solution from truth is about 10% in the 
center of the study domain. Further, the deviation from 
the truth increases but it is still under 40% even close to 
the periphery. This is in fact remarkable given that the 
measurement contributes only up to a maximum of 30% 
in these regions (see Fig. 11.2a along the region of maxi-
mum electron density) and the a priori used is far from 
the true profile.

This is just for the sake of demonstration and in a real 
situation, it is very important to use an appropriate a 
priori electron‐density profile in the reconstruction. 
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Because even under perfect measurement conditions 
(which is not the case in the examples above), there is also 
a contribution from the a priori no matter how small it 
may be. This shows that the use of the iterative approach 
given in Equation (11.6b) might be helpful for further 
improvement of the solution. To demonstrate this, syn-
thetic TECs with random measurement noise of 15% is 
used to retrieve electron density using Equation (11.6b). 
The retrieved, a priori, and retrieved electron densities, as 
well as the percentage departure of the retrieved from the 

actual electron density under this condition are given in 
Figure 11.4. The departure of retrieved electron density 
from the true electron density has significantly reduced as 
shown in Figure 11.4d within less than 10% over Ethiopia 
despite an increase in the measurement noise from 4% to 
15%. The discrepancies near the boundary of the retrieval 
domain have remained as high as 40%. Even then, this is 
an improvement in view of increased measurement noise.

One of the most widely used systems for 3-D/4-D iono-
spheric tomography in recent times is Multi‐Instrument 
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Figure 11.2 The reconstructed electron density at 380 km is a weighted mean of measurement and a priori. 
Panels show (a) percentage fraction of measurement, (b) a priori, (c) retrieved electron density, and (d) a priori 
electron density. Note that the simulated TEC is based on this a priori electron density as described in Section 11.2.
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Data Analysis System (MIDAS). MIDAS limits the 
impact of regularization by using a weighting factor of 
trace A A trace L LT T/  along with α where α serves as 
the Lagrangian multiplier. This is also implemented in 
our algorithm to see the performance of the proposed 
altitude‐based regularization in this work with respect to 
the widely used approach as shown in Figure 11.5. The 
departure of the solution from the actual electron density 
under this approach is larger than the one from the pro-
posed altitude‐dependent regularization approach. 
However, it is apparent that this solution is much better 

than the linear solution in Figure 11.3 over the interior 
part of the horizontal spatial domain. This comparison 
between proposed regularization and the one used by 
MIDAS can not be fully considered as a complete 
c omparison of the two algorithms but serves to show the 
relative advantage of the proposed regularization.

Table 11.1 shows the reconstruction error for all voxels 
for 4% and 15% noise for linear and iterative solutions 
based on the altitude‐dependent regularization and com-
monly used regularization strength parameter averaged 
over all voxels. The lower reconstruction error of linear 
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Figure 11.3 Panels show (a) the tomographic reconstruction of electron density, (b) a priori electron density, (c) 
actual electron density, and (d) percentage difference between actual and reconstructed electron density at 380 
km. The a priori electron density used for reconstruction is off from the actual by 50%.
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reconstruction (0.66%, averaged over all voxels) than that 
of MIDAS‐type iterative algorithm (0.79% and 0.86%) 
indicates better performance of the former over most 
voxels of the reconstruction domain. However, the per-
formance of the MIDAS‐type iterative solution is better 
at individual voxels located in the interior of the domain. 
The altitude‐dependent iterative solution has exhibited 
better performance with respect to the two methods with 
weak sensitivity to measurement noise (i.e., 0.38% versus 
0.39%). The complete intercomparison of inversion 
results from different algorithms is not intended within 
the scope of the current work.

11.3.2. Reconstructed Electron Density

The next step is to assess the quality of retrieved elec-
tron density from actual GPS observations over Eastern 
Africa. This can be done by characterizing the tomo-
graphic inversion algorithm in terms of its information 
content and inversion errors. As described in Section 11.2, 
the smoothing and measurement noise error are two 
major components of errors of the retrieved electron‐
density profiles.

Figure 11.6 shows the contribution from the measured 
TECs and the a priori electron density in percentage 
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Figure 11.4 The same as Figure 11.3 but based on iterative approach.
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(panels a and b) and corresponding retrieved and a priori 
electron densities (panels c and d) at 380 km level. As 
already revealed in the numerical experiments, the contri-
bution of the observed GPS TECs to the solution is 

d ominated over the a priori information over most parts 
of Ethiopia (this time up to 85% see Fig. 11.6a).

The information provided by the two diagnostics 
tools, namely the fraction of  a priori and measurement, 
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Figure 11.5 The same as Figure 11.4 but with MIDAS‐type regularization factor.

Table 11.1 Reconstruction Error for Simulated Slant TEC with 4% and 15% Measurement Noise 
Error under Different Reconstruction Options

Experiments

Linear solution 
altitude
dependent
(4%)

Iterative 
altitude 
dependent 
(4%)

Iterative 
altitude 
dependent 
(15%)

MIDAS‐type 
regularization 
(4%)

MIDAS‐type 
regularization 
(15%)

Reconstruction 
error (σ) (%)

0.66 0.38 0.39 0.79 0.85
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can also be appreciated from altitude versus latitude 
maps shown in Figure  11.7. The altitude‐dependent 
regularization strength has impacted the tomographic 
reconstruction by increasing the contribution of  the 
measurement to the solution as visibly shown in 
Figure 11.7a by the vertical extension of  the high con-
tour values in contrast along the north‐south axis. This 
is also apparent in Figure 11.7c. As a result, the recon-
structed electron density differs from the a priori elec-
tron‐density profiles by as much as 30% in the altitude 
regions where the contribution of  measurement to 
the  retrieved electron density dominates (compare 
Fig. 11.7c and d).

In this connection, it is crucial to underline that GPS 
signals at low elevation can contribute to improve sensi-
tivity of the vertical resolution, provided ray paths with 
low elevation angles are included in the solution. However, 
GPS signals at low elevation are prone to multipath 
effects. In view of this consideration, ray paths with an 
elevation angle cutoff  of 20° are considered in the 
reconstruction.

Figure 11.8 shows the approximate percentage fraction 
of smoothing and measurement errors at 380 km. Note 
that the smoothing error dominates over the measure-
ment errors under the simplified approximation dis-
cussed in Section 11.2. This is in contrast to the relative 
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Figure 11.6 The same as Figure 11.2 but for actual measurements.



138 IonoSphERIc SpAcE WEAThER 

contribution of a priori and measurement to the solution 
suggesting that, as the contribution from the a priori to 
the solution increases, the smoothing error grows stead-
ily. The percentage of  the total error of  the reconstructed 
electron density due to measurement noise is also maxi-
mum around the center of  tomographic grids. This is 
consistent with the preceding results as the observations 
are relatively dense in the center of  the domain.

Figure 11.9 also shows the relative contributions of the 
two error sources but for all voxels used in the reconstruc-
tion. The smoothing error (solid green line) dominates 
the error budget everywhere within the volume of the 
ionosphere considered in the tomographic reconstruction. 

For some of the voxels, the smoothing error accounts for 
nearly the whole error budget. The trend is almost the 
same, even when the regularization parameter is relaxed 
by a factor of 2.5 as shown by the dotted data points.

It is also interesting to inspect the proportion of contri-
butions from a priori electron‐density profiles and meas-
urements to the electron density at all voxels in the 
domain of the reconstruction. Figure 11.10 shows these 
contributions for optimal (solid lines) and relaxed 
(scattered dotted data points) regularization parameters. 
The decrease in regularization parameter increases the 
number of voxel volumes whose electron density is pre-
dominately determined by measurements at the cost of 
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Figure 11.7 The same as Figure 11.6 but for altitude versus latitude at 38°E.
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weakly smoothed electron‐density profiles as reflected in 
the scatter. An interesting aspect of regularization is the 
appearance of enhanced IEDs over southern Ethiopia 
(not shown) where one of the GPS receivers is located. 
The enhancement in IEDs is captured as the measure-
ment is allowed to contribute more to the solution after 
relaxing smoothing constraint.

We have validated the performance and reliability of 
the employed ionospheric tomographic reconstruction 
algorithms using numerical experiments for linear inversion 

and iterative inversion approaches discussed in 
Section 11.2 (see Equation [11.6a and b]). The robustness 
of the proposed regularization over one of common 
approach has been indicated. Moreover, the performance 
of the algorithm is also assessed using reconstructed elec-
tron density and various diagnostic tools. While it is not 
the intension of this study to do full validation with in‐
situ observations, we have compared vertical TEC 
(VTEC) integrated from the reconstructed electron den-
sity with 2-hr JPL VTEC for all coincident observation 
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Figure 11.8 (a) The fraction of smoothing and (b) measurement related error in IED at 380 km.
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during the solar minimum period of 2008. Figure 11.11 
shows the reconstructed VTEC under linear inversion 
(left column) and iterative inversion (right column) ver-
sus JPL VTEC for four grids along 40°E. The correlation 
of reconstructed VTEC under both inversions is greater 
than 0.81 at all grids and is statistically significant. The 
correlation between reconstructed IED and JPL VTEC is 
better under iterative inversion than the linear solution 
(in the range of 0.87 to 0.91 versus 0.82 to 0.84) as shown 
in Table 11.2. The bias of reconstructed VTEC using the 
iterative approach with respect to JPL VTEC is lower 
than that of the linear one except at 20°N. The linear inver-
sion has slightly lower RMSD than the iterative inversion 
except at 15°N. The comparison of the two inversion 
methods using the new altitude‐dependent regularization 
parameter shows that the two methods are comparable. 
Though the iterative procedure improves the phase rela-
tionship between reconstructed VTEC and JPL VTEC as 
compared with the linear solution, there is minor discrep-
ancy in terms of absolute magnitude as noticed from bias 
and RMSD.

11.4. SUMMARY AND CONCLUSIONS

A new regularization scheme in the framework of 
Tikhonov regularization is developed based on a Laplace 
operator for 3-D ionospheric imaging. The regularization 
scheme constrains different parts of the ionosphere pref-
erentially to the a priori IED profiles derived from 

NeQuick model depending on the strength of signal that 
contributes to the observed TECs along a given ray‐path 
between satellite and GPS receivers. The normalized 
weighting factor constructed from the ratio of IED to 
maximum IED is multiplied by the the regularization 
operator before the regularization parameter α is selected 
using L‐curve. As α is a single parameter, its role under 
this situation is just to optimally balance the overall 
smoothing and measurement noise. The robustness of 
the procedure is evaluated through numerical experi-
ments and various diagnostics adopted from the atmos-
pheric remote sensing discipline. The adopted diagnostics 
include evaluation of the proportion of measurement 
and a priori information in the solution and the fraction 
of errors from these components.

The numerical experiments are performed under realis-
tic observation geometry and for different a priori types. 
The reconstructed IED from the experiment in which the 
a priori and the true IED profiles is almost identical to 
the true IED despite a 4% random noise superimposed 
on the assumed TEC measurements. This result clearly 
demonstrates that the algorithm is robust enough when 
reasonable a priori close to the true profile is used. We 
would like to underline that this similarity does not sug-
gest that the reconstructed IED is mainly determined 
from a priori. A proof against this inference is visibly 
depicted in the stronger contribution from assumed 
measurement, which is up to 70% –75% over regions well 
sampled by the ray paths.

To assess whether the performance of the algorithm is 
trustworthy and robust enough under different extreme 
conditions, a priori IED, which is off  by 50% from the 
IED used to create the assumed TEC measurements, with 
measurement noise of 15%, is used. The results of recon-
struction even under the extreme scenario are good as 
reflected in up to 70% agreement over central and north-
ern Ethiopia where there is a dense network of GPS 
receivers. Even though this is a simulated experiment, the 
impact of the observation network is easily apparent 
since the true observation geometry is used in the simula-
tion of assumed TEC measurements. The advantage of 
the new regularization parameter is also revealed against 
commonly used regularization factors. The above investi-
gations are applied to actual observed TECs and various 
diagnostic assessments are also made. The quality of the 
retrieved IED as judged by more contributions from the 
measurements and low relative error budget over parts of 
the ionosphere sounded more by the satellite‐GPS ray 
paths is good. The relaxation of the regularization 
strength also adds additional information from the meas-
urement on other parts of the ionosphere, in particular 
over southern Ethiopia. However, such improvement in 
the measurement signal in the reconstructed IED is at the 
cost of  increasing measurement noise as well in the 
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Figure 11.11 The comparison of VTEC determined from reconstructed IED and JPL VTEC for four grids along 40°E 
longitude from 5°N to 20°N.

Table 11.2 Correlation, Bias, and RMSD for the Four Selected Grids over Ethiopia for the Two Inversion Methods

Method Longitude (degree East) Latitude (degree North) Correlation Bias (TECU) RMSD (TECU)

Linear 40.0 5.0 0.84 –1.27 3.45
Iterative 40.0 5.0 0.88 1.16 4.41
Linear 40.0 10.0 0.82 –1.05 3.87
Iterative 40.0 10.0 0.91 0.18 3.88
Linear 40.0 15.0 0.82 –2.80 5.34
Iterative 40.0 15.0 0.88 0.61 4.37
Linear 40.0 20.0 0.83 –0.05 4.87
Iterative 40.0 20.0 0.87 –3.57 5.52
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solution. Comparison of VTEC computed from recon-
structed IED with JPL VTEC under two inversion proce-
dures has shown the relative advantage of the iterative 
approach in capturing the phase relationship (correla-
tion), while there is no significant advantage of one pro-
cedure over the other in terms of capturing the absolute 
magnitude of VTEC.

In summary, the proposed algorithm has been found to 
be robust under different scenarios and observations over 
the Eastern Africa longitude sector. Further work involv-
ing wider and more dense GPS networks and detailed 
intercomparison with existing complex models such as 
MIDAS may be required to see the full capability of the 
approach.
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12.1. INTRODUCTION

The total electron content (TEC) is an important param-
eter in investigating the behavior of the ionosphere. Changes 
in TEC have become a very serious concern for ionospheric 
researchers, particularly those studies concerning the equa-
torial ionosphere. The Global Positioning System (GPS) is a 
satellite‐based navigation radio system that is used to  verify 

the position and time in space and on the Earth. In addition 
to providing users on a worldwide basis with  navigation, 
positioning, and time information, GPS has great 
 importance in scientific applications. Signals from GPS 
 satellites have been used extensively for monitoring the 
 ionosphere both globally and regionally [e.g., Valladares 
et al., 2004; Paznukhov et al., 2012; D’ujanga et al., 2012; 
Rama Rao et al., 2009]. The GPS satellites that are orbiting 
the Earth, at altitudes of about 20, 200 km, transmit signals 
that  propagate through the ionosphere, which exists at 
about 60–1500 km above the Earth’s surface. The satellites 
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ABSTRACT

A dual frequency GPS receiver at an equatorial station, Kampala in Uganda (geographic latitude 0.3°N; Lon: 
32.5°E), has been used to investigate variation of the total electron content (TEC) during 2010 to 2013, the ascend-
ing phase of solar cycle 24. Diurnal and solar activity dependence of GPS‐TEC has been investigated. The results 
show that TEC increases from a minimum at 0600 local time (LT) to a maximum value that starts at about 1300 
LT and then decreases to a low value after sunset. However, some months exhibited enhancements in TEC during 
postsunset hours, particularly the equinoctial months, which exhibited higher TEC values than the solstice months. 
Variation of TEC was compared with two solar indices, namely, the 10.7 cm solar flux (F10.7 cm) and the sunspot 
numbers (SSN) during the period of study. The solar flux variation indicated that the year 2010 was a relatively 
quiet year, recording moderate values, but variation increased drastically in 2011, maximizing in November 2011, 
and later falling off, but keeping moderately high values in 2012 and 2013. The trend in TEC is to follow the solar 
parameters, while exhibiting more dependence on seasonal variations than on the solar parameters.

Key Points: 
Solar activity affects total electron content.

Key Terms: total electron content (TEC), solar activity, solar flux, solar cycle 24
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 broadcast at two L‐band frequencies, namely, L1 (1575 MHz) 
and L2 (1228 MHz). A dual‐frequency GPS receiver can 
measure the difference in ionospheric delays between the L1 
and L2 of the GPS frequencies, which are generally assumed 
to travel along the same path through the ionosphere.

Ionospheric plasma density irregularities are an imped-
iment to radio wave communication, since they result in 
scattering radio waves passing through the ionosphere. 
This phenomenon, known as ionospheric scintillation, 
refers to the rapid fluctuations of the phase and ampli-
tude of the radio frequency (RF) signal passing through 
ionospheric regions embedded with plasma density irreg-
ularities. Ionospheric scintillations occur when GPS 
s ignals travel through small‐scale irregularities in electron 
density in the ionosphere, typically in the evening and 
nighttime especially in the equatorial region [Wong, 2009].

The plasma density irregularities, which encompass a 
wide range of scale sizes (from a few cm to a few hundred 
km), are referred to as the equatorial spread F (ESF) 
[Paznukhov et  al., 2012]. Plasma depletions, commonly 
referred to as equatorial plasma bubbles (EPBs), are the 
irregularities of the largest scale sizes (up to a hundred 
km) that are associated with the ESF in which the plasma 
density can be lowered up to three orders of magnitude 
compared to the background [Dashora and Pandey, 
2005]. TEC measurements have been used to diagnose the 
dynamics that drive the formation of plasma depletions. 
The presence of plasma irregularities within these deple-
tions disrupts satellite communication by scattering radio 
signals that pass through them.

The origin and variability of the plasma density deple-
tions in relation to the variability of ionospheric total 
electron content have been well documented [e.g., 
Valladares et  al., 2004; Dashora and Pandey, 2005]. 
Sudden reductions in TEC, observed in the nighttime 
low‐latitude F region, have been identified with the 
plasma density depletions of the equatorial origin 
[Valladares et al., 2004]. TEC depletions occur when one 
or more plasma bubbles drift across the line of sight 
(LOS) between the GPS receiver and the satellite. In addi-
tion, rapid changes in electron density resulting from 
space‐weather disturbances may cause severe TEC deple-
tions. During daytime, the E region dynamo electric field 
gives rise to an upward electrodynamic E × B drift that 
causes the F‐region plasma to diffuse downward along 
geomagnetic field lines under the influence of gravity and 
pressure gradients, resulting in the equatorial ionization 
anomaly at about 15° magnetic latitude on either side of 
the equator. After sunset, plasma densities and dynamo 
electric fields in the E‐region decrease, and the anomaly 
begins to fade, and at this local time a dynamo electric 
field develops in the F region [Rama Rao et al., 2006a; 
Valladares et al., 2004]. Polarization charges, set up by the 
conductivity gradients at the terminator, enhance the 

eastward electric field for about an hour after sunset. 
With the decreased ionization density in the E region 
after sunset, vertical plasma density gradients form in the 
bottom side of the F layer, resulting in the upward density 
gradients opposite in direction to the gravitational force. 
Such a configuration is known as the Rayleigh‐Taylor 
(RT) instability, and allows plasma density irregularities 
to occur [Rama Rao et al., 2006a; Basu et al., 2007; 
Paznukhov et al., 2012]. These irregularities can grow to 
become large ionospheric depletions, resulting in EPBs. 
Ionospheric irregularities may be due to geomagnetic 
storms, which can affect the ionosphere and hence mod-
ify the ionospheric parameters therein [Rama Rao et al., 
2009; Basu et al., 2007]. A highly dynamic ionosphere 
affects both space‐based systems and ground‐based sys-
tems leading to wastage of e conomic resources.

This paper shows TEC values measured by a dual fre-
quency GPS Scintillation Network and Decision Aid 
(SCINDA) receiver located at Makerere University, 
Uganda (Lat: 0.3°N; Lon: 32.5°E) during the ascending 
phase of solar cycle 24. Makerere is located close to the 
geographic equator with the following geomagnetic coor-
dinates: Lat. − °9 3. ; Lon. 104.2°. By analyzing TEC varia-
tions with solar activity, we discuss the variability of TEC 
during the period from 2010 to 2013 observed at this 
s tation. We used the F10.7 cm solar flux and sunspot num-
bers as an indication of solar activity.

12.2. EXPERIMENTAL DETAILS

In this study, the total electron content (TEC) has been 
measured using a high data‐rate NovAtel GSV400B GPS 
SCINDA receiver situated at Makerere University, 
Uganda (Lat. 9.3°; Lon. 104.2°). The GPS SCINDA is a 
real‐time GPS data acquisition and ionospheric analysis 
system, and computes ionospheric parameters S4 (scintil-
lation index) and TEC using the full temporal resolution 
of the receiver. The TEC is computed from the combined 
L1 (1575 MHz) and L2 (1228 MHz) pseudoranges and 
carrier phase, and is measured in TEC units, where 1 
TEC unit is equal to 1016 electrons per m2. The total elec-
tron content is defined as the number of electrons in a 
column of 1 m2 cross section, from the height of the GPS 
satellite (~20,000 km) to the receiver on the ground.

The estimation of the absolute TEC using dual frequency 
GPS receivers has been made possible due to the dispersive 
nature of the ionosphere. The method of estimation has 
been described in detail in the literature [Carrano and Groves, 
2006; Carrano, 2007] and uses the satellite interfrequency 
biases provided by the Center for Orbit Determination in 
Europe (CODE). In this research, analysis of the TEC data 
has been carried out using the Gopi GPS‐TEC analysis 
application software [Seemala, 2012], which has an algo-
rithm for the estimation of  satellite and receiver biases. This 
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application first calculates the relative values of slant TEC 
by eliminating the effect of tropospheric water vapor and 
clock errors using the phase and code values of the L1 and 
L2 frequencies and then the absolute value of slant TEC 
after compensating for the satellite and receiver biases 
[Sardon and Zarraoa, 1997]. The vertical TEC is then 
obtained from the slant TEC by using the single‐layer 
 mapping function, M(ε, h), of the ionosphere given by:
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where Z is the solar zenith angle, RE is the radius of the 
Earth, ε is the elevation angle, and h is the height of the 
ionospheric layer, assumed to be 350 km.

Observations for this research are for a period of 4 yr 
starting in 2010, when TEC measurements were initiated 
at this station. During the period of study, lowest solar 
activity was observed during 2010 (Max. SSN = 77; Max. 
F10.7 cm flux = 96); while 2011 exhibited a sharp rise in 
solar activity (Max. SSN =190; Max. F10.7 cm flux = 208). 
The year 2012 exhibited lower values than the previous 
year (Max. SSN =188; Max. F10.7 cm flux =178); and 2013 
exhibited high fluctuations in solar indices, with some 
months giving very high values (Max. SSN = 282; Max. 
F10.7 cm flux =178). The solar indices used in this research 
are the sunspot number (SSN) and the F10.7 cm solar flux 
index, which is a measure of the noise level generated by 
the Sun at a wavelength of 10.7 cm at the Earth’s orbit 
(http://www.nwra.com/spawx/f10.html). The solar  indices 
were obtained from http://www.swpc.noaa.gov/ftpmenu/
indices/old_indices.html.

12.3. RESULTS AND DISCUSSIONS

12.3.1. Diurnal Variation of TEC

The diurnal variation of TEC for the years 2010–2013 
is depicted in the contour presentation and daily plots of 
Figure  12.1a and b, respectively. The horizontal axis 
gives the universal time (UT), and the local time (LT) is 
given by adding 3 hr (i.e., LT UT hr= +3 ), obtained from 
the formula: LT UT= +32 5 152 2. / . The figures show 
TEC rising gradually from minimum at sunrise (0300 
UT) to a broad maximum value between 1000 to 1500 
UT and then falling steadily until sunset. Several research-
ers [e.g., Chauhan et  al., 2011; Anderson et al., 2004; 
Dabas et al., 2003] have attributed this rise of TEC to the 
rapid filling up of the magnetic field tubes at sunrise, 
leading to the solar extreme ultraviolet (EUV) ionization 
coupled with the upward vertical E × B drift. These mag-
netic tubes had initially collapsed after sunset due to the 
low nighttime temperatures within the thermosphere. It 

can be seen from the plots that TEC was much higher in 
2011, which had maximum values up to 70 TEC units 
compared with values in 2010, which were less than 50 
TEC units. TEC data for 2012 were available for only half  
the year, showing lower values than in the previous year, 
but later showing some increase in TEC in 2013.

Figure 12.1 further shows that the equinoctial months 
of March and April (vernal), and September and October 
(autumnal) exhibited much higher TEC values than the 
solstice months during the period of observation. This is 
in agreement with most of the research carried out within 
the equatorial regions. The seasonal variations have been 
attributed to changes in the concentration of  atomic 
oxygen and molecular nitrogen in the F region [e.g., Gupta 
and Singh, 2001; Chauhan et al., 2011; Olwendo et  al., 
2013]. It is argued that during equinoctial months, solar 
radiation is mainly absorbed by atomic oxygen, leading 
to high values of TEC during these periods. We also note 
that the equinoxes (around 20 March and 23 September) 
are the only times when the solar terminator is perpen-
dicular to the equator, thus explaining the high TEC val-
ues during equinoxes. In addition, it is a well‐known fact 
that during equinoxes, the Sun is crossing the equator 
and therefore the period of maximum sunlight would be 
the same in both the vernal and autumnal equinoxes at 
equatorial stations.

From the plots of  Figure 12.1b, it can be seen that the 
autumnal months exhibited a little higher TEC values 
than the vernal equinoxes during 2011, a year that expe-
rienced a steep rise in solar activity. The year 2010, on 
the other hand, exhibited a reverse equinoctial asymme-
try, where the vernal equinox TEC was slightly higher 
than the autumnal one. Similarly, in 2013, though there 
were no data in April, the trend seems to indicate a 
slightly higher TEC during the vernal equinox than in 
the autumnal one.

The equinoctial asymmetry exhibited in 2011 is differ-
ent from that observed by different researchers who 
reported the reverse while investigating different param-
eters. For example, a higher background electron density 
was observed during vernal equinox than that observed 
during the autumn period in a low solar activity period 
[Sripathi et  al., 2011]; Dasgupta et  al. [1983] observed 
higher values in TEC during the vernal equinox than the 
autumn one; and a higher scintillation occurrence was 
observed in the vernal equinox than the autumnal equi-
nox [Ray and Dasgupta, 2007; Rama Rao et al., 2006b]. 
In all these cases, the equinoctial asymmetry was attrib-
uted to differences in the meridonal winds, leading to 
changes in the neutral composition during equinoxes.

The observed difference in the equinoctial asymmetry 
in our observations could be due to the fact that the 
autumnal equinox recorded higher solar flux values than 
those recorded in the vernal equinox of  2011 (as seen in 
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Fig. 12.2), leading to higher ambient ionization during 
this period. There was also an interesting feature 
observed during the equinoxes: there was a slight shift in 
the TEC maximum peaks during the vernal equinoctial 
months so that the diurnal TEC started peaking a little 
later at about 1100 and ended at about 1600, while the 
autumnal months started peaking at 1000 and e nding at 
about 1500. This type of  peak shifting is normally expe-
rienced and is quite pronounced in the polar regions 
whose dependence has been attributed to the solar zenith 
angle.

The diurnal plots in Figure  12.1b also showed the 
existence of  nighttime enhancements in TEC during 
postsunset at around 1800–2000 and these were more 
pronounced during equinoctial months than in solstice 
months. The largest enhancements were exhibited 
 during the period 2011–2013. This nighttime enhance-
ment in TEC has been documented by research on the 
equatorial ionosphere [e.g., Paznukhov et al., 2012; 
D’ujanga et al., 2012; Rama Rao et al., 2009], and it has 
been explained in terms of  an eastward‐directed electric 
field that produces an upward drift of  ionospheric 
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plasma during daytime, while the westward‐directed 
fields d uring the night cause a downward drift motion 
[e.g., Hanson and Moffett, 1966].

12.3.2. Variation of TEC with Solar Parameters

The month‐to‐month variation of TEC shown in 
Figure 12.2 is an attempt to investigate the variation of 
TEC in response to the solar activity by superimposing 

the solar parameter values in the same plot. The solar 
parameters indicate that 2010 was relatively a quiet year, 
recording moderate values, which increased drastically in 
2011, maximizing in November 2011, and later falling off, 
but keeping relatively high values in 2012 and 2013. The 
F10.7 cm solar flux and SSN parameters have a p attern of 
increasing and decreasing together, though the SSN pat-
tern shows some drastic sharp increases in some months 
(e.g., the months of March and November 2011, and May 
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and October 2013), while those for the F10.7 cm flux were 
not as sharp. Such inconsistencies in the variation of the 
F10.7 cm solar flux and the SSN index have been reported 
by Chakrabarty et al. [2012], who observed discrepancies 
in these parameters over the anomaly crest region and 
reported a 7-month delay between the onset of enhance-
ment of SSN and that of the solar fluxes. In r elation to 
variation of these parameters with TEC, they reported a 

direct solar influence on TEC. They also reported that 
TEC over the anomaly crest region increased more rap-
idly than the corresponding rate of increase of the F10.7 cm 
flux and attributed this to transport process related to 
transequatorial and/or chemical processes.

In our findings (Fig. 12.2), we observe that whereas the 
trend in TEC tends to follow that of the solar parameters, 
the rate of increase of these solar parameters is much 
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higher than that of the average TEC. In particular, the 
months of March and April, September and October 
2011 had drastic increases in the solar parameters, which 
did not match the increase in TEC during these months. 
Related to this, maximum solar flux during 2012 is shown 
in the month of July, with a corresponding increase in 
SSN, while the values of these parameters were relatively 

lower during September and October 2012. TEC values, 
on the other hand, showed lower values in July and 
August than in September and October 2012. This 
 scenario is best explained with reference to solstice and 
equinoctial months, explained in Section  12.3.1, where 
TEC was much higher in equinoctial than in solstice 
months. On further scrutiny, still, it can be observed that 
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the TEC in solstice months of July and August 2012 is 
higher than for the same months in 2010 and 2011, when 
the solar flux and SSN were relatively lower. This shows 
the interdependence of seasonal and solar parameters, 
while noting that TEC responds more to seasonal varia-
tions than to the solar‐parameter variations.

Very high values in TEC also may be due to geomag-
netic storms, which can sometimes affect the ionosphere 
and modify it in a complex and unpredictable manner. 
A look at the disturbance storm time (Dst) and planetary 
magnetic (Kp) indices for the years 2010–2013 (from the 
World Data Center catalog: http://www.swpc.noaa.gov/
ftpmenu/indices/old_indices.html and http://wdc.kugi.
kyoto‐u.ac.jp/dst_provisional/index.html) indicate that 
2010 had no severe geomagnetic storms throughout the 
year except for some moderate storms (Dst > –100) on a 
few days, while 2011, 2012, and 2013 had some intense 
geomagnetic storms (Dst < –100) in September and 
October of 2011; in March, October, and November of 
2012; and in March and June 2013. Magnetic storms have 
been reported to have effects on TEC within the equato-
rial region, with some storms showing some increase in 
TEC, while others show a depression in TEC, with accom-
panying ionospheric scintillations [Akala et al., 2013; 
D’ujanga et al., 2013]. For example, the October 2011 geo-
magnetic storm (Dst = −137 nT) resulted in severe iono-
spheric scintillations [D’ujanga et al., 2013]. High values 
of TEC in our observations could have had some origins 
in the geomagnetic storms that occurred, particularly in 
2011. Such changes in TEC within this region have 
been attributed to intense disturbances of electric fields 

 origination from the magnetosphere‐ionosphere interac-
tions [Olwendo et al., 2013; D’ujanga et al., 2013]. These 
effects in TEC may cause intense phase and amplitude 
scintillations of satellite signals and thereby adversely 
impact satellite communication and navigation systems.

12.3.3. Correlation of TEC with Solar Parameters

The Sun, just like the Earth, has seasons and the most 
notable one is the 11-yr sunspot cycle. The period of this 
research is during the ascending sunspot cycle phase, 
which has been shown by the increase in the solar param-
eters over the period. All these happenings have a source 
in the variability of the solar magnetic field, which in turn 
has an influence on the dynamics of the outer layer of the 
Sun registered in the solar parameters. The variability of 
these parameters may be responsible for the occurrence 
pattern of TEC during the ascending phase of solar cycle 
24, since the variation of TEC shows an almost similar 
pattern. This may further indicate similar origins, embed-
ded in the magnetic configuration, which affects all the 
other parameters simultaneously.

The primary solar indices used normally are the sun-
spot number (SSN), the F10.7 cm index, and the solar 
extreme ultraviolet (EUV) index. These indices are 
obtained from the global daily values, measured at local 
noon at the Penticton Radio Observatory in Canada 
[Penticton, 2014]. Nowadays, the F10.7 cm solar radio flux 
may be obtained from the GPS‐derived F10.7 cm index 
inferred from the ionospheric model coefficients transmit-
ted in the GPS navigation signal [Klobuchar, 1987]. In 
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most researches, when the EUV index is unavailable, the 
F10.7 cm index has been sufficient to measure the effect of 
the solar flux, though recent research has reported that 
the approximations of these indices were not so good dur-
ing the recent solar minimum [Chakrabarty et al., 2012].

In this research, however, we investigate the correlation 
of TEC with solar parameters using only the SSN and 
the F10.7 cm index. The correlation of these indices with 
TEC is shown in Figure 12.3, for the years 2010–2013. 
The figure shows the correlation of maximum TEC with 
the F10.7 cm index in the left panel and with the SSN in the 
right panel. The correlation coefficient of TEC with the 
F10.7 cm index is 0.306, 0.718, 0.254, and 0.321, while with 
SSN it is 0.239, 0.549, 0.239, and 0.259 for the years 2010, 
2011, 2012, and 2013, respectively. (The correlation coef-
ficient values are indicated on the plots.)

It can be seen that during 2011 both indices show high-
est correlation with maximum TEC, with the F10.7 cm 
index giving a better correlation than the SSN. In general, 
the electron population in the ionosphere is controlled by 
the solar photoionization process, which enhances the 
background electron density within the ionosphere. The 
SSN, on the other hand, is an indication of the degree of 
the sunspot activity. The period of 2011 is when the solar 
flux exhibited a steep rise from the seemingly quiet period 
of 2010 (shown in Fig. 12.2). A very good correlation of 
TEC with the F10.7 cm flux has been reported by research-
ers in the anomaly crest region [e.g., Chakrabarty et al., 
2012, and references therein; Chauhan et al., 2011], who 
reported a higher correlation of TEC with the F10.7 cm 
flux than with SSN.

12.4. CONCLUSIONS

An investigation of the correlation between the total elec-
tron content and solar activity has been carried out during 
the ascending phase of solar cycle 24. Results  indicated that 
TEC was much lower in 2010 than the corresponding 
months of 2011–2013. This was corroborated with solar 
indices, which were consistently low in 2010, but showed a 
steep rise in 2011, attaining maximum values, and main-
taining relatively high values in 2012. The diurnal  variation 
of TEC over this period showed that the equinoctial months 
exhibited much higher TEC values than the solstice months 
during the period of observation, with the equinoctial 
months exhibiting some asymmetry between the vernal and 
autumnal equinoxes. The month‐to‐month variation of 
TEC shows the interdependence of seasonal and solar 
parameters on TEC, with TEC exhibiting a more seasonal 
dependence than the solar‐parameter dependence. The cor-
relation coefficient of daily maximum TEC with the solar 
indices gave the highest correlation during 2011, with the 
F10.7 cm flux giving a better correlation than the SSN.
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13.1. INTRODUCTION

The unique role of the ionosphere in the near-Earth 
environment cannot be overemphasized. The  ionosphere 
is  coupled to both the lower atmosphere and to the 
 magnetosphere above it. The effect of the atmosphere 
from below is regarded as the main source of its day‐to‐day 
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ABSTRACT

The longitudinal effect on the day‐to‐day variability (VR) of the critical frequency of equatorial type sporadic 
E ( foEsq ) is studied. Data from three equatorial stations, one from west of Greenwich Meridian (GM), one in the 
neighborhood of GM, and one from east of GM, namely Huancayo (12°S, 75.3°W, 3.92° dip [1971]), Ouagadougou 
(12.4°N, 1.5°W, 2.98° dip [1989]), and Manila (14.7°N, 121.1°E, 14.8° dip [1989]), respectively, were used for the 
study. The variability of  foEsq  is characterized by sunrise and sunset peaks in the neighborhood of GM during very 
high solar activity (VHSA; Rz > 120) and high solar activity (HSA; 80 < Rz < 120). During moderate solar activity 
(MSA; 50 < Rz < 80), no diurnal trend is observed at Ouagadougou. At Huancayo, west of GM,  foEsq  VR is greater 
during nighttime and sunrise during all three levels of solar activity; while at Manila, east of GM, it is greater dur-
ing noon and sunset during all three levels of solar activity in general. The  foEsq  VR is found to be greater during 
the solstices in all the stations and during all three levels of solar activity. Overall,  foEsq  VR is to be greater at 
Huancayo than at Manila and least at Ouagadougou, while it increases with sunspot number (Rz), in general.

Key Points:
At different longitudinal sectors different diurnal trends of  foEsq  relative variability are observed.
Peaks of  foEsq  relative variability occur at sunrise and sunset in the neighbourhood of Greenwich Meridian.
Relative variability of  foEsq  occurs at nighttime and sunrise west of Greenwich Meridian and at noon and  sunset 

east of Greenwich Meridian
Relative variability of  foEsq  is greater west of Greenwich Meridian than at east and in the neighbourhood of 

Greenwich Meridian.

Key Terms: E layer, ionosphere, longitudinal effect, Sporadic E
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 variability [Pulinets et al., 2007], while the effect of  the 
magnetosphere is such that solar‐wind energy transmit-
ted into the magnetosphere from the Sun may induce 
influences of different magnitude in the complex 
m orphology of the electric field, temperature, winds, and 
composition, and affect all ionospheric parameters 
[Wang et al., 2007].

Between the latitudes with magnetic dip angles in the 
range −5° to 5°, the geomagnetic field lines are almost hori-
zontal and do not allow electrical charge to leak away to 
other latitudes, thereby creating vertical polarization fields 
[Rajaram and Rastogi, 1977]. The flow of charge in the east‐
west direction referred to as equatorial electrojet (EEJ) is 
thus amplified. The interaction of the EEJ current with the 
horizontal magnetic field cause E × B uplift of  ionization, 
which subsequently diffuses along the field lines to subtrop-
ical latitudes. Thus, ionization is maximum at  latitudes ±20° 
to ±25° instead of at the equator, a  phenomenon referred to 
as the equatorial ionization anomaly (EIA).

While the mechanism and formation of the normal E 
layer is mainly by photoionization of molecular nitrogen 
and oxygen, being largely a Chapman layer depending 
mostly on the activity and zenith angle, χ, of  the sun 
[Vanzandt, 1967], that of sporadic E ionization, though 
situated at the same height of about 100 km as the normal 
E layer ionization, is different. The mechanism of the 
 formation of sporadic E ionization, Es, differs with lati-
tude. At the aurora and polar cap regions, Es is due to the 
precipitation of energetic particles [Prasad et  al., 2012] 
while the occurrence of midlatitude Es is explained by the 
wind shear theory of Whitehead [1961]. At the equator 
and low‐latitude regions, the large electrojet current gives 
rise to plasma instabilities causing Es ionization. The 
equatorial Es, designated as Esq, is thus a plasma irregu-
larity, which is of interest from the standpoint of plasma 
physics. The Esq is exploitable for radio communication 
by scattering [Cohen, 1967; Resende and Denardini, 2012].

The need for more studies of the day‐to‐day iono-
spheric variability due to “weather” and not just that of 
“climatological” or mean behavior of the ionosphere has 
been pointed out by such researchers as Bilitza [2000], 
Rishbeth and Mendillo [2001], and Forbes et  al. [2000]. 
One of the ionospheric characteristics whose space‐
weather effect has not received much attention especially 
in the equatorial and low‐latitude areas is Esq. Pedatella 
et al. [2011] mentioned the existence of longitudinal vari-
ability in the equatorial electrojet in which the irregulari-
ties responsible for Esq is embedded. It is the purpose of 
this study to investigate the space‐weather effect of foEsq 
at some equatorial and low‐latitude stations with a view 
to determining its longitudinal variability and the effect 
of season on foEsq VR at different longitudinal sectors. It 
is also hoped that the results of this will augment the data 
used for ionospheric models such as International 
Reference Ionosphere (IRI).

13.2. METHOD

The data used for this study are the foEsq hourly values 
determined from ionosonde data measured at Huancayo 
(American sector), Ouagadougou (African sector), and 
Manila (Asian sector) over the period from 1959 to 1993. 
The data for the three stations were downloaded from Space 
Physics Interactive Data Research (SPIDR) website (http://
spidr.ngdc.noaa.gov/). Data were selected for days on which 
Kp < 3. Thus, the data used in this study can be regarded as 
those of quiet days [Umoh and Adeniyi, 1995]. The data for 
each year were grouped into different seasons on a monthly 
basis: March equinox (February, March, and April), June 
solstice (May, June, and July), and September equinox 
(August, September, and October), December solstice 
(November, December, and January), in order to show sea-
sonal influence. The plots of sunspot number, Rz, and Kp 
indices for the years  considered are shown in Figure 13.1. 
Table 13.1 shows the coordinates of the stations whose data 
were used in this study while Table 13.2 shows the selection 
of epochs for each station based on solar cycle activity.

It is important to mention that by definition foEsq is 
attributed to the maximum frequency observed for the 
ordinary trace of the Es layer. However, since the ordi-
nary and extraordinary traces are indistinguishable, a top 
frequency for Es is used as a proxy of the foEsq [Bibl et al., 
1955; Rishbeth and Garriot, 1969]. The accuracy of foEsq 
autoscaling at 95% confidence level is ±0.6 MHz.

The relative variability (VR) of ionospheric character-
istics is defined as the quotient of standard deviation, σ 
and mean value μ [Forbes et al., 2000; Bilitza et al., 2004; 
Somoye and Akaka, 2010; Somoye et  al., 2011, 2012; 
Akala et al., 2010]. Thus,

 
VR %( ) = ×

σ
µ

100 (13.1)
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Figure 13.1 Plots of Kp indices and annual sunspot number, 
Rz, for the years considered. A yearly average is simply deter-
mined from Kp monthly average (following monthly average 
determination of Ap index by Rishbeth and Mendillo [2001]).
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The VR of ionospheric characteristics is a statistical 
tool that quantifies the extent of deviation or spread of 
each data point from the computed mean from the entire 
dataset. The merit of the formula in Equation (13.1) over 
other methods used for determining the relative variabil-
ity is that deviation of all daily values from mean is 
c onsidered, indicating that the whole dataset is used. The 
demerit of this method, however, is in the difficulty of its 
interpretation in terms of probability [Bilitza et al., 2004].

Other methods of determining variability include:
1. VR (%) = Interquartile range/median × 100, that is,

 
VR

q q

median
%( ) = −

×75 25 100 (13.2)

The only advantage of this method is that it is easy to 
interpret in terms of probability while it has the disad-
vantage of using only 50% of the data. The method has 
been used by Zhang et al. [2004] and Ezquer et al. [2004].

2. VR (%) = Interdecile range/median × 100, that is,

 
VR

q q

median
%( ) = −

×90 10 100 (13.3)

This method, which was used by Fotiadis et al. [2004], 
covers 80% of  the data points and ignores the remaining 
20%.

3. VR (%) = Range/median × 100
While this is a possible method of determining variability, 
it has not been used in literature possibly because of the 
simplistic nature of range as a measure of dispersion.

4. A method used by Kouris and Fotiadis [2002] in 
determining variability is

 
dx

x x

x
i=
−

 (13.4)

xi being hourly daily values of each parameter and x, the 
corresponding hourly monthly median value.

13.3. RESULTS AND DISCUSSION

The diurnal plots of the VR of foEsq for different 
 seasons for Huancayo (12°S, 75.3°W, 3.92° dip [1971]), 
Ouagadougou (12.4°N, 1.5°W, 2.98° dip [1989]), and 
Manila (14.7°N, 121.1°E, 14.8° dip [1989]) are shown in 
Figures  13.2a–c, 13.3a–c, and 13.4a–c during the three 
epochs of the solar cycle: very high solar activity (VHSA), 
high solar activity (HSA), and moderate solar activity 
(MSA). Low solar activity (LSA) is not considered since 
foEsq VR is not found to show diurnal trend during LSA 
[Somoye et al., 2013).

The trends in the diurnal plots with solar activity are 
different in the longitudinal sectors considered in this 
study. During VHSA, the VR of foEsq at Huancayo peaks 
at nighttime (i.e., 22:00–02:00 [~65%]) and at sunrise (i.e., 
05:00–07:00 [~60%]) and generally during the period from 
midnight to noon in all seasons. During epochs with 
VHSA, the VR of foEsq at Ouagadougou has different 
diurnal trends in different seasons. While the diurnal trend 
for the June solstice shows nighttime (~32%) and sunset 
(i.e., 18:00–20:00 [~30%]) peaks, that of the September 

Table 13.2 Classification of Zurich Sunspot Numbers and Data Years Used for Each Station

Years used

Station MSA (50 < Rz < 80) HSA (80 < Rz < 120) VHSA (Rz > 120)

Huancayo 1971 (Rz = 68.8) 1968 (Rz = 105.9) 1959 (Rz = 159)
Ouagadougou 1971 (Rz = 68.8) 1968 (Rz = 105.9) 1989 (Rz = 157.6)

Manila 1993 (Rz = 54.8) 1992 (Rz = 94.5) 1989 (Rz = 157.6)

Table 13.1 Coordinates, Magnetic Inclination (Dip), and Magnetic Declination (D) of Stations

Station Geographic latitude Geographic longitude Dip D

Huancayo 12°S 75.3°W 1959: 5.2°
1968: 4.24°
1971: 3.92°

1959: 1.98°
1968: 1.95°
1971: 1.95°

Ouagadougou 12.4°N 1.5°W 1968: 5.7°
1971: 5.32°
1989: 2.98°

1968: −7.74°
1971: −7.45°
1989: −5.29°

Manila 14.70°N 121.1°E 1989: 14.8°
1992: 15.05°
1993: 15.15°

1989: −0.94°
1992: −1.0°
1993: −1.02°

Source: http://www.ngdc.noaa.gov/geomag‐web/#igrfwmm.
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equinox shows noon (~53%) and nighttime (~49%) peaks. 
The diurnal trends of the March equinox and December 
solstice are not well defined at Ouagadougou. During 
VHSA, the VR of foEsq at Manila peaks occur from noon 
(i.e., 10:00–14:00 [~58%]) to sunset (~72%) and generally 
 during the second half of the day during all seasons.

During HSA, the VR of foEsq at Huancayo exhibit peaks 
during nighttime namely ~42%, ~56%, ~76%, ~64%, respec-
tively, for the March equinox, June solstice, September 
 solstice, and December solstice. while the VR of foEsq at 
Ouagadougou is characterized, generally, by postsunrise 
(~46%) and postsunset (~55%) peaks for all seasons. During 
HSA, the VR of foEsq at Manila is characterized by noon 
(~52%) and sunset (~54%) peaks for all seasons.

During MSA, the VR of foEsq at Huancayo peaks are 
observed during nighttime (~70%) and before noon 

(~64%), while at Ouagadougou the VR of Esq is character-
ized by postsunrise (~48%) and postsunset (~64%) peaks 
during all seasons. During MSA, the VR of foEsq at Manila 
is characterized by noon (~56%) and postsunset (~47%) 
peaks, during all seasons. The foregoing  indicates longitu-
dinal variation of foEsq VR as its maximum value occurs at 
different times of the day for the three stations.

Longitudinal variation of foEsq VR is most likely due to 
the electrojet current, which has been found to show day‐
to‐day variability [Oyinloye and Akinrimisi, 1976] as well 
as longitudinal variability [Cohen, 1967]. The irregularity 
responsible for Esq is embedded in the electrojet current. 
Pedatella et al. [2011] mentioned the presence of longitu-
dinal variability in the electrojet current. The Esq ioniza-
tion and the equatorial electrojet current are highly 
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Figure 13.2 Diurnal variation during VHSA of the VR of foEsq for 
all seasons for (a) Huancayo, (b) Ouagadougou, and (c) Manila.
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Figure 13.3 Diurnal variation during HSA of the VR of foEsq for 
all seasons for (a) Huancayo, (b) Ouagadougou, and (c) Manila.



LongITuDInaL DEpEnDEnCE oF Day‐To‐Day VarIabILITy oF CrITICaL FrEquEnCy 159

correlated in their temporal variations [Matsushita, 
1962a; 1962b] and in their spatial distribution [Rastogi, 
1973]. Ren et al. [2009] pointed out that magnetospheric 
electric fields, which penetrate from high latitude to the 
equator even during magnetically quiet times, vary with 
universal time and may also cause longitudinal variations 
of  equatorial electric fields and therefore that of  foEsq 
VR. Yizengaw et al. [2012] mentioned that the difference 
in the behavior of one longitude sector to the other results 
from the formation of the global wavenumber‐four struc-
ture due to the different vertical E × B drift magnitudes at 
different longitudinal sectors.

In order to further investigate variation of foEsq VR of 
the three stations with seasons, the monthly plots of foEsq 
VR of Huancayo in the American sector, Ouagadougou 

in the African sector, and Manila in the Asian sector are 
illustrated in Figures 13.5a–c, 13.6a–c, and 13.7a–c dur-
ing VHSA, HSA, and MSA, respectively. Each plot 
shows the variation with months for LT bins 22:00–02:00 
(nighttime), 05:00–07:00 (sunrise), 10:00–14:00 (noon), 
and 18:00–20:00 (sunset) based on the  recommendation 
given in the International Reference Ionosphere (IRI) 
Task Force Activity [Bilitza, 2001].
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Figure 13.4 Diurnal variation during MSA of the VR of foEsq for 
all seasons for (a) Huancayo, (b) Ouagadougou, and (c) Manila.
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Figure 13.5 Monthly variation during VHSA of the VR of foEsq 
for all seasons for (a) Huancayo, (b) Ouagadougou, and (c) 
Manila. No data were available from Manila for the first half of 
the year during the epochs selected by VHSA, and no data 
were available from Huancayo during March for VHSA.



160 IonoSphErIC SpaCE WEaThEr

During epochs with the same solar activity level, the 
VR of foEsq at Huancayo is maximum in the March equi-
nox (62%) and December solstice (60%), while the VR of 
foEsq at noon is at a maximum during the June solstice 
(~70%). It is observed that at Ouagadougou, the VR of 
foEsq during VHSA is greater at nighttime and noon dur-
ing the September equinox (~60% and ~ 53%). At Manila, 
the VR of foEsq at sunset was found to be greatest during 
the September equinox (~72%), while the noon VR is at a 
maximum in October (~48%), (data were available only 
for July to December at Manila during VHSA).

During HSA, the VR of foEsq at Ouagadougou 
(Fig. 13.6b) is greatest during the June solstice at all times 
of the day, namely, nighttme (~58%), sunrise (~45%), 
noon (~28%), and sunset (~60%). The VR of foEsq of  
Manila (Fig.  13.6c) at sunrise has a maximum during 
June solstice (~70%) and during the September equinox 
(~72%), while at Manila (Fig. 13.6c), the VR of foEsq at 
sunset has a maximum during the June solstice (~60%). 
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Figure 13.6 Monthly variation during HSA of the VR of foEsq for 
all seasons for (a) Huancayo, (b) Ouagadougou, and (c) Manila.

0

10

20

30

40

50

60

Ja
n

F
eb

M
ar

A
pr

M
ay Ju
n

Ju
l

A
ug

S
ep O
ct

N
ov

D
ec

f o
E

sq
 V

R
 (

%
)

Month

0

10

20

30

40

50

60

70

80

Ja
n

F
eb

M
ar

A
pr

M
ay Ju
n

Ju
l

A
ug

S
ep O
ct

N
ov

D
ec

f o
E

sq
 V

R
 (

%
)

Month

0

10

(a)

20

30

40

50

60

Ja
n

F
eb

M
ar

A
pr

M
ay Ju
n

Ju
l

A
ug

S
ep O
ct

N
ov

D
ec

f o
E

sq
 V

R
 (

%
)

Month

Sunrise Noon Sunset Midnight

(b)

(c)

Figure 13.7 Monthly variation during MSA of the VR of foEsq 
for all seasons for (a) Huancayo, (b) Ouagadougou, and (c) 
Manila. No data were available from Manila for the second 
half of the year during the epochs selected for MSA.
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The VR of foEsq is more frequently larger during the 
 solstices, especially the June solstice, than the equinoxes. 
The peak during the September equinox at Huancayo at 
sunrise (Fig. 13.6a) is an exception to this general obser-
vation. The Esq in the African sector is found to be maxi-
mum during the equinox [Onwumechili, 1967). It is thus 
expected that the VR of foEsq should be minimum at the 
equinox and maximum during the solstices, the VR of 
foEsq being inversely proportional to the mean of foEsq (see 
Equation [13.1]).

In general, the VR of foEsq is found to be greatest at 
Huancayo, west of GM, being in the range 10%–74%, 
6%–78%, and 5%–71% during VHSA, HSA, and MSA, 
respectively; followed by Manila, east of GM, with 10%–
72%, 10%–56%, and 14%–56% during the three solar 
activity levels, respectively; and least at Ouagadougou, 
close to GM with 6%–53%, 6%–58%, and 16%–66% dur-
ing the three solar activity levels, respectively. The VR of 
foEsq at Huancayo is clearly greater than foEsq VR at 
Manila and Ouagadougou during the three epochs. The 
peak VR of foEsq is greater at Huancayo and Manila than 
at Ouagadougou during VHSA, while it is greater at 
Ouagadougou than at other locations during MSA. 
During HSA, the peak VR of foEsq is about the same at all 
three locations. The greater VR of foEsq at Huancayo, west 
of Ouagadougou and Manila agrees with the result of 
Akala et al. [2011) for VR of foF2.

That the VR of  foEsq is greatest at Huancayo during 
all solar activity levels is likely due to this location hav-
ing the largest magnetic declination. The American sec-
tor is characterized by larger magnetic declination than 
other longitudinal sectors. Magnetic declination effects 
have been invoked to explain the seasonal and longitu-
dinal variations of  spread F (another irregularity trig-
gered by Gradient Drift Instability [GDI] and 
Rayleigh‐Taylor Instability [RTI]), that is, plasma insta-
bility. While equatorial spread F is triggered by GDI 
and RTI, the Esq irregularity is explained by the two‐
stream instability theory of  Farley [1963]. Abdu et  al. 
[1981] and Sagawa et  al. [2005] pointed out that the 
diverse electrodynamic process in the equatorial and 
low‐latitude stations arises from the larger magnetic 
declinations in the American sector than at other longi-
tudinal sectors.

While the diurnal trend in the VR of foEsq at Huancayo 
seems to be independent of solar activity, the VR of foEsq 
is observed to increase with solar activity at Manila and 
decrease with solar activity at Ouagadougou. It is neces-
sary to mention that the solar activity of days considered 
is not extreme, thus high solar-flare activity, which results 
in ionospheric disturbances due to its effects on ther-
mospheric neutral density [Ben’kova et  al., 1983; 
Blagoveshchensky et  al., 2006a; Blagoveshchensky et  al., 
2006b], is avoided.

13.4. CONCLUSION

Diurnal plots of the variability of foEsq show longitudi-
nal dependence through different trends occurring at the 
different longitudes. At Huancayo in the American sec-
tor, the VR is characterized by greater values at nighttime 
and sunrise than during other parts of the day. Sunrise 
and sunset peaks occur at Ouagadougou in the African 
sector. At Manila in the Asian sector, the VR  values dur-
ing noon and sunset are greater than at other hours of 
the day.

Longitudinal differences also occur in the magnitude 
of the variability of foEsq. The VR is generally found to be 
greater at Huancayo, than at the more easterly locations 
of Manila and Ouagadougou.

The seasonal variation of foEsq is characterized by VR 
generally being greatest during the equinoxes. This is 
 possibly because at the equatorial Esq, ionization has its 
peak during the equinox.
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AbstrAct

A whole atmosphere model (WAM) has been used to determine the physical processes driving the change in elec-
trodynamics during the January 2009 sudden stratospheric warming (SSW). Previously the WAM model was 
integrated into the National Weather Service Gridpoint Statistical Interpolation (GSI) data assimilation scheme 
to enable the observed changes in amplitude of planetary wavenumber one and two in the lower atmosphere to 
be followed. The modeled changes in ozone concentration, which act as a tracer of the middle atmosphere dynam-
ics, agree well with observations from the ground‐based station at Bern, Switzerland, which supports the accuracy 
of the modeled middle atmosphere dynamics. The model showed that the amplitude and phase of both the semi-
diurnal and terdiurnal migrating tides SW2 and TW3 varied through the period. The change in phase of SW2 
and TW3 follows the reversals in direction of the stratospheric longitudinally averaged zonal winds. As the strato-
spheric zonal winds reverse from eastward to westward, the SW2 and TW3 tidal phases move to earlier local 
times. Similarly, as the zonal winds slowly recover to the more typical eastward direction expected for the season, 
the tidal phases gradually move to later local times. The reasonable correlation suggests the tidal phase changes 
are due to the zonal winds in the stratosphere pushing the tide to earlier or later local times as it propagates from 
its source at lower altitudes. The phase changes of the SW2 during the SSW recovery period is similar to that 
expected from the lunar gravitational tide. Since WAM does not explicitly include the lunar tide, the change in 
phase of the solar-driven SW2 could be mistaken for an increase in the amplitude of the lunar gravitational semi-
diurnal M2 mode. The apparent signature of the lunar tide in the model simulation is actually due to the gradual 
change in phase each day of the solar heating‐driven semidiurnal tide as it propagates through the slowing chang-
ing zonal wind. The WAM winds drove electrodynamics in the dynamo region reasonably consistent with obser-
vations from the Jicamarca longitude sector. Near the peak of the SSW, the winds drove a stronger eastward 
electric field (upward plasma drift) early in the morning, reversing to westward (downward plasma drift) in the 
afternoon. The peak in upward plasma drift gradually moved back to later local times  during the 2‐ or 3‐week 
recovery from the SSW. The model tidal fields were separated into their components to determine what aspects 
of the tidal wind changes (i.e., SW2 or TW3 amplitude and phase) caused the shift in phase of the vertical plasma 
drift at the magnetic equator to earlier local times, and what drove the increases in amplitude. The results show 
the SW2 tide is the dominant mode producing agreement between observations and modeled electrodynamics, 
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14.1. INtrODUctION

Observations have recently shown compelling  evidence 
of a coherent connection between changes in middle atmos-
phere dynamics [Manney et al., 2009] during the January 
2009 sudden stratospheric warming (SSW), and changes in 
equatorial electrodynamics [Chau et al., 2010] and plasma 
density changes [Goncharenko et al., 2010]. A sudden strat-
ospheric warming is a large‐scale meteorological process 
where increase in planetary wave activity causes the winter 
polar stratospheric vortex to break down allowing for 
development of meridional  circulation and warming of the 
winter polar region [Matsuno, 1971]. The change in circula-
tion during the SSW is expected to alter the propagation of 
tides into the lower thermosphere dynamo region [Matthias 
et al., 2012; Sridharan et al., 2009].

Numerical model simulations can help elucidate the 
physical processes driving the connection. Several mod-
eling studies of the event have been attempted, which have 
been reviewed recently by Pedatella et al. [2014]. The mod-
els include the Ground‐to‐topside model of Atmosphere 
and Ionosphere for Aeronomy [GAIA; Jin  et al., 2012], 
the  Hamburg Model of the Neutral and Ionized 
Atmosphere [HAMMONIA; Schmidt et al., 2006], the 
whole atmosphere model [WAM; Akmaev et al., 2008; 
Fuller‐Rowell et al., 2008, 2011], and the Whole Atmosphere 
Community Climate Model extended version [WACCM‐X; 
Liu et al., 2010; Sassi et al., 2013]. Pedatella et al. [2014] 
showed the zonal mean winds and planetary waves from 
the models were in good agreement in the altitude region 
where dynamics were constrained by observations (up to 
~50 km altitude). At higher altitudes, the model results 
diverged greatly due to the different model physics and 
gravity‐wave parameterization embedded in the models.

Changes in atmospheric tides are thought to be the 
mechanism for the changes in the electrodynamics in 
the  lower thermosphere and the ionospheric changes. 

Fuller‐Rowell et al. [2010, 2011], Jin et al. [2012], and Lin et al. 
[2012]  suggested the changes are due to solar migrating 
tides as they propagate through the altered middle atmos-
phere dynamics; Pedatella and Forbes [2010] attributed it to 
nonmigrating tides; and Fejer et al. [2010] and Forbes and 
Zhang [2012] suggested amplification of the lunar semidi-
urnal tide. In addition, Goncharenko et al. [2012] suggested 
redistribution of ozone in the stratosphere might alter the 
source of the semidiurnal migrating tide (SW2).

Previously, the WAM model was integrated into a 
 modified version of the US National Weather Service 
(NWS) Gridpoint Statistical Interpolation (GSI) data 
assimilation scheme [Wang et al., 2011, 2012, 2014] and was 
used to simulate the January 2009 SSW [Fuller‐Rowell et al., 
2011]. The same data used in the US meteorolo gical weather 
forecast system were used to steer the WAM dynamics and 
temperature below 60 km altitude. The neutral wind from 
the model simulation at the peak of the SSW indicated a 
reduction in the amplitude of the semidiurnal migrating tide 
(SW2) in the lower thermosphere and an increase in the 
amplitude of the terdiurnal migrating tide (TW3). The winds 
from the WAM‐GSI analysis were used to drive the Global 
Ionosphere Plasmasphere (GIP) and electrodynamics model 
[Fang et al., 2009] during the January/February 2009 period. 
The day‐to‐day variation of the dayside  equatorial zonal 
 electric fields, or vertical plasma drift, showed a similar vari-
ation to the observations from the Jicamarca incoherent 
scatter radar facility in Peru [Chau et al., 2010].

The magnitude of the response was weaker in the model 
simulations, but the change in phase appeared to be in 
good agreement. The model and data both showed an 
increase in the zonal electric field (upward plasma drift) 
earlier in the morning, reversing to westward (downward 
plasma drift) in the afternoon. The changes in the vertical 
plasma drift were anticipated to drive the changes seen in 
dual‐frequency GPS observations of  total electron 
 content (TEC) over South America [Goncharenko et al., 

and that the model changes in TW3 hinder rather than help in the comparison. The model also shows that, 
although the increase in magnitude of the SW2 drives a stronger upward plasma drift, part of the increase in 
magnitude at the earlier local times comes from the phase change, from a more efficient dynamo action.

Key Points:
Sudden stratospheric warmings (SSW) modulate vertical propagation of migrating tides. 
WAM simulated the planetary wave and ozone response to the 2009 SSW.
Phase changes of the migrating semidiurnal tide (SW2) in the lower thermosphere follow the changes in the 

stratospheric zonal winds.
The phase change of SW2 is similar to that expected from the lunar gravitational tide.
The SW2 tidal winds in the dynamo region drove electrodynamics reasonably consist with Jicamarca incoherent 

scatter observations.

Key Terms: lower atmosphere forcing, planetary waves, sudden stratospheric warming, ozone, semidiurnal tide, 
terdiurnal tide, lunar tide, electrodynamics, ionosphere
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2010], with increases in plasma density in the morning 
sector, and decreases in the afternoon sector, compared to 
the normal diurnal variation. At the time, the reason for 
the modeled electrodynamic response was not clear.

The present study seeks to attribute the electro dynamic 
and plasma‐density response to specific  drivers. Fuller‐
Rowell et al. [2010, 2011] noticed a significant change in 
the terdiurnal migrating tide TW3 in simulations of the 
January 2009 SSW and noticed something similar in a 
whole atmosphere model “free‐run” simulation. Based on 
these results, Fuller‐Rowell et al. [2011] speculated that 
the TW3 might be partly responsible for the change in 
electrodynamics observed by Chau et al. [2009] and mod-
eled with WAM‐GIP. The numerical  simulations pre-
sented here strongly suggest that it is the change in phase 
of the SW2 tidal mode that is the dominant driver, rather 
than the changes in the TW3, and that if  anything, the 
strong TW3 in the model simulations actually partially 
degrades the agreement between model and data.

14.2. MODEL sIMULAtIONs

The numerical simulation of the neutral dynamics 
 presented here is similar to that presented previously by 
Wang et al. [2011, 2012, 2014] and Fuller‐Rowell et al. 
[2011]. The objective of the present study is to determine 
what it is about the changes in tidal amplitude and 
phase  that drives the electrodynamic response. Since the 

 propagation of the spectrum of migrating and nonmigrat-
ing tides through the changes in the stratosphere and meso-
sphere dynamics are expected to be the main drivers of the 
electrodynamics and changes in the ionosphere during an 
SSW, it is important to validate the changes in the dynamics 
of the lower atmosphere during this January 2009 period.

Figure 14.1 shows a comparison of  the modeled and 
observed amplitude of  stationary planetary waves 
SPW1, SPW2, and SPW3 in temperature as a function 
of   latitude and height (0–100 km) in the Northern 
Hemisphere near the peak of  the SSW on 22 January 
2009. The  observations from the Microwave Limb 
Sounder [MLS; Waters et al., 2006; Manney et al., 
2005] on the Aura spacecraft are shown in the upper 
panels and the model results are shown in the lower 
panels. Note that the MLS data were not used in the 
WAM‐GSI data assimilation system, so they are inde-
pendent of  the analysis. The modeled height/latitude 
structure in the upper panels is generally in good agree-
ment with the data, in both magnitude and latitude 
structure. Since this was a split vortex event, as expected 
the amplitude of  the stationary planetary wave 2 (SPW2) 
matches or exceeds the amplitude of  the planetary wave 
1 (SPW1). The agreement at the lower altitudes is par-
ticularly good where the simulation has benefited from 
being forced by data, but the agreement remains good, 
particularly for the SPW2 up to 100 km altitude. It is 
expected, therefore, that the impact on the tidal modes 
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Figure 14.1 Comparison of the height/latitude structure of stationary planetary waves (SPW) 1 (left), 2, (middle), 
and 3 (right), on 22 January near the peak of the 2009 sudden stratospheric warming. The upper panels are from 
the Microwave Limb Sounder on the Aura satellite, and the lower panels are from the WAM simulations including 
the data assimilation system.
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propagating into the lower thermosphere dynamo region 
should be reasonably realistic.

To further illustrate the realism of  the dynamics in 
the lower atmosphere from the numerical simulation, a 
model‐data comparison of  the variation in the ozone 
profile over Bern is shown in Figure 14.2, from 16 km 
to 65 km altitude, and from 10 January to 21 February. 
The observations (upper panel) are from a ground‐
based 142‐GHz microwave radiometer at Bern (46.9°N, 
7.4°E), which measured the ozone profile with a  vertical 
resolution of  about 10 km and a temporal resolution 
of  about 1 hr [Dumitru et al., 2006]. The observations 
in Figure 14.2 have a few data gaps, which are related 
to bad weather when high tropospheric opacity masked 
the microwave emission from stratospheric ozone. The 
SSW in January 2009 induces a short‐term depletion in 
stratospheric ozone at Bern, which agrees with a simi-
lar observation for the SSW in February 2008 [Flury 
et al., 2009].

The WAM‐modeled ozone in the lower panel of 
Figure 14.2 uses a simplified ozone chemistry [McCormack, 
et al. 2006], which does not include the full diurnal varia-
tion each day that can be seen in the data above about 
45 km altitude. The ozone peak values are also a little 
stronger in the model, possibly due to an overestimate of 
the solar UV forcing at this time of uncommonly low 
solar activity at this solar minimum. The temporal varia-
tion in the diurnal mean ozone  concentration is strongly 
controlled by the stratospheric dynamics. The agreement 

is good in terms of the changes in the peak altitude of 
ozone through the interval. The model also captures much 
of the long‐ and shorter‐period variations. The breakup 
of the polar vortex  initiates a complex trajectory of par-
cels of gas and is responsible for much of the temporal 
change seen in both the model and data. The reason for 
the ozone changes can be interpreted by the model 
through transport by the changing wind field.

14.3. tIDAL AND ELEctrODYNAMIc rEsPONsE

Fuller‐Rowell et al. [2011] previously suggested that, 
although many of the tidal modes respond to the change 
in the stratospheric circulation, the two modes most 
affected were the semidiurnal and terdiurnal migrating 
tides, SW2 and TW3, respectively. The tidal wind changes 
in the lower thermosphere dynamo region were used to 
drive the electrodynamics and ionosphere in GIP, and the 
changes and trends in equatorial electric fields agreed rea-
sonably well with the observations by Chau et al. [2010] 
from the Jicamarca incoherent scatter radar facility close 
to the magnetic equator. What was not clear at the time 
was which of the tides, SW2 or TW3, was responsible for 
most of the change in vertical plasma drift, and what was 
the relative importance of the amplitude or phase changes.

Figure 14.3 shows the amplitude changes of the  diurnal, 
semidiurnal, and terdiurnal migrating tides (DW1, SW2, 
TW3) tidal modes during the 2009 SSW period, averaged 
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between 95 km and 155 km and between latitude 20° and 
60°N, starting from 1 January [from Wang et al., 2011]. 
The green, red, and blue traces are the results of a WAM 
forecast initialized on 15 January. The SW2 semidiurnal 
mode in Figure 14.3 appears to decrease in magnitude as 
the SSW reaches its peak, when the zonal wind reaches its 
strongest westward reversal on 23 January (see later in 
Figure 14.4c), and subsequently sharply increases in mag-
nitude to a peak in early February. The TW3 terdiurnal 
mode appears to have the opposite trend in Figure 14.3, 
increasing during buildup of the SSW and decaying after 
the peak in the wind reversal. The diurnal tide exhibits 
little change during the interval.

Figures 14.4a and b show the change in phase of  SW2 
(near 110 km altitude) and TW3 (near 150 km altitude) 
zonal winds in the Northern Hemisphere midlatitudes 
taken at the location of  peak amplitude (see Wang et al. 
[2011, 2012] for representative latitude/height structure 
of  the tidal modes). The direction and magnitude of  the 
stratospheric longitudinally averaged (or zonal mean) 
zonal wind near 50 km altitude and 60°N is shown in 
Figure 14.4c. The correlation between the phases of  the 
SW2 and TW3 and the zonal wind suggests that the 
tidal phase changes are due to the change in the pro-
pagation through the background wind system. 
Goncharenko et al. [2012] and Jin et al. [2012] argued 
that part of  the SW2 tidal amplitude changes could be 
attributed to the changes in the ozone concentration 
and altitude distribution in the source region between 
30 km and 50 km altitude.

Figure  14.5 illustrates the impact on the electrody-
namics of  the SW2 and TW3 tidal fields. For reference, 
Figure 14.5a shows the model electrodynamic changes 
in the vertical plasma drift using the full WAM wind 
system [from Fuller‐Rowell et al., 2011], and 
Figure 14.5b shows the observations of  the change as 
observed from Jicamarca [Chau et al., 2009] during the 
period. Figures 14.5c and d show the contribution to 
the changes in the electrodynamics from the SW2 and 
TW3 winds, separately. The main features in the 
observed response, that is, the movement of  the peak 
upward drift to the morning sector, the stronger down-
ward drift in the afternoon, and the gradual recovery 
after the SSW are all features consistent with the forc-
ing from the SW2 tidal model. If  anything, the impact 
of  the WAM TW3 tends to degrade the good correla-
tion between the observations and model, and  indicates 
that perhaps WAM overpredicts the amplitude of  the 
TW3 mode.

Since SW2 appears to be the dominant driver of  the 
electrodynamic changes, Figure 14.6 shows the relative 
importance of  the amplitude and phase changes of  the 
SW2. Figure  14.6a shows the diurnal variation of  the 
vertical plasma drift between 0600 and 2000 hours local 

time at the magnetic equator using the full WAM wind‐
field changes for each day from 13 January for 18 con-
secutive days. The electrodynamic response using just the 
changes in the SW2 are shown in Figure  14.6b, which 
clearly captures a large fraction of  the modeled response. 
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Figures  14.6c and d show the impact on the vertical 
plasma drift of  either the changes in SW2 amplitude 
(14.6c) or phase (14.6d), separately. The changes in the 
SW2 amplitude clearly capture a significant fraction of 
the total amplitude changes in the vertical plasma drift, 
and similarly the SW2 phase changes capture the phase 
changes in the vertical plasma drift. However, 
Figure 14.6d also shows that the magnitude of  the verti-
cal plasma drift is also sensitive to the phase changes in 
the tide. When the tidal amplitude moves to earlier local 
times, the electrodynamic response appears to have a 
more efficient dynamo.

14.4. DIscUssION

The objective was to determine what it is about the 
changes in amplitude and phase of the migrating tides 
that drives the electrodynamic response to the January 
2009 SSW. The numerical simulations indicate the most 

likely driver is the change in amplitude and phase of the 
SW2 semidiurnal migrating tidal mode. The earlier local 
times of the upward plasma drift are due to the change in 
phase of the SW2. The stronger upward drift during the 
SSW arises from a combination of the amplitude and 
phase changes of the SW2, since the phase change itself  
can produce a more efficient dynamo action and drive a 
stronger upward plasma drift at certain local times.

The phase of  the SW2 is strongly correlated with the 
upper stratosphere zonal mean zonal winds, as the direc-
tion changes quite suddenly from eastward to westward, 
with a slow recovery back to eastward over the 2 or 3 
weeks following the peak in the SSW. The indications 
are that as the tide propagates upward through the west-
ward winds, the phase is shifted to earlier local times, as 
discussed by Wang et  al. [2014]. In terms of  vertical 
wavelength, the shift to earlier local times would be 
interpreted as a shorter vertical wavelength. As the zonal 
winds gradually return to their seasonally more normal 
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eastward direction in these  winter midlatitudes, the 
phase of  the SW2 tide also moves back to later times as 
it is no longer pushed westward by the prevailing zonal 
winds. The correlation between the reversal in the zonal 
winds and the phase of  both the semidiurnal and terdi-
urnal tide (see Figs. 14.4a–c) suggest this interpretation 
(see also discussion in Wang et al. [2014]).

It is also useful to discuss the present result in the con-
text of an alternative interpretation of the cause of the 
changes in the semidiurnal tide and electrodynamic 
response. Under normal conditions, the neutral winds in 
the dynamo region driven by the lunar gravitational semi-
diurnal tide produce upward vertical plasma drifts of a 
few m/s [Eccles et al., 2011]. Several authors have sug-
gested that the winds from the lunar tide are somehow 
amplified during SSW events [Fejer et al., 2010, 2011; 
Stening, 2011]. Forbes and Zhang [2012] suggested that 
the amplification of the lunar tide is a result of a shift in 

the resonance of the atmosphere closer to the lunar M2 
semidiurnal tidal period of 12.42 hr. The 12.42‐hr period 
means that the peak moves about 25 min later each day, 
through the Moon’s orbit.

The results in Figure 14.4 show that after the rapid 
shift to earlier local times, the phase of  the SW2 zonal 
wind moves to later local times in a similar fashion 
expected of  the lunar tide, that is, moving to later times 
by an average of  about 25 to 30 min each day. In the 
model simulations, the lunar tide is not explicitly 
included, so the SW2 signature in Figure 14.4 cannot 
be due to the lunar tide. We suggest instead, the 
response is due to a change in phase of  the solar heat-
ing‐driven semidiurnal tide, as it propagates through 
the slowly changing zonal wind. Since the model has 
been forced by data in the lower atmosphere below 
60 km altitude, we cannot however rule out the possi-
bility that the lunar tidal signature has somehow been 
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Figure 14.6 The right side illustrates the impact on the diurnal variation between 06 and 20 hr local time of the 
vertical plasma drift of either the amplitude changes of the WAM semidiurnal SW2 tidal mode (c, top right) keep-
ing the phase constant, or the phase changes keeping the amplitude fixed (d, bottom right). For reference, (a) the 
upper left panel shows the diurnal variation using the full WAM wind fields, and (b) the lower left panel using the 
amplitude and phase variations of the SW2 mode only.
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imparted to the model through the data assimilation 
system. Including the effects of  the lunar tide explicitly 
in WAM may well increase the amplitude of  the SW2. 
The final Figure 14.7 shows the analysis of  the WAM 
winds extracting out what would be interpreted as a 
lunar semidiurnal tide at 110 km altitude. As expected, 
the apparent amplitude of  the lunar tide grows at mid-
latitudes in the Northern Hemisphere during the recov-
ery period when the solar thermally driven SW2 tidal 
phase is shifting to later local times from 26 January 
through mid‐February (see Fig. 14.4a).

14.5. cONcLUsIONs

Numerical simulation of a whole atmosphere model 
coupled to an ionosphere and electrodynamic model has 
been used to interpret the cause of the changes in electro-
dynamics and the ionosphere during the January 2009 
sudden stratospheric warming. The observations from 
Jicamarca showed that the peak in the vertical plasma 
drift on the dayside moved to earlier local times and grad-
ually moved back to later local times in the 2 to 3 weeks 
following the SSW.

The model simulations strongly suggest that the main 
driver of the electrodynamics is the change in phase of 
the semidiurnal migrating tidal mode SW2 during the 
period. Although the model simulations also suggest an 
increase in the terdiurnal tide during the SSW, this mode 
does not appear to improve the agreement between the 
model and observations of the vertical plasma drift at 

Jicamarca. If  anything, the TW3 makes the agreement 
worse, suggesting the mode may be overestimated in the 
numerical simulations.

The correlation between the direction of  the strato-
spheric zonal mean zonal wind and the phase of  both 
the SW2 and the equivalent terdiurnal mode TW3, sug-
gests that the changes in phase of  the tides in the lower 
thermosphere are a result of  the zonal winds pushing the 
tide to earlier or later times as it propagates through the 
background winds. During the recovery to the SSW, the 
SW2 phase moves to later locals times by about 25  to 
30 min each day, which coincidentally matches the phase 
change expected for the lunar M2 gravitational tidal period 
of 12.42 hr. Therefore, the solar‐driven SW2 change could 
be mistaken for a change in the amplitude of the lunar tide.

When the phase of the SW2 shifts the peak in the  vertical 
plasma drift to earlier local times, the model indicates the 
dynamo efficiency is slightly stronger in creating a vertical 
plasma drift. In addition, the change in the amplitude of 
the tide also increases the magnitude of the vertical plasma 
drift. The cause of the change in amplitude of the SW2 is 
not clear from the WAM‐GIP simulations, but Jin et al. 
[2012], Wang et al. [2014], and Goncharenko et al. [2012] 
suggest it is driven by some combination of the change in 
ozone concentration in the source region of the tide 
around 35 to 40 km altitude and the propagation condi-
tions through the prevailing winds.
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ABSTRACT

The nocturnal variations of the equatorial thermospheric winds and temperatures are studied by comparing the wind 
and temperature responses for two longitudinal regions separated by ~38°(~4200 km) for selected nights with simul-
taneous measurements as well as monthly climatologies. The Fabry‐Perot observations of  thermospheric winds and 
temperatures were made from Jicamarca (11.96°S, 76.86°W) on the west coast of Peru at the geomagnetic equator 
and from the northeastern region of Brazil (7.0°S, 36°W) located ~7° south of the  geomagnetic equator. Comparisons 
of the zonal wind data for both sectors on individual nights and monthly climatologies for the September equinoctial 
months revealed a consistent and similar pattern of behavior characterized by a slow eastward zonal wind, ~40–50 
ms−1, near evening twilight, then a steady increase to a peak speed near 21–22 LT that was then followed by a slow 
decay toward dawn when an eastward increase to 40–50 ms−1 was seen near 04–05 LT. The maximum peak speeds for 
Peru and Brazil were 130–140 ms−1 and 80–90 ms−1, respectively. These results were compared with model nighttime 
zonal wind variations computed using the empirical Horizontal Wind Model recently updated by the Naval Research 
Laboratory. Good agreement between the model variations and observations was generally found. The data from 
both sectors showed the meridional wind behavior to be dominated by a double‐peaked structure with the two peaks 
of equatorward (northward) winds separated by ~6 hr. The Universal Time difference between the Peru and Brazil 
meridional wind structures was comparable with the solar time difference of 2.5 hr between the two sectors suggesting 
that the meridional winds were dominated by the migrating tidal wave. The comparison of the Peru and Brazil night-
time temperature variations showed the development of a midnight temperature maximum (MTM) near local mid-
night. Relative to the Naval Research Laboratory Mass Spectrometer Incoherent Scatter empirical model 
(NRLMSISE-00) baseline for both sectors, the MTM peak amplitudes were within the range of 50 K to 100 K, with the 
MTM peak occurring ~1 hr after the time of the first northward peak of the meridional wind structure. This phase 
offset is interpreted to be the time lag of the tidal‐wave temperature fluctuation relative to the meridional wind increase 
northward as the wind and temperature portions of the tidal wave propagate from below into the thermosphere.

Key Points:
Thermospheric zonal neutral winds faster in Peru than in Brazil
Meridional winds for both Peru and Brazil sectors show semi-diurnal tidal signatures
Midnight temperature maximum similar in structure for both Peru and Brazil sectors

Key Terms: equatorial thermospheric dynamics, Fabry-Perot measurements of thermospheric winds and tempera-
tures, longitudinal variation of thermospheric winds and temperatures
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15.1. INTRODUCTION

Our understanding of the nighttime variations of the 
thermospheric equatorial winds and temperatures can 
be  improved by comparing the wind and temperature 
responses for two longitudinal regions. As an example, 
the longitudinal variations of the dynamic forcing func-
tions such as the day‐to‐night pressure gradient, ion drag, 
and tidal‐wave forcing may introduce significant differ-
ences that can be helpful in improving our understanding 
of the phenomenon known as the midnight temperature 
maximum [MTM; Herrero et  al., 1982, Herrero et  al., 
1985; Faivre et al., 2006; Meriwether et al., 2008; Akmaev 
et  al., 2010]. These results would help improve MTM 
modeling studies because the MTM is a broad‐scale 
 phenomenon driven by the upward propagation of the 
tidal‐wave response of the equatorial atmosphere to 
the  solar forcing of the troposphere and stratosphere 
regions. Measurements for individual nights and monthly 
averaged climatologies from two widely separated 
ground‐based stations obtained for the same period 
would help inform our understanding of the longitudinal 
response of the atmosphere to this tidal‐wave source.

Comparisons of  the nocturnal variation of  meridi-
onal wind speed and direction for both longitudinal 
regions address the question of  how different the equa-
torial thermospheric tidal‐wave structure might be as 
the nonmigrating tidal forcing mode may vary between 
one longitudinal sector and another. Furthermore, the 
different plasma density environments within the upper 
E‐region for both longitudinal regions would modify 
the rate of  tidal dissipation that occurs as these tidal 
harmonics propagate into the thermosphere from below. 
The whole atmosphere model (WAM) calculations of 
Akmaev et al. [2009] and Akmaev et al. [2011] and the 
TIME‐GCM modeling by Ma et al. [2010] have demon-
strated the migrating tidal structure observed during 
22–23 LT constitutes a blend of  tidal harmonics that 
include contributions from the diurnal, semidiurnal, 
and higher order tidal modes. The WAM modeling of 
the meridional winds for the thermosphere at selected 
latitudes illustrates how the varying magnitudes of  the 
semidiurnal, terdiurnal, and higher order tidal modes 
over consecutive days can contribute to the overall day‐
to‐day variability of  the composite tidal‐wave structure 
[Akmaev et  al., 2010]. The results found by the TIE-
GCM modeling of  meridional winds at the dip equator 
at 400 km (from Miyoshi et  al. [2012]) also illustrated 
significant day‐to‐day variability of  the thermosphere 
tidal‐wave structure.

Analysis of the the zonal component of the equatorial 
wind vector for two sectors is also of considerable inter-
est. The eastward speed of the thermospheric neutral 
wind near the geomagnetic equator depends largely upon 

how the strength of the day‐to‐night pressure gradient 
force across the evening terminator is balanced by ion 
drag forcing and, possibly, the back pressure generated by 
the midnight pressure bulge [Akmaev et  al., 2010]. The 
statistical analysis of CHAMP observations from 2002 
reported by Liu et  al. [2006] found a jet of fast zonal 
winds centered upon the geomagnetic equator with 
speeds ranging between 100 ms−1 to 150 ms−1. The 
CHAMP observations are based upon the analysis of 
onboard accelerometer data at altitudes of 410 km for an 
orbital inclination of 87.3°. These results were compared 
with Dynamics Explorer‐2 observations of zonal ther-
mospheric winds with good agreement. This behavior has 
been modeled by Miyoshi et al. [2012] for the equinoctial 
period of September. Both sets of observations and the 
modeling results found increased winds over a spatial 
width of ~10° centered at the geomagnetic equator as 
compared with latitudes away from the dip equator.

The conclusion from this modeling study was that the 
zonal speed enhancement observed at the dip equator 
relative to the Appleton anomaly region may be attrib-
uted to the reduced plasma density within the equatorial 
ionosphere over the geomagnetic equator leading to 
reduced ion drag and an increased eastward wind speed. 
This conclusion is supported by the finding of ~25 ms−1 
reduction in the climatological response of the zonal 
thermospheric winds observed by two Fabry‐Perot inter-
ferometers (FPI) located at the latitudes of Arequipa, 
Peru (−16.2°S) and Carmen Alto, Chile (23.1°S), respec-
tively [Martinis et al., 2001].

Studying the thermal response for these two longitudi-
nal sectors is also of interest to see what difference, if  any, 
there might be in regard to the behavior of the MTM as 
the MTM phenomenon progresses westward and pole-
ward from the equatorial region toward the polar region. 
No results pertaining to this have yet been reported in the 
literature.

A similar study of  the thermospheric response at 
widely separated longitudinal locations was performed by 
Wu et al. [2014], who used results from three Fabry‐Perot 
interferometers (FPI) to compare winds for the American 
and Asian sectors at midlatitudes. The longitudinal sepa-
ration between the China FPI observatories (~115°E) and 
the Boulder FPI observatory (105°W) is ~100°, providing 
an opportunity to search for a difference in thermospheric 
wind response. For quiet geomagnetic activity, the zonal 
and meridional winds for both sectors were found to be 
similar but with somewhat larger diurnal variation of the 
zonal wind seen in the American sector as well as an 
 earlier reversal of the zonal wind direction to westward 
just prior to dawn. Both features were attributed to the 
higher geomagnetic latitude of the American longitude 
observations (49°N as compared with 33°N). The meridi-
onal wind diurnal behavior was similar for both locations 
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 suggesting that there is little difference in the pressure gra-
dient or tidal‐wave forcing functions between the two mid-
latitude longitudinal sectors.

In this chapter, we report the results of simultaneous 
and monthly averaged FPI measurements of ther-
mospheric zonal and meridional winds as well as tem-
peratures obtained during the September equinox of the 
Southern Hemisphere from FPI observatories located at 
the geomagnetic equator in Peru and in northeastern 
Brazil, ~7° south of the geomagnetic equator. The FPI 
instruments observe the 630 nm nightglow emission, 
allowing estimates of thermospheric winds and tempera-
tures to be made. The Peruvian neutral wind measure-
ments reported in this study were obtained from the FPI 
instrument deployed at Merihill (geographic: 11.96°S, 
76.86°W; geomagnetic: 0.57°N, 5.13°W), which is located 
on the ridge overlooking the Jicamarca Radio Observatory 
(see Fig.  15.1). The two Brazil FPI instruments were 
deployed as a part of the RENOIR project [Makela et al., 
2009] in May 2009 at separate sites in northeastern Brazil: 
Cajazeiras (geographic: 6.87°S, 38.56°W; geomagnetic: 
7.11°S, 33.24°E) and Cariri (geographic: 7.38°S, 36.53°W; 
geomagnetic: 8.34°S, 34.96°E), located as shown in 
Figure 15.1 near the southern Appleton anomaly, where 
the optical observation conditions are very good for 
nightglow measurements [Buriti et  al., 2001]. The 
Peruvian and Brazilian sites are separated in longitude by 
~38° (~4200 km), making possible the comparisons of the 
equatorial thermospheric dynamical response for selected 
nights and for monthly climatologies for the western and 
eastern coastal regions of the South American continent. 
In making these comparisons, we note that the Brazil 
geomagnetic location is located far enough south of the 
geomagnetic equator to be out of the fast zonal wind jet 
zone reported by Liu et al. [2006]. The magnetic declina-
tions for the Peru and Brazil locations are 0.8° and ~22.1°, 
respectively.

Each of these FPI instruments also measures the ther-
mospheric temperature determined from the spectral 
width of the integrated 630 nm lineshape signal along the 
line‐of‐sight through the 630 nm nightglow layer. These 
temperature results may be used to study the propagation 
speed, direction of motion, and the amplitude of the 
MTM phenomenon.

Three nights of simultaneous Peru and Brazil data 
selected from the 2010 September equinoctial period are 
compared as well as the monthly climatologies for the 
three equinoctial months of August, September, and 
October 2010. For the sake of enabling year to year com-
parisons, the October climatology for 2011 is also 
included and compared with results from October 2010.

15.2. FPI INSTRUMENTATION 
AND DATA ANALYSIS PROCEDURES

High‐resolution imaging FPI measurements of the 
atomic oxygen 630 nm line shape are used to determine 
the Doppler shift and Doppler broadening of the O pop-
ulation within the lower thermosphere (200–275 km), 
which is assumed to be thermalized. The source of the OI 
630 nm nightglow emission is the oxygen atom (1D) meta-
stable state generated in the dissociative recombination 
reaction of O2

+ to yield O+ and O(1D) [Link and Cogger, 
1988] with a peak emission altitude of ~250 km. The 
Doppler shift measurements are proportional to the pro-
jection of the bulk velocity vector of the [O] population 
onto the instrument’s line of sight, while the broadening 
is proportional to the temperature within the airglow 
layer.

The etalon aperture sizes for both RENOIR instru-
ments and for the Peru instrument are 42 mm and 70 mm, 
respectively. A spacer gap of 1.5 cm and a reflectivity of 
~78% are used for each etalon in these FPI instruments. A 
dual mirror sky‐scanning system with a pointing accuracy 
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Figure 15.1 Map of South America illustrating locations of the Peruvian (blue x, MRH) and Brazil (red x, CAJ, and 
red x, CAR) FPI observatories. The green strips indicate the four cardinal directions for each of the two FPI sites. 
Also plotted (solid black line) is the geomagnetic equator, and ±10° geomagnetic latitude (dashed black line).
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of ~0.2° mounted within a dome is used to obtain line‐of‐
sight Doppler shifts in zonal and meridional directions. 
The exposure time for the CCD camera detector is typi-
cally 300 s for each 630.0 nm image. The papers by 
Meriwether et al. [2011], Makela et al. [2012], and Harding 
et al. [2014] describe the FPI instrument design and the 
procedures used for analyzing the multiple orders of the 
collected FPI images to determine Doppler line centers, 
Doppler widths, 630.0 nm intensity, and background con-
tinuum intensity retrieved for each 630 nm image.

A zero reference for the Doppler shifts must be estab-
lished to obtain estimates of the line‐of‐sight neutral 
wind while allowing for instrumental drifts caused by 
ambient temperature changes. The approach adopted in 
the analysis assumes that the measured averaged order 
offset between zenith observations of the 630 nm emis-
sion and a frequency‐stabilized HeNe 632.8 nm emission 
remains constant during the period from 22 LT to 05 LT. 
This would be the case if  the average vertical wind during 
this period were small. This offset is applied to the laser 
data to determine the zero‐Doppler shift reference for 
any off‐zenith direction. Typical Doppler shift and 
Doppler width errors for FPI measurements for both 
Brazil and Peru observatories are 3–5 ms−1 and 15–25 K, 
respectively, but can increase depending on the intensity 
of the 630 nm emission.

The Brazil observations use two observing strategies 
called the common volume (CV) and cardinal direction 
modes. The Peru observations during the study period 
employed only the cardinal mode. In the CV mode, the 
zonal and meridional wind speed components in each CV 
region, defined by the orthogonal intersection of the 
lines‐of‐sight of look angles from both FPI observato-
ries, are used for analysis. Although there are two CV 
positions used in this observing mode, located to the 
north and south of the two FPI observatories, only the 
zonal and meridional wind components determined for 
the northernmost Brazil CV location are used.

In the cardinal mode used for both the Brazil and Peru 
FPI measurements, a cycle of north, east, south, west, 
and zenith directions is specified to observe the winds for 
each line‐of‐sight direction within the 630 nm nightglow 
layer. For Peru, data from the west and north directions 
are used to study the zonal and meridional winds, respec-
tively. For Brazil, data from the east and south directions 
are used. Almost all of the Brazil FPI data used were 
from the Cariri site. Isolating these directions in the anal-
ysis preserves the information that might be smoothed 
out due to gradients, if, for example, both the north and 
south look directions were used from a single site to study 
the meridional wind.

For the monthly climatologies, individual wind meas-
urements in selected directions were used to calculate 
weighted‐averaged zonal and meridional thermospheric 

winds for successive 20 min bins. The weights used were 
the estimated uncertainties for the individual measure-
ments. The vertical bars plotted in the monthly clima-
tology figures represent the range of  variability in the 
wind and temperature values observed within each 
averaging bin.

The Peru and Brazil temperature averages were deter-
mined by using the temperatures measured for all direc-
tions for each 20 min averaging bin. The standard 
deviation error for each averaged data point is ~10 K or 
less with somewhat larger standard deviations for results 
obtained just before sunrise when the nightglow intensity 
is weak. Also included in these temperature plots is the 
thermal variation of the Naval Research Laboratory 
Mass Spectrometer Incoherent Scatter Radar model 
(NRLMSISE-00) [Picone et  al., 2002] adjusted to 
match the observed temperature at the temperature mini-
mum prior to the midnight temperature maximum 
(MTM) peak near local midnight. The magnitudes of 
the shift introduced were ~75 K and ~35 K reduction for 
the Peru and Brazil sectors, respectively. This adjusted 
NRLMSISE-00 model variation provides a baseline for 
the determination of the MTM amplitude. Comparative 
tests involving several FPI instruments have suggested 
that these offsets relative to the NRLMSISE-00 model 
may be a result of a weak OH contamination of the 
630 nm lineshape that has a slight broadening effect but 
no effect upon Doppler shifts [Burnside et al., 1977].

Results for the three 2010 months (August, September, 
October) and the 2011 October month for Peru and Brazil 
included data for 11, 23, 22, and 14 nights and 8, 21, 10, and 
9 nights, respectively. While all instruments made measure-
ments almost continually throughout this period, depend-
ing upon the month, cloudy conditions precluded the use 
of ~18%–54% and ~47%–80% of the Peru and Brazil data, 
respectively. Only the cardinal mode observing strategy was 
used in both sectors for the 2 months of August and 
September 2010, and also for the October months in Peru. 
About half of the Brazil observations for the October 
months were also collected in this mode with the remaining 
observations from Brazil obtained using the CV mode.

15.3. RESULTS

Figure 15.2 presents the zonal winds seen for the Brazil 
and Peru observations for three nights (DOY 246, 247, 
and 248) selected from September 2010. The geomag-
netic activity for the three selected nights was quiet with 
Kp values within the range of  0 to 3 during the nighttime 
observing hours (22 to 07 UT for Brazil, 0 to 10 UT for 
Peru). All results are plotted against Universal Time in 
contrast to Local Time to make more clear the simulta-
neous nature of  the temporal development of  the wind 
and temperature dynamical response for both longitudinal 
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sectors. The LT‐UT difference is −3 hr for Brazil and 
–5 hr for Peru. Observations typically begin just after 
twilight near 19 LT, so data collection begins at Brazil 
first and is followed by Peru 2 hr later. Also included in 
this figure for each night is the zonal wind variation 
computed using the 2014 updated version of  the 
Horizontal Wind Model [HWM; Drob et al., 2015; Drob 
et al., 2008; Emmert et al., 2008].

Figure 15.3 shows the zonal wind monthly climatolo-
gies for August, September, and October 2010, which 
represents the September equinoctial season. Figure 15.3 
also includes the monthly climatology for October 2011 
to illustrate the year‐to‐year change in the averaged 
zonal wind that might be caused by the solar cycle change 
in the solar flux from ~80 to ~140 flux units between the 
October months of  2010 and 2011. Averaged HWM14 
zonal thermospheric winds are plotted in this figure, 
with the thickness indicating the range of  model varia-
bility for each month.

Figures 15.4 and 15.5 show, respectively, the meridi-
onal wind results for the three September 2010 nights 
and for the monthly climatologies for the 3 months of 
August, September, and October 2010 as well as the 
2011 October month. Figures  15.6 and 15.7 present, 
respectively, the averaged temperature results for the 
three September 2010 nights and the results for the 
monthly-averaged temperatures for the 4 months of 

August, September, and October, 2010, and the 2011 
October month. No periods of  any major geomagnetic 
activity appeared during the three 2010 months and the 
one 2011 month, and the mean monthly ap indices were 
8, 5, 6, and 11, respectively.

15.3.1. Zonal Winds: Individual and Monthly 
Climatologies

Figure 15.2 illustrates similar signatures in the noctur-
nal zonal wind variation for both longitudinal sectors for 
3 nights between 3 and 4 September 2010 (day of year 
[DOY], 246) and 5–6 September 2010 (DOY, 248). 
Between 00 UT and 02 UT for the Peruvian sector, the 
zonal wind increases eastward from the initial speed of 25 
to 50 ms−1, reaching a maximum speed of ~140 ms−1 
between 02 to 05 UT. The zonal wind then decreases 
toward zero until just before dawn. The Brazil data tends 
to behave similarly with one difference. While the initial 
rate of zonal wind speed increase for Brazil is similar to 
that of Peru, the peak value of the zonal wind reached for 
Brazil is only 100 ms−1. On 1 night, DOY 248, the Brazil 
data showed a slight increase of 25 ms−1 eastward before 
dawn. Comparison of the data with the HWM14 model 
winds shows good agreement for Brazil, but an increase 
relative to the model of ~40 ms−1 for the observed east-
ward winds near solar midnight for Peru.
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Figure 15.2 Brazil (circles) and Peru (squares) zonal wind speed variations plotted against Universal Time. Brazil and 
Peru observations were made in the east and west directions, respectively, for 3–4, 4–5, and 5–6 September 2010 
(DOY 246, 247, and 248). The dashed horizontal curve and vertical line plotted in each panel refer to the HWM14 
model zonal wind speed variation and Universal Time of solar midnight, respectively. Positive values are eastward.
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south and north directions, respectively. The dashed horizontal curve and vertical line plotted in each panel refer 
to HWM14 model meridional wind speed variation and the Universal Time of solar midnight, respectively. 
Positive values are northward.
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The zonal wind climatologies plotted in Figure  15.3 
for both sectors illustrate the same features seen in 
Figure 15.2 with rather similar temporal histories for all 
4 months. Here again, the zonal wind speed maxima is 
somewhat stronger for the Peru data, but this enhance-
ment in the averaged winds is only ~15–20 ms−1, two 
times weaker than what was seen for the individual nights 
plotted in Figure 15.2. The UT time separation between 
the Brazil and Peru zonal wind maxima is ~3 hr with a 
possible variation of  ±0.5 hr, which is comparable with 
what is seen in looking at the individual comparisons 
plotted in Figure 15.2.

While it is attractive to think that the reduction of the 
zonal wind maximum seen for Brazil is a result of 
increased ion drag forcing caused by the higher plasma 
densities off  the geomagnetic equator, verification of this 
hypothesis would require knowledge of the F‐region 
plasma density for both sectors. This issue will be studied 
in more detail in future work using Cariri ionosonde and 
Jicamarca ISR data.

In comparing the monthly climatologies with the 
updated HWM model winds, the Peru data for 2 (August 
and October 2010) of the 4 months plotted show the 
development of a period of reduced eastward flow rela-
tive to the model between 05 and 10 UT following the 

peak seen near 00 UT. For the Brazil sector, this behavior 
is captured in the HWM model winds between 00 to 06 
UT. For these 2 months of Peru data, the difference rela-
tive to the HWM model winds is ~ 25 ms−1. In contrast, 
no such reduction is evident for the September 2010 
month and only a slight weak reduction for October 
2011. The Brazil climatologies and the HWM model 
winds both show the development of this ebb period for 
3 of the 4 months with an amplitude of 20–40 ms−1 for the 
extent of speed reduction between the peak near 23 UT 
and the secondary peak at 06 UT. In general, the applica-
tion of the HWM14 empirical model found the agree-
ment of the model winds with FPI ground‐based data to 
be markedly improved relative to that of previous com-
parisons [Makela et al., 2012].

The discussion in the climatology studies by Meriwether 
et  al. [2011] and Makela et  al. [2013] and in the data‐ 
modeling comparison study by Meriwether et al. [2011] 
made reference to this ebb period as being a feature of the 
progression of the MTM pressure bulge through the 
equatorial region from the geographic equator toward 
higher latitudes in the south. The MTM tidal winds 
would be westward on the evening side of the MTM 
 pressure bulge and eastward on the morning side. Thus, 
the MTM winds tend to first reduce the eastward flow 
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Figure  15.7 Temperature variations of monthly averaged Brazil (circles) and Peru (squares) observations. 
Individual data points for all selected directions within each 20 min bin were averaged for each point plotted. 
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caused by the evening day‐to‐night pressure gradient and 
then enhance the eastward flow subsequent to the MTM 
passage.

15.3.2. Meridional Winds: Individual and Monthly 
Climatologies

Figure 15.4 shows the Brazil and Peru nocturnal varia-
tions of the meridional wind speeds for the same three 
nights between 3–4 September 2010 and 5–6 September 
2010. Southward meridional winds between 25 and 50 
ms−1 are seen in both Brazil and Peru observations over 
approximately the first 3 hr of each night. After this 
period, a northward flow peaking at 01 UT for Brazil and 
again at 07 UT is seen with a magnitude of ~25–50 ms−1 
for the first peak and 50–75 ms−1 for the second peak. 
Near 03–04 UT the flow is southward with a speed of 
about 30 to 75 ms−1. Although it is less clear, the Peru data 
shows a somewhat similar double‐peak signature, with 
the northward flow peaking near 03 UT and again 
between 09–10 UT. In between these two peaks, the wind 
is southward with a speed of ~30 ms−1 near 05 UT.

In the meridional wind climatologies presented in 
Figure 15.5, the Brazil meridional wind speed in the early 
evening for the 2010 months varied from being negative 
(southward) at speeds of ~25 ms−1 in August to zero in 
September and positive by 20–25 ms−1 in October. The 
2011 October month showed a stronger variation, switch-
ing from southward winds of 50–65 ms−1 at 2130 UT to 
50 ms−1 at 2330 UT. The Brazil meridional winds for the 
2010 months then increased from the initial values to a 
peak of 25 to 40 ms−1. The initial behavior of the meridi-
onal winds in 2011 October, showing a reversal of magni-
tude 125 ms−1 taking place over an hour, is surprising and 
suggests a new dynamic feature added to the nominal 
tidal‐wave double‐peaked structure. Future research will 
look at the October monthly averaged climatologies for 
other years to see if  this anomaly seen in the Brazil early 
evening observations is reproduced.

The Peru meridional wind speeds in Figure 15.5 show a 
similar double‐peaked structure for all 4 months with 
maxima seen at 03 UT and later at 08–09 UT. For each 
month, the initial wind speed is southward (negative) at 
~25 to 50 ms−1.

Figure  15.5 shows monthly climatology plots for the 
same 4 months as in Figure 15.3, and it can be seen that 
the same double‐peaked structure discussed for 
Figure 15.4 is evident for both the Brazil and Peru sec-
tors. Again, the phase separation between the two peaks 
of these two structures is ~6 hours. The difference in the 
times for the first peak appearance in Brazil and Peru is 
~2.5 hr, which suggests that this structure is dominated by 
the local time dependence of the meridional winds, as 
this local time difference is equivalent to the ~2.5 hr solar 

time difference between the two sectors (i.e., 38° longi-
tude difference divided by 15°/1 hr LT).

The observed double‐peak behavior for both longitudi-
nal sectors is consistent with the results described by 
Meriwether et al. [2008, 2011] and Makela et al. [2013]. 
The comparison of the observed double‐peak structure 
with the tidal‐wave structure behavior predicted by the 
WAM calculations [Akmaev et al., 2011; Akmaev et al., 
2010] that was discussed by Meriwether et al. [2013] dem-
onstrated that the combination of the semidiurnal tidal 
wave with the higher order migrating tidal waves includ-
ing the terdiurnal tidal wave produced a composite 6 hr 
nighttime tidal wave that is made up of the contributions 
from these higher order tidal modes. Thus, the ratio of 
the amplitudes of the two northward‐directed peaks may 
reflect the day to day variability of the tidal‐wave struc-
tural contribution to thermosphere winds.

15.3.3. Temperatures: Individual and Monthly 
Averaged

Results for the thermospheric temperatures on the 
three individual nights plotted in Figure  15.6 and the 
associated NRLMSISE-00 model data (shifted as 
described above) show similar temporal behavior from 
night to night. For Brazil, an initial cooling of 100–125 K 
over 2–2.5 hr reaching a minimum near 23–24 UT is seen. 
This initial period of thermal decay is followed by an 
enhancement relative to the NRLMSISE-00 model of 
about 30 to 100 K with a peak appearing 2–4 hr after the 
minimum. This peak is identified to be the midnight tem-
perature maximum (MTM) resulting from the tidal wave 
propagating into the thermosphere region [Meriwether 
et al., 2011; Makela et al., 2012; and Meriwether et al., 
2013]. The MTM amplitude and the MTM structure 
defined by the interval between the minimum seen before 
the MTM peak and the minimum observed just before 
dawn is variable from one night to the next. The Brazil 
results for DOY 246 suggest a MTM peak with a base 
width of ~2 hr. The results for the other two nights sug-
gest a MTM peak profile that is broader, extending over 
4 hr. In all cases, the MTM peak is followed by a cooling 
trend toward dawn.

The behavior seen for the Peru observations shows less 
of the initial cooling trend than for Brazil, and the 
increase toward the MTM peak starts almost immedi-
ately after the beginning of observations. For Peru, the 
MTM structure is less clearly defined but has a base 
width of ~3 to 5 hr. The broad structure of the MTM 
peak makes the determination of the phase separation 
between the Brazil and Peru MTM peaks difficult, but 
2–3 hr would be representative.

The same extended MTM thermal behavior, as 
defined by the difference between the times for the two 
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minima, is seen for the Brazil and Peru monthly clima-
tologies presented in Figure 15.7. The phase difference 
between the times of  the MTM peaks observed for 
Brazil and Peru is ~3 ±  0.5 hours. The MTM amplitude 
seen for both Brazil and Peru varied from one month to 
the next, but was typically within the range of  50 K to 
100 K. Relative to the NRLMSISE-00 baseline, the local 
time base width of  the Peru MTM structure was ~6–7 hr 
for each of  the 4 months, which is ~1–3 hr more than the 
base width observed for the Brazil MTM. Near solar 
midnight for each sector, an increase of  100 K is evident 
in the baseline temperature between the October months 
of  2010 and 2011. This increase is explained by the 
increase in the solar F10.7 index from nearly solar mini-
mum of  80 flux units in 2010 to the moderate level, 140 
flux units, in 2011.

15.4. DISCUSSION

These results illustrate the equatorial meridional and 
zonal wind behavior seen for the September equinox for 
two longitudinal sectors separated by ~38° longitude, 
that is, ~2.5 hr solar time. The zonal wind data for both 
sectors exhibit a similar variation with increased east-
ward winds seen for 2 hr after sunset. The increase is 
larger for Peru than for Brazil (i.e., ~40–50 ms−1 to 90 ms−1 
for Brazil and to ~125 ms−1 for Peru). This differential 
behavior may be explained by a modification of the zonal 
momentum balance in the early evening just after twi-
light. The reduction of the plasma density over the geo-
magnetic equator caused by the prereversal enhancement 
followed by the decreased ion drag resistance to the day‐
to‐night pressure gradient results in increased eastward 
zonal winds to higher speeds than is seen for the Brazil 
observatory. The location of the Brazil FPI observatory 
on the northern border of the southern Appleton anom-
aly, where the plasma density would be considerably 
larger, suggests that the resulting increased ion drag 
resistance to the zonal wind forcing by the pressure gradi-
ent would dampen this zonal wind increase [Martinis 
et  al., 2001]. It is unclear how much of a role in this 
momentum balance is played by the back pressure that 
would be developed by the passage of the pressure bulge 
associated with the MTM tidal‐wave structure [Herrero 
et  al., 1985; Akmaev, 2011], which would be moving 
southward for both Peru and Brazil sectors near solar 
midnight.

Another interesting feature indicated by these results 
at both longitude sectors is the development of  a 
period of  reduced eastward winds in the monthly cli-
matologies lasting for 4 to 6 hr. The existence of  this 
feature was discussed by Meriwether et  al. [2013] as 
being indicative of  the influence of  the MTM pressure 
bulge upon the eastward zonal wind driven by the 

day‐to‐night pressure gradient. The development of 
the MTM peak shows a maximum that occurs midway 
between the beginning and end times of  this ebb 
period, which is consistent with this interpretation of 
the zonal winds.

The meridional wind results for both sectors show the 
development of a double peak structure with amplitude 
of 30 to 50 ms−1. The WAM modeling [Akmaev, 2011] 
showed this feature to be a result of the tidal‐wave struc-
ture representing a blend of the semidiurnal and higher 
order tidal modes propagating into the thermosphere 
region from below. The observed separation of ~6 hr 
between the times of the two peaks is supported by the 
results of the WAM analysis [Akmaev et  al., 2010, 
Akmaev, 2011].

Analysis of the results for September and October 2010 
for both sectors found that the MTM feature appeared 
with an amplitude of ~50 K to 100 K with the MTM peak 
following the first northward meridional wind peak by 
~1–2 hr. For these monthly climatologies, the amplitude 
of the Peruvian MTM peak is slightly larger than the 
Brazil peak by ~25 K. Also interesting is the result that 
the local time base width of the MTM peak is larger by 
~1–2 hr in the Peruvian sector.

To summarize these points and to help illustrate the 
phase relationships between the zonal wind, meridional 
wind, and temperature more explicitly, Figure  15.8 
shows the monthly climatologies for all three parame-
ters in the September month plotted against UT and 
also against solar LT. The times of  the two northward 
peaks in the meridional wind structure show a time dif-
ference of  ~5 hr for Brazil and ~6 hr for Peru, which is 
comparable with what was reported by Meriwether 
et  al. [2013] in the Brazil/WAM comparisons for 
September. The phase lag between the first northward 
(equatorward) meridional peak wind speed and the 
MTM peak for both sectors is ~1.0 hr. This difference is 
the phase lag expected for the temporal variations of 
meridional wind and temperature as the change in the 
meridional winds associated with the upward propaga-
tion of  the tidal wave reaches the 630 nm airglow layer 
prior to the arrival of  the peak phase of  the tidal‐wave 
temperature fluctuation cycle [Akmaev, 2011]. In regard 
to the zonal wind variation when plotted against SLT, 
inspection of  the results in Figure 15.8 shows the phase 
difference in the zonal winds for the two regions to be 
close to zero. The time for the progressive increase in 
the zonal wind for both regions from evening twilight 
to the peak is expected to be similar as the elevation of 
the plasma in the prereversal enhancement reduces the 
ion drag for both regions. What is evident in this figure 
is the Peru zonal wind enhancement by about 50 ms−1, 
and this is attributed to the lower plasma density at the 
geomagnetic equator.
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15.5. CONCLUDING REMARKS

These results illustrate the improved insights into the 
equatorial thermospheric dynamics gained from the study 
of simultaneous FPI data for two longitudinal sectors. The 
meridional wind and temperature results from the Peru and 
Brazil sectors are quite similar, indicating that the migrating 
tidal‐wave structure plays a dominant role in governing the 
thermospheric meridional wind and temperature responses 
at low latitudes. Comparisons of the zonal wind monthly 
climatology results for four different months found the 
zonal wind in the geomagnetic equator region to be 
increased by 20 to 40 ms−1 relative to the Brazil site located 
away from the equator by ~7 degrees. As suggested by the 
CHAMP/DE‐2 study [Liu et  al., 2006], this zonal wind 
enhancement at the geomagnetic equator suggests a sensi-
tivity to the change in the local momentum balance that 
reduction of the F‐region plasma density near the geomag-
netic equator would introduce. Investigating more closely 
this possible relationship between ion drag reduction and 
the zonal wind enhancement will be an aim of future work 
by acquiring F‐region plasma density measurements simul-
taneous with FPI wind measurements in both regions. It 

would be interesting to extend such longitudinal compari-
sons into the African longitudinal sector with Ethiopian 
observations, and an effort is underway to achieve this goal.
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16.1. INTRODUCTION

Atmospheric gravity waves (AGW) are buoyancy waves that 
have a dynamic characterized by the interplay between grav-
ity, pressure gradient, and inertial force [Hocke and Schlegel, 
1996]. Traveling ionospheric  disturbances (TID) are the 
 ionospheric response to the passage of AGWs [Hines, 1960]. 
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ABSTRACT

TEC values measured by GPS receivers that belong to the low‐latitude ionosphere sensor network (LISN) and several 
other networks that operate in South and Central America were used to study the characteristics and origin of trave-
ling ionospheric disturbances (TID) in these regions. The TEC perturbations associated with these TIDs show a high 
degree of spatial coherence over distances > 1000 km allowing us to use measurements from receivers spaced by hun-
dreds of km to calculate the TIDs’ travel velocities, propagation direction, and scale size. We first applied the TID 
analysis to TEC measurements corresponding to 4 July 2011. This processing method is then used to study the char-
acteristics of TIDs for 20 and 21 August 2011, a period when a tropical storm was active in the Caribbean region. A 
pronounced increase in TID activity was observed in South and Central America at 16 UT on 20 August 2011 lasting 
until the end of 21 August 2011. The TID velocities show a very variable pattern that depends upon their local time 
and location. Counter‐streaming TIDs were observed over the western part of South America on 21 August 2011. 
Regional maps of tropospheric temperature brightness, measured by the GOES‐12 satellite, are used to identify and 
follow the development of the tropical storm (TS) Irene and several deep convective plumes. TIDs were observed 
propagating away from TS Irene. This storm moved into the Caribbean region and intensified earlier on 20 August 
spawning a train of atmospheric gravity waves (AGW). The small scale size, the velocity less than 150 m/s, and the 
close location of several TIDs with respect to TS Irene indicate that these TIDs may be the result of primary AGWs 
that reached the F‐region bottomside. These results open the possibility of using TEC values measured by networks 
of GPS receivers to construct regional, and probably global, maps of TIDs, identify their origin, and study in detail 
the characteristics of TIDs corresponding to primary and secondary AGWs.
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Regional maps of traveling ionospheric disturbances
Primary and secondary gravity waves
Networks of GPS receivers

Key Terms: atmospheric gravity waves, distributed observatory, traveling ionospheric disturbances
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Gravity waves (GW) produce perturbations in the plasma 
density, ion velocity, and ion and electron temperatures. TIDs 
are often classified as large scale and medium scale, accord-
ing to their wave velocity and period. Typical scales size for 
TIDs (medium and large scales) vary between hundreds and 
thousands of kms, and periods between 15 min and 3 hr. The 
 terminology of medium‐scale TIDs (MSTID) also includes 
buoyancy waves that have been electrified, following the 
Perkins instability [Perkins, 1973]. They mainly occur at mid-
latitude regions where the magnetic field lines are tilted.

Several measuring techniques have been used to study the 
characteristics and morphology of TIDs. Airglow imagers 
placed at opposite hemispheres have shown the conjugate 
characteristics of nighttime MSTIDs in the opposite hemi-
sphere [Otsuka et al., 2004; Shiokawa, et al., 2005, Martinis 
et al., 2011]. Radio beacon receivers in the VHF band have 
shown that daytime and nighttime TIDs have different sea-
sonal variations of their occurrence and propagation direc-
tion [Jacobson et  al., 1995]. Similarly, dense networks of 
GPS receivers have provided 2-D maps of TEC perturba-
tions caused by TIDs [Saito et al., 1998; Afraimovich et al., 
2001]. The radio beacon technique [Mercier, 1986; Jacobson, 
and Erickson, 1992; Jacobson, et al., 1995] overcomes many 
limitations of other observation methods, enabling contin-
uous characterization of key TID parameters. Although 
radio beacon TEC measurements are integrated over the 
whole altitude range of the ionosphere, the vertical localiza-
tion of GW‐induced TEC fluctuations makes this tech-
nique a powerful tool for studying TIDs that propagate 
through the F‐region bottomside. In addition, observations 
[Kirkland, and Jacobson, 1998] and model results [Vadas, 
2007] have shown that most TIDs do not commonly rise 
above 400 km. Thus, the bulk of the TEC perturbations 
become highly localized to the bottomside region.

The modeling study of Vadas and Liu [2009] has shown 
that the dissipation of “primary” GWs can create localized 
thermospheric body forces able to excite “secondary” large‐
scale TIDs with a wavelength close to 2100 km, velocity 
near 500 m/s, and a period of ~80 min. Vadas and Crowley 
[2010] have presented evidence that multiple convective 
plumes can create thermospheric body forces containing 
smaller scales due to constructive and destructive wave 
interference. Such body forces are able to excite secondary 
GWs with smaller horizontal scale sizes. These authors 
were able to relate TID observations conducted with the 
TIDDBIT sounder [Crowley and Rodrigues, 2012] and the 
development of a tropical storm and several convective 
plumes that appeared in the Caribbean region. Vadas and 
Crowley [2010] found TIDs having large phase speeds, 
which were too large to have originated from convective 
overshoot. Therefore, they postulated that these waves were 
originated in the upper mesosphere and thermosphere.

In the radio beacon technique, also known as radio 
 interferometry, phase differences measured at the various 
stations can be used to determine TID velocity, propagation 

azimuth, and amplitude. Recently, this radio‐interferometry 
technique has been adapted for use with GPS satellites 
[Afraimovich et al., 1998, 2000, 2003]. This new innovation 
makes it possible to utilize inexpensive, easily deployed GPS 
receivers to study gravity waves at a wide variety of loca-
tions. The large number of GPS satellites in orbit makes it 
possible for a single receiver to continuously monitor the 
bottomside region at multiple ionospheric locations simul-
taneously. Recently, Valladares and Hei [2012] used a GPS‐
radio interferometer to measure the phase velocity and 
propagation direction of gravity waves that were propagat-
ing near Huancayo (12.042°S, 75.321°W) in Peru. The phase 
velocity and direction of propagation were extracted by 
using two algorithms: the Statistical Angle of Arrival and 
Doppler Method for GPS interferometry (SADM‐GPS) 
and the cross‐correlation method (CCM). Both methods 
agreed that on 20 July 2008 between 22 and 24 UT, several 
TIDs moved across the small array of GPS receivers with a 
velocity near 130 m/s, were directed northward and had 
wavelengths close to 450 km. The CCM method was later 
applied to TEC values collected by other GPS receivers that 
were operating hundreds of kilometers away from Huancayo 
providing phase velocities close to 150 m/s [Valladares and 
Chau, 2012]. This new method offers the possibility of 
exploiting measurements from adjacent GPS receivers to 
study the characteristics of TID within a much larger region.

The main goal of this chapter is to describe the results of 
a method that produces regional maps of TEC perturba-
tions associated with TIDs within the South and Central 
America regions and to relate these observations to maps 
of tropospheric brightness temperature measured by the 
GOES‐12 satellite. GOES‐12 satellite images are used to 
pinpoint the locations of deep convective plumes across 
South and Central America and the existence of tropical 
storms that move throughout the Caribbean region on 20 
and 21 August 2011. The chapter is organized in the follow-
ing order: In Section 16.2, we introduce the general charac-
teristics of the cross‐correlation analysis that was applied in 
a regional context to extract the characteristics (e.g., occur-
rence, velocity, scale size) of the TIDs of 4 July 2011. 
Results of the regional analysis of the TEC observations 
recorded by hundreds of GPS receivers on 20 and 21 
August 2011 are presented in Section 16.3. The association 
of TIDs with tropical storms and convective plumes imaged 
with the GOES‐12 satellite are presented in Section 16.4. 
The discussion section and the main conclusions of the 
chapter are presented in Sections 16.5 and 16.6.

16.2. ANALYSIS OF TEC OBSERVATIONS 
FOR 4 JULY 2011

The low‐latitude Ionospheric Sensor Network (LISN) is 
a distributed observatory designed to monitor and specify 
the condition of the ionosphere over South America in a 
regional context. LISN provides near real‐time observables 
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(nowcast) from 47 dual‐frequency GPS receivers [Valladares 
and Chau, 2012]. Figure  16.1 shows the locations of the 
LISN GPS receivers (blue circles) together with a much 
larger number of GPSs (red dots) that belong to several 
networks currently operating in South and Central America 
and the Caribbean region. In 2011, a total of 324 GPS 
receivers operated in South and Central America for iono-
spheric, plate tectonic, and seismology research, studies of 
river‐land interactions, tropospheric weather, and land sur-
veying. As part of the LISN project, we are processing the 
RINEX files corresponding to all of these GPS receivers 
stored in the LISN server. These files are stored in the 
LISN website for display and dissemination. This section 
presents the results of an investigation of the regional char-
acteristics of TIDs that were observed on 4 July 2011.

16.2.1. Regional Maps of TEC Perturbations

The TEC perturbations (TECP) of Figure  16.2 were 
obtained using all the GPS receivers that operated in South 
and Central America on 4 July 2011. The TECP traces are 
plotted in red, centered along the satellite subionospheric 
intersection (short black segments). Note that most of the 
GPSs did not record any TEC perturbation or their peak 

values were below the threshold level (0.4 TEC units) leav-
ing blank areas in all three frames. The algorithm to detect 
TECP removes the 24-hr solar‐produced daily TEC 
variability and excludes other perturbations not directly 
associated with TIDs (e.g., plasma bubbles). The first step 
of our TID identification algorithm consists of estimating 
the background TEC values by fitting a fourth‐order poly-
nomial to every 3-hr segment of TEC values and then sub-
tracts these values from the measured TEC. The second 
step excludes TEC depletions originated by equatorial 
plasma bubbles or midlatitude depletions by comparing 
the magnitude of the positive and negative excursions of 
TEC perturbations. As depletions only produce TEC 
decreases and TIDs create both positive and negative vari-
ations, a positive‐to‐negative perturbation ratio between 
0.66 and 1.3 was selected for a valid detection of a TID. 
The third step consists of a wavelet‐type analysis using 
quasi‐sinusoidal functions to extract the amplitude and 
scale size of the TIDs. The last step involves a low‐pass 
filter to eliminate noise signals containing periods smaller 
than 5 min. In addition, the automatic identification of 
TIDs is restricted to wave periods between 90 and 15 min. 
On many occasions, we observed TEC perturbations with 
two or more spectral peaks produced by the transit of 
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Figure 16.1 Locations of GPS receiver stations installed by the LISN project (blue) and several other networks 
(red) in South and Central America and the Caribbean region.
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multiple TIDs propagating simultaneously through the 
same volume. During these cases, we band‐pass filtered the 
dTEC perturbation and only considered the TID that 
contained the largest amplitude.

Figure 16.2 shows the hour‐to‐hour variability of the 
TIDs corresponding to 4 July 2011 observed in South 
and Central America between 03 and 08 UT and detected 
automatically using the software described above. This 
figure depicts TEC perturbations at the latitude and lon-
gitude of the subionospheric intersection for each GPS 
satellite pass and for each station that reported a valid 
TID detection. The left frame shows TIDs placed mainly 
at the center of the Caribbean region. Two hours later 
(center frame), TIDs have expanded southward covering 
a larger area and populating the northern boundary of 
South America. The right frame of Figure 16.2 indicates 
that the TIDs have propagated southward toward lower 
latitudes; they are sparse and are likely in a decay process. 
TIDs decayed completely after 08 UT, not only in the 
Caribbean and Central America region, but also in the 
South America continent. This behavior of  intense 
TIDs in the Caribbean and Central America regions 
near midnight and the early hours of the day is quite 
typical during the June solstice season.

16.2.2. Cross‐Correlation Analysis Applied to Regional 
Network of GPS Receivers

To derive the motion of the TIDs across a continent‐size 
region (regional context), we divide the receivers of 
Figure 16.1 into small clusters of receivers, varying in num-
ber between 3 and 18 GPSs. Only the receivers that have 
simultaneously observed TIDs with similar amplitudes and 

periodicities are considered part of the cluster. The TIDs’ 
drift velocity is then calculated employing the software 
 presented by Valladares and Hei [2012], in which dTEC 
 values measured by three adjacent receivers are cross‐ 
correlated between them to derive the phase drift velocity. 
Consequently, each cluster is further subdivided in several 
subgroups of three adjacent receivers and analyzed inde-
pendently. One receiver acts as the reference point and its 
location defines the center of the coordinate system. TECP 
values of this receiver are correlated with the values corre-
sponding to the other two receivers, providing the time 
 offset along two different directions that do not need to 
be perpendicular. Both time offsets and Equations (16.1) 
and (16.2) are used to resolve the magnitude of the phase 
velocity (Vh[t]) and the propagation angle of the TID (α[t]).

t arctan Y T Y T X T X TA B C C B A C B A A B C– / –
 (16.1)

 

/

sin cos
h C C B C

x y

V t Y cos t X sin t T

w t t w t t  (16.2)

Where TB−A and TB−C are the time delays between the 
TECP traces. The symbols XA, YA, XC, and YC refer to 
Cartesian distances between the satellite‐receiver pierce 
points for the reference receiver and the pierce points 
for both additional receivers (named A and C). The sat-
ellite velocity is removed by subtracting the component 
of  the motion of the pierce points (wx(t) and wy(t)) in the 
propagation direction of the TIDs. The receiver placed 
further southwest is commonly designated as the refer-
ence receiver (also called B).
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Figure 16.2 TEC perturbation (TECP) values measured with all the GPS receivers that operated on 4 July 2011 
during three time intervals (03–04, 05–06 and 07–08 UT). The red traces correspond to the TECP values after 
subtracting the daily variability. The thin black traces indicate the locations of the ionospheric piercing points at 
350 km altitude.
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The lower panels of  Figure  16.3 show dTEC values 
from three GPS receivers placed in the Caribbean 
region. These receivers detected a train of  TIDs on 4 
July 2011 that lasted for 4 hr. Note that the blue trace, 
corresponding to Grenada, acts as receiver B and it is 
displayed in both panels. The dTEC increases after 22 
UT attaining peak‐to‐peak values near 4 TECu. It is 
also evident that a second TID with much shorter perio-
dicity (10–20 min) and smaller amplitude is superim-
posed on the near 60 min period of  the primary TID. To 
extract the velocity information of  both TIDs (primary 
and secondary), it is necessary to use a cross‐spectrum 
analysis [Crowley and Rodrigues, 2012]. However, we 
opted for filtering and then analyzing only the period 
(~60 min) that contains the largest amplitude. All three 
traces (blue, green, and red) show a high degree of  simi-
larity that is reflected in the high correlation factor (~1) 
displayed in the upper panels. Only positive values of 
the correlation factor, between 0.2 and 1.0 are color 
coded in the top panels. The correlation time series show 

two prominent peaks that are produced by the periodic 
nature of the dTEC signal associated with a quasi‐periodic 
train of  TIDs. However, the time of  the first large nega-
tive peak of  the TID, indicated by the red arrows, is 
used to discern the correct delay between the dTEC 
traces. It is evident that a large minimum was observed 
at Barbados (green trace) just before 23 UT. This was 
observed at Grenada (blue) a few minutes after 23 UT. 
A larger delay between the minimum peaks is seen in the 
right lower panel where the first large minimum at 
Airport du Raizet (red) occurs at 2240 UT and ~30 min 
ahead of  minimum at Grenada. In summary, this simple 
analysis helps us to conclude that the TID passed first 
through Airport du Raizet (abmf), then Barbados 
(bdos), and at the end through Grenada (gre0). Due to 
the locations of  these three receivers, as seen in the top 
frame of  Figure  16.4, it is concluded that the TIDs’ 
velocity was close to southward.

Figure 16.4 displays a map of the geographic locations 
of the three GPS receivers (top panel) and the magnitude 
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and direction of the phase velocity derived between 20 
and 24 UT (lower panel). The velocity is directed south-
west and the magnitude decreases from 250 m/s near 20 
UT until it reaches 50 m/s at 24 UT. The more refined and 
precise calculation of the TID velocity corroborates the 
intuitive motion of the dTEC perturbation described 
earlier.

16.3. ANALYSIS OF TEC OBSERVATIONS 
FOR 20–21 AUGUST 2011

This section describes the analysis of the TIDs that 
were observed on 20 and 21 August 2011 across South 
and Central America and the Caribbean region. First, we 
divided the receivers in clusters of adjacent GPSs that 
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Figure  16.4 The top panel shows the locations of the three stations used in the velocity analysis: Grenada, 
Barbados, and Airport du Raizet. The lower panel shows the phase velocities of the TIDs calculated using the 
CCM method and TEC perturbation from all three stations for 4 July 2011.
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observed TIDs with similar characteristics and during 
equal time intervals. Then, each cluster was analyzed 
independently providing a time series of the TIDs’ velocity. 
Finally, all these time series were arranged in time and 
space to build regional maps of TIDs’ velocity over South 
and Central America. These results allow us to relate 
regional maps of  the occurrence, location, and velocity 
of  the TIDs over the continent and regional maps of 
tropospheric deep convective cells observed by the 
GOES‐12 satellite. The goal of  this section is to relate 
the dynamics of  the TIDs observed on 20–21 August 
2011 to the existence of  a tropical storm in the Caribbean 
region and deep convective cells that originated within 
the central and southern parts of  South America.

16.3.1. Regional Maps of TIDs Occurrence for 20–21 
August 2011

The regional maps of Figure 16.5 show TEC perturba-
tions associated with the TIDs that developed over South 
and Central America on 20 and 21 August 2011. Each 
frame corresponds to a 4-hr interval in which we have 
plotted all the TIDs detected by the GPS receivers pre-
sented in Figure 16.1. The four frames in the top row of 
Figure 16.5 indicate an absence of TIDs between 00 and 
16 UT on 20 August 2011. After this period, TIDs’ popu-
lation increases across the South American continent in a 
sector limited between −10° and −20° geographic  latitude. 
The middle row, second frame, corresponding to the 
period 20–24 UT, displays dTEC perturbations persisting 
in South America, across the same latitudinal sector 
observed 4 hr earlier. This frame also shows TIDs extend-
ing between the Caribbean Sea and the eastern part of 
Central America. These newly developed TIDs remain 
active until 08 UT on the following day. The South 
American TIDs decay before the start of day 21 August 
2011. However, they reappear after 15 UT on 21 August 
2011. In summary, it was observed that on these two days, 
TIDs developed over South America at latitudes slightly 
south of the magnetic equator between 16 and 24 UT. In 
fact, during the following 10 days, TIDs occur very sys-
tematically and almost every day between 16 and 24 UT. 
In Central America, the Caribbean region, and the north-
ern part of South America, TIDs occur at different time 
epochs and extend through different areas.

16.3.2. Analysis of TIDs Using a Cluster of GPS 
Receivers

Figure  16.6 displays dTEC perturbations associated 
with a train of  TIDs that were detected by one cluster of 
11 GPS receivers between 19 and 24 UT on 20 August 
2011. These receivers are located in northern Colombia 
as shown in the small panel placed in the upper right 

side. The dTEC values were derived using signals from 
the GPS satellite PRN = 17. The station’s four‐letter 
name, the latitude, and the longitude are indicated in the 
right margin. Note also that the amplitude of  the dTEC 
is printed at the middle right side and it is equal to 5 
TEC units. From top to bottom, the stations are organ-
ized following their geographic latitude, starting at the 
top with the station placed farther north, Santa Marta 
(lsam), and ending with Bogota (lbo_). These two sta-
tions belong to the LISN network. This display arrange-
ment helps us to discern the propagation direction of  the 
TID. We select a conspicuous feature within the dTEC 
traces, such as the largest minimum or maximum, and 
determine how this feature time shifts at different sites. 
Red arrows indicate the time when the largest minimum 
occurs for each of  the 11 traces of  Figure 16.6. As this 
feature appears at earlier times at sites that are placed 
farther south, it is concluded that the TIDs observed on 
20 August 2011 in northern Colombia are propagating 
northward. We also calculate the average period of  the 
TIDs equal to 63 min and the spectral width 44 min. We 
also indicate that some of  the stations present rapid 
dTEC fluctuations, as seen at Dorada (dora) and 
Aguachica (agua) at 22 UT. This effect is likely produced 
by the transit of  additional TIDs containing shorter 
spatial scales.

Figure  16.7 shows the velocity analysis for three sta-
tions (Corozal, Cucuta, and Maracaibo) that are part of 
the cluster of GPS receivers presented in Figure 16.6. To 
avoid contamination produced by TIDs that have periods 
different than 63 min and are transiting across the stations 
with different velocities and scale sizes, we apply a band‐
pass filter to the dTEC traces and filtered out these 
unwanted TIDs. The middle frames display the dTEC 
traces after they have been filtered using a band‐pass fil-
ter centered at 63 min (0.2 mHz). The top panels display 
the cross‐correlation functions (CCF) in which two peaks 
separated by ~60 min are evident produced by the perio-
dicity of  the TIDs. To determine the peak associated 
with the true motion of  the TIDs, we use the information 
provided by Figure 16.6 in which it was realized that the 
TIDs were moving northward. Note that a negative (posi-
tive) offset is an indication that Corozal’s TEC perturba-
tion lags (leads) Cucuta’s. As Corozal is located north of 
Cucuta and south of Maracaibo, to calculate the TIDs’ 
velocity we considered the CCF peak with a negative 
delay for the first pair of stations (Corozal and Cucuta) 
and the positive delay for the second pair (Corozal and 
Maracaibo). Similar analysis was performed for every set 
of three different receivers of the cluster of GPSs depicted 
in Figure 16.6.

The velocity of the train of TIDs is shown in the lower 
panel of Figure 16.7. This velocity is equal to 250 m/s and 
directed northward at 20 UT, and becomes  northwestward 
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Figure 16.5 Same as Figure 16.2, but for TIDs measured on 20 and 21 August 2011. Each panel displays the amount of TIDs observed 
during a 4-hr segment. Each red segment indicates the location of a TID detected by our analysis package. Large spaces without red 
traces are the result of the absence of TIDs in those regions.
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at 24 UT. These values confirm the direction of  motion 
that was determined based on the time shift of  the larg-
est minimum of Figure 16.6. At the same time, they pro-
vide a more precise estimate of  the TID transit motion. 
It is indicated that similar phase velocities were deter-
mined when our analysis procedure was performed using 
other receivers that belong to the GPS cluster of 
Figure 16.6.

16.3.3. Regional Maps of TIDs Velocity for 20–21 
August 2011

Figure  16.8 compiles the TIDs’ velocity information 
from the majority of the GPS clusters. Red vectors indi-
cate northward velocities and blue vectors depict velocities 
with a southward component. The velocity field was 
decimated a factor of 8 to avoid cluttering the figure. The 
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main characteristic of the plots is the general trend of the 
velocities: they are principally directed northward or 
southward. However, there exist some exceptions and the 
TID velocity can have a small westward or eastward com-
ponent during the early evening and early hours of the 
day. On 20 August 2011 at 16 UT, the velocities over 
South America vary between 200 and 500 m/s (first frame, 
middle row). At this time, the TIDs’ velocities are mainly 
directed northward with a ±20° directional variability. 
The following frame corresponding to 20–24 UT shows 
the velocities directed northwestward in the northern 

part of South America. These velocities intrude into 
Central America reaching values as high as 400 m/s. 
There also exists a region near Puerto Rico where veloci-
ties are directed southeastward reaching 420 m/s.

The next frame, corresponding to 21 August 2011 at 
00–04 UT, displays velocities over the eastern side of the 
Caribbean region, where the flow is ~200 m/s, and it is 
directed southwestward. Downstream in eastern 
Colombia, the TIDs’ velocities were also pointing south-
westward, but the velocity magnitude was ~300 m/s. On 
the same day and between 12 and 16 UT, TID activity 

19 20 21 22 23 24
–2

–1

0

1

2

Universal time

PRN 17 2011/08/20

dT
E

C
 (

un
its

)

–2

–1

0

1

dT
E

C
 (

un
its

)

COROZAL CUCUTA

19 20 21 22 23 24
–60
–45
–30
–15

0
15
30
45
60

Universal time
19 20 21 22 23 24

Universal time

T
im

e 
of

fs
et

 (
m

in
)

–60
–45
–30
–15

0
15
30
45
60

T
im

e 
of

fs
et

 (
m

in
)

coro = 15 cuc1 = 15

0.20 1.00
Cross-correlation function # per G = 11

19 20 21 22 23 24
Universal time

PRN 17 2011/08/20COROZAL MARACAIBO

coro = 15 mara = 30

0.20 1.00
Cross-correlation function # per G = 11

19 20 21 22 23 24
–400

–200

0

200

400

Universal time

V
el

oc
ity

 (
m

/s
ec

)

TID phase velocity200 m/s

Figure 16.7 Same as Figure 16.3, but for GPS satellite 17 and stations Corozal and Cucuta in the left frames and 
Corozal and Maracaibo in the right frames. The unfiltered dTEC values for these three stations are displayed in 
Figure 16.6. The lower panel shows the phase velocities of the TIDs calculated using the time delays provided by 
the CCM algorithm (upper frames).



120 110 100 90 80 70 60 50 40 30

120 110 100 90 80 70 60 50 40 30

–60

–50

–40

–30

–20

–10

0

0

10

20

30

40

–60

–50

–40

–30

–20

–10

0

10

20

30

40

–60

–50

–40

–30

–20

–10

0

10

20

30

40

Geographic longitude (West)

G
eo

gr
ap

hi
c 

la
tit

ud
e

Magnetic
equator

+20 deg. magneticlatitude

Magnetic
equator

+20 deg. magneticlatitude

Magnetic
equator

+20 deg. magneticlatitude

Magnetic
equator

+20 deg. magneticlatitude

Magnetic
equator

+20 deg. magneticlatitude

Magnetic
equator

+20 deg. magneticlatitude

Magnetic
equator

+20 deg. magneticlatitude

Magnetic
equator

+20 deg. magneticlatitude

Magnetic
equator

+20 deg. magneticlatitude

Magnetic
equator

+20 deg. magneticlatitude

Magnetic
equator

+20 deg. magneticlatitude

Magnetic
equator

+20 deg. magneticlatitude

2011/08/20 00:00:00–04:00:00 Universal time

300 m/s 300 m/s

120 110 100  90  80  70  60  50  40 30 120 110 100  90  80  70  60  50  40 30 120 110 100  90  80  70  60  50  40 30

Geographic longitude (West)
Geographic longitude (West) Geographic longitude (West)

G
eo

gr
ap

hi
c 

la
tit

ud
e

–60

–50

–40

–30

–20

–10

10

20

30

40

G
eo

gr
ap

hi
c 

la
tit

ud
e

0

–60

–50

–40

–30

–20

–10

10

20

30

40

G
eo

gr
ap

hi
c 

la
tit

ud
e

0

–60

–50

–40

–30

–20

–10

10

20

30

40

G
eo

gr
ap

hi
c 

la
tit

ud
e

0

–60

–50

–40

–30

–20

–10

10

20

30

40

2011/08/20 04:00:00–08:00:00 Universal time

G
eo

gr
ap

hi
c 

la
tit

ud
e

–60

–50

–40

–30

–20

–10

0

10

20

30

40

–60

–50

–40

–30

–20

–10

0

10

20

30

40

G
eo

gr
ap

hi
c 

la
tit

ud
e

2011/08/20 08:00:00–12:00:00 Universal time 2011/08/20 12:00:00–16:00:00 Universal time

Geographic longitude (West)

120 110 100 90 80 70 60 50 40 30

Geographic longitude (West)

120 110 100 90 80 70 60 50 40 30

Geographic longitude (West)

120 110 100 90 80 70 60 50 40 30

Geographic longitude (West)

120 110 100 90 80 70 60 50 40 30

Geographic longitude (West)

120 110 100 90 80 70 60 50 40 30

Geographic longitude (West)

120 110 100 90 80 70 60 50 40 30

Geographic longitude (West)

120 110 100 90 80 70 60 50 40 30

Geographic longitude (West)

G
eo

gr
ap

hi
c 

la
tit

ud
e

2011/08/20 16:00:00–20:00:00 Universal time 2011/08/20 20:00:00–24:00:00 Universal time 2011/08/21 00:00:00–04:00:00 Universal time 2011/08/21 04:00:00–08:00:00 Universal time

G
eo

gr
ap

hi
c 

la
tit

ud
e

2011/08/21 08:00:00–12:00:00 Universal time

G
eo

gr
ap

hi
c 

la
tit

ud
e

–60

–50

–40

–30

–20

–10

0

10

20

30

40

G
eo

gr
ap

hi
c 

la
tit

ud
e

–60

–50

–40

–30

–20

–10

0

10

20

30

40

–60

–50

–40

–30

–20

–10

0

10

20

30

40

G
eo

gr
ap

hi
c 

la
tit

ud
e

2011/08/21 12:00:00–16:00:00 Universal time 2011/08/21 16:00:00–20:00:00 Universal time 2011/08/21 20:00:00–24:00:00 Universal time

300 m/s 300 m/s

300 m/s 300 m/s 300 m/s 300 m/s

300 m/s 300 m/s 300 m/s 300 m/s

Figure  16.8 TIDs’ phase velocities calculated using the CCM algorithm. See text for further details of the 
method employed to calculate the velocities. Red arrows are used for velocities having a northward compo-
nent. Blue arrows correspond to velocities that have a southward component.



198 IOnOSpherIC SpACe WeATher

develops near the border between Peru, Bolivia, and 
Chile with velocities in the range of 300–400 m/s. Between 
16 and 20 UT, there exists a region over central Bolivia 
where counter‐streaming TIDs’ velocities are found. We 
interpret this event as the superposition of two different 
trains of TIDs that are transiting in opposite directions, 
but propagating across two very close or overlapping vol-
umes. The last frame indicates that the flow of TIDs is 
mainly northward over two regions separated by thou-
sands of kilometers. One is located in the central part of 
South America and the other in Central America.

16.3.4. GOES‐12 Infrared Images

The Geostationary Satellite system (GOES) mission 
provides weather monitoring, and aids research to under-
stand land, atmosphere, ocean, and climate interactions. 
GOES‐12 was launched in 2001, and has been in standby 
orbit most of its lifetime. However, during a few months 
in 2011, GOES‐12 operated in the GOES‐EAST position 
(parked in geostationary orbit at 60°W), providing coverage 
of the east coast of the United States and South America. 
The spacecraft was designed to “stare” at the Earth and 
image clouds, monitor Earth’s surface temperature and 
water vapor fields, and sound the atmosphere for its vertical 
thermal and vapor structures. Therefore, the evolution of 
atmospheric phenomena can be followed, ensuring real‐
time coverage of short‐lived dynamic events, especially 
severe local storms and tropical cyclones.

The imager on board GOES‐12 is a multichannel 
instrument that senses infrared radiant energy and visible 
reflected solar energy from the Earth’s surface and atmos-
phere. The satellite also measures the temperature of the 
clouds and the surface of  the Earth with an infrared 
sensor. This allows for the detection of changes in the 
temperature of clouds during the day and at night. The 
temperature of the clouds also indicates how tall clouds 
are since temperature is usually inversely proportional 
to height in the troposphere. Red color indicates the 
appearance of temperatures as cold as −80°C and clouds 
extending up to 11,000–12,000 m. Vadas and Crowley [2010] 
pointed out that the type of clouds that prevail in Central 
and South America consist of  convective plumes able 
to trigger gravity waves that propagate through the 
troposphere and mesosphere, which dissipate in the ther-
mosphere (or mesosphere) and create body forces that are 
able to generate secondary gravity waves that can reach 
F‐region altitudes.

Figure 16.9 shows four images taken with the infrared 
sensor on board GOES‐12 between (1) 20 August 2011 at 
11:45 UT, (2) 20 August 2011 at 20:45 UT, (3) 21 August 
2011 at 05:45 UT, and (4) 21 August 2011 at 17:45 UT. 
Images with a 3 hr cadence time can be found at the 
GOES website. Several series of  convective plumes were 
seen within Central and South America during two days 

when tropical storm Irene developed in the Caribbean 
region (see storm indicated with a yellow arrow in 
Fig. 16.9a). The first frame, corresponding to 11:45 UT 
on 20 August 2011, shows the remnants of a tropical 
depression that originated over the Pacific Ocean, drifted 
northeast, and was located over Central America at the 
time of the GOES‐12 image. Figure 16.9a also displays 
the formation of a tropical depression moving north of 
the northern coast of South America (yellow arrow). A 
few hours later this tropical depression became organized 
enough to be classified as tropical storm Irene.

Figure  16.9b shows Irene transiting through the 
Caribbean region before it became a category 1 hurricane. 
This frame displays a cluster of convective plumes that 
extended through the southern part of Peru and western 
Brazil (see yellow ellipse). This frame also provides 
 evidence for the presence of another region of very cold 
temperatures located to the east of the southern tip of 
South America and close to Antarctica. This region 
 persists for many hours until 14:45 UT on 21 August 2011. 
Figure  16.9c shows the northward expansion of this 
region of cold temperatures seen close to Antarctica 
(enclosed by a yellow ellipse). Figure  16.9d shows the 
continuing energization of Hurricane Irene that displays a 
cluster of convective cells with temperatures below −80 °C. 
Figure 16.9d indicates the decay of the majority of convec-
tive cells seen in previous frames. This frame also displays 
the initiation of a new cluster of convective plumes near 
northern Peru and extending into Brazil in the western 
side of South America (yellow line).

16.4. PROPAGATION ANALYSIS 
OF THE TIDS MOVING ACROSS CENTRAL 

AND SOUTH AMERICA

This section presents an origin finding analysis aiming 
to associate the characteristics of the TIDs observed by 
several networks of GPS receivers in South and Central 
America, with corresponding regional images of tropical 
storms and tropospheric convective cells detected by the 
GOES‐12 satellite. The cause‐effect relationship is inves-
tigated using recent results from several experimental 
and modeling studies of  AGWs conducted by Fritts 
and Vadas [2008], Vadas and Liu [2009], and Vadas and 
Crowley [2010]. It is known that atmospheric gravity 
waves (AGW) can be initiated at polar regions due to 
extreme Joule heating that is deposited during magnetic 
storms [Saito et al., 1998; Shiokawa et al., 2002; Valladares 
et  al., 2009]. Similarly, AGWs can also be triggered by 
earthquakes [Galvan et al., 2011], tsunamis [Makela et al., 
2011], nuclear explosions, tropospheric deep convective 
cells [Hocke and Tsuda, 2001; Bishop et  al., 2006], and 
thermosphere body forces [Fritts and Luo, 1992; Vadas 
and Fritts, 2001]. This study introduces observations of 
20 and 21 August 2011 in which neither earthquakes nor 
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tsunamis nor nuclear explosions occurred. In addition, 
during these 2 days magnetic activity was quiet. We discuss 
below the association of TIDs observed on 20–21 August 
2011 in the American sector, and primary and secondary 
AGWs triggered by the tropical storm Irene that developed 
in the Caribbean region, and/or deep convective plumes 
that developed over or near South America.

When primary AGWs are created near the tropopause, 
they travel outward from the origin in all directions form-
ing at mesospheric altitudes an almost circular pattern 
of  perturbed densities. At higher altitudes, the variable 
thermospheric wind filters the AGWs in some directions 
leaving a segmented pattern of AGWs propagating only 
at selected directions. Saturation, wind filtering, and wave 
breaking make the primary waves dissipate and transfer 
momentum to the atmosphere creating horizontal body 
forces [Vadas and Fritts, 2004]. AGWs containing large‐
scale sizes might be able to propagate to the F‐region 

bottomside. Smaller‐scale AGWs (20–30 km) dissipate at 
90 km and others with larger sizes (50–150 km) at 140 km, 
creating mesospheric and thermospheric body forces, 
respectively [Vadas and Crowley, 2010]. These body forces 
excite large‐scale, upward and downward propagating 
secondary AGWs and then TIDs with scale sizes between 
1000 and 2000 km, horizontal velocity ~500 m/s, and peri-
ods ~80 min, which propagate away from the body forces, 
traveling up to altitudes as high as 400 km [Vadas and Liu, 
2009]. AGWs propagating against the neutral wind can 
reach the F‐region bottomside and produce TIDs by 
moving plasma along the magnetic field lines [Hines and 
Reddy, 1967; Fritts and Vadas, 2008]. However, AGWs 
propagating in the same direction of  the neutral wind 
dissipate due to the wind‐filtering effect.

We have used GPS receivers (279) belonging to several 
networks that operated across the South American con-
tinent and the Caribbean region in 2011 to observe and 

(a)
Aug-20-2011 11:45UTC
2011 232
GOES-12

Aug-20-2011 20:45UTC
2011 232
GOES-12

Aug-21-2011 05:45UTC
2011 233
GOES-12

Aug-21-2011 17:45UTC
2011 233
GOES-12

(b)

(c) (d)

Figure 16.9 Four images observed with the GOES 12 satellite corresponding to (a) 20 August 2011, 12:00 UT; 
(b) 20 August 2011, 21:00 UT; (c) 21 August 2011, 06:00 UT; and (d) 21 August 2011, 18:00 UT. Yellow symbols 
indicate important features in the images such as the tropical storm Irene (arrows) and deep convective cells 
(ellipses).
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characterize TIDs in these regions. If  the velocity of 
the AGWs is constant, then their signatures will reach 
the different stations at different instants depending on 
the separation between the stations and the place of the 
AGWs’ origin. Therefore, any feature of the TIDs (e.g., 
valleys, peaks) will align linearly in a travel distance versus 
universal time diagram. We have used this property of 
the TIDs to find their propagation velocity, and also to 
search for the locations where the body forces excited 
secondary waves and the places where deep convective 
plumes generated primary waves. Thus, this method can 
be used to define the inception point of the TIDs.

The four frames of Figure 16.10 show the TEC pertur-
bations in a distance versus universal time format. These 
diagrams are similar to the travel time versus universal 

time plots presented by Galvan et al. [2012]. These authors 
calculated the travel velocity of Rayleigh, acoustic, and 
gravity waves associated with the Tohoku tsunami as 
these different waves were sequentially observed by GPS 
receivers located farther distant from the epicenter. 
Figure 16.10 shows the TEC perturbations corresponding 
to four events of  TIDs associated with primary and 
secondary AGWs that developed on 20 and 21 August 
2011. These diagrams display perturbation troughs and 
crests traveling at a constant velocity that are aligned with 
straight lines. Because we do not have a priori information 
about the geographic location where the thermospheric 
body forces excited secondary AGWs, we searched for the 
geographic latitude and longitude that made the troughs 
and crests align along parallel lines. This method provides 
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Figure 16.10 Travel time (distance) as a function of Universal Time plots corresponding to the following four 
events: (a) 20 August 2011, 16–22 UT. (b) 21 August 2011, 0–6 UT. (c) 21 August 2011, 14–20 UT. (d) 21 August 
2011, 18–24 UT. Note that we have used negative distances in panel (c) since the TIDs were moving southward.
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a good estimate of the geographic location of the body 
forces and/or the deep convective plumes.

Figure 16.10a displays the TEC perturbations from PRN 
13 measured between 16 and 22 UT on 20 August 2011. 
These TEC perturbations were also displayed in Figure 16.5 
(see number 1 in the middle row, first frame, corresponding 
to 16–20 UT). They are observed south of the magnetic equa-
tor, over the eastern part of Brazil. We found that an origin 
placed at Lat = 34°S and Long = 50°W produced TECP peaks 
(red) and valleys (blue) forming parallel lines. This origin 
or center place is about 2° off the southern coast of Brazil 
and near the border with Uruguay. The slope of the line 
delineated in this figure gives a velocity equal to 208 m/s. 
However, a more precise calculation of the TID velocity, as 
shown in Figure  16.8, provided a value of 250 m/s. The 
peak‐to‐peak amplitude of the TEC perturbations pre-
sented in this frame and the following is close to ±1 TEC unit.

Figure 16.10b shows a trail of TEC perturbations from 
PRN 04 measured between 00 and 06 UT on 21 August 
2011. During this event, the TIDs’ velocity was equal to 
135 m/s. This value is close to the TIDs’ phase velocity cal-

culated in Section 16.3.3 that indicated a velocity equal to 
140 m/s directed westward. This velocity is in the range of 
primary AGWs that are able to propagate up to the F‐
region bottomside. The period and scale size of the TIDs 
of Figure  16.10b are about 30 min and 250 km, respec-
tively. We also determined that the origin of the TIDs was 
at 18°N, 54°W. This location is within the broad extension 
of tropical storm Irene (see Fig. 16.9a), which was cen-
tered near 15°N and 59°W on 21 August 2011 at 00 UT. 
Images of the GOES‐12 satellite indicated a region of low 
temperature (−80°) observed near 16°N, 54°W (see 
Fig. 16.9b) and within the reach of TS Irene. Figure 16.10b 
also indicates that the average distance between the TID 
observations and the point of origin varied between 400 
and 1400 km. As some of the TIDs were observed 1400 km 
away, it is possible to infer that these waves were likely 
generated ~2.5 hr before 00 UT and, as stated before, 
within the vicinity of tropical storm Irene.

Figure  16.11 shows precipitation rainfall measured 
by the Tropical Rainfall Measuring Mission (TRMM) 
satellite on 21 August 2011 at 00 UT. TRMM is a joint 

–120 –110 –100 –90 –80 –70 –60 –50 –40 –30
–60 –60

–50 –50

–40 –40

–30 –30

–20 –20

–10 –10

0 0

10 10

20 20

30 30

 40 40
2011/08/21

G
eo

gr
ap

hi
c 

la
tit

ud
e

Geographic longitude

TRMM_20110821_00_rain.txt

20

R
ai

nf
al

l (
m

m
/h

r)

0

200 m/s

Figure 16.11 Rainfall measured by the TRMM satellite over South and Central America and the Caribbean region 
on 21 August 2011 at 00 UT. Note the region of heavy rain at the location of the tropical storm Irene. The large 
red dot indicates the location of the origin of the dTEC perturbations displayed in Figure 16.10b. The positive 
values of dTEC, displayed in Figure 16.10b, are displayed in purple.
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US‐Japan satellite mission to monitor tropical and 
 subtropical precipitation and to estimate its associated 
latent heat. Figure  16.11 displays (1) the amount of 
rainfall in mm/hour in the American sector, (2) black 
arrows representing neutral wind vectors from the 
Horizontal Wind model (HWM) at 200 km altitude 
[Hedin et al., 1988], and (3) TEC perturbations (in pur-
ple). Note that the TECPs and the rain associated with 
TS Irene are contained inside a yellow circle. 
Figure 16.11 points out that the neutral wind velocity 
over the Caribbean region, where TS Irene developed, 
is ~100 m/s directed eastward. This magnitude and 
direction of  the wind make waves propagating east-
ward dissipate. However, it favors the propagation of 
AGWs in the opposite direction as seen in Figure 16.8.

Figure  16.10c displays the signature of TIDs from 
PRN 19 measured on 21 August 2011 between 14 and 20 
UT. Note that the axis of the travel distance is labeled 
using negative distances due to the southward propaga-
tion of the TIDs. The negative slope in this plot indicates 
TIDs moving southward from the origin located at 6°S, 
72°W. The TID velocity is equal to 420 m/s, in agreement 
with the phase velocity displayed in Figure  16.8. The 
scale sizes and periods of the TIDs are equal to 1750 km 
and 65 min. We suggest that these TIDs are associated 
with secondary AGWs excited by body forces in the 
mesosphere or thermosphere. It is worth mentioning that 
Section  16.3.4 introduced a region of deep convective 
cells that developed over northern Peru and the western 
part of Brazil (see yellow line in Fig. 16.9d). This region 
was active between 12 and 21 UT on 21 August 2011 and 
decayed shortly after 21 UT.

Figure 16.10d depicts TEC perturbations from PRN 28 
measured between 18 and 24 UT on 21 August 2011. The 
origin of these TIDs was found to be located at 22°S, 
68°W. This location is in the northern part of Chile close 
to the border with Bolivia. The slope in the boundary 
between positive and negative TECP excursions indicates 
a velocity equal to 250 m/s and directed northward. The 
phase velocity of the TIDs was also calculated in 
Section 16.3.3 using the CCM delay method and Equa-
tions (16.1) and (16.2) resulting in a value equal to 
300 m/s. This large velocity and the fact that the scale size 
of the TID was of order 1000 km indicate an association 
with secondary AGWs and not with primary waves that 
usually have small scale sizes and velocities less than 
180 m/s. Therefore, we suggest that the TIDs in 
Figure  16.10d were excited by mesosphere or thermo-
sphere body forces centered at 22°S, 68°W. We have shown 
in Figure 16.8 that the TIDs were moving northward on 
21 August 2011, between 20 and 24 UT. Based on these 
arguments, we conclude that these waves might have orig-
inated in the southern part of South America or probably 
farther south near Antarctica (see yellow ellipse in 
Fig. 16.9c for an extended region of red indicating low 

temperatures). This region near Antarctica seems a likely 
place to excite AGWs that could be propagating north-
ward to the South American continent.

16.5. DISCUSSION

This chapter presents the results of an analysis  program 
built to calculate the characteristics of TIDs propagating 
across South and Central America and the Caribbean 
region. This method uses TEC values measured by the 
LISN GPS receivers and several other  networks of GPS 
receivers that are presently operating in these regions. This 
type of analysis can be extended to include other regions of 
the globe or applied to other low- and/or midlatitude 
regions, such as the African, European, or Asian conti-
nents, to investigate the dynamics of TIDs in a larger 
regional or global context. In essence, the analysis provides 
regional maps of the population, the phase velocity, and the 
scale size of the TID waves. When this analysis is combined 
with theoretical and modeling results of the generation and 
propagation of AGWs, it is possible to derive information 
of the place of origin of the TIDs and the nature of AGWs 
responsible for the TIDs (e.g., primary versus secondary).

We found that on 20 and 21 August 2011, the TIDs’ phase 
velocity was highly variable. We obtained phase velocities 
between 140 and 500 m/s. This velocity variability was too 
large to conclude that all TIDs corresponded to secondary 
waves excited only by thermospheric or mesospheric body 
forces. It is proposed that at least one event corresponded 
to primary AGWs produced by tropospheric convective 
overshoot that occurred in the proximity of tropical storm 
Irene. We also found that the TIDs, observed on these 2 
days, contained scale sizes between 250 and 1800 kms, and 
periods between 30 and 70 min. Waves with smaller periods 
(20 min) were detected but not fully analyzed.

To find the locations where the TIDs originated, we 
searched for the geographic location that made crests and 
valleys of TECP to align along parallel lines in a distance 
versus time plot (Fig. 16.10). This method was based on 
the notion that AGWs propagate as concentric rings 
away from a central focal point. This center point could 
be the geographic location of a cluster of convective cells 
in the tropopause (for the generation of primary AGWs) or 
the region of body forces on the thermosphere‐mesosphere 
system (for the generation of  secondary AGWs). Our 
principal objective was to investigate the possibility if  any 
of these origins coinciding with regions of tropospheric 
deep convective plumes that were detected by the GOES‐12 
satellite (Fig. 16.9). We suggest that one out of  the four 
cases analyzed in this publication is likely associated with 
primary AGWs triggered within TS Irene.

Figure  16.10a introduced a cluster of TIDs observed 
between 16 and 22 UT over Brazil that were propagating 
northward with velocities between 200 and 300 m/s. These 
TIDs are displayed in Figure  16.5 and indicated with a 
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number 1. Figure  16.10d introduced another cluster of 
TIDs located at the same geographic latitude as the TIDs 
in Figure  16.10a. They contained similar velocities and 
occurred at similar universal times. These TIDs are indi-
cated with a number 4 in Figure 16.5. Due to their similar-
ity, we suggest that these two sets of TIDs were produced 
by thermospheric body forces responding to almost simi-
lar inputs that operate on a daily basis. The common 
source could be a region of cold temperatures near 
Antarctica (yellow circle in Fig. 16.9c) or very high wave/
tide activity near the southern tip of South America. The 
latter region is considered a steady source of tropospheric 
and mesospheric waves (D. Janches, personal communica-
tion). This source of AGWs was probably active almost 
every day between 16 and 24 UT, for the following 10 
days. More analysis is needed to determine the seasonal 
and day‐to‐day variability of the TIDs in this region.

Figure 16.10b (number 2 in Fig. 16.5) seems to be closely 
related to the presence of TS Irene. However, TIDs are 
only observed between 20 and 08 UT on the following 
day. This temporal constraint is likely due to the wind‐fil-
tering effect that dissipates waves when their velocity 
becomes almost parallel with the neutral wind motion. 
Figure 16.11 indicates that at 00 UT on 21 August 2011, 
the wind is directed eastward favoring the propagation of 
westward‐directed AGWs. Figure  16.10c (number 3 in 
Fig.  16.5) and Figure  16.8 displayed the existence of a 
channel of  TIDs propagating southward in the opposite 
direction to the majority of TIDs that prevailed after 17 
UT on 21 August 2011. Based on the magnitude and direc-
tion of the phase velocity, the scale size, and period of the 
TIDs, it is suggested that these southward propagating TIDs 
were excited by thermospheric sources produced by the dis-
sipation of primary AGWs that originated within TS Irene 
or in the region of several convective plumes that occurred 
in the northern part of Peru (see yellow line in Fig. 16.9d).

On 20 and 21 August 2011, TIDs in the America sector 
propagated mainly in the geographic northward and south-
ward directions. TID velocities larger than 300 m/s directed 
northward were observed across South America. These 
velocities seem to correspond to secondary AGWs that 
were probably generated thousands of kilometers away, 
and quite likely between the continent and Antarctica. 
However, an important deviation from the strictly north‐
south velocity existed. Near TS Irene, westward velocities 
were observed between 01 and 03 UT on 21 August 2011. 
Eastward velocities were also seen near TS Irene a few 
hours prior to the event presented in Figure 16.10b. As the 
TIDs were detected very close to TS Irene, it was suggested 
that they may correspond to primary AGWs excited by 
tropospheric sources. We also found a region of counter‐
streaming TIDs separated by less than 100 km.

The regional plots presented in Figures  16.5 and 16.8 
show the variability of the TID activity during 2 days: 20 
and 21 August 2011. These 2 days are magnetically quiet 

periods and point out an absence of large‐scale TIDs 
(>2000 km) that are commonly observed during large mag-
netic storms. It has been reported by Valladares et al. [2009] 
that during times of magnetic activity, large‐scale TIDs 
move toward the equator from the poles. However, the 
TIDs reported here were likely generated in the midlatitude 
or low‐latitude troposphere, mesosphere, or thermosphere.

16.6. CONCLUSIONS

This study has led to the following:
1. This analysis has provided regional maps of TEC 

perturbations associated with the TIDs that circulated 
throughout South and Central America and the 
Caribbean region on 20 and 21 August 2011. Similar plots 
can be constructed for other continents such as Africa 
and Asia to further our understanding on the longitudi-
nal differences that exist in different regions of the globe.

2. Calculations of  the phase velocity and the scale size 
of  TIDs and regional images of  tropospheric tempera-
ture brightness recorded by the GOES‐12 satellite were 
used to assess the role of  a tropical storm and clusters 
of  tropospheric convective cells on the initiation of 
TIDs in the South American continent.

3. A group of TIDs, observed in the Caribbean region 
between 0 and 06 UT on 21 August 2011, were likely asso-
ciated with primary AGWs. These waves were triggered 
within the region of TS Irene. These TIDs were moving 
eastward at 140 m/s and had a scales size of 250 km.

4. TIDs associated with primary and secondary AGWs 
were identified and an estimation of their place and time 
of origin was calculated using plots of the TEC perturba-
tions in a travel‐distance versus universal time format.
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ABSTRACT

Modeling the Earth’s ionosphere is vital for mitigating the effect of the ionosphere on radio waves. In this study, 
a nontomographic technique has been developed to estimate near‐real‐time total electron content (TEC) and 
electron density maps from slant TEC (sTEC) measurements. The technique has been demonstrated using data 
simultaneously collected by 16 GPS receivers installed in the East African sector. Effective ionization level Az, 
which is the driver of NeQuick model, is computed by minimizing the magnitude of the absolute difference 
between experimental and NeQuick modeled sTEC corresponding to each GPS signal ray path. To estimate Az 
at the locations where no GPS data are available, Az values are represented by Universal Kriging algorithm. An 
Az map, which is estimated using Universal Kriging, has been utilized to drive the model to reproduce three‐
dimensional electron density and two‐dimensional TEC maps. It is shown that the modeling technique repro-
duces in situ ion density observations of C/NOFS satellite and GPS TEC better than NeQuick in its regular 
application. In addition, the new approach provides clear features of the equatorial ionosphere such as the 
effects of prereversal enhancement of E B on equatorial ionization anomaly. Moreover, maps of the variance 
of TEC can be estimated through this approach.

Key Points:
TEC ingestion into NeQuick combined with Universal Kriging is very helpful to describe the equatorial 

ionospheric dynamics.
TEC ingestion into NeQuick combined with Universal Kriging provides near-real-time maps of TEC and 

electron density.
TEC ingestion into NeQuick combined with Universal Kriging is an excellent proxy for ionospheric tomography.
TEC ingestion into NeQuick combined with Universal Kriging provides maps of variance of TEC and electron 

density.

Key Terms: Universal Kriging, TEC ingestion, NeQuick, TEC and electron density maps, C/NOFS, equatorial 
ionosphere
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17.1. INTRODUCTION

The ionosphere affects transionospheric radio propaga-
tion [Davies, 1990]. For example, the ionosphere reflects 
radio waves, with frequencies comparable to its plasma 
frequency by which signals are propagated over long 
d istances. In the case of the radio wave with a frequency 
higher than plasma frequency, the ionosphere delays the 
signal (group delay) and creates a phase shift (phase 
advance) [Hartmann and Leitinger, 1984]. Since the group 
delay and phase advance of a signal (e.g., Global 
Positioning System, GPS, signals) is directly proportional 
to TEC along the ray path (slant TEC), the variability of 
the ionosphere severely degrades the usability of the given 
signals in communication and navigation. The ionosphere 
is the largest error source in single frequency GPS receiv-
ers, which cannot correct the ionospheric error by itself. 
This means that applications related to transionospheric 
radio waves depend on an ionospheric TEC (or electron 
density) model, which is also useful for ionospheric study.

Different approaches have been developed to estimate 
ionospheric parameters at the location where there are 
no measurements. The numerical model of Global 
Ionospheric Map (GIM) of vertical TEC (vTEC), for 
example, has been developed by combining experimental 
vTEC and spherical harmonics to estimate vTEC for 
every 2 hr at the geographic spatial resolution of 2.5° lati-
tude and 5° longitude [Hernàndez‐Pajares et  al., 2010]. 
Jakowski et al. [2011] have also developed a global TEC 
model by combining TEC measurements and polynomial 
function consisting of 12 coefficients by applying the 
least‐squares estimation technique. The vTEC used in 
this approach is estimated by converting the slant TEC 
(sTEC) to vTEC by using ionospheric thin shell mapping 
function. But, the mapping function by itself  produces 
errors during sTEC to vTEC conversion or vice versa, 
especially for the low‐latitude ionosphere, which usually 
exhibits TEC gradient [Sparks et al., 2004].

Recent modeling effort by considering a multilayer 
mapping function has provided the technique to reduce 
ionospheric mapping function error during vTEC to 
sTEC conversion [Horque and Jakowski, 2013]. Similarly, 
empirical models such as NeQuick are used to estimate 
electron‐density distribution and TEC everywhere in the 
Earth’s ionosphere. It is developed based on the long‐
collected ground‐based and space‐based ionospheric 
data obtained mostly from the midlatitude of the 
Northern Hemisphere [Nava et al., 2008; Jones and Gallet, 
1962]. In addition, it is designed to estimate the hourly 
monthly median ionospheric characteristics. This implies 
that the model in its regular usage could not produce 
near‐real‐time characteristics of the ionosphere especially 
for the African sector where very few measurements were 
used for the model development. For example, Nigussie 

et  al. [2013] have investigated its performance in repro-
ducing the East African region ionosphere and they indi-
cated when and why the model is unable to describe the 
median characteristics of the regional ionosphere.

On the other hand, electron‐density distributions have 
been estimated by inverting the sTEC obtained from GPS 
receiver measurements. Ionospheric tomography is one 
of the techniques used to estimate the vertical electron‐
density structure from sTEC measurements collected by 
a chain of GPS receivers [Austen et al., 1988]. Usually, it 
produces 20 to 30 min an average electron‐density map 
since the algorithm requires many sTEC measurements 
as input. This implies that a technique is required to 
approximate an instantaneous variation of the iono-
sphere, especially for the equatorial region, which always 
exhibits dynamic and complex characteristics.

The state‐of‐the‐art techniques have been developed to 
improve the performances of the preexisting empirical 
models by assisting them with ionospheric measurements 
[Komjathy et  al., 1998; Hernàndez‐Pajares et  al., 2002; 
Nava et  al., 2006; Jakowski et  al., 2011]. Moreover, 
Jakowski et  al. [2011] have developed the technique to 
forecast TEC maps up to 1 hr in advance by assisting the 
model with GPS measurements. The performance of 
NeQuick in reproducing the experimental sTEC can be 
improved by assisting the model with ionospheric meas-
urements, which can be done by means of sTEC data 
ingestion using single or multistation measurements 
[Nava et al., 2006]. The basic idea of the data assimila-
tion is to determine the local effective solar radio flux 
(Az) or effective ionization level, which minimizes the dif-
ference between the modeled and experimental sTEC 
values. This has been demonstrated for one day of data 
obtained for the North America region during a high 
solar activity period using NeQuick 1, and the results 
have shown significant improvements. Similarly, 
Memarzadeh [2009] adapted the model to CODE (Center 
for Orbit Determination in Europe) vTEC GIM to 
develop a vTEC map using NeQuick 1 after adaption. 
But the Az that are estimated from the vTEC map might 
be contaminated by mapping function error, which has 
very high value for the low‐latitudes ionosphere [Kersely, 
2005; Sparks et al., 2004]. Nigussie et al. [2012] also dem-
onstrated that adapting NeQuick 2 with sTEC obtained 
during geomagnetic quiet conditions from one reference 
station can significantly improve its performance to 
reproduce TEC even at wider spatial distance up to about 
620 km from the reference station located in the East 
African region. This result indicates that good estimates 
of TEC and electron‐density maps can be obtained by 
adapting NeQuick 2 to sTEC, which is obtained from 
multiple GPS receivers.

Recently, ionospheric monitoring devices were installed 
at regions around the globe, especially in regions, such as 
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Africa, which were devoid of ground‐based ionospheric 
monitoring instruments. For example, the IGS (Inter-
national Global Navigation Satellite System, GNSS ser-
vice) and Scintillation Network Decision Aid (SCINDA) 
receivers were installed recently in the East African region 
for ionospheric study [Amory‐Mazaudier et  al., 2009]. 
Also, 16 GPS receivers are being deployed by seismolo-
gists (and others) to study the Earth’s plate movement in 
and around the East African region (www.unavco.org).

The measurements taken by these receivers are very 
useful to extract sTEC, which is an excellent resource to 
get near‐real‐time representation of the East African ion-
osphere. Therefore, to estimate the true state of the equa-
torial ionosphere, adaptation of NeQuick 2 model to 
multistation measurements collected by the GPS receiv-
ers installed recently in the East African region has been 
applied in this study. Adjusting the input of the model 
(modeled sTEC) to match with the experimental sTEC is 
done in the adaptation procedure. The adjusted input 
of the model (effective ionization level, Az), derived from 
the sTEC measurement, approximates the true state of 
the ionosphere.

The main objective of this study is to develop strategies 
to model the small‐scale spatiotemporal variability of 
TEC and three‐dimensional electron‐density maps by 

combining NeQuick 2 and GPS receivers’ sTEC measure-
ments taken at an epoch. This has been done first by map-
ping the Az using Universal Kriging interpolation 
technique. Universal Kriging is the robust approach that 
can take the correlation of data into account to estimate 
parameters at the locations where no measurements 
are  available. An Az map, in turn, drives the model to 
reconstruct time‐dependent three‐dimensional electron‐
d ensity and two‐dimensional vTEC maps. Moreover, the 
technique has been applied to estimate the variance of the 
vTEC maps, which indicates that adaptation of NeQuick 
2 to sTEC combined with Universal Kriging enables 
NeQuick 2 (climatological model) to be utilized as a sto-
chastic model. The technique applied in this work has 
been verified using independent in situ ion density obser-
vations from the C/NOFS (Communication/Navigation 
Outage Forecast System) satellite and GPS receiver TEC 
measurements that not used for Az estimation.

17.2. DATA AND MODELING TECHNIQUE

The dual‐frequency GPS receivers, which have been 
deployed mostly by seismologists to measure the Earth’s 
plate movement in the East African region, provide TEC 
data. Figure 17.1 shows the locations of GPS receivers 
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Figure 17.1 Locations of the 16 GPS receivers in the East Africa region used for vTEC and electron density maps 
development (red asterisk) and validation of mapping methods (blue square).
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(i.e., 16) available in the region and used for this study. 
The sTEC from 15 GPS receivers (red asterisk) have been 
used for the adaptation process. The remaining receiver 
(blue square) with station name Nazr has been used for 
the internal consistency test of the modeling strategy. For 
this study, 11 March 2011 has been selected since all 16 
GPS receivers and the C/NOFS satellite have been nearly 
simultaneously operational and provided data. On 11 
March 2011, a moderate storm (Ap = 37) was reported. 
It is also very useful to test the performance of the model 
after adaptation in reproducing the ionospheric parame-
ters during disturbed conditions. Since there are a limited 
number of ground‐based GPS receivers in the region, the 
study area is bounded by the geographic latitudes of −10° 
to 30°N and longitudes of 30° to 50°E.

The sTEC observed at those 15 GPS receivers have 
been used for NeQuick 2 adaptation. Each sTEC in an 
epoch has been ingested into NeQuick 2 to compute Az. 
Az is different from the daily solar radio flux index (F10.7), 
but it has the same unit as solar radio flux (i.e., solar flux 
unit, sfu). The local effective ionization level Az that pro-
duces the minimum magnitude of the absolute difference 
between the experimental and the modeled sTEC corre-
sponding to each GPS ray path is then estimated. This 
means that Az is calculated by minimizing

 dsTEC Az sTECm Az sTECo , (17.1)

where, sTECm and sTECo represent the modeled and 
experimental sTEC, respectively, and dsTEC denotes the 
magnitude of their absolute difference. If  each receiver 
observes eight GPS signals at an epoch, 120 Az values are 
estimated using Equation (17.1).

17.2.1. Universal Kriging

Kriging is the geostatistical technique applicable for 
interpolation (prediction) of spatial scattered data by com-
puting the weighted mean value of measurements [Cressie, 
1993]. Kriging weights are essential for estimation of 
parameters using Kriging algorithm and they are estimated 
by taking into account the spatial correlation among 
m easurements. Kriging interpolation has two main appro-
aches, Ordinary Kriging and Universal Kriging. Ordinary 
Kriging considers a constant unknown mean of data in 
the region, whereas Universal Kriging considers a variable 
unknown mean of data in the region [Cressie, 1993].

These methods have been widely applied by geostatistics 
for different applications such as mining, hydrology, and so 
on [Cressie, 1993]. Nowadays, the method is being adopted 
for ionospheric study and related applications. Sparks et al. 
[2011] have applied the method to estimate the slant delay 
of the GPS signal in the ionosphere to improve the GPS 

application. Similarly, Orús et al. [2005] have applied the 
Ordinary Kriging technique to estimate the vTEC from its 
residuals regarding to a previous model at the locations 
where no vTEC measurements and developed a respective 
vTEC map. In this study, Universal Kriging interpolation 
technique has been applied to estimate an Az map, which 
in turn drives the NeQuick model to estimate TEC and 
electron‐density maps. The same technique has been 
applied to estimate vTEC maps using experimental vTEC 
from GPS measurements (i.e., without using NeQuick 2).

TEC measurements at 1400 UT on 11 March 2011, 
which are depicted in the left top panel of Figure 17.2, 
have been considered to describe the mapping technique 
used for this study. The left bottom panel of this figure 
shows the Az values estimated (using Equation [17.1]) 
from the sTEC corresponding to the vTEC shown in this 
figure. The right top and bottom panels show the plots 
of quantiles of standard normal distribution (theoretical) 
against the corresponding quantiles of vTEC and Az (i.e., 
QQ plot) depicted in the left panels, respectively. As can 
be seen in both panels, the QQ plots deviate from the 
straight line, which indicates that the vTEC and Az do 
not approximate the normal distribution [Lee et al., 1998].

This means both vTEC and Az have a trend [Crujeiras 
and Keilegom, 2010]. The trend of these data may be due 
to equatorial ionosphere physical process, for example, 
the equatorial electrojet (EEJ). As described in Cressie 
[1993], data with trend (like vTEC and Az) can be mod-
eled as a sum of deterministic (trend) and stochastic vari-
ability components, which is given by

 z t m t t, , , , , , . (17.2)

Here, z, m, and ε represent the experimental, determin-
istic, and stochastic components of vTEC (or Az), respec-
tively, and θ, ϕ, and t are the geographic latitude, longitude, 
and time, respectively. The deterministic and stochastic 
components of spatial data can be modeled separately.

17.2.1.1. Deterministic Component Modeling
In Equation (17.2), the deterministic component mim-

ics the large‐scale variability, whereas the stochastic com-
ponent represents the small‐scale variability of the 
processes [Cressie, 1993]. The deterministic component 
can be modeled by a deterministic model (example, poly-
nomial) assuming the stochastic component has zero 
mean [Crujeiras and Keilegom, 2010].

A deterministic mathematical model of vTEC and Az 
has been selected based on their scatter plot as a function 
of the independent variables (θ, ϕ). The panels in 
Figure 17.3 show the latitudinal and longitudinal varia-
tions of the vTEC and Az.

As can be seen in Figure 17.3, vTEC and Az have shown 
insignificant longitudinal variations (bottom panels); 
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Figure 17.3 Latitudinal variations of vTEC (top left) and Az (top right) and longitudinal variations of vTEC (left 
bottom) and Az (right bottom) estimated at 1400 UT on 11 March 2011.
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Figure 17.2 Scatter plot of vTEC (left top) and Az (left bottom) and their corresponding qq‐plots (right top) and 
(right bottom) estimated at 1400 UT on 11 March 2011.
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however, they have shown significant variations with respect 
to geographic latitude (top panels). The latitudinal varia-
tions of vTEC show peak values at about 0°N and 19°N 
and decreased values in between and beyond these latitudes. 
The peaks of vTEC and small values in between are due to 
the transportation of charged particles from the equatorial 
region to higher latitude due to E B drift forces [Yizengaw 
and Moldwin, 2008]. Hence, the function of second order in 
latitude and first order in longitude used to model the deter-
ministic components of vTEC and Az is given by

m t t t t t, , 1 2 3 4
2 (17.3)

where, the βi(t)(I = 1,…,4) are time dependent coefficients 
of the polynomial. Let n denote the number of vTEC 
(or Az), then the combination of Equations (17.2) and 
(17.3) can be rewritten in matrix form as

 Z A  (17.4)

where, A is n × p (p is the number of coefficients) theory 
matrix of coordinates of vTEC (or Az), β is a p dimen-
sional vector that contains coefficients of polynomial, 
and Z is the measurement (vTEC or Az) matrix. The ε is 
the stochastic component column vector, which has zero 
mean (E[ε] = 0) and n × n covariance matrix (Σ = E[εεt]) 
[Haining, 1987]. The parameter β, which represents the 
deterministic trend of vTEC or Az, is estimated follow-
ing the procedures suggested by Haining [1987] and 
Crujeiras and Keilegom [2010]. First, assuming the sto-
chastic components are independent, the ordinary least 
square (OLS) solution can be estimated by minimizing 
the logarithm of the likelihood function and the solution 
is given by

 
ˆ

ols
t tA A A Z

1
 (17.5)

where, At stands for transpose of matrix A. To reduce the 
ill‐conditioned of the matrix A, spatial coordinates are 
transformed into intervals of [−1,1] [Ligas and Banasik, 
2012]. Second, the stochastic components are approximated 
by the OLS residuals ( ˆols olsZ A ) from which the 
covariance matrix is constructed. Then, the generalized 
least squares (GLS) solution of β‐parameter is estimated by

 
ˆ

gls
t tA A A Z1 1 1  (17.6)

where, Σ is the covariance matrix. The procedures on how 
to estimate this matrix and the roles of GLS residuals for 
Kriging weight estimation are described in the next 
s ubsection (17.2.1.2).

17.2.1.2. Stochastic Component Modeling 
Stochastic component estimation requires determina-

tion of the s patial dependence structure of residuals 
[Crujeiras and Keilegom, 2010]. For data, which have trend, 
the stochastic component is approximated by the  residuals. 
As suggested by Crujeiras and Keilegom [2010] and Haining 
[1987], the OLS residuals are useful to estimate the spatial 
dependence structure of the small‐scale  variability, which 
in turn is useful to construct the variance covariance 
matrix. The spatial variability of the small‐scale compo-
nent is characterized by the semivariogram. If ˆols  denotes 
n number of residuals, then the semivariogram (hereafter 
“variogram”) is defined [Cressie, 1993] as

 
ˆ ˆ ˆh

N h
x x

N h
ols i ols j

1

2

2
, (17.7)

where, N(h) = {(xi,xj) :xi‐ xj = h}, and |N(h)| denotes the 
number of pairs and ˆ ols is the experimental data. The data 
locations are given in geographic latitude and longitude 
and hence the distance between two data points is computed 
by the great circle formula. In this work, for simplicity, 
the isotropic variogram is used.

To apply Universal Kriging, a variogram model that 
mimics the spatial dependence structure of data is fitted 
to the empirical variogram. Different authors [Parado‐
Igúzquiza, 1999; Zhang et  al., 1995] suggested the 
weighted least‐squares (WLS) technique to fit the model 
to the empirical variogram by minimizing

 
R N h

h

hk

Np

k
k

k1

2

1
ˆ

,
 (17.8)

where, Φ is the vector of parameters such as co, c1, and a. 
γ(Φ, hk) is the variogram model and Np is the number 
of data points of empirical variogram. The most common 
variogram models are spherical, exponential, and Gaussian 
[Lloyd, 2011]. For example, the exponential variogram 
is given by

 
h c c

h
ao 1

2

1 exp  (17.9)

where, co (nugget), c1 (sill), and a (range) are parameters 
to be estimated from the experimental variogram. The 
nugget and sill represent the minimum and maximum 
variance, respectively. The range is the distance where 
the  dissimilarity of data starts to be flat. Minimizing 
Equation (17.8) yields these parameters.

The variance (σ2), variogram (γ[h]), and the covariance 
(c[h]) are related [Crujeiras and Keilegom, 2010] as
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2 ˆcov ˆ , ,ols olsc h h x x h  (17.10)

where σ2 < ∞ is the variance of the spatial process. The 
variance covariance matrix, which is useful for spatial 
dependence structure of data, can be estimated from 
Equation (17.10).

The weighted mean of the GLS residuals [Cressie, 
1993] carries out prediction of the stochastic component. 
Mathematically, it is given by

 
ˆ ˆx xo

i

n

i gls i
1

, (17.11)

where, ˆ xo  is the stochastic component to be predicted at 
a location χo given its coordinates (θo, ϕo), ˆgls ix  are the 
residuals estimated from GLS solution at the locations 
where there are vTEC or Az, and λi are Kriging weights deter-
mined by spatial dependence structure of GLS residuals.

A Kriging weight is estimated by minimizing the pre-
diction error [Lloyd, 2011], which provides Kriging weight 
that relies on spatial dependence structure of the residuals. 
Kriging weights are estimated from

 o , (17.12)

where,
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and λi (I = 1,…,n) in λ are the Kriging weights, whereas as 
the Ψp‐1 (p = 1,…,4) are the Lagrangian multipliers. The 
values of mp‐1(p = 2,…,4) in Γ are the coordinates of the 
locations [Lloyd, 2011] of data, for example, m1(x1) to 
m1(xn) = θ, m2(x1) to m2(xn) = ϕ, and m3(x1) to m3(xn) = θ2, 
and x1 to xn are the locations of experimental vTEC (or 
Az). The variogram in Γ should be the one estimated from 
the GLS residuals. In μo, χo and m1(χo) to mp−1(χo) are the 
locations where the parameters (vTEC and Az) are going 
to be estimated using the Universal Kriging algorithm. 
A  detailed description about determination of these 
matrices is available in Lloyd [2011] and Cressie [1993].

To illustrate the above algorithms, variogram and 
Kriging weights are estimated corresponding to vTEC 
and Az shown in Figure 17.2 (left panels). The results are 
depicted in Figure 17.4 (top for vTEC and bottom for Az).

As can be seen in these panels, the nugget for both 
vTEC and Az is different from zero. However, as the 
distance between the data points increases, the variance 
also increases until it reaches some distance (range). For 
example, beyond about 600 km (left bottom panel of 
Figure 17.4), the spatial variation of  residuals saturates. 
Exponential variogram is used for this variogram 

 modeling since it provides minimum root‐mean‐square‐
error over the other models. The right‐hand side panels 
show the Kriging weights, which are estimated using 
Equation (17.12), to predict vTEC (top right) and Az 
(bottom right) at the geographic latitude of  9°N and 
longitude of  39°E. Evidently, the Kriging weights have 
larger values for the observations found closer to the 
location where vTEC and Az are going to be estimated. 
As distance increases, the weighting values become 
almost zero, which means the data that are far from the 
location where we want to estimate are given insignifi-
cant weights.

As discussed previously, the deterministic and stochas-
tic components are modeled separately. Hence, the 
Universal Kriging (UK) solution of vTEC or Az is deter-
mined by combining the two approaches as

 ˆ ˆ ˆz x m x xo o o , (17.13)

where, m̂ xo  and ˆ xo  are the modeled deterministic and 
stochastic components, respectively, of vTEC (or Az) and χo 
is the location with coordinates (θo, ϕo) where we want to 
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estimate parameters. In addition, the UK provides the 
Kriging estimate of variance [Lloyd, 2011], which is given by

 
2

o
t , (17.14)

The variance of UK estimate of Az, from this equation 
can drive the NeQuick 2 model. This means the climato-
logical model (NeQuick 2) can behave as a stochastic 
e lectron‐density model and, hence, NeQuick 2 can be 
used to estimate vTEC or electron density with possible 
error estimates.

17.3. RESULTS AND DISCUSSION

Figure 17.5 shows experimental vTEC estimated from 
the data recorded by the 15 ground‐based GPS receivers 
(red asterisks in Figure 17.1) on 11 March 2011. The Az 
values (driver of NeQuick) are computed by combining 
the NeQuick model and sTEC corresponding to the 
vTEC shown in Figure 17.5. For example, interpolating 
experimental vTEC shown in Figure 17.5 at 1400 UT and 
the corresponding Az using Universal Kriging (UK) 
technique results in the vTEC and Az maps displayed in 
Figures 17.6 and 17.7. As it is discussed in Section 17.2, 
the vTEC and Az are modeled as random variables in 
which each parameter has large‐ and small‐scale variabil-
ity components. The large‐scale component (or trend) is 
modeled by a quadratic surface function that varies 

l inearly with geographic longitude and quadratically with 
geographic latitude (Equation [17.3]). Assuming, the 
small‐scale variability components are independent, the 
large‐scale variability component of vTEC (or Az) is 
modeled applying the generalized least squares (GLS) 
solution technique. The large‐scale components of vTEC 
and Az at 1400 UT, for example, are modeled as

 vTEC , 56 20 9 73 3 70 27 02 2. . . .  

(17.15)

and

 Az , 140 05 21 60 0 64 48 00 2. . . .  

(17.16)

These equations are used to compute the large‐scale varia-
bility component (trend) of vTEC and Az at 1400 UT. The 
outputs of these models in one‐degree intervals in latitude 
and longitude are displayed in Figures 17.6a (for vTEC) 
and 17.6b (for Az). Thereafter, the residuals between the 
experimental vTEC (or Az) and the outputs of the trend 
models (Equations [17.15] and [17.16]) are considered as 
the small‐scale variability components, which are also 
modeled by the stochastic approaches. Similarly, the cor-
responding small‐scale models are also used to estimate the 
small‐scale components of vTEC and Az at 1400 UT, 
which are displayed in the 17.6c and 17.6d, respectively.
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Figure 17.5 Diurnal variations of scatter plots of experimental vTEC obtained on 11 March 2011 in East African 
ionosphere.
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11 March 2011.



216 IonosphErIc spAcE WEAthEr 

The sum of trend and stochastic models provide the 
UK maps of vTEC and Az. The UK maps of vTEC and 
Az at 1400 UT are depicted in Figures 17.7a and 17.7b, 
respectively. The standard deviations for UK maps and 
Az are estimated and shown in Figures 17.7c and 17.7d, 
respectively. Therefore, vTEC can be estimated together 
with its possible error bars and moreover the monthly 
median empirical model (NeQuick) can be used as a sto-
chastic model. For example, the vTEC and the standard 
deviation (in TECu) maps, which are estimated from 
NeQuick driven by Az (Figure 17.7b) and the standard 
deviation (Figure 17.7d) maps of Az, are depicted by the 
left and right panels of Figure 17.8, respectively.

17.3.1. The vTEC Maps

In this section, 1 day hourly vTEC maps are presented. 
The maps are developed by interpolating the experimental 
vTEC using the UK technique (hereafter this map is called 

“UK vTEC map”) and the results are displayed in 
Figure  17.9. Also, vTEC maps are estimated before and 
after adapting the NeQuick 2 model to sTEC observation. 
The vTEC map after adaptation is computed by driving the 
model with the Az maps estimated by UK technique (here-
after it is called “vTEC map after adaptation”) and the 
results are shown in Figure 17.10. The corresponding vTEC 
maps before adaption are obtained using F10.7 as a driver of 
the model and the results are shown in Figure 17.11.

As can be seen by Figure 17.9, the maps of  the vTEC 
have shown clear spatial and temporal variations. The 
general features of  the diurnal variations of  these maps 
show minimum values around 0300 UT. Starting from 
0500 UT, the vTEC values increase and reach maximum 
values at 1100 UT before starting to decrease. These 
temporal variations are similar to the temporal varia-
tions of  experimental vTEC shown in Figure 17.5. These 
results are in agreement with observations at other lon-
gitudinal sectors [Akala et  al., 2013]. The peak vTEC 
around 1100 UT (see both Figures 17.9 and 17.10) might 
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Figure  17.9 Diurnal variations of vTEC maps estimated by interpolating experimental vTEC using Universal 
Kriging, on 11 March 2011.
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Figure 17.10 Diurnal variations of vTEC maps estimated using Az maps as driver of NeQuick on 11 March 2011.
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Figure 17.11 Diurnal variations of vTEC maps estimated using F10.7 as driver of NeQuick on 11 March 2011.
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be due to equatorial E B  drift that usually has its maxi-
mum earlier than the vTEC [Scherliess and Fejer, 1999]. 
However, in between 1000 and 1500 UT, there is no clear 
equatorial ionization anomaly (EIA) indicating that the 
equatorial fountain effect is not strong enough to trans-
port ionization from the magnetic equator regions to the 
North and South of  the magnetic equator. But, in 
between 1600 and 2100 UT, the clear depletion of  vTEC 
at geographic latitude of  about 10o N and concentration 
of vTEC at around −2o and 20o N of geographic latitudes 
(see both Figures 17.9 and 17.10) indicate that the pres-
ence of  prereversal strong E B  drift creating a clear 
EIA [Fejer et  al., 1991; Heelis, 2004; Yizengaw et  al., 
2012]. The vTEC maps after adaptation (Figure 17.10) 
have shown almost identical features to UK vTEC maps 
(Figure 17.9). However, the corresponding vTEC maps 
before adaptation (Figure 17.11) have shown significant 
variations with the vTEC maps displayed in Figures 17.9 
and 17.10.

The vTEC from the GPS station Nazr (see Figure 17.1) 
has been reserved only for verifying vTEC mapping 
methods. First, vTEC have been estimated at the location 
of this station using UK (vTEC_UK), NeQuick driven 
by Az (vTEC_Az), and NeQuick driven by daily solar 
flux (vTEC_F10.7) for each hour. The driver Az has been 
estimated using UK at the location of Nazr for each 
hour. Comparing the diurnal variations of the modeled 
and experimental (vTEC_exp) vTEC values were used for 

the verification of the methods (see the left panel of 
Figure 17.12). The right panel of this figure shows the abso-
lute difference between the modeled and experimental 
vTEC.

As can be seen in both panels of this figure, the experi-
mental, interpolated, and NeQuick modeled (after adap-
tion) vTEC values have shown excellent agreement. More 
interesting, the interpolated and NeQuick (after adapta-
tion) modeled vTEC, unlike that of NeQuick (before 
adaption) modeled vTEC, mimics the presunset and 
postsunset patterns of experimental vTEC (see results 
between 0400 and 0800 UT and between 1700 and 2100 
UT). This indicates that sTEC ingestion into NeQuick 2 
corrects the problem of NeQuick 2 in estimating iono-
spheric slab thickness, which is mainly mentioned as the 
source of the discrepancy between experimental and 
m odeled (without adaptation) vTEC [Nigussie et al., 2013].

17.3.2. Nontomographic Map of Electron Density

In the previous section, it is shown that NeQuick driven 
by Az maps provide an excellent estimate of vTEC. 
NeQuick driven by Az map, in addition, provides an 
unprecedented advantage to estimate the time‐dependent 
two‐ or three‐dimensional electron density, which may 
not be easily obtained by other tomographic methods.

In order to estimate the vertical profile of the elec-
tron density, first we estimate the Az values across the 

0 5 10 15 20 25
0

10

20

30

40

50

60

70

UT

vT
E

C
 [T

E
C

u]

0 5 10 15 20 25
−15

−10

−5

0

5

10

15

UT

A
bs

ol
ut

e 
di

ff.
 [T

E
C

u]

vTEC_exp
vTEC_UK
vTEC_Az
vTEC_F10.7

vTEC_UK−vTEC_exp
vTEC_Az−vTEC_exp
vTEC_F10.7−vTEC_exp

Figure 17.12 Diurnal variations of experimental (vTEC_exp.), interpolated (vTEC_UK), NeQuick after adaptation 
(vTEC_Az), and before adaptation (vTEC_F10.7) modeled vTEC (left panels) and the corresponding absolute differ-
ence between modeled and experimental vTEC (right).



220 IonosphErIc spAcE WEAthEr 

 geographic latitude of −10° to 30°N at any meridian. The 
Az values are estimated at each latitude and at 39°E 
meridian, i.e., used to drive the NeQuick model and gen-
erate vertical electron‐density distribution at the same 
meridian. The top panels in Figure 17.13 show the density 
profiles at 39°E meridian generated at 1700 (top left) and 
1800 (top right) UT. The corresponding electron‐density 
distributions estimated without NeQuick adaptation are 
shown in the middle panels. As can be seen in the top 
panels, the equatorial ionization anomaly crests are 
symmetric with respect to the magnetic equator (which 
corresponds to about 9.04°N). However, the peak values 
at 1800 UT are greater and their locations are shifted 
slightly to higher latitudes, which may be due to the vari-
ation of the prereversal enhancement of the vertical drift 
velocity [Fejer et al., 1991]. Such an anomaly peak magni-
tude difference and location shift are not shown in the 
middle panels. The bottom panels also show the experi-
mental vTEC estimated at the geographic latitude of 
−10° to 30° N and longitudes of 37° to 41°E. The vertical 
axes in these panels are altitudes and their purpose is 
 simply to handle the axes for visualizing vTEC against 
latitude.

These vTEC plots are displayed to show the advantage 
of the model adaptation to GPS measurements to drive 
the model for realistic electron‐density estimation. For 
example, the vTEC around the crests at 1800 UT are 
greater in magnitude than the vTEC obtained around the 
crests at 1700 UT. Also, the trough vTEC values at 1800 

UT are less than the trough vTEC values at 1700 UT. The 
reconstructed electron‐density profiles at 1700 UT and 
1800 UT have shown similar features to the vTEC 
obtained at these hours. The vTEC differences at these 
hours are not reflected in the electron‐density distri-
bution obtained by the model with F10.7. The diurnal 
 variations of the vertical electron‐density distribution 
estimated in the same way as Figure 17.13 are displayed 
in Figures 17.14 and 17.15.

Evidently, in the presunset and postsunset hours (1600 
to 2100 UT), symmetric and clear EIA anomalies are 
depicted unlike that of the results obtained between 1000 
and 1500 UT. This indicates that the plasma fountain 
effect in between 1600 and 2100 UT is much stronger 
than the plasma fountain effect between 1000 and 1500 
UT, which could be due to strong prereversal enhance-
ment of E B. Panels in Figure  17.15 have shown the 
diurnal variations of vertical profile of electron‐density 
distribution maps estimated at the same time and loca-
tion as the results shown in Figure  17.14, but without 
adapting the model to the observations. In general, the 
results in Figures 17.14 and 17.15 have shown significant 
variations.

The other advantage of  data‐driven modeling is that it 
is useful to compute three‐dimensional electron‐density 
profiles by assimilating the data collected at nearby GPS 
receivers epoch by epoch. Figure 17.16 shows the three‐
dimensional electron‐density maps estimated at 1700 
UT. This plot shows the latitudinal, longitudinal, and 
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Figure 17.14 Diurnal variations of the contour plot of electron density profile estimated using NeQuick driven 
by Az maps at 39°E on 11 March 2011.
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altitude variations of  the electron density estimated after 
model adaptation. While Figure 17.16 shows clear latitu-
dinal and altitude variability, no significant longitudinal 
variation is visible in the electron distribution, indicating 
the  ionospheric density varies less as a function of 
longitude.

In order to validate the effectiveness of the nontomo-
graphically produced density maps, conjunction C/NOFS 
trajectories have been identified. Figure 17.17 (top pan-
els) shows the trajectories of the C/NOFS satellite (top 
panels) at different local times. The corresponding experi-
mental (from the Planar Langmuir Probe (PLP) instrument 
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on board C/NOFS) and modeled (before and after data 
adaptation) electron densities are shown in the bottom 
panels in Figure 17.17. As expected, the in situ density 
estimated after the model adaptation agrees very well 
with the C/NOFS observations, except when the satellite 
was around F2-peak altitudes (~400 km) as shown in the 
right bottom panel in Figure  17.17. This discrepancy 
might be due to the slight time difference of the iono-
spheric information used for model adaptation (at 1000 
UT) and obtained by the C/NOFS satellite (between 
10.0353 and 10.1254 UT).

17.4. CONCLUSIONS

To understand the type of modeling approach that has 
been utilized to represent the true state of the East African 
ionosphere, investigations focused on developing time‐
dependent two‐ and three‐dimensional electron‐density 
maps and two‐dimensional TEC maps. This has been done 
first by computing Az that minimizes the magnitude of the 
absolute difference between modeled (NeQuick 2) and 
experimental sTEC for each GPS ray path from 15 GPS 
receivers. This has been carried out simultane ously epoch‐
by‐epoch. Az values at the  locations where no GPS meas-
urements are available were obtained using Universal 
Kriging interpolation algorithm. The maps of Az values 
have been developed using this algorithm for each hour. 
The Az maps in turn were then used to drive NeQuick to 
produce instantaneous maps of electron density and TEC 
for East African ionosphere. This mapping technique has 
been applied to e stimate vTEC at the locations where there 
were no experimental vTEC. In addition, the interpolation 
technique has been applied to estimate the variance of Az, 
which allows the NeQuick model to produce the variance 
of TEC and electron‐density estimates.

The vTEC maps have been for the first time assessed by 
comparing the diurnal variations of NeQuick (driven by 
interpolated Az and daily F10.7) modeled with interpo-
lated and experimental vTEC. Similarly, the electron‐
density estimation technique, which is known as 
nontomographic imaging, has been validated by compar-
ing the model-estimated electron density with the in situ 
ion density observations taken by the C/NOFS satellite.

From the results we conclude the following points. In 
comparison to in situ ion density observation, nontomo-
graphic imaging provides a better electron density than 
the NeQuick model in its regular application (i.e., 
NeQuick driven by daily solar flux). Similarly, the vTEC 
from the nontomographic and interpolation techniques 
do agree better with experimental vTEC than the vTEC 
from the NeQuick model in its regular application. 
Moreover, the diurnal variations of vTEC values from 
the nontomographic and interpolated (through Universal 
Kriging interpolation techniques) are almost identical, 

indicating that the estimation of the Az as a driver of the 
NeQuick model is very useful and valuable to estimate 
the true state of the ionosphere.

The nontomographic imaging results show clearly the 
time and spatial evolution of the equatorial ionosphere 
features, for example, equatorial ionization anomaly. The 
monthly median ionospheric model, NeQuick driven by 
variance (standard deviation) of Az maps provides vari-
ance (standard deviation) of TEC (electron density), 
which indicates that the method applied leads the 
NeQuick climatological model to behave as a stochastic 
ionospheric model.
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18.1. INTRODUCTION

Solar vacuum ultraviolet (VUV; 0.1–200 nm) radiation 
is the major source of energy input into the Earth’s ther-
mosphere and ionosphere, and heats, excites, dissociates, 

and ionizes the neutral constituents in the Earth’s upper 
atmosphere. Photons with wavelength above about 90 nm 
generally cause dissociation, while shorter wavelength 
photons cause ionization with the exact distribution 
depending on the relevant cross sections and atmospheric 
species [Schunk and Nagy, 2009].

Changes in the solar radiation can greatly affect the 
Earth’s atmosphere and ionosphere. The most rapid 
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ABSTRACT

Solar extreme ultraviolet (EUV) radiation heats the Earth’s dayside upper atmosphere and ionizes the neutral 
gas to create the ionosphere. Consequently, during solar flares, when in a matter of  minutes the relative 
changes in the emissions of X‐ray and EUV radiation can become greatly enhanced, the Earth’s atmosphere and 
ionosphere can be strongly affected. However, different components of the solar irradiance spectrum affect the 
ionospheric layers differently and the ionospheric response depends strongly on the specific spectrum of the 
flare. Enhancements in the X‐rays penetrate to lower heights to ionize the D and E regions while enhancements 
in the EUV more strongly affect the ionospheric F region. Over the past decade, the availability of Global 
Positioning System/Total Electron Content (GPS/TEC) observations in concert with new and improved irradiance 
observations and proxy models have lead to a renaissance in studies to evaluate the solar irradiance variability 
as a driver of ionospheric variability during solar flares. These studies have investigated the complex altitude 
dependence of the response of the ionosphere to the detailed characteristics of solar flares and have established 
the need for high spectral and temporal resolution irradiance observations to understand the ionospheric 
variability observed during solar flares. This chapter will provide a brief  review of the current understanding of 
the complex ionospheric response to solar flares.

Key Points:
Solar flares lead to a complex altitude dependence of the response of the ionosphere.
High spectral and temporal resolution irradiance observations are needed to understand the ionospheric 

response to flares.
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variations in the Sun’s ionizing radiation occur during 
times of solar flares when the relative changes in the solar 
irradiance for some wavelengths can exceed those of the 
solar cycle variation in a matter of minutes [Chamberlin 
et  al., 2008]. Solar flares predominantly take place in 
active regions of the Sun as they are rapidly growing and 
changing complexity resulting in sudden energy releases 
over a wide range of the electromagnetic spectrum.

Solar flares are typically classified as A‐, B‐, C‐, M‐, X‐, 
and Z‐class flares based on the magnitude of their peak 
intensity in the 0.1–0.8 nm band, as observed by the X‐ray 
instrument on board the Geostationary Environmental 
Operational Satellite [GOES; Davies, 1990]. A solar flare 
can also be classified as an optical flare based on the 
sudden brightening of  the H‐alpha line (656.28 nm) in 
an active region. The optical flares are classified based 
on the area of maximum brightness (0 to 4) and its bright-
ness (faint “F,” normal “N,” and bright “B”) [Davies, 1990]. 
Furthermore, observations of two EUV bands, namely, 
0.1–50 nm and 26–34 nm obtained from the solar EUV 
monitor (SEM) onboard the Solar Heliospheric Obser-
vatory (SOHO) are often used to further specify the char-
acteristics of a solar flare and its effect on the ionosphere.

Large flares significantly increase the solar output in 
the X‐ray, UV, and radio range, but variations in the 
infrared and visible spectrum is less than 0.01% [Foukal, 
2004]. The larger flares can cause the solar irradiance to 
increase by three to four orders of magnitude in the X‐ray 
range (0.1–10 nm), by up to 10‐fold in the extreme ultra-
violet (EUV; 10–120 nm) and the far ultraviolet (FUV; 
122–200 nm) ranges, and by about 20% for Lyman‐alpha 
(121.6 nm) [Woods et al., 2004, 2006]. To date, the physi-
cal mechanisms that generate these spectral differences 
are still under investigation.

For the ionosphere, changes in the solar irradiance in 
the XUV [0.1–10 nm] and EUV [10–120 nm] ranges are of 
particular importance since these wavelengths not only 
deposit their energy in the Earth’s thermosphere but also 
ionize the neutrals in the sunlit hemisphere causing a sig-
nificant ionization of the D, E, and F regions of the 
Earth’s ionosphere at short intervals of time. While X‐rays 
penetrate deep into the ionosphere and could cause 
enhanced D‐region ionization during solar flares, EUV 
flux enhances the ionization in the E and F regions of the 
ionosphere. One of the main peculiarities of the iono-
spheric response to solar flares is that the maximum rela-
tive increase in the electron density concentration 
typically occurs in the D region (by an order of magni-
tude and more), while in the E and F regions the increase 
ranges from 50% to 200% and from 10% to 30%, respec-
tively. The increased ionization in the various ionospheric 
regions can result in sudden increases of total electron 
content (SITEC), changes in the altitude dependent 
plasma composition and density, increases in the electron 
and ion temperatures, changes in the field‐aligned and 

the cross‐B (E × B) motion of the plasma, as well as 
changes in the ionospheric current system.

Over the past decades, the rapid increase of the elec-
tron density during solar flares has been extensively stud-
ied and its effects have been reviewed by Mitra [1974] and 
Davies [1990]. Initial studies were based on ground‐based 
observations and focused on the increased ionization in 
the D region, associated with enhanced X‐ray radiation 
with wavelengths below 1.0 nm. These increases of the 
electron density enhancements were identified as sudden 
radio signal fadeouts, sudden D-region absorption, and 
geomagnetic solar flare effects (SFEs) also often known 
as geomagnetic crochets [Dodson and Hedeman, 1958; 
Donnelly, 1971; Mitra, 1974; Davies, 1990].

In the upper ionosphere, the effects of solar flares on the 
ionization have been observed by ground‐based observa-
tions as an increase in the critical frequency in the F2 
region by ionosondes [e.g., Dieminger and Geisweid, 1950; 
Knecht and Davies, 1961], as an increase in electron density 
in the E and F1 regions by incoherent scatter radars (ISR) 
[e.g., Thome and Wagner, 1971; Mendillo and Evans, 1974], 
and by sudden frequency variations (SFD) associated with 
a sudden change in the frequency of a high‐frequency 
(HF) wave that propagates through the ionosphere [e.g., 
Davies, 1962; Baker and Davies, 1966; Davies and Donnelly, 
1966]. The first two ground‐based techniques, ionosonde 
and ISR, are, however, limited in their time resolution 
making it difficult to capture the temporal evolution of the 
ionospheric response to solar flares while the third tech-
nique only provides limited information about the location 
and altitude structure of the ionospheric response.

With the arrival of space‐based observations, and in par-
ticular the availability of total electron content (TEC) 
observations, it became possible to investigate the detailed 
temporal and spatial effects of solar flares on the iono-
sphere. The first study to identify a sudden increase in TEC 
was reported by Garriott et al. [1967] using observations of 
the plane of polarization of VHF signals received from the 
geostationary ATS‐1 satellite. Mendillo et al. [1974] used 
TEC observations obtained from Faraday rotation meas-
urements made at 17 stations in North America, Europe, 
and Africa during the large solar flare that occurred on 7 
August 1972. The observations spanned more than 10 hr 
and covered more than 70° in latitude, which provided the 
first global morphology of the effects of solar flares on the 
ionosphere. They reported increases in TEC that ranged 
from 15 to about 30% with the larger increases occurring at 
the lower latitudes. Mendillo et al. [1974], however, did not 
find any significant correlation between the changes 
observed in TEC and the solar zenith angle.

More recently, the use of  Global Navigation Satellite 
System (GNSS) ground‐based TEC observations have 
resulted in a “renaissance” [Tsurutani et  al., 2009] of 
studies of  the effects of  solar flares on the ionosphere. 
Currently, thousands of  GNSS ground receivers can be 
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used to observe the ionosphere with high temporal 
(~30 seconds) and high spatial resolution.

Afraimovich [2000] and Afraimovich et al. [2000, 2001] used 
GPS/TEC observations to detect the global response of the 
ionosphere to solar flares. They presented the first GPS meas-
urements of the global response of the ionosphere to the 
powerful 29 July 1999 and 28 December 1999 solar flares. 
They found that fluctuations of TEC, obtained by removing 
the linear trend of TEC with a time window of about 5 min, 
are coherent for all stations on the dayside of the Earth. 
Afraimovich et al. [2002] extended their earlier studies to inves-
tigate the ionosphere response to faint C‐class solar flares. In 
order to extract the ionospheric response for these small solar 
flares, they coherently processed the TEC variations over the 
entire sunlit ionosphere. This technique was later also used by 
Yasyukevich et al. [2013] to analyze TEC variation for small 
C‐ and M‐class solar flares that occurred in February 2010.

Wan et al. [2005] investigated the correlation between the 
observed SITEC and the observation locations based on 
the GPS/TEC data obtained for the large X5 solar flare, 
which occurred on 14 July 2000. They reported a decrease 
in the TEC enhancement as well as a decrease in the rate of 
change of TEC with increasing solar zenith angle. Liu 
et al. [2004] used TEC and its time rate of change (rTEC) 
derived from the worldwide network of ground‐based GPS 
receivers and found that the ionospheric effects following 
the solar flare of 14 July 2000 could be observed from 
predawn to postdusk with the most pronounced effects 
occurring in the middle of the day. Zhang and Xiao [2005] 
used TEC from 114 GPS ground stations to analyze the 
morphological features of  the TEC changes in the sunlit 
hemisphere during the 28 October 2003 flare and also 
reported a dependence of the magnitude of SITEC on the 
local solar zenith angle (SZA) in the Northern Hemisphere 
in contrast to Mendillo et al. [1974], who reported no rela-
tionship between SZA and an increase in TEC.

A new technique to estimate the contributions from 
different ionospheric regions to the response of TEC var-
iations was presented by Leonovich et  al. [2002] using 
ground‐based GPS/TEC observations obtained during 
the powerful flare of class X5.7/3B on 14 July 2000. Using 
the effect of partial shadowing, they estimated that about 
75% of the observed TEC increase corresponded to an 
electron‐density increase in the ionospheric region below 
300 km and about 25% to regions above 300 km, consist-
ent with the findings of Mendillo and Evans [1974] and 
Mendillo et al. [1974] who reported that about 40% of the 
TEC increase during the powerful 7 August 1972 flare 
occurred at altitudes above 300 km but in contrast to the 
results of Thome and Wagner [1971].

Tsurutani et al. [2005] used approximately 100 ground‐
based GPS receivers to obtain high time resolution 
(~30 sec) and high spatial resolution global changes in the 
dayside TEC for the 2003 Halloween and the 14 July 2000 
Bastille Day solar flare events. They reported a dramatic 

response of the dayside ionosphere for the 28 October 
2003 flare with an increase of the order of 25 TECU and 
an approximately 2.5 min rise time. The TEC response for 
the 28 October 2003 flare was found to be significantly 
larger than the TEC increase of only about 5–7 TECU 
during the much more intense 4 November 2003 X‐ray 
flare. They explained that part of this observed difference 
could be due to the fact that the 4 November flare 
occurred near the limb of the Sun and that the EUV 
emissions generated in the lower corona may have been 
absorbed by the solar atmosphere.

This limb effect invited significant attraction and was 
further investigated by Leonovich et al. [2010] who studied 
the response of TEC to flare distance from the central 
solar meridian and found a decrease in the TEC response 
with increasing distance. Mahajan et al. [2010] used 10 X‐
class flares that occurred during the maximum phase of 
solar cycle 23 to investigate the correlation between the 
peak intensities in the X‐ray and the EUV fluxes and found 
that they are generally only poorly correlated, but vastly 
improve when the central meridian distance (CMD) of the 
flare location was taken into account. They also reported 
that the midday peak TEC enhancement is highly corre-
lated with the peak enhancement in the EUV flux. Liu 
et  al. [2006] examined the ionospheric effect of 11 solar 
flares by using TEC and rTEC derived from ground‐based 
GPS receivers in the midday regions and compared these 
with the 0.1–0.8 nm X‐ray flux as well as its time rate of 
change (rX‐ray). After correcting the rX‐ray for the loca-
tion of active region on the solar disc, that is, the central 
meridian distance (CMD), they found reasonably good 
correlation between the CMD modified X‐ray flux and 
SITEC and pointed out that the solar disc location of the 
flare has a significant effect on the ionospheric response. 
Zhang et al. [2011] used observations of TEC changes over 
the subsolar region for all X‐class flares that occurred from 
1998 to 2006 to statistically analyze their correlation with 
observations of the peak X‐ray and EUV fluxes as well as 
the flare location on the solar disc. They found a generally 
poor correlation between ionospheric TEC enhancement 
and the soft X‐ray peak flux in the 0.1–0.8 nm region, but 
a noticeable dependence on the flare location on the solar 
disc. Their study indicated that for the same X‐ray class, 
the flares near the solar disc center have much larger effects 
on the ionospheric TEC than those near the solar limb 
region. For the EUV band, they reported that although 
TEC enhancements and EUV flux increases in both the 
0.1–50 and 26–34 nm regions have a positive relation, the 
flux increase in the 26–34 nm region during flares is more 
correlated with the TEC enhancements.

The improved observation capabilities provided by the 
GNSS networks as well as the availability of new and 
improved observations of the solar irradiances [e.g., Woods 
et al., 2005, 2012] and their empirical representation dur-
ing flares [e.g., Warren et al., 2001; Chamberlin et al., 2008] 
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have also spurred an extensive modeling efforts over the 
past decade to better understand the many aspects of the 
ionospheric response to solar flare [e.g., Meier et al., 2002; 
Huba et  al., 2005; Smithtro et  al., 2006; Le et  al., 2007; 
Smithtro and Solomon, 2008; Leonovich et al., 2010; Qian 
et al., 2010, 2011, 2012; Sojka et al., 2013].

Meier et al. [2002] estimated the EUV spectral irradi-
ance enhancement for the Bastille Day flare using a new 
techniques developed by Warren et al. [1998, 2001] and 
modeled the ionospheric response associated with the 
flare using the two‐dimensional SAMI2 ionospheric 
model [Huba et al., 2000]. Their study was extended by 
Huba et al. [2005], who presented the first global simula-
tion study of the ionospheric effects due to the enhanced 
EUV irradiance during the Bastille Day flare.

A one‐dimensional ionosphere model was used by 
Le et al. [2007] to investigate the seasonal and local time 
dependence of the ionospheric response to an X‐class 
flare. In their study, the SOHO/SEM 26–34 nm observa-
tions with a time resolution of 15 s and the GOES X‐ray 
(0.1–0.8 nm) data with 1 min resolution for the 28 October 
2003 flare were used to scale the empirical HEUVAC 
model. Simulations were performed for spring, summer, 
autumn, and winter conditions and for different local 
times. They found, for this particular flare spectrum, that 
during the daytime most of the relative increases in elec-
tron density occur at an altitude lower than 300 km, with 
a peak at about 115 km, whereas around sunrise and 
sunset, the strongest ionospheric responses occur at much 
higher altitudes (e.g., 210 km for a summer flare).

Smithtro et al. [2006] observed an anomalous reduction 
in peak density NmF2 in the F2 region during flares and 
were able to explain the observed reduction in NmF2 in 
terms of a thermal expansion and an upward diffusion of 
the plasma to the topside caused by enhanced electron 
temperatures that resulted from the heating by fast photo-
electrons produced in the F1 region.

Sojka et  al. [2013] further investigated the altitude 
response of the ionosphere to solar flares with an empha-
size on the details of the solar spectrum and noted that 
the specific time evolution of the electron‐density response 
depends not only on the ionosphere but also on the specific 
spectrum of the flare irradiance.

Qian et al. [2010] revisited the limb effect and modeled 
the thermosphere and ionosphere response by assuming 
two X17 flares that were identical except that one occurs 
near disc center and the other near the limb. For their 
study, solar irradiances were obtained from the flare irra-
diance spectral model (FISM) as input to the National 
Center for Atmospheric Research (NCAR) thermo-
sphere‐ionosphere‐mesosphere electrodynamics general 
circulation model (TIME‐GCM).

Their simulations showed that in the E‐region iono-
sphere, where XUV dominates ionization, flare loca-
tion does not affect the ionosphere/thermosphere (I/T) 

response. However, flare‐driven changes in the F‐region 
ionosphere, TEC, and neutral density in the upper ther-
mosphere are two to three times stronger for a disc‐center 
flare than for a limb flare, due to the importance of EUV 
enhancement.

Qian et al. [2011] evaluated the effect of different rise 
and decay rates of solar flares using again FISM and the 
NCAR TIME‐GCM model and reported that for ideal-
ized flares with the same magnitude and location on the 
solar disc the thermosphere and ionosphere response 
changed significantly as a function of the rise and decay 
rates. The differences were explained as a result of the 
“Neupert Effect,” which predicts that a faster flare rise 
rate leads to a larger EUV enhancement during the 
impulsive phase and consequently a larger maximum ion 
production enhancement. In addition, their simulations 
showed that increased E × B plasma transport due to 
conductivity increases during the flares caused a signifi-
cant equatorial anomaly feature in the electron‐density 
enhancement in the F region but a relatively weaker equa-
torial anomaly feature in TEC enhancement, owing to 
dominant contributions by photochemical production 
and loss processes. The effects of solar flares on the iono-
spheric electrodynamics was further investigated by Qian 
et  al. [2012], who found that the vertical E × B plasma 
transport near the magnetic equator plays a significant 
role in the response of the ionosphere to solar flares.

In the following, a brief overview of the general principles 
of the upper‐atmosphere ionization due to solar radiation 
is presented followed by an overview of solar‐irradiance 
observations and their empirical representations. This is 
followed by an overview of more recent studies of the 
effects of solar flares on the ionosphere with a particular 
emphasis on the large flares that occurred during solar 
cycle 23 followed by a brief review of recent investigations 
of the altitude response of the ionosphere to solar flares.

18.2. VUV IONIZATION

The major source of atmospheric ionization is solar 
EUV and X‐ray radiation, which ionizes the thermosphere 
in different altitude regions [e.g., Schunk and Nagy, 2009]. 
Over most of the globe, the daytime E and F1 regions is 
produced by solar soft X‐ray ultraviolet (XUV) radiation 
with a wavelength of about 1–30 nm. These photons ionize 
O2, N2, O, and to a lesser degree NO. In addition, photo-
electrons produced by this radiation have enough energy to 
create secondary ionization. Photons with wavelength 
between 90–103 nm are an additional source that ionizes 
O2 in the E region. However, the photoelectrons produced 
by these longer wavelength photons are not energetic 
enough to create secondary ionization. In the F region, 
EUV emissions in the range from about 10–90 nm are 
effective to ionize atomic oxygen, which constitutes the 
main source of ionization in this altitude range.
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Figure 18.1, taken from Heroux et al. [1974], shows an 
example of the altitude dependence of the total produc-
tion rates of O+, O2

+, and N2
+ produced by several wave-

length regions of the solar EUV spectrum from about 
5 to 103 nm. The total production rates, which are a prod-
uct of the solar spectrum, the wavelength‐dependent 
atmospheric absorption, and the ionization cross sec-
tions, were calculated by using the EUV intensities 
observed on 23 August 1972 and correspond to a solar 
zenith angle of 27°. Clearly seen in Figure  18.1 is the 

strong altitude dependence of  the ion production rate 
for the different wavelength bands. In the D region, at 
altitudes below about 90 km, solar Lyman‐alpha 
(121.6 nm) and cosmic rays are a steady source of  ion-
izing NO. Solar X‐rays are not a principle source of 
ionization below an altitude of  about 90 km during 
quiet solar conditions. However, during solar flares, ion-
ization due to solar X‐rays gives rise to an ionization 
enhancement in the D region that can exceed that of 
solar Lyman‐alpha. As a result of  this solar flare effect, 
the fadeout of  radio waves can occur due to the enhanced 
attenuation.

18.2.1. VUV Observations and Proxy Models

Observations of  the solar irradiance in the XUV 
range requires space‐based measurements due to the 
atmospheric absorption of  these wavelengths, which 
eliminates the ability for ground‐based observations. 
Consequently, the first observations of  the VUV irradi-
ance became possible when the first VUV spectrum 
from a sounding rocket was obtained in 1946 [Baum 
et al., 1946]. Since then, both rocket‐ and satellite‐based 
instruments have sporadically observed different parts 
of  the X‐ray ultraviolet, the extreme ultraviolet, and the 
far ultraviolet regions.

Figure  18.2 shows a survey of  the time/wavelength 
coverage of solar irradiance measurements on board satel-
lites [Schmidtke et al., 2006]. Starting with Atmospheric 
Explorer C, the satellite missions provided good temporal 
coverage in the 100–200 nm spectral region. Below about 
100 nm, however, substantial gaps, marked a “EUV holes,” 
can be seen until about the end of the century. The Solar 
EUV Experiment [SEE; Woods et  al., 2005] on the 
Thermosphere Ionosphere Mesosphere Energetics and 
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Dynamics (TIMED) satellite is the first instrument since 
the Atmospheric Explorer‐E (AE‐E) satellite measure-
ments in the late 1970s [Hinteregger et al., 1981] to make 
subdaily solar irradiance measurements over the full 
EUV range from 0.1 to 195 nm, but with only broadbands 
below 27 nm. However, during each 97 min orbit, the 
SEE instrument observes the solar spectrum for roughly 
only a 3 min interval [Woods et  al., 2003] making the 
instrument not ideally suited for solar‐flare observations. 
Note that SEE nevertheless was able to capture a number 
of solar flares [Woods et al., 2003]. The Solar and Helio-
spheric Observatory (SOHO) Solar Extreme Ultraviolet 
Monitor (SEM) instrument measures the 26–34 nm and 
the 0.1–50 nm irradiances with a time cadence of 1 min 
[Judge et al., 1998] and has provided nearly continuous 
observations since its launch in 1998. The SOHO Coronal 
Diagnostic Spectrometer (CDS) instrument measures the 
solar EUV irradiance with a time cadence of only about 
once per month [Thompson and Brekke, 2000]. The first 
recent XUV measurements were done with the Solar X‐ray 
Photometer (SXP) on the Student Nitric Oxide Explorer 
(SNOE) from 1997 until 2003 [Bailey et al., 1999, 2000]. 
Subsequent measurement of the XUV have been, and 
continue to be, made from two versions of the XUV 
Photometer System (XPS), one on the TIMED satellite 
[Woods et al., 2005] and another on SORCE. The SOHO 
SEM also contains XUV measurements in its broadband 
central channel from 0.1 to 50 nm, but this channel is 
dominated by wavelengths from the EUV.

The Extreme ultraviolet Variability Experiment [EVE; 
Woods et al., 2012] on board the NASA Solar Dynamics 
Observatory (SDO) observes the solar EUV irradiance 
from 0.1 to 105 nm with unprecedented spectral resolu-
tion (0.1 nm), temporal cadence (10 s), and accuracy 
(20%). The instrument provides improvements of  up to 

70% in spectral resolution measurements in the wave-
lengths below 30 nm, and a 30% improvement in “time 
cadence” by taking measurements every 10 s over a 100% 
duty cycle [Woods et al., 2012]. SDO EVE was launched 
on 11 February 2010 and includes several irradiance 
instruments, including the Multiple EUV Grating 
Spectrographs (MEGS)‐A that measures the solar EUV 
irradiance in the 5–37 nm range with 0.1 nm resolution, 
and the MEGS‐B that measures the solar EUV irradi-
ance in the 35–105 nm range also with 0.1 nm resolution. 
SDO EVE also includes the EUV SpectroPhotometer 
(ESP), which measures the solar XUV irradiance in 
broadbands between 0.1 and 39 nm, and a Photometer, 
which measures the Sun’s bright hydrogen emission at 
121.6 nm. An example EVE spectrum from the peak of 
the X1.7 flare that occurred on 27 January 2012 between 
approximately 17 and 22 UT is shown in Figure  18.3 
[Warren et  al., 2013]. Shown is the spectrum obtained 
from the MEGS‐A and both the observed and preflare 
subtracted spectra are shown. The flare occurred on the 
northwest limb of  the Sun and was associated with 
sunspot 1402. Clearly seen in the observations are the 
strong enhancements in the irradiance between about 
9  and 15 nm while other parts of  the spectrum remain 
only slightly changed or unchanged.

While these instruments have provided many solar 
EUV measurements over the past 50 years, there are still 
large data gaps in the observations, and large uncertainties 
in some of these existing data [Schmidtke et  al., 2006]. 
Despite the few current and historical measurements of 
the solar VUV irradiance, several challenges remain to 
fully understand the VUV irradiance from only having 
broadband measurements in the 0–5 nm range and histori-
cally many data gaps, both in wavelength coverage and in 
time coverage. In an effort to overcome these shortcomings, 
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several empirical irradiance proxy models have been 
developed over the past decades and these models have 
helped to fill the gaps between the measurements and pro-
vide a convenient input to ionospheric and thermospheric 
models.

Commonly used solar irradiance proxy models that 
are used for ionospheric modeling studies are the HFG 
model [Hinteregger et al., 1981], the EUVAC/HEUVAC 
model [Richards et al., 1994, 2006], the SOLAR2000 model 
[Tobiska et al., 2000; Tobiska, 2004], and the NRLEUV 
model [Warren et al., 1998, 2001; Lean et al., 2003]. These 
models, with the exception for SOLAR2000, are daily 
average models and do not estimate the increased spectral 
irradiances from solar flares. SOLAR2000 has recently 
been updated to produce the historical irradiances at 
a 3 hr temporal resolution and also includes a new com-
ponent, SOLARFLARE, that can now cast (7 min 
latency) the solar VUV irradiance with a 2-min cadence 
[Tobiska, 2007].

The most recent model that is capable to represent the 
solar flare spectral variations is the Flare Irradiance 
Spectral Model [FISM; Chamberlin et  al., 2007, 2008], 
which estimates the solar irradiance at wavelengths from 
0.1 to 190 nm at 1 nm resolution with a time cadence of 
60 s. The temporal and spectral resolution of FISM is 
well‐suited to model variations due to solar flares including 
irradiance variability from both the impulsive and gradual 
phases of solar flares. FISM is based on data from the Solar 
EUV Experiment (SEE) on the Thermosphere Ionosphere 
Mesosphere Energetics and Dynamics (TIMED) satellite 
and the Solar Stellar Irradiance Comparison Experiment 
(SOLSTICE) on the Upper Atmospheric Research 
Satellite (UARS). Recently, FISM has been used exten-
sively in modeling studies to investigate the ionospheric 
response to solar flares [e.g., Qian et al., 2010, 2011, 2012; 
Sojka et al., 2013].

18.2.2. The Large Solar Flares of Solar Cycle 23

Some of the most intense solar flares in recent history 
in the X‐ray range (0.1–0.8 nm) occurred during the last 
solar cycle (solar cycle 23). On 14 July 2000, a X5.7 solar 
flare was observed, which together with its coronal mass 
ejection (CME) is known as the Bastille Day event. On 
2 April 2001, another very large X20 solar flare occurred, 
which was the second most powerful ever recorded. In 
late October 2003, a series of large solar flares occurred. 
A X17.2‐class flare was observed on 28 October 2003 
followed a few days later by the largest solar flare ever 
measured, on 4 November 2003. This latter flare was clas-
sified based on the GOES 0.1–0.8 nm X‐ray observations 
as an X28 flare. The GOES instrument, however, satu-
rated for about 13 min during the peak of the flare from 
about 1943 to 1956 UT, and NOAA’s estimate of the peak 

at X28 thus had to be made by extrapolation. This large 
flare was later upgraded by Thomson et al. [2004] to an 
X45 ± 5‐class flare using the large observed phase changes 
recorded at Dunedin, New Zealand, on long VLF radio 
paths across the Pacific from transmitters in the conti-
nental United States and Hawaii. The whole sequence 
of  events occurring from 28 October to 4 November is 
known as the Halloween Solar Storm. Other very large 
solar flares occurred on 7 September 2005 (X17), 15 April 
2001 (X14.4), and 29 October 2003 (X10). Many of these 
storms were associated with CMEs and energetic parti-
cles, and their effects on the Earth’s space environment 
have been subject to many studies [e.g., Mannucci et al, 
2005; Tsurutani et al., 2009].

The occurrence of  these large flares together with the 
wide spatial coverage of  ground‐based GPS stations pro-
vided a great opportunity to study the global ionospheric 
response to solar flares. Wan et  al. [2005] investigated 
the GPS/TEC response to the large X5 solar flare, which 
occurred on 14 July 2000 and was the most intense flare 
that happened in the preceding decade. To investigate the 
correlation between the observed sudden increase in 
TEC and the observation locations, they calculated the 
geographical distribution of the largest peak values of 
the flare‐induced TEC variation rate, dTECf/dt, at UT 
10:24, as well as the flare‐induced TEC increment, dTECf. 
These values are shown in Figure  18.4 as solid lines. 
Figure 18.4 also shows as dashed lines the solar zenith 
angle χ of  the corresponding observations. Clearly seen 
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is the good agreement between the flare‐induced TEC 
variation rate and the flare‐induced TEC increment, and 
their close relationship with χ.

The X17.2‐class flare that was observed on 28 October 
2003 is probably the most widely studied solar flare in 
terms of its effects on the ionosphere. Zhang and Xiao 
[2005] used TEC from 114 GPS ground stations to ana-
lyze the morphological features of the TEC changes in 
the sunlit hemisphere during the 28 October 2003 flare, 
which was located near the Sun’s central meridian (16°S, 
08°E). They found that that the strongest SITEC hap-
pened during the flare, and the magnitudes of SITEC 
vary at regions with different local solar zenith angle 
(SZA). In the Northern Hemisphere, the TEC enhance-
ment is approximately symmetrical to the local noon, and 
its value is usually greater than 14 TECU (1 TECU = 1016/m2) 
if  the SZA is less than 60°. On the whole, as the SZA 
increases, the value of TEC enhancement in the Northern 
Hemisphere decreases. It is interesting that they reported 
that even in the regions of SZA between 90° and 100°, the 
SITEC was still seen from the temporal TEC curves.

Sahai et  al. [2006] studied the 28 October 2003 solar 
flare event over the Brazilian sector using a GPS receiver 
and ionosonde and found increase of TEC up to 25 
TECU and lack of reflected echoes in the ionograms for 
a 1 hr period during the flare onset. They suggested that 
the reason for complete or partial radio signal fadeout 
could be intense absorption. The response of the presun-
set low‐ to middle latitude ionosphere in the Indian sector 
to the same flare has been examined by Manju et al. [2009] 
using magnetometer data, ionosonde data, and GPS 
TEC. They noticed large and prolonged Ne enhance-
ments observed from the ionosonde just after the flare‐
related peak enhancement in EUV flux, a significant 
enhancement in TEC (~10 TECU) near the equatorial 
anomaly region and positive and negative variations in 
the equatorial electrojet (EEJ) currents.

Tsurutani et  al. [2005] also used ground‐based TEC 
from approximately 100 GPS receivers to obtain high 
time resolution (~30 sec) and high spatial resolution 
global changes in the dayside TEC. Figure  18.5 shows 
the SOHO SEM EUV 26.0–34.0 nm count rate together 
with the GOES 0.1–0.8 nm and 0.5–4.0 nm X‐ray flux 
and the ground‐based GPS/TEC (mapped to the vertical) 
observed at Libreville, Gabon, during the 28 October 
2003 flare. Figure  18.5 clearly shows the simultaneous 
onset of  the flare, as detected by SOHO and GOES, and 
the TEC enhancement in the ionosphere. The TEC 
increased most rapidly from about 1100 UT to ~1105 UT 
followed by a less steep increase up to 1118 UT to a peak 
value of about 25 TECU causing an increase in TEC of 
about 30% above the prior background level. Figure 18.5 
also shows that after about 3 hr the TEC relaxed back to 
their background values.

Tsurutani et al. [2005, 2006] compared the 28 October 
2003 flare event with other Halloween 2003 and the 
Bastille Day solar flare events and surprisingly found that 
the TEC increase during the 28 October 2003 was signifi-
cantly larger than the TEC increase of about 5–7 TECU 
during the much more intense 4 November 2003 X‐ray 
flare. As a possible explanation for this, they pointed out 
the large spectral differences between the individual 
flares. Figure 18.6 shows the 26.0–34.0 nm SOHO SEM 
count rates for the 28 and 29 October and 4 November 
2003 (Halloween events) and the 14 July 2001 (Bastille 
Day) solar flares. The count rates in Figure  18.6 have 
been adjusted to their preflare baselines. In this EUV 
wavelength range, the 28 October 2003 event is the largest 
event with a peak count rate greater than twice that of the 
other three events, which are roughly comparable in peak 
intensity. This is in sharp contrast to the peak intensities 
observed in the 0.1–0.8 nm X‐ray range where the 
November flare is by far the largest event. Zhang and 
Xiao [2003] found a similar behavior when investigating 
the ionospheric response to a X14.4/2B solar flare that 
occurred on the solar disc at 20°S 85°W. They found that 
the largest TEC enhancement during this flare was only 
about 2.6 TECU, which is much smaller than that for the 
28 October 2003 flare, even though the levels of the soft 
X‐ray fluxes for these two flares were similar.

It is reasonably to think that the large difference of 
the TEC enhancements associated with these flares is 
due to the difference of EUV fluxes reaching to the Earth. 
It is generally accepted that the main part of  the TEC 
enhancement is attributed to the enhanced EUV radia-
tion during the flare, which increases the electron density 
in the F region [Donnelly, 1969, 1976; Taylor and Watkins, 
1970; Mendillo et  al., 1974; Matsoukas et  al., 1972]. 
Consequently it can be estimated that the main part of 
the observed 25 TECU increase in TEC is caused by the 
enhanced solar EUV. The fact that the October 28 flare 
was very close to the solar central meridian and its active 
region is very large (4B) may have been the main factors 
to cause such a strong ionospheric response. Part of this 
difference could be due to the fact that the 4 November 
flare occurred near the limb of the Sun and that the EUV 
emissions generated in the lower corona may have been 
absorbed by the solar atmosphere [Donnelly and Puga, 
1990]. Tsurutani et al. [2005], however, noted that although 
the 28 October 2003 flare peak EUV irradiance was much 
greater (more than double) that of the other three events, 
a TEC enhancement ratio of approximately 5:1 is not 
easy to understand and might require detailed modeling 
including ionospheric dynamics.

The “limb effect” was nevertheless further investigated 
and statistically analyzed. Mahajan et al. [2010] used 10 
X‐class flares that occurred during the maximum phase of 
solar cycle 23 and found only a weak correlation between 
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the peak intensities in the X‐ray and the EUV fluxes. The 
correlation, however, vastly improved when the central 
meridian distance (CMD) of the flare location was taken 
into account. Mahajan et al. [2010] also reported that the 

midday peak TEC enhancement was highly correlated 
with the peak enhancement in the EUV flux. A similar 
result was found by Leonovich et al. [2010], who reported 
that the average amplitude of the TEC response depends 
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on the CMD. Figure  18.7 illustrates the dependence 
(marked by dots) of the ionospheric TEC response ampli-
tude to solar flares from CMD, obtained for the M2.0–M5.7 
solar flares in the X‐ray range used in their study. Numerals 
mark the class of the corresponding flare in the X‐ray 
range. This dependence was approximated by a cos(CMD) 
variation (gray line). The obtained dependence indicates 
that the ionospheric TEC response amplitude decreases 
with increasing distance from the CMD.

Donnelly and Puga [1990] analyzed the dependences 
of  the radiation intensities of  active solar sources for 

different wavelengths from CMD. These dependences were 
obtained based on the measurements of intensities of the 
emission from long‐living sources of soft X rays [Mosher, 
1979], radio emission with a wavelength of 10 cm [Riddle, 
1969], and UV radiation [Saiman, 1979] during several 
solar rotations. The measurement results indicated that 
the UV radiation intensity decreases when a UV source 
moves from the central solar meridian to the limb, whereas 
the intensity of soft X‐rays remains almost unchanged. 
This is related to the fact that the UV radiation path length 
increases with increasing distance of a source from the 
central solar meridian to the limb, which results in addi-
tional absorption of UV in the solar atmosphere.

18.2.3. Altitude‐Dependent Response to Solar Flares

The altitude response of the upper ionosphere to solar 
flares is a complicated interplay between production by 
the solar irradiance, loss due to chemical reactions, and 
transport processes. Incoherent scatter radar (ISR) meas-
urements are the obvious preferred choice to simultane-
ously observe the ionospheric response of the various 
ionospheric parameters and their altitude variations to a 
solar flare. However, ISRs are sparsely distributed around 
the globe and generally operate on low duty cycles. Thus, 
the chance of observing a flare are low, and opportunities 
to investigate the ionospheric response as a function of 
latitude for a given flare or between different flares at a 
given site are rare.

The availability of ISR data at Millstone Hill for the 
important 3B flare, which occurred on 7 August 1972, 
provided a unique opportunity to investigate the altitude 
variation of various ionospheric parameters and was 
used by Mendillo and Evans [1974] to investigate the 
ionospheric response to the flare. They reported electron 
density enhancements of nearly 100% at 125 km altitude 
and 60% at 200 km altitude. Using TEC data from Faraday 
rotation experiments, Mendillo et al. [1974] reported for 
the same flare that about 40% of the TEC increase cor-
responded to altitudes above 300 km. The ISR data also 
revealed substantial electron temperature increases at all 
altitudes in concert with a dramatic upward surge in 
which the drifts increased nearly linearly with height over 
the height range from 300 to 750 km. Thome and Wagner 
[1971] used Arecibo incoherent scatter radar observations 
during four 2B solar flares to investigate the electron 
density response of the ionospheric E and F regions. 
They found that, in contrast to the Mendillo et al. [1974] 
results, an increase in the electron density associated with 
the flare was observed only to about 300 km altitude.

The altitude response of the ionosphere was further 
investigated by Leonovich et al. [2002] using the effect of 
partial shadowing of the atmosphere by the terrestrial 
globe on ground‐based GPS/TEC observations. They 
reported that for the powerful 14 July 2000 X5.7/3B solar 
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flare, about 75% of the observed TEC increase could be 
attributed to an increase in the electron density below 
300 km altitude and about 25% to an increase in the elec-
tron density above 300 km altitude. This estimate was 
found to be consistent with the results of Mendillo and 
Evans [1974] and Mendillo et  al. [1974] but in contrast 
with those of Thome and Wagner [1971], who noted that 
an increase in the electron density associated with the flare 
was observed only to about 300 km altitude. Leonovich 
et  al. [2002] pointed out that this apparent difference 
underlines the fact that each solar flare is a unique event, 
which is characterized by its own spectrum and dynamics.

Xiong et al. [2011] used IS radar data from Millstone 
Hill, Sondrestrom, and Tromsø, as well as occultation 
data from the CHAMP satellite to investigate the alti-
tude variation of  the ionospheric response due to the 
7 September 2005 X17 flare, which occurred near the limb 
on the Sun (CMD of 77°). They found that the observa-
tions from both Millstone Hill and Sondrestrom show 
the average percentage enhancements of electron density 
during 17:40–18:10 UT are more than 200% near the 
E-region peak height but only about 10% near the F-region 
peak height, which resulted in larger electron densities in 
the E region than those observed in the F region. They 
speculated that this unusual response was the result of 
only a weak enhancement in the EUV flux and a strong 
enhancement in the X‐ray flux during this flare.

Leonovich et  al. [2010] theoretically examined the 
earlier conflicting results of Mendillo et al. [1974] and Thome 
and Wagner [1971] using a theoretical model of the iono-
sphere and plasmasphere. The altitude‐time variations in 
the charged particle density in the ionosphere from 100 to 
1000 km were modeled depending on the solar flare spec-
trum. An analysis of the modeling results indicated that 
an intensification of the flare UV emission in the 55–65 
and 85–95 nm spectral ranges resulted in a pronounced 
increase in the electron density in the topside ionosphere 
(above 300 km). These results pointed out the importance 
to correctly represent the flare spectrum and its dynamics 
when modeling the ionospheric response to solar flares.

The dependence of the ionospheric altitude response on 
the details of the solar spectrum was also recently studied 
by Sojka et al. [2013]. They used the Utah State University 
time‐dependent ionosphere model (TDIM) to access the 
sensitivity of the ionospheric response to SDO EVE‐type 
observations. Their study covered quiet solar conditions 
as well as X‐class flares and mainly focused on the charac-
teristic responses of the ionospheric E and F1 regions to 
specific regions in the solar spectrum but the F2-region 
response was also investigated. Figure  18.8 shows the 
evolution of the altitude response of the electron density at 
midlatitudes as determined by TDIM for an X28 flare. The 
simulation corresponds to the solar flare that occurred on 
9 March 2011 on the limb of the Sun and was shifted in the 
onset time so that the flare initiated at noon at the Bear 

Lake Observatory (BLO) in Utah (42°N, 111°W). Shown 
is the electron density response near noon as the logarithm 
of the percentage increase relative to the TDIM simulation 
for quiet conditions. Also shown in Figure 18.8 is the time 
evolution of the 2–5 nm binned solar irradiances. Clearly 
seen are large differences in the response of the ionosphere 
at different altitudes. Figure 18.8 shows that in the E region 
the electron densities respond nearly instantaneous to the 
change in the solar irradiance and increase by about 
350% corresponding to log10 difference of about 2.54.

With increasing altitude, a delay in the ionospheric 
response to the flare builds up with the time delay increas-
ing with altitude. In the F2 region, above about 200 km 
altitude, the ionospheric response is no longer in step with 
the XUV irradiance but is delayed by several minutes. As 
the solar flare irradiances pass their peak, the F2 electron 
density is still increasing due to the effects of diffusion. At 
about 250 km altitude, near the peak of the F2 region, the 
peak in the response of the electron density occurs about 
15 min after the onset of the flare. This time delay is longer 
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than the flare rise‐time as well as the E-region response 
time. At 450 km altitude the electron density increase 
reaches its peak about 1 hr after the flare onset.

In addition to the increase in the time to reach the peak in 
the ionospheric response, an increase in the recovery time 
can be seen. In the E region, the effect of the flare is sudden 
and short‐lived, but in the F region it lasts long after the 
flare subsides. As a result of this, the plasma dynamics is 
changed and leads to time constants of the electron density 
increase above the F2 peak of more than 1 hr and even after 
several hours the effects of the flare can clearly be seen at 
higher altitudes whereas the electron densities have relaxed 
back to their quiet values at lower altitudes. Sojka et  al. 
[2013] noted that the specific time evolution of the electron 
density response depends not only on the ionosphere but 
also on the specific spectrum of the flare irradiance.

Smithtro et  al. [2006] used dynasonde observations 
from the Bear Lake Observatory to investigate the alti-
tude variation of the ionosphere during solar flares. For 
their investigation, ionospheric flare events were identi-
fied by searching the dynasonde database for D-region 
absorption events. However, their flare events needed to 
be strong enough to induce a D‐region cutout, but not so 

strong as to cause absorption of the entire signal. This 
criterion eliminated most flares larger than X1 class and 
smaller than M1, and, as a result, 10 events were selected 
during the period from 1999 to 2001. An investigation of 
these events revealed that all of them exhibited a charac-
teristic increase in the E and F1 regions, but also showed 
an anomalous reduction in peak density NmF2 in the F2 
region, which recovered after the end of the flare.

Using the TDIM, Smithtro et  al. [2006] were able to 
explain the observed reduction in NmF2 in terms of a ther-
mal expansion and an upward diffusion of the plasma to 
the topside caused by enhanced electron temperatures 
that resulted from the heating by fast photoelectrons 
produced in the F1 region. The rapid increase in tempera-
ture alters the plasma scale height, expanding the F2 
region and forcing diffusion to higher altitudes. On the 
example of the 22 June 1999 M1 flare, Smithtro et al. [2006] 
explained that the irradiance increases do not significantly 
increase production at the F2 peak but that continuity 
requires NmF2 to decrease as the plasma shifts to higher 
altitudes, leading to a depression of NmF2. Figure  18.9 
shows the model results for the 22 June 1999 flare. The 
upper panel clearly shows the large F-region enhancement 
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in the electron temperature while the lower panel shows 
the corresponding reduction of the electron density from 
about 300–400 km altitude and an increase in the electron 
density in the topside ionosphere.

The Smithtro et al. [2006] study, however, was limited in 
a number of ways by only using a single X1 solar X‐ray 
flare measured by the SEE instrument on 21 April 2002. 
This flare exhibited variations from more than a factor of 
10 for the X‐ray emissions to less than 10% at the longer 
EUV wavelengths. It is not clear, however, whether the 
flare events investigated by Smithtro [2006] exhibited sim-
ilar spectral characteristics or differed significantly. 
Furthermore, their study used a parameterization for the 
photoelectrons created by the flare and did not self‐ 
consistently treat the photoelectrons to accurately 
account for the increase in the thermal electron volume 
heating rate, and secondary ionization by photoelectrons. 
This is a common limitation for global ionospheric mod-
els, which typically rely on parameterizations to account 
for heating of the plasma by photoelectrons and an 
important limitation of these models to investigate flare 
effects on the ionosphere [Sojka et al., 2013].

Smithtro and Solomon [2008] evaluated the impact of 
photoelectrons on the flare response. They compared the 
most commonly used parameterization to a rigorous pho-
toelectron model and found that the parameterization 
underpredicts the thermal electron volume heating rate 
by 20–30% under nominal solar conditions. When applied 
to a large solar flare, the parameterized heating rate was 
found to be more than an order of magnitude smaller 
than the peak rate calculated with the rigorous photoelec-
tron model. They incorporated these results into a 1‐D 
Global Average Ionosphere/Thermosphere (GAIT) model 
and found that the electron temperature response for the 
X17 flare of 28 October 2003 is up to 10% higher prior to 
the flare, and 15% higher at the flare peak when compared 
with the commonly used parameterizations.

18.3. SUMMARY

During solar flares, the relative changes in the solar 
X‐ray and EUV irradiance can become greatly enhanced, 
which in turn can strongly affect the Earth’s upper atmos-
phere and ionosphere. It was found that the effect of this 
enhanced radiation on the ionosphere largely depends on 
the details of the flare spectrum. Enhanced X‐ray radia-
tion penetrates to lower altitudes to ionize the D and E 
regions while enhancements in the solar EUV radiation 
mostly affects the ionospheric F region. During the past 
decade, new and improved solar irradiance observations 
together with global observations of the ionospheric 
response to solar flares and theoretical modeling studies 
have led to a much improved understanding of the 
observed ionospheric variability during solar flares and 

have shown the importance of high temporal and spectral 
resolution irradiance observations to unravel the complex 
altitudinal response of the ionosphere to solar flares.
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19.1. INTRODUCTION

The NASA Solar Dynamics Observatory (SDO) has 
three solar instruments on board to study the radiative 
output, magnetic field, and variability of  the solar 
plasma with high time cadence. The extreme ultraviolet 

(EUV) irradiance instrument, named the EUV Variability 
Exper iment (EVE), measures the solar spectral irradi-
ance (full‐disc radiation). The solar irradiance is the 
major energy driver of  the Earth’s upper atmosphere and 
is a key variable in understanding a variety of planetary 
and heliophysical phenomena. Solar EUV irradiance 
measurements also show the variability of  the solar radi-
ation over all time scales ranging from minutes to dec-
ades and can provide calibration for some solar physics 
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ABSTRACT

New X‐ray and extreme ultraviolet (EUV) irradiance observations from the Solar Dynamics Observatory 
(SDO) EUV Variability Experiment (EVE) provide full coverage from 0.1 to 106 nm at 0.1 nm resolution and 
with a cadence of 10 sec. These observations during flares can usually be decomposed into four distinct charac-
teristics. First, the emissions that dominate during the flare’s impulsive phase are the transition region emissions, 
such as the He II 30.4 nm. Second, the hot coronal emissions above 5 MK dominate during the gradual phase 
and are highly correlated with the X‐ray measurements. A third flare characteristic is coronal dimming, seen best 
in the cool coronal emissions such as the Fe IX 17.1 nm. The coronal dimming appears to be related to coronal 
mass ejections (CMEs), thus representing a new way to possibly estimate CME parameters from SDO observations. 
As the postflare loops reconnect and cool, warm coronal emissions (e.g., Fe XVI 33.5 nm) peak a few minutes 
after the X‐ray peak and sometimes exhibit a second large peak by many minutes to hours later. We refer to this 
second peak as the EUV late phase (ELP), which is the fourth flare characteristic. The characterization of many 
flares during the SDO mission is provided, noting that only some flares have all four phases.

Key Points:
SDO EVE is providing new solar EUV spectral irradiance results for ionosphere / thermosphere studies
EVE observations reveal four key flare phases: impulsive phase, gradual phase, EUV late phase, coronal dimming
The EUV Late Phase (ELP) is new discovery for flare variations in having EUV enhancements without X-ray increases
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spectrographs and imagers. The high cadence (10 sec) and 
modest spectral resolution (0.1 nm) for SDO EVE is also 
valuable for examining the spectral variations during 
flare events. While EVE observations provide full‐disc 
spectra, the irradiance variations during many of  the 
flare events have corresponded to flaring in a single 
active region as confirmed by examining the SDO 
Atmospheric Imaging Assembly [AIA; Lemen et  al., 
2012] solar EUV images. Therefore, an EVE spectrum 
minus the preflare spectrum provides a good approxima-
tion of  the flare spectrum over the full EUV range when 
only one dominant flare event is in progress at a time. 
The EVE spectra over the full EUV range, EUV images 
from AIA, and magnetic fields from SDO Helioseismic 
and Magnetic Imager [HMI; Scherrer et al., 2012] pro-
vide a powerful combination to study flare processes.

Solar flares have long been of  interest for sudden 
ionosphere disturbances and their effect on radio communi-
cation [e.g., Dellinger, 1937], and flare observations have 
been made for decades in the visible, primarily in Hα [e.g., 
Ellison, 1946], and also in the soft X‐ray (SXR) and EUV 
ranges from sounding rocket and satellite experiments 
[e.g., Friedman, 1963]. Hudson [2010, 2011], Doschek and 
Feldman [2010], Lang [2009], and Aschwanden et al. [2009a] 
provide reviews of recent progress in understanding flares 
from observations that involve the Solar and Heliospheric 
Observatory (SOHO), Transition Region and Coronal 
Explorer (TRACE), Reuven Ramaty High Energy Solar 
Spectroscopic Imager (RHESSI), Hinode (Solar‐B), and 
Solar Terrestrial Relations Observatory (STEREO) 
missions. These satellites include imagers in X‐ray and 
EUV broadbands and imaging spectrographs with high 
spectral resolution but limited EUV range.

The new and exciting aspects of the SDO EVE obser-
vations for flare studies are the spectral coverage over the 
full EUV range from 0.1 to 106 nm with 0.1 nm resolution 
and the continuous monitoring of  the solar activity with 
high cadence of  10 sec. The EVE flare observations 
have revealed that many EUV emissions do not behave 
like the X‐ray variations that are often used for classifying 
the flare magnitude and as a proxy for EUV emissions in 
models such as the Flare Irradiance Spectral Model [FISM; 
Chamberlin et al., 2008]. The EVE flare observations are 
being used to improve the understanding of flare energetics 
and their impacts on Earth’s space environment.

The new irradiance observations by EVE are signifi-
cantly improved over the previous solar EUV irradiance 
instruments flying on SOHO, Thermosphere Ionosphere 
Mesosphere Energetics Dynamics (TIMED), and Geosta-
tionary Operational Environmental Satellite (GOES) 
spacecraft. The EVE suite includes the Multiple EUV 
Grating Spectrograph (MEGS) that provides EUV spec-
tral observations with spectral resolution of  0.1 nm from 
6 to 106 nm, cadence of 10 sec, and accuracy to better 

than 20%. The EUV SpectroPhotometer (ESP) provides 
broadband observations between 0.1 and 39 nm with even 
higher cadence of 0.25 sec and with improved accuracy of 
better than 10%. Woods et al. [2012] provide an overview 
of EVE’s science plans, instrument design, and data prod-
ucts. Didkovsky et al. [2012] provide an overview of the 
ESP instrument and its calibration, and Hock et al. [2012] 
provide an overview of the MEGS instrument and its 
calibration. SDO was launched on 11 February 2010, and 
EVE began normal operations on 1 May 2010.

The flare data from EVE shown here are primarily 
from the MEGS‐A channel measuring the spectrum from 
7 to 37 nm and the ESP zeroth‐order channel (0.1–7 nm 
band) as the flare variations are most evident in these 
wavelengths. The EVE spectral resolution of 0.1 nm is 
especially significant for the wavelength range from 7 to 
27 nm because previously there have only been broadband 
(~10 nm wide) EUV irradiance measurements at these 
wavelengths. With EVE’s improved spectral resolution 
and continuous observations with 10 sec cadence and in 
conjunction with AIA EUV images and HMI magnetic 
fields, we now have a much more accurate knowledge of 
how the solar EUV irradiance varies during flare events. 
While not discussed here, the EVE spectra have better 
than anticipated wavelength stability and Doppler shifts 
are evident in the EVE spectra, both for the ±3 km/sec 
drift over its 24-hr orbit period and during some flare 
events [Hudson et al., 2011].

Flares are often decomposed into an impulsive phase 
with significant nonthermal signatures and a gradual 
(slow) mostly thermal phase that follows the impulsive 
phase [Donnelly, 1976; Hudson, 2010, 2011]. The rapid 
release of energy from magnetic reconnection in the corona 
accelerates electrons and ions during the impulsive phase, 
which is often dominated by intense bremsstrahlung radi-
ation in hard X‐ray (HXR) from the energetic electrons 
as they interact with the dense, cool plasma in the solar 
chromosphere and transition region. These energetic par-
ticles heat the chromosphere, and the evaporated plasma 
rises into the corona during the gradual phase while 
emitting much of its radiation in the SXR and EUV ranges. 
This is part of an overall process of cooling the hot 
plasma in progressively higher postflare loops that are an 
indication of magnetic reconnection as part of the standard 
flare model [e.g., Kopp and Pneuman, 1976; Švestka, 1989; 
Švestka and Cliver, 1992; Raftery et al., 2009]. The gradual 
component normally peaks a few minutes after the 
impulsive phase, and its intensity rise can often be 
approximated as the time integral of the impulsive com-
ponent, referred to as the Neupert effect [Neupert, 1968]. 
The magnetic reconnection process can be fast, so some 
flare models have many flaring loops, or strands within 
such coronal loops, heated at slightly different times to 
form a continuous source [Warren and Doschek, 2005].
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Flare events can be studied in detail only when isolated 
in time and space. So only one major flare can happen at 
a time to study flares with EVE’s full‐disc irradiance 
measurements. Fortunately, this happens frequently. 
Woods et al. [2011] provide examples of the four major 
phases seen during flares with the EVE data. These 
phases include (1) the impulsive phase best seen in transi-
tion region emissions such as He II 304 Å, (2) gradual 
phase seen in hot coronal emissions such as the Fe XX/Fe 
XXIII 133 Å, (3) coronal dimming seen in cool corona 
emissions such as Fe IX 171 Å and often associated with 
a CME, and (4) EUV late phase (ELP), which has a 
second, broad peak 1–5 hr after the main flare phases and 
is seen best in the Fe XVI 335 Å emission [Woods et al., 
2011]. The X‐ray flare classification by the GOES X‐Ray 
Sensor (XRS) is identification of the gradual phase, and 
the derivative of its 1–8 Å SXR emission can be a proxy 
for the impulsive phase, as related to the Neupert effect 
[Neupert, 1968]. The coronal dimming and EUV late‐
phase effects are only observable in the EUV emissions.

Each flare can have its own unique behavior; some 
flares have all four of these phases, and some flares only 

have the gradual phase (by definition from the X‐ray flare 
identification by GOES/XRS). For more detailed infor-
mation, Hudson [2011] reviews flare processes and phases, 
and Hock et  al. [2012] identifies different categories of 
flares based on the new SDO/EVE and SDO/AIA obser-
vations of hundreds of flares. Notably, the eruptive flares 
tend to have impulsive phase, gradual phase, and coronal 
dimming; and some eruptive flares also have the EUV 
late phase as explained in Section 19.5.

The C8.8 flare on 5 May 2010 is a good example when 
all four components clearly exist as shown in Figure 19.1. 
The various EUV emissions have one or more of these 
aspects in their time series, and the four emissions that 
best highlight each component are included in this figure. 
The EUV spectral variations during this C8.8 flare are 
shown in Figure 19.2.

There are dozens of other emission lines in the EUV 
spectra with several being blends at EVE’s 0.1 nm spectral 
resolution, but the four emission lines selected for 
Figure 19.1, which are discussed more in Sections 19.2–
19.5, represent reasonably well how the other EUV emis-
sion lines behave. In particular, the cool coronal Fe IX, Fe 
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X, and Fe XI emissions vary similarly, and the warm 
coronal Fe XV and Fe XVI emissions have similar varia-
tions. The moderately warm coronal Fe XII, Fe XIII, and 
Fe XIV emissions vary about the same as each other and 
sometimes have the character of coronal dimming similar 
to the Fe IX emission but with less dimming depth. Both 
the much cooler transition region emissions such as the 
He II 30.4 nm (~0.08 MK) and hot coronal emissions Fe 
XX/Fe XXIII 13.3 nm (10–16 MK) emissions, shown in 
Figure  19.1, exhibit their largest increases during the 
flare’s main phase, as do the X‐ray measurements, but no 
significant variations after the flare’s main phase.

The GOES X‐ray emission is also included in 
Figure 19.1 because it has been used as a proxy for the 
short‐term variations of  the solar EUV irradiance [e.g., 
Chamberlin et al., 2008]. We note that the GOES X‐ray 
emission correlates well with the very hot coronal emis-
sions and that the time derivative of the GOES X‐rays 
(Neupert effect) correlates reasonably well with the transi-
tion region emissions. But the GOES X‐ray emission in 
either form does not correlate well with the variations 
seen in the other coronal emission lines (~0.7–5 MK), so 
additional studies for how to best model these coronal 
emissions during flares are needed for space weather 
applications.

The next four sections briefly discuss the four different 
flare phases. Woods et al. [2011] provide an overview of 
about 200 flares observed during the first year of  the 
SDO mission (May 2010–April 2011). Of  those flares, 
88.5%, 11%, and 0.5% of  them were C‐, M‐, and X‐class 
flares, respectively. All of them had a gradual phase 
(as expected since flare identification starts with finding 
GOES X‐ray peaks), 55% had an impulsive phase, 22% 
had coronal dimming, and 14% had an EUV late phase. In 
general, there is higher probability for having impulsive 
phase, coronal dimming (eruptive), and EUV late phase 
for the larger flares.

19.1.1. Impulsive Flare Phase

The He II 30.4 nm emission is from the transition region, 
and it contributes more energy than any other single 
emission in the EUV range during a flare (see Fig. 19.2b). 
If  the flare has a strong impulsive phase, then the He II 
emission has a peak a few minutes before the X‐ray peak 
and sometimes a second peak soon after the X‐ray peak 
corresponding to postflare loop reconnections. This 
emission sometimes does not exhibit an impulsive phase 
contribution and just has enhancements during the post-
flare loop reconnections. Based on the timing of the He II 
peak, 55% of the flares during the first year of SDO mis-
sion (May 2010–April 2011) had a strong impulsive phase 
[Woods et al., 2011]. The impulsive phase is also seen 
clearly in hard X‐ray (HXR) observations, such as by 
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Figure  19.2 Flare spectral variations from the EVE MEGS A 
channel (6–37 nm) for the C8.8 flare on 5 May 2010 as adapted 
from Woods et al. [2011]. Panel (a) shows the preflare spectrum. 
Panels (b–d) show the variability between the preflare irradiance 
and the main phase, coronal dimming, and EUV late phase, 
respectively. These results used 5 min averages taken at the times 
indicated in Figure 19.1 as vertical dashed lines.
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Reuven Ramaty High Energy Solar Spectroscopic Imager 
(RHESSI). Chamberlin et  al. [2012] provides a more 
detailed examination of impulsive phase flares with EVE 
observations.

The impulsive phase is important for a myriad of space 
weather applications because of its indication of the start 
of the flare event and the possibility of highly energetic 
radiation and particles that can be created during the 
impulsive phase. The energetic radiation can include 
the nonthermal bremsstrahlung radiation (HXR) and 
sometimes gamma rays that reach the Earth in 8 min. 
Furthermore, the brighter flares are sometimes associated 
with eruptive events that create solar energetic particles 
(SEP) that reach the Earth in minutes to hours and 
CMEs that reach Earth in 1–3 days.

19.1.2. Gradual Flare Phase

The Fe XX/Fe XXIII 13.3 nm emission represents the 
hot corona at 10–16 MK, and this emission behaves very 
similar to the GOES X‐ray time series and represents well 
the flare’s gradual phase. This emission is an excellent 
proxy for the SXR and vice versa. The gradual phase is 
characterized as the chromospheric evaporation resulting 
from the initial heating caused during the impulsive 
phase. The intense increase in SXR and EUV radiation in 
the 0.1–15 nm range during the gradual phase, as shown 
in Figure 19.2b, is important for space weather applica-
tions as this wavelength range is energetic enough to 
quickly enhance the ionization in Earth’s upper atmos-
phere (80–300 km). Furthermore, the gradual phase 
typically lasts for many minutes to even hours and thus 
impacts Earth’s atmosphere for a longer period of  time 
than the impulsive phase.

There are several other hot coronal emissions that also 
agree with the GOES X‐ray time series (gradual phase), 
such as Fe XXIV at 19.2 nm. For example, Nitta et  al. 
[2013] and Aschwanden and Shimizu [2013] compare EUV 
image results from the AIA 19.3 nm band to GOES X‐ray 
time series during flares. While there is good correlation 
to the GOES X‐ray gradual phase for several flares, these 
AIA bands do have blends, such as from Fe XII and Fe 
VIII emissions, that can complicate the comparisons.

19.1.3. EUV Dimming Phase

A third EUV emission included in Figure 19.1 is the 
Fe IX 17.1 nm emission that represents the cool corona 
at 0.7 MK. If  there is coronal dimming, then the Fe IX 
through Fe XII emissions usually show coronal dimming. 
For this example flare in Figure 19.1, the Fe IX emission 
has a large decrease as shown in Figure 19.2c. The decrease 
of the Fe IX coronal emission starts near the peak of the 
impulsive phase, and this emission usually reaches its 

minimum after the peak of the Fe XX/Fe XXIII emission 
and sometimes not until after the first peak of the Fe XVI 
33.5 nm emission, as is the case in Figure 19.1. The duration 
of the coronal dimming can be a few hours to a day or so 
[Rust, 1983; Sterling and Hudson, 1997; Reinard and 
Biesecker, 2008]. The Fe IX emission showed coronal 
dimming for 22% of the flares analyzed.

The importance of the coronal dimming to space weather 
is that it is highly correlated with CME events [e.g., Rust, 
1983; McIntosh et  al., 2007]. This is indeed the case for 
these Fe IX coronal dimmings as compared to CMEs 
detected by coronagraphs aboard SOHO and  STEREO 
(CME lists at http://sidc.oma.be/cactus/). Aschwanden et al. 
[2009b] have shown that the amount of coronal dimming 
can be used to derive CME characteristics such as its mass, 
so the near real‐time EVE Fe IX 17.1 nm data have poten-
tial application for providing alerts of CME events. A brief  
summary about coronal dimming is first presented, and 
then a comparison of EVE EUV dimming to AIA coronal 
dimming is provided.

EVE flare data clearly show coronal dimming (decrease 
in irradiance during flares) for the cooler coronal emission 
lines for many flares. Coronal dimming has been known 
from solar SXR and EUV images since the 1970s [e.g., 
Rust and Hildner, 1976; Rust, 1983], but it has not been 
seen in solar EUV irradiance records until the EVE 
observations. Studies using the SOHO Extreme‐ultraviolet 
Imaging Telescope [EIT; Delaboudinière et  al., 1995] 
made clear associations to the source of coronal mass 
ejections and have established that EUV dimmings are a 
good indicator of the apparent base of the white light 
CME [Thompson et  al., 2000; Harrison et  al., 2003; 
Zhukov and Auchère, 2004] and with 55% of the CMEs 
having detectable EUV dimmings [Bewsher et al., 2008; 
Reinhard and Biesecker, 2009]. Dimmings are usually 
interpreted as mass depletions due to the loss or rapid 
expansion of the overlying corona [Hudson et al., 1998; 
Harrison and Lyons, 2000; Zhukov and Auchère, 2004]. 
This interpretation is supported by observations of simul-
taneous and cospatial dimmings in solar EUV images 
taken at multiple wavelengths [e.g., Zarro et  al., 1999; 
Sterling et al., 2000; Harra and Sterling, 2001].

Coronal dimming is of particular interest for the space 
weather community because CMEs, when directed toward 
Earth, can cause geomagnetic storms. The negative con-
sequences of  these storms on our space‐based and even 
ground‐based technology are well established [National 
Research Council, 2008]; therefore, understanding CMEs 
and improving predictions for CME properties are 
important for space weather. We aim to establish param-
eterizations of coronal dimming and correlate them with 
CME velocity and mass, two key components of CME 
geoeffectiveness. These coronal dimming analyses hold 
little promise, however, of predicting the southward 
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 component of the CME’s magnetic field, the third impor-
tant indicator of CME geoeffectiveness.

Extended studies of coronal dimmings have begun to 
develop a statistical understanding of these events. Reinard 
and Biesecker [2008] found that coronal dimmings in the 
SOHO 19.5 nm images are more likely to occur near active 
regions, and typically have a rapid decrease in emission 
followed by a more gradual recovery, lasting from 3 to 
12 hr and rarely persisting longer than 1 day (whereas true 
coronal holes tend to persist for many days). Although 
CMEs are also observed to occur without dimmings, 
Reinard and Biesecker [2009] found that nondimming 
CMEs all have speeds of less than 800 km/sec, suggesting 
a more intimate connection between the CME and dimming 
properties. Krista and Reinard [2013] found further corre-
lations between dimming magnitudes, flares, and CME 
mass by studying variations between recurring eruptions 
and dimmings.

Similar solar EUV observations, and detection of coro-
nal dimming regions during flares, are now routine with 
SDO/AIA [SDO, Pesnell et al., 2012; AIA, Lemen et al., 
2012]. The AIA obtains seven EUV images every 12 sec, 
including similar EUV bands as measured by SOHO. Addi-
tionally, dimming has been observed numerous times in 
SDO/EVE irradiance measurements during hundreds 
of  flares.

Various physical processes can lead to similar observa-
tional signals, particularly if  one is focused on only a 
single emission line. This is particularly true in the case of 
SDO/EVE data being used independently because EVE 
full‐disc observations (with no spatial information) can 
not identify the source of an observed dimming. This 
shortcoming can be solved by examining multiple emis-
sion lines in the EVE spectra and by examining SDO/
AIA images for dimming regions. Mason et al. [2014] have 
identified six processes that can cause dimming: mass‐
loss dimming (CME event), thermal evolution, obscura-
tion, wave dimming, Doppler dimming, and bandpass 
shift. Mason et al. [2014] explains each of these processes 
in more detail and provides a case study for the 7 August 
2010 coronal dimming event. For this specific event and 
several other events, the mass‐loss dimming is the dominant 
process that causes dimming in the EVE data.

The expectation for mass‐loss dimming is that the 
amount of dimming is proportional to the mass loss and 
that all corona Fe emissions originating in the CME ini-
tiation region (i.e., not the confined, flaring loops) would 
have the same level of dimming. While this expectation is 
seen with EUV images at multiple wavelengths, the EVE 
irradiance time series for this 2010 event (and many other 
events) indicates that the EUV dimming amount decreases 
with the hotter Fe emissions. While thermal dimming 
could play a role in such behavior, it is known from the 
SDO/AIA analysis that thermal dimming is not a major 

contribution for this 7 August 2010 event. Mason et al. 
[2014] identified the difference between EVE and AIA 
dimming results as related to main (impulsive/gradual) 
phase effects modifying the full‐disc irradiance measure-
ment by EVE, and they developed an analysis technique 
for the EVE coronal dimming data that effectively corrects 
for the main-phase peak effects in the irradiance time 
series to isolate better the mass‐loss dimming contribu-
tion in order to be consistent with AIA coronal dimming. 
The goal for this correction to EVE EUV dimming data 
is to eventually use EVE space weather data products to 
forecast CME properties near real‐time without the 
need for more complicated analysis of  EUV images. 
This correction to EVE time series adjusts the EVE full‐
disc measurement to agree with the spatially resolved 
coronal dimming region identified in the AIA images. 
Without such a correction, the EVE EUV dimming depth 
would underestimate the true amount of coronal dimming 
(CME mass).

As an example, the results from this correction are 
shown in Figure  19.3 for the 7 August 2010 dimming 
event [Mason et  al., 2014]. The corrected dimming 
amount from the EVE data is about 3% for the Fe IX 
17.1 nm and Fe XII 19.5 nm and is consistent with the 
AIA results that are also included in this figure for the 
core dimming region found in the AIA solar EUV 
images. As expected (intended), the EVE‐corrected 
dimming depths are much more self‐consistent for all 
of  the cool coronal emissions (Fe IX to Fe XII) than 
the uncorrected results.

Our expectation is that the dimming slope could repre-
sent the CME velocity, and the depth could represent the 
CME mass loss. The coronal dimming amount (depth) has 
been studied more and appears to be related well to CME 
mass [e.g., Aschwanden et  al., 2009b], but the dimming 
slope interpretation is not yet established. The dimming 
slope tracks the depth variation well; that is, the slope is 
less when the depth is less. Therefore, the slope result may 
not be providing any useful (unique) information beyond 
the depth result. Our analysis of more flare events with 
large dimmings is in progress to address this assumption.

19.1.4. EUV Late Phase

The warm corona emission in Figure 19.1 is the Fe XVI 
33.5 nm emission that represents a coronal temperature 
of about 3 MK. Being cooler than the Fe XX, the Fe XVI 
emission peaks, on average, 6 min after the Fe XX and 
GOES X‐ray peak, and this time delay indicates the cool-
ing rate of the postflare coronal loops in the volume 
involved in the impulsive and gradual phases. For long 
duration event (LDE) flares, the delay for the Fe XVI 
gradual phase peak is even longer, ranging up to 2 hr for 
the C3.4 flare on 3 November 2010 (X‐ray peak at 13:08 
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UT). For the 1 August 2010 LDE (C3.2 flare), the delay 
for the Fe XVI gradual phase peak was 101 min. The Fe 
XV and Fe XVI emissions are also interesting as it some-
times has a second peak, and their irradiances during the 
second peak are often similar in magnitude to the first 
peak. This second peak of the Fe XVI (and also Fe XV) 
emissions occurred about 20% of the time. When there is 

a second peak, the second peak occurred between 16 and 
295 min after the first peak during the gradual phase, 
with an average delay of 75 min. In addition, the ratio of 
the second peak to the first peak ranges from 0.2 to 4.1; 
the average ratio is 1.2. The importance of these second 
peaks to space weather is just now being studied in 
ionosphere‐thermosphere models, but it is clear that they 
contribute to ionization in Earth’s atmosphere for even 
longer than its first peak during the gradual phase. The 
following discusses the importance of this second peak 
that we refer to as the EUV late phase.

As defined by Woods et al. [2011], the identification 
of  EUV late phase includes:

1. a second peak of  the warm coronal emissions (Fe 
XV and Fe XVI) several minutes to a few hours after the 
GOES X‐ray peak,

2. no significant enhancements of the GOES X‐ray or 
hot coronal emissions (e.g., Fe XX/Fe XXIII 133 Å) 
during this second peak,

3. an eruptive event as seen in the AIA images and also 
seen as coronal dimming in the Fe IX 171 Å emission, 
and

4. a second set of longer loops being reconnected 
higher than the original flaring loops and at a much later 
time than the first set of  postflare loops formed just 
minutes after the flare, as observed in AIA images.

It is important to note that the EUV late phase is 
distinct from a long‐duration flare. The physics of 
plasma cooling in higher loops is important for both 
EUV late phase and long‐duration events, but the EUV 
late phase has two peaks of  the warm coronal emis-
sions while the long‐duration event has only a single 
gradual phase peak. For the EUV late‐phase flares, the 
disturbance of  the coronal loops by the eruption is at 
about the same time, but the relaxation and cooling 
down of  the heated coronal loops during the postflare 
reconnections have different time scales with the 
longer, upper loops being significantly delayed from 
the lower loops [Woods et al., 2011]. The difference in 
these cooling time scales is related to the difference 
between the two peak times of  the warm coronal emis-
sion and is also apparent in the decay profile of  the 
X‐ray emissions having two distinct decays, with the 
first decay slope being steeper (faster) and the delayed 
decay slope being smaller (slower) during the time of 
the warm coronal emission second peak.

Figure 19.4 shows an example of this dual‐decay char-
acteristic for the X‐ray time series on 1 day during the 
SDO mission and 1 day during the previous solar cycle. 
The frequency and relationship of the EUV late‐phase 
decay times between the Fe XVI 335 Å two flare peaks 
and X‐ray decay slopes are examined by Woods [2014] 
for all of the EUV late‐phase flares during the first 3 yr of 
the SDO mission, and the X‐ray dual decay character is 
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Figure 19.3 Comparisons of SDO EVE and AIA light curves for 
coronal dimming as adapted from Mason et al. [2014]. The EVE 
raw data show the main-phase contributions and less dimming 
than the AIA dimming results (AIA Region 1 and AIA Region 
Total). The AIA Total is the AIA signal integrated over the full 
disk and is in agreement with the EVE raw data (EVE and EVE 
AIA Band, the latter being the convolution of the AIA bandpass 
with the EVE spectrum). The Corrected EVE data, as corrected 
for the main-phase contribution using the Fe XV 28.4 nm emis-
sion time series, indicates a very similar level of dimming as the 
AIA mass‐loss dimming component (labeled as AIA Region 1).
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exploited to estimate the frequency of EUV late‐phase 
flares during the past four solar cycles as discussed in 
Section 19.2.

19.2. SOLAR CYCLE VARIATIONS

The Woods [2014] results indicate that the frequency of 
EUV late‐phase flares peaks before and after each solar 
cycle minimum as highlighted in Figure 19.5. The total 
number of flares found in the GOES X‐ray record per 

year is shown in the top panel of Figure 19.5. This result 
is from searching the GOES record for flare peaks and 
thus is regardless of whether a dual‐decay X‐ray flare is 
found or not. This plot clearly shows that more flares 
appear during solar cycle maximum than during mini-
mum, as expected. However, the long‐term trend from 
maximum to maximum is interesting in showing a 
decrease in the number of flares since 1990. That is, the 
number of flares during solar cycle 23 maximum in 2000 
to 2003 is lower than the flares during cycle 22 maximum 
in 1989–1992. This decrease is seen for all levels (C, M, 
and X) and the decrease for X‐class flares is larger than 
the M‐class flares, which in turn has a decrease larger 
than the C‐class flares. Furthermore, the number of flares 
during cycle 24 maximum in 2011–2013 is even more 
reduced as compared to cycle 23 maximum. Of course, 
the solar cycle 24 maximum period is not necessarily over 
yet, but many of the solar proxies, such as sunspot num-
ber and 10.7 cm radio flux (F10.7), appear to have already 
had their peak for this cycle in late 2011. This downward 
trend for flares during cycle maximum is also seen in the 
cycle‐minimum trend, although the minimum trend is 
less clear with the number of M and X flares sometimes 
being close to zero near cycle minimum. The wider than 
usual cycle minimum in 2007–2010 may also contribute 
to the trend for the flares during cycle minimum.

One concern with any long‐term solar trend is if  the 
performance and calibration of  the instruments could 
be changing enough to influence the observed trend. 
The series of  GOES/XRS instruments have been cross‐
calibrated with concurrent measurements from multiple 
GOES satellites, and their calibrations are thought to 
have an accuracy of at least 30% [private communication, 
R. Viereck and W. Neupert, 2013]. Furthermore, we have 
flown calibration rockets for Thermosphere Ionosphere 
Mesosphere Energetics and Dynamics/Solar EUV Experi-
ment (TIMED/SEE) and SDO/EVE for the past 10 yr, 
and these comparisons to GOES/XRS irradiances have 
consistently shown differences of less than 30%. The 
downward trend in the number of flares is almost a factor 
of two for M and X flares from one maximum to the 
next, so instrumental effects at the 30% level cannot be a 
major concern for these trend results. Then the logical 
conclusion is that the downward trend is due to a long‐term 
decrease in solar activity (e.g., fewer number of active 
regions, decrease in magnetic field). Russell et al. [2010] 
and Fröhlich [2011] have reported that solar activity has 
been decreasing since the 1990s, and these results also 
support this conclusion.

The results for the dual‐decay X‐ray (proxy for EUV 
late phase) flares are shown in the middle and bottom 
panels of  Figure  19.5. The middle panel shows the 
number per year, and the bottom panel shows the relative 
number (percent) relative to the total number of flares 

Figure 19.4 Examples of identifying possible EUV late‐phase 
(ELP) flares with the GOES X‐ray data as adapted from Woods 
[2014]. The dual‐decay algorithm for the GOES X‐ray time 
series identifies and labels the second, slower decay slope in 
the GOES X‐ray data with blue symbols, and these are also 
labeled as potential ELP events. The top panel shows a day dur-
ing the SDO mission (4 May 2010), and three ELP flares are 
identified and are found to be consistent with ELP flares identi-
fied by Woods et  al. [2011]. The bottom panel shows a day 
during the previous solar cycle (8 July 1996), and the dual‐
decay algorithm identified two likely ELP flare events. For each 
flare considered in the algorithm, the flare peak is labeled in 
green text, the preflare level is labeled as a red diamond, and 
the main‐flare end time is labeled as an gold square.
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per year. These results are considered to be a proxy for 
ELP flares, but with the understanding that there is about 
50% uncertainty in these values and also larger uncertainty 
during cycle maximum. The middle panel of number of 
potential ELP flares follows a similar pattern as the total 
number of  flares in having more events during cycle 
maximum than during minimum. The bottom panel may 
be more enlightening because it represents the frequency 
that flares might be ELP flares. As the Figure 19.5 panels 
have four traces each, one may want to focus on the total 
flare trace (black line) to understand these results. The 
ELP frequency for all flares and C‐class flares has peaks 
before and after solar cycle minimum of about 20% to 
30% and is lower during solar cycle maximum at about 
10%. The cycle minima were in 1985, 1995, and 2008. This 
result of solar‐cycle dependence for ELP flare frequency is 
at least a three‐σ result. Furthermore, this behavior is 
consistently seen for all four solar cycles.

The ELP flare frequency for M and X flares can be 
more confusing because there are very few, or no, large 
flares for years during cycle minimum. Ignoring the peri-
ods near cycle minima when there are often no X‐class 
flares, the frequency for ELP flares for larger flares is 
about 50% and is significantly higher than the results for 
the C‐class flares. Many X‐class flares are two‐ribbon flares 
or long duration events (LDEs) and are associated with 
larger and more complex active regions. The confirmed 
ELP flares during the SDO mission are associated with 
the more complex active regions that have multiple sets 
of  coronal loops, so perhaps it is reasonable that M‐ and 
X‐class flares could have more ELP flares than the C‐class 
flares, which often are associated with simpler active‐
region configurations.

19.3. CONCLUSIONS

Prior to the SDO mission, the flare irradiance models 
were using the GOES X‐ray signal as a proxy for the 
gradual phase and the derivative of the X‐ray signal as a 
proxy for the impulsive phase emissions. It is clear now 

Figure  19.5 Annual variations of potential EUV Late Phase 
(ELP) flares as adapted from Woods [2014]. The dual‐decay 
algorithm results are compiled into annual averages for C‐, M‐, 
and X‐class flares separately. The top panel shows the number 
of all flares identified per year in the GOES X‐ray data. The 
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20 middle panel shows the number of potential ELP flares identi-
fied per year. The solar cycle trend is clear in both the top and 
middle panels, and there is an interesting trend that there are 
fewer flares in sequential cycle maxima since the 1990s. The 
bottom panel shows the ratio of the number of ELP flares to all 
flares, and this ratio represents the frequency that flares might 
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from the SDO EVE and AIA measurements that at least 
two additional flare components, (1) coronal dimming 
for cool coronal emissions and (2) an EUV late phase for 
warm coronal emissions, are required for modeling the 
EUV irradiance. While coronal dimming and long dura-
tion events like postflare giant arches have been known 
for some time, their impact on EUV irradiance is now 
being clarified with the new SDO observations.

The new EVE results are also very important for many 
space weather applications as deposition of the solar EUV 
irradiance into Earth’s atmosphere depends on the spectral 
variability, that is which wavelengths are varying, and on 
the timing that determines the local (regional) effects on 
Earth. For example, the ionospheric F layer is expected 
to have an additional increase 1–5 hr after the GOES  
X‐ray peaks for EUV late‐phase flares. These late‐phase 
flares are also significant because they can enhance the 
total EUV irradiance flare variation by a factor of 40% 
or more when the EUV late‐phase contribution is included.

The study of the EUV late‐phase flares indicates that the 
frequency of EUV late‐phase flares peaks before and after 
each solar‐cycle minimum and has a minimum  frequency 
of occurrence during cycle maximum. This behavior is 
consistently seen over four cycles. Many EUV late‐phase 
(ELP) flares were seen in the early part of the SDO mission 
during the initial rise of cycle 24, and not as many ELP 
flares were observed during cycle 24 maximum. This study 
suggests that this behavior of ELP flares during the SDO 
mission is normal behavior over the solar cycle. Another 
important result from this study is that the number of 
flares has been decreasing since the 1990s. The downward 
trend is notably greater for the larger M‐ and X‐class flares, 
being almost a factor of two decrease per cycle.

Obviously, the new EUV irradiance observations from 
SDO EVE have huge potential for expanding our under-
standing of how different EUV emissions vary during 
flares and how these variations can cause changes in 
Earth’s ionosphere and thermosphere over many differ-
ent time scales. While we have made some progress in 
understanding the EUV late‐phase solar process and cor-
onal dimming relationship to CME mass loss, the wealth 
of new data from SDO and other solar observatories over 
the next several years is expected to lead to even more 
insightful knowledge of the solar processes throughout 
the flare time series.
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20.1. INTRODUCTION

Equatorial spread F (ESF) is a postsunset phenomenon 
[Booker and Wells, 1938] in which large‐scale (10s km) 
electron‐density “bubbles” can develop and rise to 
high altitudes (at times over 1000 km) in the equatorial 
F region. Associated with the large‐scale electron density 

structures are smaller‐scale irregularities that generate 
turbulence down to length scales as small as 10 cm [Huba 
et al.,1978]. The basic understanding of this phenomenon 
is that the bubbles are generated by a generalized Rayleigh‐
Taylor instability [Haerendel, 1974; Ossakow, 1981; 
Hysell, 2000; Sultan, 1996]. ESF is an important space 
weather concern because it scintillates radio signals that 
can degrade and disrupt communications and n avigation 
systems.

One of the issues concerning the onset of equatorial 
spread F has been the longitudinal variability of ESF 

Effect of Magnetic Declination on Equatorial Spread 
F Bubble Development
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20

Plasma Physics Division, Naval Research Laboratory, 
Washington, D.C., USA

ABSTRACT

The NRL SAMI3/ESF three‐dimensional ionosphere model is used to study the effect of magnetic declination 
on the development of large‐scale plasma bubbles in the postsunset equatorial F region. The study focuses on 
the role of conductance gradients in the development of equatorial plasma bubbles; their role in the develop-
ment of the background ionosphere (e.g., prereversal electric-field enhancement) is not considered. We find that 
plasma bubbles develop faster when the magnetic declination angle is zero (i.e., the magnetic field points to true 
north) because the flux‐tube integrated Pedersen conductivity is smaller for this situation than when the m agnetic 
declination angle is finite. However, for the cases studied, the reduction in the growth rate for situations, where 
the magnetic declination angle is nonzero, is 



<20%.

Key Points:
The magnetic declination angle affects the growth rate of equatorial plasma bubbles because of conductance 

gradients
Plasma bubbles develop fastest when the magnetic declination angle is zero
When the magnetic declination angle is non-zero the growth rate is reduced by up to 20%

Key Terms: equatorial spread F, ionospheric irregularites, equatorial plasma bubbles, SAMI3/ESF model, gen-
eralized Rayleigh-Taylor instability
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bubble development. Tsunoda [1985] found that scintilla-
tion activity was correlated with the Sun setting at the 
same time in conjugate E layers. Longitudinal variations 
in the vertical electron density profile and equatorial elec-
trodynamics have been reported by Yizengaw et al. [2012].

In this chapter, we focus on the role of magnetic decli-
nation in affecting the development of equatorial plasma 
bubbles via the generalized Rayleigh‐Taylor instability 
and not on global electrodynamics. We find that plasma 
bubbles develop faster when the magnetic declination 
angle is zero (i.e., the magnetic field points to true north) 
because the flux‐tube integrated Pedersen conductivity 
is  smaller for this situation than when the magnetic 
d eclination angle is finite. However, for the cases studied, 
the reduction in the growth rate for situations where the 
m agnetic declination angle is nonzero is 



<20%.

20.2. MODEL

The NRL 3-D equatorial spread F code SAMI3/ESF 
[Huba et al., 2008; Krall et al., 2009] is used in this study. 
The plasma is modeled from hemisphere to hemisphere 
up to 31° magnetic latitude in a longitudinal band 4°; 
the  peak altitude at the magnetic equator is ~ 2400 km. 
The geophysical parameters used are F10.7 = 125, F10.7 

A = 125, Ap = 4, and day‐of‐year 80. The grid resolution 
is nf = 200, nz = 200, and nl = 192, where nf is the number 
of field lines in each longitude plane, nz is the number of 
points along each field line, and nl is the number of lon-
gitude planes. This grid has a resolution of ~ 6 km × 2 km 
in altitude and longitude in the magnetic equatorial 
plane. The grid is periodic in longitude. However, the 
background thermosphere composition and wind are not 
periodic and the small differences between the bounda-
ries introduces a large‐scale wave structure on the grid 
width. The simulation is initialized using ionospheric 
conditions specified by SAMI2 [Huba et al., 2000] at time 
19:14 LT. A random seed perturbation of the electron 
density is imposed along a flux tube with a peak altitude 
of 380 km. There is a half‐width of this perturbation in 
altitude of ~ 60 km. The perturbation is in the range 10%
. In this study, the full SAMI3 ionosphere equations are 
included, providing ion dynamics both along and across 
the magnetic field lines. The thermosphere composition 
and temperature is provided by NRLMSISE-00 [Picone 
et al., 2002] and the neutral wind is provided by HWM14 
[Drob et al., 2014].

We note that the original version of SAMI3/ESF used 
the donor cell method to transport plasma by the E × B 
drift. This method is very stable but numerically diffusive. 
Thus, previous studies of equatorial spread F reported 
relatively smooth and unstructured plasma bubbles. 
The E × B transport scheme has been improved in SAMI3/
ESF: a fourth‐order partial donor cell algorithm has been 
implemented [Hain, 1987; Huba, 2003]. This algorithm 

substantially reduces numerical diffusion and allows 
plasma bubbles to bifurcate and structure, consistent 
with observations [Makela, 2006].

Three simulations are performed (A, B, C) for different 
magnetic declination angles and longitudes as shown in 
Figure 20.1. In case A, we assume that the dipole axis is 
aligned with the Earth’s spin axis so the magnetic and geo-
graphic coordinates are the same (the magnetic declination 
angle is 0°). In case B, we assume that the dipole axis is 
tilted and not aligned with the Earth’s spin axis so the mag-
netic declination angle is nonzero. The magnetic North 
Pole is at 78.8°N latitude and 269.9°E longitude. The geo-
graphic longitude for these cases is 0°. In case C, we 
assume that the dipole axis is tilted and not aligned with 
the Earth’s spin axis but choose a longitude where the mag-
netic declination angle is zero ( 270°). The dipole model 
assumes that the magnitude of B is constant in longitude.

In all cases we use the same initial plasma conditions; 
however, the background neutral composition, tempera-
ture, and winds are different between case C and cases 
A and B (which are the same). We note that the model 
does not calculate the background ionospheric electric 
field associated with the vertical E × B drift, nor is a 
background electric field imposed. The vertical E × B drifts 
are associated with bubble onset and evolution.

20.3. RESULTS

In Figure 20.2, we plot the maximum upward E × B 
drift as a function of  local time for case A (black), case 
B (blue), and case C (red). The maximum upward drift 
velocity is a proxy for assessing the time development of 
equatorial bubbles. We find that case B, which has a 
finite magnetic declination angle, has the slowest grow-
ing plasma bubbles. Case A, which is at the same geo-
graphic longitude as case B but has zero magnetic 
declination angle, grows faster than case B and saturates 
at a somewhat larger velocity. The growth time for case 
A is ~16.3 min while the growth time for case B is 
~19.5 min. On the other hand, case C, which has zero dec-
lination angle but is at a different geographic longitude, 

C
BA

Geographic

Magnetic

Figure 20.1 Schematic of the magnetic field and geographic 
alignment used in the simulation study for a tilted dipole.
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grows the fastest and reaches a maximum upward veloc-
ity roughly twice as large as cases A and B.

In Figure 20.3, we show color‐coded contour plots on 
the electron density as a function of longitude and alti-
tude at time 21:08 LT for cases A, B, and C. The results 
are consistent with Figure 20.2 in that case C has devel-
oped plasma depletions that are “deeper” and at a higher 

altitude than cases A and B. Similarly, case B has the 
least‐developed plasma bubbles at this time. Although 
case B (nonzero magnetic declination angle) grows slower 
than the other cases, it still develops significant plasma 
depletions.

We attribute the differences in the development of 
equatorial plasma bubbles between cases A, B, and C to 
differences in the Pedersen conductance. The Pedersen 
conductance ΣP affects bubble development in two ways. 
First, to lowest order, the growth rate of the generalized 
Rayleigh‐Taylor instability in the equatorial ionosphere 
is given by [Sultan, 1996; Krall et al., 2009]
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Here, p is the dipole coordinate orthogonal to the 
g eomagnetic field in the radial direction. Gravity being 
directed downward, gp 0 and γg is always positive 
(destabilizing) in the bottomside F layer. We note that 
γg is inversely proportional to the Pedersen conduct-
ance p P ds. Thus, by increasing Σp, the growth rate 
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Figure 20.2 Maximum upward E × B drift as a function of local 
time for case A (black), case B (blue), and case C (red).
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of  the instability is reduced [Maruyama et  al., 2009; 
Krall et  al., 2009]. Second, the Pedersen conductance 
enters the potential equation in determining the 
e lectric  field associated with the instability, that is, 

P nS g V( ), . Thus, other factors being the same, 
a reduction in the Pedersen conductance leads to a 
larger electric field.

In Figure  20.4, we plot the percentage differences in 
the  Pedersen conductance between cases B and A, and 
between cases B and C at times 19:14 LT and 20:00 LT in 
the center of the grid ( 0°). Specifically, we plot
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B
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P
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The top plot in Figure 20.4 is near the start of the simula-
tion and shows that P

B
P
A by roughly 10% in the F region 

(~350 km) but that P
B

P
C

 . This suggests that the initial 
growth rate for case A should be greater than case B, and 
that the initial growth rates for cases B and C should be 
about the same. This is consistent with the results shown 
in Figure  20.3. The bottom panel is later in time and 
shows that the BA curve is similar to that in the top panel 
but that the BC curve has increased dramatically. Again, 
this is consistent with Figure 20.3, which shows that case 
C eventually dominates in the growth of the plasma 
bubbles.

The reason that P
B

P
A initially is because the northern 

footpoint, the magnetic field of case B, is at an earlier 
local time in the evening than that of case A. The electron 
density is higher in this region for case B than case A 
which leads to a longitudinal conductance gradient that 
affects the development of plasma bubbles in these two 
cases. Although the opposite is true in the Southern 
Hemisphere, it seems that the Northern Hemisphere dom-
inates. The difference in the behavior of case C r elative to 
cases A and B is primarily associated with a longitudinal 
difference in thermospheric conditions (n eutral composi-
tion), which affects the integrated Pedersen conductivity.

20.4. SUMMARY

The NRL SAMI3/ESF three‐dimensional ionosphere 
model is used to study the effect of  magnetic declination 
on the development of large‐scale plasma bubbles in the 
postsunset equatorial F region. The study focuses on the 
role of conductance gradients as opposed to the develop-
ment of the background ionosphere (e.g., prereversal 
electric‐field enhancement). We find that plasma bubbles 
develop faster when the magnetic declination angle is 
zero (i.e., the magnetic field points to true north) because 
the flux‐tube integrated Pedersen conductivity is mini-
mized for this situation. However, the reduction in the 
growth rate for situations where the magnetic declination 
angle is nonzero is 



<20% for the cases studied. Thus, the 
declination angle does not appear to be a major effect in 
explaining the longitudinal dependence of equatorial 
plasma‐bubble development for similar ionospheric con-
ditions. This suggests that the longitudinal variations in 
equatorial spread F are related to global thermospheric/
ionospheric conditions (e.g., ionospheric electric field 
[Yizengaw et  al., 2012], meridional winds [Huba and 
Krall, 2013]).
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21.1. INTRODUCTION

Ionospheric storms are a manifestation of solar wind 
interaction with the Earth’s magnetosphere. Storm‐time 
energy dissipation in the polar regions can lead to profound 
large‐scale changes of the quiet‐time upper atmosphere. 
Global upper‐atmospheric changes can in turn enhance 
(positive) or reduce (negative) the large‐scale electron 
density [see, e.g., Fuller‐Rowell et  al., 1994; Buonsanto, 

Global Ionospheric Electron Density Disturbances During the Initial 
Phase of a Geomagnetic Storm on 5 April 2010

Chigomezyo M. Ngwira1 and Anthea J. Coster2

21

1Department of Physics, Catholic University of America, 
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ABSTRACT

Ionospheric storms are a manifestation of solar wind interaction with the Earth’s magnetosphere, and in one of 
their forms appear as modification of the electron density in the ionosphere. The major focus of this case study 
is on global ionospheric response characteristics during the initial phase (first 12 hr after storm commencement) 
of a geomagnetic storm that started on 5 April 2010, when minimum Dst reached ~ 60 nT. We use a synergy 
between in situ satellite measurements and ground‐based observations in combination with numerical modeling 
to examine the dayside ionospheric response during this initial phase. Total electron content (TEC) differences 
between the observed TEC on the storm‐day and the preceding quiet‐day TEC are presented. Results show that 
both strong and persistent storm‐enhanced density features, and deep TEC depletions were present during the 
storm. We propose electric field‐driven ion vertical drifts as the major controlling process in the development of 
positive ionospheric disturbances with likely contribution from other mechanisms such as neutral winds and 
composition changes. Disturbance dynamo electric fields are the likely candidate for the development of strong 
TEC depletions.

Key Points:
We examine the dayside global ionospheric response characteristics during the initial phase of a storm.
Both strong long-lasting enhanced TEC and deep TEC depletions were present.
Propose electric field-driven ion vertical drifts as the major controlling process, with contribution from other 

mechanisms.

Key Terms: ionospheric storms, total electron content, storm enhanced density, electric fields, neutral winds, and 
composition changes.
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1999; Mendillo, 2006]. Ionospheric storms are important 
because they lead to changes in the electron density that 
can adversely affect transionospheric radio signals such 
as those used by Global Navigation Satellite System 
(GNSS) applications. Inland marine navigation and 
airborne navigation are good examples of critical GNSS 
applications affected by ionospheric storms.

The appearance of positive and negative storm effects 
is dependent on the latitude, local time, and phase of the 
storm. The primary control mechanisms that are respon-
sible for the different storm effects have been broadly 
investigated using observational and modeling techniques 
and are well documented [e.g., Buonsanto, 1999; Coster 
et al., 2003; Burns et al., 2007; Crowley et al., 2010; Zou 
et al., 2013]. There is general agreement within the science 
community that negative storms are caused by neutral 
composition changes [see, e.g., Mendillo, 2006]. In contrast, 
origins of  positive storms are still largely a subject of 
debate. Therefore, several physical mechanisms have been 
proposed to explain their generation [see, e.g., Foster, 1993; 
Werner et  al., 1999; Huang et  al., 2005; Ngwira et  al., 
2012b; Li et al., 2012].

Storm‐time electron density enhancements, also known 
as storm enhanced density (SED), can be grouped into 
several classes depending on the duration, local time, and 
latitude. One frequently observed class of SED is charac-
terized by a short‐duration dayside enhancement of the 
midlatitude ionospheric electron density. This is usually 
attributed to middle and upper atmospheric dynamics 
induced by atmospheric gravity waves that are launched in 
the high latitudes and travel to midlatitudes during storms 
or substorms [see, e.g., Prölss and Jung 1978; Werner et al., 
1999]. The equatorward disturbance winds act by pushing 
plasma up along magnetic field lines to higher altitudes 
where the plasma loss rate is low, and subsequently results 
in an increase of plasma density at F-region heights. 
Furthermore, large enhancements in F-region electron 
density are usually observed in the local dusk sector dur-
ing geomagnetic storms and are termed the “dusk effect.”

The dusk effect is suggested to be associated with 
 sunward convection of  high‐density plasma from the 
low latitudes [see, e.g., Foster, 1993]. SED features can 
also manifest as spatially narrow, distinct, regions of 
enhanced TEC, commonly referred to as SED plumes, 
that are observed in the postnoon and premidnight 
sectors extending from the equatorward edge of  the 
main ionospheric trough to the noontime cusp [e.g., 
Foster, 1993; Yizengaw et al., 2008; Coster and Skone, 
2009]. SED/TEC plumes are related to the erosion of 
the midlatitude ionosphere and outer plasmasphere 
by  the subauroral polarization stream electric field 
[e.g., Foster et al., 2002; Yizengaw et al., 2006].

Major changes in ionospheric electron density can also 
be produced by intensified storm‐time electric fields 
emanating from the solar wind and magnetosphere‐

ionosphere interaction. The storm‐time electric fields have 
been classified as the direct prompt penetration electric 
field associated with magnetospheric convection [e.g., 
Kelley et al., 2003; Tsurutani et al., 2004], and/or the iono-
spheric disturbance dynamo electric field, with a charac-
teristic delayed development, driven by Joule heating at 
auroral latitudes, which changes the global circulation 
pattern in the thermosphere and the ionosphere [e.g., 
Blanc and Richmond, 1980; Fejer and Scherliess, 1997].

Generally many previous ionospheric storm studies have 
focused on understanding the morphological, electrody-
namic and chemical processes that accompany intense or 
severe geomagnetic disturbances with Dst index less then 

100 nT [e.g., Mannucci et al., 2005; Pedatella et al., 2009; 
Ngwira et al., 2012a; Katamzi and Habarulema, 2013, and 
references therin]. However, other studies show that in some 
instances the ionosphere‐thermosphere  system responds 
dramatically to minor and moderate (Dst between 30 and 

70 nT) geomagnetic storm disturbances [e.g., Pi et  al., 
2000; Goncharenko et  al., 2006, and references therin]. 
Consequently, there has been a renewed interest in the sci-
ence community that has fueled recent increase in the num-
ber of studies investigating the ionospheric response during 
minor geomagnetic disturbances [e.g., Goncharenko et al., 
2007; Lu et al., 2008; Lei et al., 2008; Li et al., 2012; Ngwira 
et al., 2013, and references therein].

The geomagnetically active period of 5–10 April 2010 is 
widely studied since it produced the largest geomagnetic 
activity in the recent solar minimum period [see, e.g., 
Wilder et  al., 2012; Clilverd et  al., 2012; Shimeis et  al., 
2012; Wilder et al., 2013; Fathy et al., 2014]. For instance, 
Shimeis et al. [2012], analyzed the low‐latitude ionospheric 
and geomagnetic signatures of the storm event for sta-
tions in Egypt. Their analysis showed that the large 
storm‐time electron density increase observed at the early 
phase of  the storm was driven by prompt penetration 
of  magnetospheric electric fields, while signatures of 
ionospheric disturbance dynamo due to wind generated 
by Joule heating in the auroral zone dominated in the 
recovery phase. Using AMPERE (Active Magnetosphere 
and Planetary Electrodynamics Response Experiment) data 
as an input to the Assimilative Mapping of Ionospheric 
Electrodynamics (AMIE) algorithm, Wilder et al. [2012] 
investigated the deposition of  energy in the dayside ion-
osphere. They demonstrated the presence of  intense 
ionospheric Joule heating in the dayside polar regions 
during the recovery phase of the storm on 5 April. More 
recently, a case study by Fathy et al. [2014] examined the 
magnetic disturbance associated with the ionospheric 
disturbance dynamo in the European‐African, Asian, 
and American longitude sectors and reported that the 
strongest effects were observed during the daytime in 
the European‐African sector on 5 April.

While many of the studies highlighted above are focused 
on specific regional sectors of  the Earth, the purpose 
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of  the present paper is to provide a global picture of 
ionospheric characteristics in the initial phase of a geo-
magnetic storm that commenced on 5 April 2010, and 
reached a minimum Dst of  ~  60 nT. It is important to 
note that the main phase of this geomagnetically active 
period of 5–10 April occurred on 6 April with a Dst mini-
mum around 100 nT. However, for the present study,we 
consider only the first 12 hr after onset of this storm when 
the largest solar wind energy injection was experienced.

In this study, we employ a multiinstrument approach 
comprising in situ satellite measurements, ground‐based 
observations, and numerical modeling. We first present the 
interplanetary conditions before closely examining the 
global ionospheric features and their evolution. Then to 
understand the underlying physical processes responsible 
for the observed storm‐time disturbances, we examine solar 
wind [Akasofu, 1981] and high‐latitude energy dissipation 
characteristics [Ostgaard et al., 2002; Knipp et al., 2004], 
direct observations of the thermosphere extracted from the 
Global Ultraviolet Imager (GUVI) instrument [Christensen 
et  al., 2003], and model results from the Thermosphere‐
Ionosphere Electrodynamics General Circulation Model 
(TIE‐GCM) [e.g., Richmond et al., 1992].

21.2. DATA SOURCES

There are approximately 29 operational GPS (Global 
Positioning System) satellites transmitting radio signals in 
the L‐band on two coherent carrier frequencies at f1   
1.575 GHz and f2  1.228 GHz. GPS satellite signals offer 
unprecedented opportunities for ionospheric research. The 
phase delay in the dual frequency radio‐wave signals from 
the GPS satellites to ground receivers allow for the estima-
tion of total electron content (TEC) by difference techniques. 
The global availability of GPS signals creates an opportunity 
for the ionospheric community to monitor the TEC at any 
dual frequency GPS ground station on the globe. To get a 
clear picture of the global evolution of the storm, we make 
use of global GPS TEC maps readily provided by the MIT 
Haystack Observatory through the Madrigal database. 
Detailed information of the data‐processing methods uti-
lized to derive the observations of ground‐based GPS TEC is 
given by Rideout and Coster [2006]. The variations in the 
ionospheric electron density as inferred from the vertical 
TEC values determined from the global network of ground‐
based GPS receivers using the standard ionospheric map-
ping function are discussed by Coster et al. [2003].

For this study, direct observations of the thermospheric 
drivers needed to explain the ionospheric behavior 
have been extracted from the GUVI instrument on 
board the NASA TIMED satellite. The NASA TIMED 
mission’s primary purpose is to investigate the energetics 
and dynamics of the mesosphere and lower thermosphere 
region. GUVI provides remote sensing observations of 
the column‐integrated O/N2 ratio [Christensen et al., 2003]. 

The O/N2 ratio can be determined from GUVI dayglow 
measurements in the OI (135.6 nm) and N2 LBHs channels 
(135.6/LBHs) [Strickland et al., 2004]. GUVI measures 
a narrow belt beneath the satellite track, thus does not 
provide a global snapshot. However, a global picture is 
acquired after about 15 orbits that are typically com-
pleted over a day. The TIMED orbit precesses slowly, 
thus, over a few days, the data are all gathered within a 
small range of  local times.

The TIE‐GCM is a global 3‐D numerical model 
developed and maintained by the National Center for 
Atmospheric Research. The model self‐consistently solves 
the fully coupled, nonlinear, hydrodynamic, thermodynamic, 
and continuity equations of  the neutral gas, the ion and 
electron energy and momentum equations, the ion conti-
nuity equation, and neutral wind dynamo [e.g., Richmond 
et al., 1992]. The model simulates the coupled thermo-
sphere/ionosphere system from ~97 to ~600 km altitude, 
and calculates global distributions of  the neutral gas 
temperature and winds, the height of the constant pressure 
surface, and the number densities of the major constituents 
O2, N2, and O, and of some minor neutral constituents. 
A full description of the TIE‐GCM is available in reports by, 
for example, Richmond et al. [1992] and Qian et al. [2013].

For the present study, the TIE‐GCM open‐source com-
munity model was run using high‐latitude ionospheric 
electric fields provided by the empirical Weimer 2005 
model [Weimer, 2005]. A description of how this empiri-
cal model is implemented in the TIE‐GCM is documented 
by Solomon et al. [2012], while the open‐source TIE‐GCM 
model is available through the runs‐on‐request system at 
the Community Coordinated Modeling Center (CCMC) 
resident at NASA Goddard Space Flight Center.

21.3. OBSERVATIONS AND RESULTS

Following a coronal mass ejection that was first observed 
to leave the Sun on 3 April 2010 [Möstl et al., 2010], a geo-
magnetic storm occurred on 5 April 2010 after a sudden 
storm commencement (SSC) around 0827 UT signaling 
the shock arrival as indicated by the vertical dashed line in 
Figure 21.1. This figure displays OMNI time‐shifted solar‐
wind interplanetary conditions and ground‐based geo-
magnetic indices for 4–6 April 2010. The interplanetary 
magnetic field (IMF) Bz southward component rapidly 
intensified from ~ 2 5.  nT to 15 nT, while the IMF By sud-
denly turned positive. The solar wind speed jumped from 
around 575 km/s to about 740 km/s, and remained rela-
tively highly for ~2.5 hours, then further increased to about 
800 km/s. At the time of the SSC, the solar‐wind particle 
density increased from around 2 to 9 particles/cc.

At the Earth’s surface, the SSC manifested as a sudden 
increase in the Dst index, represented by its high resolution 
1-min equivalent SYM‐H index. Soon after the SSC, the 
Dst steadily decreased to a peak negative value of about 
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48 nT at around 1100 UT followed by a recovery to the 
prestorm levels. This recovery is consistent with the varia-
tions of the IMF Bz, which suddenly turned from south-
ward to northward as shown in Figure 21.1. About 2 hr 
after the recovery, a second storm phase developed where a 
minimum value of 51 nT was reached. The storm main‐
phase peak occurred on 6 April at about 0740 UT with a 
minimum Dst near 100 nT. At high latitudes, the auroral 
electroject (AE) index was enhanced soon after the SSC on 
5 April for about 3 hr reaching a  peak value over 2000 nT 
after 0900 UT. After the peak, the AE sharply decreased to 
around 1000 nT where it fluctuated for about an hour 
before returning to prestorm levels for 2 hr. Then AE 
increased again on 5 April at about 1300 UT to a value 
around 1000 nT and gradually reduced after 1700 UT. AE 
was mostly enhanced on 6 April when Bz was dominantly 
southward for an extend period of the day.

To analyze temporal and spatial distribution of electron 
density, we use ground‐based GPS TEC data. The TEC 
maps displayed in the present study use TEC data derived 
according to the method described in the previous section. 
To examine the TEC variations during the storm, we 

determine the deviation of  storm‐time TEC by taking 
the difference for 5 April with respect to quiet‐time TEC 
on 4 April 2010, that is., TEC TEC TECstormday quietday. 
The resulting TEC deviations are shown in Figure 21.2 
for the period 0800 UT to 1300 UT. Both negative and 
positive TEC response features are present. The negative 
TEC regions are mainly observed on the nightside in 
the American sector, while strong (i.e., ΔTEC  15 TECU) 
SED features manifest in African/Europe and Asian/
Australian sectors with low‐level patches of SED observed 
over North America. For these specific TEC observa-
tions, we consider only features lying in longitudes from 
0° to 180° that correspond to the dayside ionosphere at 
the time of the SSC. There are large areas without data 
on the dayside, however, large SED regions are observed 
mainly over Africa/Europe longitudes in both hemi-
spheres. The strongest enhancements appear between 
1200 UT and 1300 UT in the Southern Hemisphere.

Figure 21.3 displays the TEC deviations for the time 
period from 1400 UT to 2000 UT. For these examples, 
we consider the response in the longitudes from −180 to 
0 representing the dayside ionosphere covering the 
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Figure 21.2 Global differential GPS TEC on 5 April (storm day) relative to 4 April (quiet day) for the period 08:00 
UT to 14:00 UT. Peak TEC values exceeded 30 TECU during this period, while the color code saturates at 15 
TECU in order to better capture the storm response.
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Figure 21.2 (Continued)
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Figure 21.3 Same as Figure 21.2, but for the time interval from 14:00 UT to 20:00 UT.
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American sector and western regions of  Africa/Europe. 
In the selected longitudes, it is immediately noted that 
there are SED structures over the geomagnetic equa-
tor. In all cases, we see evidence of  marked hemi-
spherical differences with very deep plasma 
depletions in the Southern Hemisphere, while the 
Northern Hemisphere has strong enhancements. A 
negative TEC phase is prevalent over most of  the high 
latitudes in North America, but a persistent enhanced 
TEC region appears over northern Africa and south-
ern Europe. Then around 1900–2000 UT enhanced 
TEC regions have disappeared in southern low lati-
tudes to midlatitudes of  the American sector. Both 
Figures  21.2 and 21.3 show what looks like a SED 
plume in the Antarctic region, while density depletion 
exists in the Arctic, most notably during the period 
from 1300 UT to 2000 UT.

By using digital interplanetary solar wind data (IMF, 
speed and density) in conjunction with ground geomag-
netic field measurements, we derive and examine the 
solar wind energy‐coupling efficiencies, and the corre-
sponding magnetosphere‐ionosphere energy dissipation 
characteristics on 4–6 April. Figure  21.4 depicts the 
Akasofu (top) solar wind coupling function [Akasofu, 
1981], and estimates of  the Joule heating (middle) and 
auroral precipitation (bottom) energy deposition. The 
Joule heating is derived from the polar cap (PC) index 
using the method of  Knipp et al. [2004], while the auroral 
precipitation is calculated from the auroral electrojet 
(AE) index using formulation described by Ostgaard 
et al. [2002].

Evidently, all parameters in Figure 21.4 illustrate that 
there was a significant increase of energy activity after 
0800 UT that lasted to 1100 UT on 5 April. The start 
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time is consistent with the time of  the SSC identified in 
Figure  21.1. A second energy dissipation surge is also 
seen after 1300 UT and lasts for the remainder of the day. 
The commencement of this second surge is consistent 
with changes in the solar wind that show that the IMF Bz 
and By both sharply reversed from positive to negative. 
Energy levels were relatively high on 6 April (most notably 
the auroral precipitation) but were more than 30% lower 
than peak levels observed on 5 April.

The electric field plays a major role on the density distri-
bution of the low‐latitude ionosphere and largely controls 
the equatorial ionization anomaly (EIA). To examine the 
contribution of electric fields in generating the ionospheric 
disturbances, we turn to TIE‐GCM simulations. Figure 21.5 
depicts the distribution of TIE‐GCM model vertical ion 
drifts associated with electric fields determined in the simu-
lations for 4 April (left) and 5 April (right). Clearly, signifi-
cant vertical ion drift differences can be seen by comparing 

each panel on the left (quiet day) to the corresponding 
panel on the right (storm day). For example, at 0700 UT, 
vertical drift patterns on both days look similar, except in 
the North American sector where there appears to be a 
prereversal enhancement on the storm day. However, there 
is a dramatic change at 0900 UT when large drifts in excess 
of 80 m/s appear mostly at high latitudes on the storm day 
(right) and in the Australia/Japan sector.

Results in Figure 21.6 show the distribution of TIE‐GCM 
model vertical ion drifts related to the TEC variability 
in Figure 21.3 that corresponds to the second phase of the 
storm, which occurred around 1500 UT. As before, the right 
panels depict the drifts on the storm day, which show nota-
ble upward vertical drifts existing across the mid to low lati-
tudes in comparison with the quiet day in the left panels.

To investigate meridional wind effects on TEC variation, 
we examine the distribution of neutral gas meridional 
drifts using TIE‐GCM as displayed in Figure 21.7. The 

Figure 21.5 Global distributions of the TIE-GCM-modeled ion plasma vertical drifts (Vi in m/s) on 4 April (left) 
and 5 April (right).
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Figure 21.6 Same as Figure 21.5 but for the time interval from 13:00 to 17:00 UT.
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Figure 21.7 Global distribution of the TIE‐GCM-modeled neutral gas meridional velocity component, Vn, in m/s. 
The plots cover the time interval from 08:00 to 12:00 UT. The velocity is positive northward.
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figure (right panels) shows a presence of medium‐scale 
structures (between 100° longitude) that can be associated 
with traveling ionospheric disturbances (TIDs). Medium‐
scale TIDs propagate in the lower atmosphere and have 
horizontal velocities between 100 and 250 m/s, with wave-
lengths of  several hundred kilometers [e.g., Hocke and 
Schlegel, 1996].

Many studies have demonstrated that a positive storm 
phase is also commonly associated with a large increase 

in the O/N2 ratio [e.g., Prölss, 1995; Rishbeth and Barron, 
1960]. To verify whether the composition changes are a 
controlling factor in producing observed positive storm 
structure in this event, we examine the GUVI radiance 
measurements to illustrate the global behavior of O/N2 
column density ratio, which is exhibited in Figure 21.8. 
Top panel shows GUVI global maps of  the O/N2 ratio 
for 4–6 April 2010. The data span a full 24 hr for each day 
at a fixed local time as the Earth moves under the TIMED 
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orbit. The local solar time for each equatorial crossing 
is around 1200 noon (number line in bottom panel). 
The middle panel displays global GPS‐derived code 
TEC. The O/N2 ratio in Figure  21.8 shows strong 
enhancement west of  South America centered around 
1500 UT on 5 April in comparison to 4 April, while a 
deep depletion centered around 1100 UT exists over 
Argentina. Both the enhanced O/N2 ratio and deep 
depletion zones are consistent with code TEC measure-
ments in the same regions.

21.4. DISCUSSION

Ionospheric and thermospheric structures are regu-
lated by several externally and internally driven dynamic 
and electrodynamic mechanisms, such as magneto-
spheric penetration electric fields, disturbance dynamo 
electric fields, and gravity waves. Because of  the complex 
interplay among the different drivers, it is often very 
difficult to separate the effects of  one forcing from 
another.

It is evident from Figure  21.5 that the electric field-
driven vertical ion drift is mostly confined to the high‐
latitude regions on 4 April (left) with no major changes 
in the mid to low latitudes. On the other hand, ion drifts 
on 5 April show marked variability. There are also dem-
onstrated hemispherical differences showing regions of 
much larger drifts in the Southern than Northern, par-
ticularly south of the African sector. Perhaps this could 
explain why we see much larger SED levels in the Southern 
Hemisphere as noted earlier concerning observations in 
Figure  21.2. On the dayside, the eastward electric field 
and the associated positive or upward plasma drifts will 
uplift the ionospheric plasma to higher altitudes where 
chemical recombination is less prevalent. At the same time, 
increased solar radiation intensity will aid the formation 
of new electron‐ion plasma at lower altitudes, thus lead-
ing to an overall increase in dayside ionospheric plasma 
and formation of  SED regions [e.g., Mannucci et  al., 
2005; Huang et  al., 2005; Goncharenko et  al., 2007; Lu 
et al., 2012, and references therein].

Across the Asia/Australia sector, an intense ion drift 
pattern appears over the high to low latitudes at 0900 UT 
in Figure 21.5 and 1000 UT (not shown). This latitudinal 
attenuation of the vertical ion drift could be an indication 
to eastward prompt penetration electric fields during 
the initial storm phase, however it is out of  the scope of 
the present study to separate the effects of penetration 
and dynamo electric fields. Similar observations with the 
TIE‐GCM were reported by Lu et al. [2008]. Shimeis et al. 
[2012] report on observations of increased interplanetary 
electric fields on 5 April, which they considered as the 
cause of the prompt penetration electric fields that they 
in turn associated with enhanced TEC. The penetration 

electric fields may be driven by sudden changes in the 
IMF Bz seen around 0900 and 1000 UT in Figure 21.1. 
It is well known that sudden rapid reversal of the IMF Bz 
leads to changes in the strength of the region 1 and region 
2 field‐aligned current systems [Kikuchi et  al., 2000a; 
Maruyama and Nakamura, 2007], and a leak of the inter-
planetary electric field to midlatitudes and low latitudes. 
However, it should be noted that the calculation of electric‐
field penetration from the auroral region to lower latitudes 
in the TIE‐GCM does not account for the electrodynamic 
interaction with hot plasma in the inner magnetosphere 
[Lu et  al., 2008], as was shown in simulations by, for 
example, Maruyama et al. [2005].

In the upper atmosphere, transport processes due to 
wind‐induced drifts along B‐field lines also play an impor-
tant role in regulating the peak height and density of the 
F-region ionosphere [Rishbeth, 1991], especially in the 
midlatitude ionosphere. During the day, the convention-
ally poleward winds at midlatitudes direct plasma down 
along magnetic field lines into regions of greater neutral 
density, where it is rapidly lost via recombination. At 
night, the opposite holds true. However, storm‐induced 
equatorward neutral wind will uplift plasma along field 
lines to higher altitudes where recombination rates are 
lower, thereby leading to increase of electron density.

For the present study, we consider storm‐time Joule 
heating as the primary candidate for TID development. 
Figure 21.4 shows that the Joule heating was significantly 
enhanced immediately following the storm commence-
ment and later in the recovery phase. This is consistent 
with findings by Wilder et  al. [2012] and Shimeis et  al. 
[2012] that reported intense ionospheric Joule heating in 
the dayside polar regions, as earlier mentioned. It should 
be pointed out that for the level of  geomagnetic pertur-
bation (Dst > s − 60 nT) presented here, the amount of 
energy deposition into the high latitudes is considered to 
be unusually high [see, e.g., Goncharenko et  al., 2007; 
Wilder et al., 2012; Li et al., 2012]. According to Wilder 
et  al. [2012], the intense ionospheric Joule heating on 
5 April was associated with an intense field‐aligned current 
pair near the noon meridian that was in turn related to 
northward IMF and strong IMF By. Generally during 
geomagnetic storms, enhanced Joule heating dissipation 
in the high‐latitude regions produces large pressure gradi-
ents that drive equatorward neutral winds to midlatitudes 
and low latitudes, which can even penetrate into the oppo-
site hemisphere [e.g., Yizengaw et al., 2005]. The altered 
thermospheric neutral winds can thus affect the dynamic 
structures of the midlatitude and low‐latitude ionosphere 
causing the formation of SED [see, e.g., Werner et  al., 
1999; Nicolls et al., 2004; Lynn et al., 2008; Ngwira et al., 
2012b, and references therein].

We now consider the time interval in Figure 21.3. For 
this case, we find that electric field‐driven vertical ion 
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drifts again play an important role in the formation of SED 
in the Western Hemisphere, as exhibited in Figure 21.6. 
At low latitudes, within 15° of dip latitude, the E × B 
 vertical drift primarily controls the redistribution of the iono-
spheric plasma density [e.g., Abdu et  al., 1995; Kikuchi 
et  al., 2000b; Maruyama et  al., 2005, and references 
therein]. The observed TEC increase at the dip equator in 
the American sector is therefore probably related to a 
storm‐enhanced vertical drift component.

A closer examination of  TEC perturbations in 
Figure  21.3 and the TIE‐GCM results in Figure  21.6 
reveals features that appear to be related to the disturbance 
dynamo effect. During geomagnetic storm conditions, 
excess high‐latitude Joule heating energy leads to changes 
in the global thermospheric circulation pattern. The 
dynamo action of these winds then controls the develop-
ment of disturbance dynamo electric fields [e.g., Blanc 
and Richmond, 1980], which have a characteristic delay 
ranging from about 2 hr to several hours after storm 
commencement [e.g., Fejer and Scherliess, 1997; Fuller‐
Rowell et al., 2002]. The dynamo effect of the modified 
wind circulation opposes the normal diurnal variation, 
with downward (or westward) ion drift on the dayside 
and upward (eastward) drift on the nightside [e.g., Fuller‐
Rowell et  al., 2002; Galav et  al., 2014]. In the observed 
TEC data (Fig. 21.3), there appears to be a TEC deple-
tion between 1600 and 1800 UT in the local nighttime 
around the southeast Asian sector on 5 April compared 
with 4 April, except for the region around Japan where a 
local TEC enhancement is present. The TEC depletion is 
consistent with TIE‐GCM results, which show a decreased 
(negative) plasma drift at 1500 UT on 5 April.

In addition to the dynamic and electrodynamic processes, 
neutral composition changes also play a major role in 
generating ionospheric disturbances during geomagnetic 
storms. On 5 April (Fig.  21.8), the O/N2 ratio was 
enhanced at low latitudes to midlatitudes with stronger 
enhancements centered around 1500 UT on the western 
coast of South America. It is well known that peak elec-
tron density is proportional to the O/N2 ratio, as seen 
here for 5 April. Therefore we can conclude that composi-
tion changes could have contributed to the observed SED 
features during the period between 1400 and 1800 UT, 
although such contribution might be minor. On the other 
hand, a depletion region is seen also over Argentina that 
could be related to the South Atlantic anomaly. This 
depleted region shows good agreement with TEC data 
presented in Figure 21.3 that show decreased TEC around 
the same time period. The O/N2 ratio was mostly depleted 
at higher midlatitudes on 5 April indicating that the 
composition disturbance zone was formed at high lati-
tudes and carried to lower latitudes by equatorward 
wind surges, which can change the global circulation 
[e.g., Fuller‐Rowell et al., 1994].

Under suitable conditions, minor geomagnetic storms 
can also cause intense disturbances in the ionosphere. 
Li et al. [2012] investigated the variations in the ionosphere 
during a small geomagnetic storm on 23 June 2000. By 
analyzing the coupling functions, Joule heating and auroral 
precipitation, they suggested that the large ionospheric 
variations were driven by long‐lasting enhanced energy 
input from the disturbed solar wind. Li et al. [2012] then 
concluded that the sustained energy input led to enhanced 
equatorward meridional winds that uplifted the iono-
sphere causing TEC enhancements, and also led to areas 
of reduced O/N2 that were responsible for negative storms 
that followed the TEC enhancements.

For the present case study, we find that the energy input 
was not long‐lasting, but had two bursts of enhanced 
energy periods separated by about 2 hr of low activity. 
These periods are consistent with the variations in the 
solar wind IMF Bz component. However, results show 
that electric field‐driven ion drifts were predominantly 
present during the storm and could be the major driver of 
the ionospheric disturbances reported in this study with 
smaller contribution from neutral winds, and composi-
tion changes manifested by increased O/N2.

It is well established that SED formation can be a combi-
nation of different driving mechanisms [e.g., Foster, 1993; 
Lei et al., 2008; Li et al., 2012; Zou et al., 2013]. For example, 
Lei et al. [2008] investigated the thermospheric and iono-
spheric response during the initial phase of the 14–15 
December 2006 geomagnetic storm using GPS observations 
and the Coupled Magnetosphere Ionosphere Thermosphere 
model simulations. They showed that changes of electric 
fields were the primary cause of the SED in the initial phase 
of the December 2006 event, whereas neutral winds and 
composition played a secondary role.

Additionally, Wang et al. [2010] examined the com-
mon features associated with the initial phase of  three 
geomagnetic storms. Their analysis identified daytime‐
enhanced penetration eastward electric field as the pri-
mary cause of  the observed positive storm effects at 
low and middle latitudes, whereas the negative response 
around the geomagnetic equator in the daytime was attrib-
uted to plasma transport processes. More recently, Zou 
et al. [2013] used a multi-instrument approach to study 
SED formation processes during the 24–25 October 2011 
storm. They found that mechanisms responsible for the 
formation of SED can be different at different phases of 
a storm. Zou et al. [2013] further showed evidence sug-
gesting that in addition to the major driving processes 
identified in their study, other mechanisms were present. 
All these studies are to a large extent in agreement with 
the results in the present case study.

Clearly, results in the present study show that the initial 
phase of the storm on 5 April generated both increased and 
decreased TEC regions. The SED formation mechanisms 



GlobAl IonoSPhErIc ElEctron DEnSIty DISturbAncES 277

have largely been discussed above. As for the deep nega-
tive TEC deviations seen in the American sector, we 
suspect that these could be due to the suppression of 
the EIA by disturbance dynamo electric fields. Similar 
results using TIE‐GCM were recently reported by 
Carter et al. [2014]. These authors discuss the effect of 
downward plasma drifts on the formation of  equatorial 
plasma bubbles during geomagnetic activity, which is 
also related to the suppression of  the EIA. In addition, 
composition changes could be related to these TEC 
depletions. In Figure  21.8, a comparison of  GUVI 
observations in the American sector for 4 and 5 April 
shows some differences at equatorial and low latitudes. 
At the time of  writing this paper, the primary cause 
of  these deep negative TEC deviations was not clear. 
Therefore, more investigations need to be carried out in 
order to determine their source.

21.5. SUMMARY

In the present case study, we investigate the dayside 
ionospheric response to a minor geomagnetic storm that 
occurred on 5 April 2010, which can be considered as 
equinox. We use a synergy between in situ satellite meas-
urements and ground‐based observations in combination 
with numerical modeling to examine the storm‐response 
drivers. Observed TEC data show both significantly 
enhanced and depleted TEC structures on the day of the 
storm relative to the quiet day.

The dayside ionospheric SED response was character-
ized by longitude and hemispheric dependence. During 
the first main phase that occurred around 1100 UT about 
two and a half  hours after the SSC, strong positive TEC 
changes where largely confined in the longitudes from 
0% to 180°. The strongest SED deviations were seen over 
the Southern Hemisphere. The second main phase was 
reached around 1500 UT covering dayside longitudes 
from –180 to 0 degrees. Both positive and negative TEC 
deviations where observed in the American sector. The 
geomagnetic equator region was characterized by 
enhanced TEC structures, while strong SED deviations 
appeared mainly in the midlatitudes of  North America, 
North Africa, and southern Europe.

Model TIE‐GCM simulations results indicate that 
electric field‐driven ion vertical drifts were the major 
controlling process in the development of  ionospheric 
disturbances. Notable dayside upward electric field‐
driven drifts appeared across the high to low latitudes 
during the initial phase of  the storm relative to the quiet 
day. There is likely a contribution from other mechanisms 
such as neutral winds and composition changes. We also 
suggest disturbance dynamo electric fields as the likely 
candidate for the development of TEC depletions 
reported in this study.
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migrating tides’ impact on, 165–72
whole atmosphere model (WAM) with, 165

ELP. See EUV late phase
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Equatorial anomaly. See also Equatorial ionization anomaly
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prereversal enhancement and, 101

Equatorial crest, 85, 86–87, 87f
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current density for, 119
current density map for, 34f
diurnal distribution of, 24–26, 25f, 25t
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magnetic signatures map for, 117f
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wave-four structure of, 118
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ionization of highly correlated with EEJ current, 158
plasma irregularities responsible for are embedded in 
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maximum during equinox in African sector, 161

Equatorial ionization anomaly (EIA).
density distribution of low-latitude ionosphere, 272
ionization crests, 43, 55, 108
latitudes defined, 156
suppression of, 277
vary in response to underlying physical processes, 115

Equatorial ionosphere, 95, 102
Equatorial plasma bubbles (EPBs), 146, 257–59, 277
Equatorial spread F (ESF).

bubble development, 257–60
defined, 257
issues concerning, 257–58
magnetic declination’s effect on, 257–60
plasma density irregularities, 146
results for study on, 258–60, 259f, 260f
SAMI3/ESF model in study of, 257–258, 260

Equatorial thermospheric dynamics, 175
comparisons of, 177
insights into, 185

Equatorial type sporadic E (foEsq) critical frequency of 
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diurnal variation during HSA of, 158f, 160f
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Equatorial vertical drifts, longitudinal variation of, 98f
Equinoctial asymmetry, TEC with, 147
E region of the ionosphere

dynamo electric fields of give rise to upward electrodynamic 
E × B drift, 146

dynamo electric fields of used to calculate, 102
four‐cell pattern in the E‐region dynamo electric field, 96
ionization in, 230
plasma density, 176
response to solar flares D, E, and F regions, 228, 237–38
vertical polarization electric field, 115
X-ray radiation penetration to D and E-regions, 227, 239

Es. See also Esq, foEsq, Sporadic E ionization
ESF. See Equatorial spread F
ESP. See EUV SpectroPhotometer
Esq. See also Equatorial Es, foEsq, Sporadic E ionization
EUV late phase (ELP).

flare frequency, 243, 245, 250f
identifying flares of, 250f

EUV radiation. See Extreme ultraviolet radiation
EUV SpectroPhotometer (ESP), aboard EVE, 232, 244
EUV Variability Experiment (EVE).

aboard Solar Dynamics Observatory (SDO), 232, 243
EUV dimming phase in, 247–48
EUV late phase in, 248–50, 249f, 250f
EUV SpectroPhotometer (ESP), aboard EVE, 232, 244
EVE MEGS‐A observations of solar spectral irradiance, 

232f, 246f
flare spectral variations from, 246f
gradual flare phase in, 247
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solar flares with, 243–52
suite includes Multiple EUV Grating Spectrograph 

(MEGS), 232, 244
EVE, See EUV Variability Experiment
Extreme ultraviolet (EUV) radiation

controlling factor for asymmetric ionospheric conductivity 
in the two polar regions, 4

creates ionosphere by heating Earth’s upper atmosphere, 227
enhanced solar EUV cause of increase in TEC, 234
enhancements strongly affect the ionospheric F  

region, 227
index, 152–53
ionization, 147
ionospheric response to EUV flux changes during solar 

flares, 227–39
reduction of solar EUV played the largest role in 

ionospheric change, 43
SDO observations of, 243
solar cycle variations for, 250–51, 251f
solar flares with variations of, 243–52
total production rates of, 231f

F10.7 solar flux
an external parameter to compute VTEC, 88
comparison of monthly medians of, 87f
correlation to max TEC with, 153, 153f
defined, 147
during lower, higher solar activity, 147
F10.7  solar radio flux from GPS-derived F10.7 index, 152
indication of solar activity, 145
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low flux observations, 77
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solar parameter comparison, 145, 152f
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Fabry-Perot interferometers (FPI), 175–6
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nightglow emission observe with, 177
Peru, 177f, 178, 185
thermospheric winds measurements with, 175, 177, 178
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AMPERE provides global FAC patterns from 66 IRIDIUM 
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connect magnetosphere and ionosphere, 51
high-latitude geomagnetic field lines carry, 3
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ionospheric conductance with, 51
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FISM, See Flare Irradiance Spectral Model
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Flares. See also Solar flares

gradual flare phase in, 247
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spectral variations from EVE, 246f
study of events, 245
variations, 245f

F layer of the ionosphere.
response to EUV late‐phase flares, 252
vertical plasma density gradients form in bottom side  
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F-layer peak density (NmF2).
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during solar flares, 230, 238
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F region of the ionosphere.
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ionospheric F region, 227
increase in plasma density at F-region heights, 264
plasma density, 182, 185
reduced density, 72
regulation of peak height and density of, 275
response to solar flares D, E, and F regions, 228,  

237–38
storm‐time uplift of, 71
zonal neutral wind velocities with four-cell longitude 

patterns, 102
F-region peak altitude (hmF2).

asymmetry in, 41, 56
density profiles obtained by COSMIC and GRACE, 109f
F2 peak, 223, 238
hmF2 ionospheric parameter, 41, 46, 46f, 48, 50t, 50–51, 53, 

56, 105, 107, 108–110, 112
maximum and minimum deviations of, 48
May, 2005 magnetic storm, 46, 46f
October, 2011; October, 2012 magnetic storm, 50t
solar cycle, 109, 110f
storm recovery phase value for, 50
tomographic extraction of, 109, 110, 111f
variability of, 41
wavenumber 4 in maps of, 107

F2 layer/region of the ionosphere. See also foF2, hmF2, NmF2

electron density peak of F2 layer, 48
fluctuations of the F2 layer height, 42
large effects of minor magnetic storms on regular behavior 

of the F2 layer, 54
foEsq. See Equatorial type sporadic E, 155
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foF2. Critical frequency of the F2 layer of the ionosphere
asymmetry in, 41, 56
foF2 ionospheric parameter, 41, 44–48, 45f, 47f, 49f, 50–51, 

50t, 52f, 53–56, 53f, 54f, 161
low solar activity with, 52f
maximum and minimum deviations of, 48
May, 2005 magnetic storm, 44–46, 45f, 53f
November, 2008 magnetic storm, 50
October, 2011 magnetic storm, 47–48, 47f, 50t, 54
October, 2012 magnetic storm, 49f, 50t, 53f
ranges of maximum effects on, 52f
September-November, 2012 magnetic storm, 54f
variability of, 41

Four-cell longitude patterns
airglow brightness after sunset with, 102
diurnal, eastward propagating, 96
E × B drift velocities with, 95–102
F-region zonal neutral wind velocities with, 102
GIP model with, 96
IMAGE/FUV observations of, 101
in the E‐region dynamo electric field, 96
in prereversal enhancement, 96, 97, 101–2
local time variations of, 96
modeling ionospheric effects of, 99–101, 99t, 100f, 101f
modeling studies for, 96–97, 98f, 99f
observations of, 96–97, 98f, 99f
nonmigrating tidal structure, 95–102
quiet time global empirical model of, 97
temporal variations of, 102
TOPEX/TEC observations of, 97

FPI. See Fabry-Perot interferometers

GAIA. See Ground-to-topside model of Atmosphere and 
Ionosphere for Aeronomy

GAIT. See Global Average Ionosphere/Thermosphere 
model, 239

Galileo satellite system, NeQuick model used in, 86
Generalized cross validation (GCV), 129
Generalized singular value decomposition (GSVD), 129
Geomagnetic field

EEJ with intensity of, 119–21, 120f
enhanced daily regular variation of, 115
influence of, 124
intensity, 117, 118f
inverse of intensity plotted for, 117, 118f
quiet daily variation of, 22, 23, 24, 28
satellite vector measurements of, 116
vertical polarization field with, 115

Geomagnetic observatories coordinates for, 22t
Geomagnetic solar flare effects (SFEs).

often known as geomagnetic crochets, 228
Geomagnetic storms.

AEJ intensifications during large geomagnetic storms and 
substorms, 33

asymmetry of F‐region response to, 43
class 5 magnetic storms are so‐called superstorms, 42
coronal mass ejection with, 265
data sources for study of, 265

dayside ionospheric response to an intense geomagnetic 
storm with use of data from Jason‐1, TOPEX, 
CHAMP, and SAC‐C satellites, 43

electric fields important role in magnetic storm effects on 
ionosphere, 42

geomagnetic storm 29 October 2003 magnetogram, 35
geomagnetic storm October 2011 with ionospheric 

scintillations, 152
global ionospheric electron density disturbances during, 

263–77
high TEC values with, 152
ionospheric parameters (foF2 and hmF2) for, 41
ionospheric response to magnetic storm‐induced 

disturbances, 44
irregularities due to, 146
magnetosphere-ionosphere coupling during, 73
magnetic storms analyzed, 45f–47f, 48, 49f, 50t, 

52f–54f, 55–56
observations and results in study of, 265–75, 266f–274f
seasonal variation in occurrence of, 76
SED plumes formation during, 80, 276
SED plumes indicators of significant magnetosphere‐

ionosphere coupling during, 73
SED structures observed in, 80f
solar wind with, 266f
TEC deviations with, 263, 266, 267f, 268f, 269f, 270f
TIE-GCM in modeling of, 265, 272, 272f, 273f, 275–77

Geostationary Satellite system (GOES)
EUV irradiance instruments aboard, 244
features in the infrared images from GOES‐12 in August 

2011, 199f, 201–02
GOES X‐ray flux, 233f
GOES X‐ray phase observations, 245f, 245–52, 250f–251f
imager on board GOES‐12, 198
solar flux measurements from, 231f
tropospheric brightness temperature measured by GOES‐12, 

187–88, 203
X-Ray Sensor (XRS) aboard, 228, 245

GFS. See Global Forecast System
GIC. See Ground-induced currents
GIM. See Global Ionosphere Model
GIP. See Global Ionosphere Plasmasphere model
Global Average Ionosphere/Thermosphere (GAIT) model, 239
Global Forecast System (GFS), 97
Global Ionosphere Model (GIM), 89, 90, 90f

numerical model of GIM of VTEC, 208
VTEC GIM adapted to develop a VTEC map using 

NeQuick, 208
Global Ionosphere and Plasmasphere theoretical model (GIP)

coupled with TIE-GCM, 97
defined, 96
driven by neutral winds from WAM used to provide global 

electric fields, 97
input parameters specified, 100–101
tidal wind changes used to drive electrodynamics and 

ionosphere in, 168
WAM-GIP, 167, 172
WAM‐GSI analysis used to drive, 166
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Global Navigation Satellite System (GNSS).
atmospheric profiles from, 128
development of GNSS from Europe, China, Russia, India; 

increasing number of GPS and multi‐GNSS ground‐
based receivers, 128

GNSS single-frequency correction models, 85–90
high‐resolution temporal and spatial TEC data became 

available on a global scale, 73
ionospheric storms with, 264
installed in East Africa region, 209
Klobuchar model, 85–86, 88–90, 89f, 90f
NeQuick model, 85–86, 88–90, 89f, 90f
Neustrelitz TEC Model, 85–90, 87f, 88f, 89f, 90f
paradigm shift in way ionosphere and magnetosphere 

observed, 73
recently installed in East Africa, 209
solar flares studies with, 228–29
TEC performance compared to, 85–90

Global Positioning System (GPS)
adaptation of NeQuick2 model to multistation 

measurements from receivers in East African sector, 209
assimilating data epoch by epoch useful for computing 3-D 

electron density profiles, 220
at Makerere University, Kampala, 145–53
data availability from, 128
distribution of ground-based receivers for, 130f
defined, 146, 265
development of GNSS from Europe, China, Russia, India; 

increasing number of GPS and multi‐GNSS ground‐
based receivers, 128

dual-band frequency receivers, 107, 209
GPS SCINDA, 146
ionosphere monitoring with, 145
LISN network of GPS receivers, 187–89, 189f, 193, 202–203
measurements on board LEO satellites, 105–07, 112
nontomographic technique uses 16 receivers in East African 

sector, 207
receivers co‐located with magnetometer stations, 5
recently installed SCINDA and GNSS GPS systems in East 

Africa, 209
SADM-GPS, 188
South and Central America and Caribbean region map 

of, 189f
space-based, 105, 106, 112
TEC derived from, 71
TID analysis with cluster of receivers of, 193–95, 195f, 196f
tomography data from, 106
vertical density structure understood from, 107

Global Scale Wave Model, (GSWM02), 97; (GSWM), 121
Global Ultraviolet Imager (GUVI)

dayglow data from, 235f
instrument aboard TIMED satellite, 265
radiance measurements obtained from, 274f

Global vertical density structure
data analysis for, 107
GPS receivers’ data in understanding, 107
imaging of, 105–13
plasmasphere with, 105, 106

progress made in study of, 105
results and discussion for, 107–12, 108f, 109f, 110f, 111f, 113f
tomographic reconstruction techniques in, 107
topside ionosphere with, 105, 106

GNSS. See Global Navigation Satellite System
GOES. See Geostationary Satellite system
GPS. See Global Positioning System
GRACE satellite. See Gravity Recovery and Climate 

Experiment (GRACE)
Gravity Recovery and Climate Experiment (GRACE)

hemispheric asymmetry found in equatorial ionization 
anomaly based on CHAMP and GRACE data, 43

radio occultation (RO) data from, 34, 106, 108f–109f
Gridpoint Statistical Interpolation (GSI), 165–67

(US National Weather Service)
Ground-induced currents (GIC)

auroral electrojet driving, 33
equatorial electrojet with, 33–39
India worry for, 36
map EEJ current density as inferred by the CHAMP 

satellite, 34f
power grid transformer failure caused by, 34
space-weather impacts with, 37–39
sudden storm commencement with, 37
susceptible power grids in equatorial nations with, 37–39

Ground-to-topside model of Atmosphere and Ionosphere for 
Aeronomy (GAIA), 166

GSI. See Gridpoint Statistical Interpolation
GSVD. See Generalized singular value decomposition
GSWM. See Global Scale Wave Model
GSWM02. See Global Scale Wave Model
GUVI. See Global Ultraviolet Imager (GUVI)

Hamburg Model of the Neutral and Ionized Atmosphere 
(HAMMONIA), 166

Hemispheric asymmetries.
midlatitude ionospheric response to magnetic disturbances 

with, 41–56
High solar activity (HSA), 88, 90f

day-to-day variability for, 157–58, 158f, 160f
High speed stream (HSS).

effects of CIR/HSS storms, 55
related to dominant CIR/HSS origin of geomagnetic 

perturbations, 56
upstream oscillations drove ULF waves globally within the 

magnetosphere during, 12
Hinode (Solar-B), 244
hmF2. See F-region peak altitude
Horizontal field, time series data equations for, 23–24
Horizontal Wind Model (HWM), 100, 175, 179, 179f–81f, 182, 

185, 185f, 202
HSA. See High solar activity
HSS. See High speed stream
HWM. See Horizontal Wind Model

IAP. See Instrument Analyser de Plasma
ICA. See Ionospheric correction algorithm
ICMEs. See Interplanetary coronal mass ejections
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ICSWSE. See International Center for Space Weather 
Science and Education

ICTP. See International Centre for Theoretical Physics
IED. See Ionospheric electron density
IEEY. See International Equatorial Electrojet Year
IGRF model. See International Geomagnetic Reference 

Field model
IGS. See International GNSS Service
IGY. See International Geophysical Year
IHCs. Interhemispheric FACs, 5
IHY. See International Heliophysical Year
Ilorin (Nigeria) geomagnetic data, 22–24, 22t, 23f
IMF. See Interplanetary magnetic field
Incoherent scatter radars (ISR), 228, 236
India. See also BRICS countries

economic growth in, 36
GIC worry for, 36
power grid development in, 36, 38f

Instrument Analyser de Plasma (IAP) sensor,
on Demeter satellite, 101

Interhemispheric asymmetries
auroral currents with, 5–10, 6f, 7f, 8f, 9f, 10f
Earth’s tilt and offset in, 4
field-aligned currents with, 5
IMF’s effect on, 10–12, 11f, 12f
magnetospheric energy input with, 3–20
seasonal effects with, 4
solar wind’s effect on, 10–12, 11f, 12f
total electron content with, 3
ULF waves power, 12–17

annual distribution of FIT and PAC daily wave power, 14f
ionosphere and thermosphere’s role in, 15–17, 16f
low latitude and midlatitude, 13–15, 13f, 14f
map of stations studying, 13f
TEC variation in, 15–17, 16f

ULF waves with, 3
International Center for Space Weather Science, 22
International Center for Space Weather Science and Education 

(ICSWSE), 29
International Centre for Theoretical Physics (ICTP), NeQuick 

model developed at, 86
International Equatorial Electrojet Year (IEEY), magnetic 

stations that operated during, 117–9, 117f–118f, 124
International Geomagnetic Reference Field (IGRF) model, 6, 

96, 116
TIE-GCM utilization of, 119–21, 120,f

International Geophysical Year (IGY), xi
International GNSS Service (IGS), 88
International Heliophysical Year (IHY), xi
International Reference Ionosphere (IRI), 156
International Space Weather Initiative (ISWI), xi
Interplanetary coronal mass ejections (ICMEs), sunspot cycle 

with, 41, 54–55
Interplanetary magnetic field (IMF), 3–5, 17, 43

effect on interhemispheric asymmetries of, 10–12, 11f, 12f
geomagnetic storms with, 265
IMF By component, 4–5, 11–12, 12f, 18, 48, 55
IMF Bz component, 11–12, 11f–12f, 42, 44, 53
transient south and northward turning of, 44

Ion density calculations, 100, 101f
Ionosphere. See also CTIPe, GIM, GIP, NeQuick, SAMI2, 

SAMI3, TIMED, TIE-GCM, TIME-GCM and other 
models; D, E, and F regions/layers, EIA, Equatorial 
ionosphere, Ionospheric parameters (foEsq, Es, foF2, hmF2, 
NmF2, and other ionospheric parameters), Ionospheric, 
geomagnetic & magnetic storms, Ionospheric 
irregularities, Ionospheric scintillations, Ionospheric 
tomographic technique, SED, SSW, TAD, TEC, TID, 
Tomography Topside ionosphere

affects transionospheric radio propagation, 208
altitude-dependent response to solar flares in, 236–39, 

237f, 238f
convective features associated with, 64
created by EUV heating Earth’s upper atmosphere, 227
degrades usability of signals in communication and 

navigation, 208
density distribution of low-latitude, 272
E × B plays significant role in response of ionosphere to 

solar flares, 230
effect of the atmosphere from below main source of 

ionospheric day-to-day variability, 155
effects of 4-cell longitude patterns modeled for, 99–101, 99t, 

100f–101f
electrons in, 95–96
electron population in controlled by solar photoionization 

process, 153
GPS in monitoring of, 145
in ULF wave power asymmetries in, 15–17, 16f
ions in, 95
irregularities, 146
longitudinal variations in F region, 97
magnetic storms effects on, 42
magnetosphere-ionosphere coupling, 73
modeling East African, 207–23
modeling of low-latitude, 85–90
NeQuick modeling of Eastern African, 207–10, 214, 216–20, 

217f–220f, 223
nontomographic map of electron density in modeling of, 

219–23, 220f–222f
plasma density irregularities in, 146
propagation delays with, 128
ray-path bending with, 128
response to X-ray and EUV radiation, 227–39
results and discussion in modeling of, 214–23,  

215f–222f
scintillations, 146
SED plume formation in, 68, 71
solar flares lead to a complex altitude dependence of the 

response of, 227
solar wind energy deposited in, 4
solar wind energy transmitted into the magnetosphere may 

affect all ionospheric parameters, 156
spherically stratified, 86
SSW changes in, 167
sudden increases in TEC due to ionospheric response to 

solar flares, 228
unique role of, 155
VTEC maps in modeling of, 215f, 216–19, 216f–218f
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Ionospheric correction algorithm (ICA), 86
Ionospheric crest, modeling approach for, 87, 87f
Ionospheric electron density (IED).

climatology based on observations of, 129
data sources for study of, 265
fraction of inverted, 140f
fraction of smoothing in, 139f
during geomagnetic storms, 263–77
ground-based receivers in measurement for, 128
ionospheric tomographic technique for reconstruction 

of, 130–32
measurement related error in, 139f
normalized weighting factor from, 140
observations and results in study of, 265–75,  

266f–274f
performance assessment tomographic algorithm for,  

132–35, 133f–136f, 136t
quality of retrieved, 140
reconstructed, 135–40, 139f, 140, 140f, 141f, 141t, 142
regularization with enhanced, 139
results and discussions for, 132–40, 133f, 134f–136f, 136t, 

139f–141f, 141t
STEC with, 130
TIE-GCM in modeling of, 265, 272, 272f–273f,  

275–77
tomographic reconstruction of, 127
tomography for imaging of, 128
variability in, 132
VTEC correlation with, 140

Ionospheric irregularities.
defined, 146
plasma density irregularities, 146
impediment to radio wave communication, 146

Ionospheric scintillations.
defined, 146
depression in TEC with accompanying ionospheric 

scintillations, 152
during vernal equinox, 147
EEJ gives rise to vertical E × B drift that leads to space‐

weather impacts such as, 34
ionospheric parameters S4 (scintillation index), 146
October 2011 geomagnetic storm with ionospheric 

scintillations, 152
scattering of radio waves passing through the 

ionosphere, 146
Ionospheric storms

as solar wind manifestation, 263
coupling between thermospheric and, 42
data sources for study of, 265
description of, 41
foF2 parameter of, 41, 44–48, 45f, 47f, 49f, 50–51, 50t, 52f, 

53–56, 53f, 54f, 161
global electron density disturbances during, 263–77
GNSS affected by, 264
hmF2 parameter of, 41, 46, 46f, 48, 50t, 50–51, 53, 56, 105, 

107, 108–110, 112
irregularities due to geomagnetic storms, 146
low solar activity conditions, 48–51
magnetic storms associated with, 41

observations and results in study of, 265–75, 266f–274f
TEC behavior of, 42–43
TEC differences with, 263

Ionospheric tomographic technique
error characterization of, 131
IED reconstruction with, 130–32
simulated observations used to validate, 132
used to estimate vertical electron‐density structure from 

STEC measurements, 208
Ion Velocity Meter (IVM), 95

C/NOFS IVM observations, 95, 99–101, 99f–101f
IRI. See International Reference Ionosphere
ISR. See Incoherent scatter radars
ISWI. See International Space Weather Initiative
IVM. See Ion Velocity Meter

Klobuchar model, 85
comparison of other models and, 88–90, 89f–90f
high solar activity in, 88, 90f
ionospheric correction algorithm in, 86
low solar activity in, 88, 89f
mapping function of, 86
obliquity factor for, 86
standard thin-shell mapping function of, 86

Lagos (Nigeria) geomagnetic data, 22–24, 22t, 23f
LEO satellites. See Low Earth Orbiting satellites
LISN. See Low-latitude ionosphere sensor network
Lloyd seasons, 122, 122f–123f
Longitude spatial structure. See also Four-cell longitude 

patterns
Eastern Africa longitude sector, 127–42
E × B drift velocities in, 95–102
equatorial electrojet with, 115–24
global vertical density structure in, 105–13
SED and TOI at all longitude sectors, 82
total electron content with, 95–161

Low Earth Orbiting (LEO) satellites
density profiles data from, 107
dual-band frequency GPS receivers on, 107, 128
F-layer peak density from, 111f
global coverage of, 107, 108f
occultation profiles with, 112
orbit altitude of, 109
providing radio occultation (RO) density profiles, 105, 

107, 110
providing topside and plasmasphere integrated density 

values, 105–07, 112
range of orientations, 128
space-based GPS measurements on board, 105, 106, 112
TEC data from, 128

Lower atmosphere forcing, 166
Low-latitude ionosphere sensor network (LISN) of GPS 

receivers, 187, 188, 189f, 193, 202–203
Low solar activity (LSA), 88, 89f

day-to-day variability for, 157
Lunar tide

SSW with winds from, 171
WAM latitude structure with, 172f
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Magnetic Data Acquisition System (MAGDAS) 
magnetometer system, 21–22, 29

Magnetic declination
equatorial spread F effected by, 257–60
results for study on, 258–60, 259f, 260f
SAMI3/ESF model in study of, 257–58, 260

Magnetic local time (MLT), 72
Magnetic storms. See also Geomagnetic storms

coronal mass ejections with, 41, 51
corotating stream interaction regions with, 41–42, 51
effects on ionosphere of, 42
electric potential difference with, 64
F-region response for, 42
high ionospheric efficiency with, 55
ionospheric density during, 61
ionospheric disturbances with low solar activity 

conditions, 48–51
ionospheric storms associated with, 41
May, 2005, 44–46, 45f, 46f, 53f
May, 2005 event, 44
November, 2008, 50
October, 2011, 47–48, 47f, 50t, 54
October, 2012, 49f, 50t, 53f
September-November, 2012, 54f
strong-to-severe, 44–48, 45f–47f
sudden storm commencement of, 44

Magnetohydrodynamic (MHD) waves, 12
Magnetometer maps

Geomagnetic observatories in Africa, 22t, 23f
Northern and southern stations used for NAE and SAE 

calculations, 6f
Southern SAMBA stations and northern conjugate 

MEASURE and McMAC stations, 13f
Magnetometers along Eastern Atlantic Seaboard for 

Undergraduate Research and Education 
(MEASURE), 13

Magnetosphere. See also Active Magnetosphere and Planetary 
Electrodynamics Response Experiment

convective features associated with, 64
magnetosphere-ionosphere coupling, 73
solar wind energy deposited in, 4

Magnetospheric energy injection
hemispherical dependence of, 1–58
interhemispheric asymmetries in, 3–20

Makerere University, Kampala, solar cycle observed at, 
145–53

Maximum entropy method (MEM), 129
MCEJ. See Morning CEJ
McMAC. See Midcontinent Magnetoseismic Chain
MEASURE. See Magnetometers along Eastern Atlantic 

Seaboard for Undergraduate Research and Education
Medium-scale TIDs (MSTID), 188
MEM. See Maximum entropy method
Meridional winds, climatologies, individual and monthly for, 

180f–181f, 183, 185f
MHD waves. See Magnetohydrodynamic waves
MIDAS. See Multi-Instrument Data Analysis System
Midcontinent Magnetoseismic Chain (McMAC) 

magnetometers, 13, 13f

Midnight temperature maximum (MTM), 175–76, 178, 182–85
Migrating tides. See also Semidiurnal migrating tide; 

Terdiurnal migrating tide
discussion for study on, 170–72, 172f
impact on electrodynamics of, 165–72
model simulations for, 167–68, 167f
tidal response to, 168–70, 168f–171f
vertical plasma drift with, 170, 170f–71f

MLT. See Magnetic local time
Moderate solar activity (MSA), day-to-day variability for, 

157, 159f–60f
Morning CEJ (MCEJ), 24
MSA. See Moderate solar activity
MSTID. See Medium-scale TIDs
Multi-Instrument Data Analysis System (MIDAS), 

133–35, 136f

NAE index. See Northern AE index
Nairobi (Kenya) geomagnetic data, 22–24, 22t, 23f
National Center for Atmospheric Research (NCAR), 115, 

119, 124
National Oceanic and Atmospheric Administration (NOAA), 

solar flux measurements from satellites of, 231f
Naval Research Laboratory Mass Spectrometer Incoherent 

Scatter Radar model (NRLMSISE-00), 100, 175
temperature, 178, 182f, 183, 185f

NCAR. See National Center for Atmospheric Research
NeQuick model, 85–86

adaptation of NeQuick2 model to multistation 
measurements from receivers in East African sector, 209

Az map drives NeQuick2 model, 209
comparisons of VTEC with modeling of NeQuick, 

219f–220f, 220
difference between experimental and NeQuick modeled 

STEC, 207, 210
discussion of calculation of Az by NeQuick2, 210
Galileo using, 86
high solar activity in, 88, 90f
IED profiles derived from, 140
ionosonde observation in, 131
ionospheric electron density from, 127
low solar activity in, 88, 89f
model comparisons: NTCM, Klobuchar, NeQuick, 

86–89, 87f–90f
modeling Eastern African ionosphere with, 207–8, 214, 

216–20, 217f–220f, 223
NeQuick modeling of, 209–14, 211f, 214f, 216f–217f, 223
a priori information from, 129
STEC ingestion into NeQuick2, 208–209, 219
Universal Kriging algorithm with, 207, 209, 214, 217f, 223
VTEC GIM adapted to develop a VTEC map using 

NeQuick, 208
Neustrelitz TEC Model (NTCM-GL), 85

basic approach in, 85–87
comparison of other models and, 88–90, 89f–90f
database in, 88
full solar cycle covered in, 85
Gaussian functions in modeling crests in, 87
high solar activity in, 88, 90f
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histogram of, 88f
input data fit with, 88, 88f
latitudinal dependence with, 85
low solar activity in, 88, 89f
modeling approach for ionospheric crest in, 87, 87f
solar activity in, 86–88
solar radio flux in, 87, 87f
VTEC expression for, 85

NmF2. See F-layer peak density
NOAA. See National Oceanic and Atmospheric 

Administration
Nontomographic technique

electron density map with, 219–23, 220f–222f
technique uses 16 receivers in East African sector, 207
validated by comparing model-estimated electron density 

with observations from C/NOFS, 223
TEC estimate with, 207

Northern AE (NAE) index, 5–11, 17
calculations for, 7f
correlation coefficients, 6, 11
correlation results as a function of IMF, 11f–12f
epoch analysis of SAE differences with, 9, 10f
global DP2 current system sensitivity of, 9
histograms of correlations with SAE, 8f
magnitude difference between SAE and, 8f, 9
map of stations used for, 6f
statistical study on correlation between SAE, AE, and, 7

NRLMSISE-00. See Naval Research Laboratory Mass 
Spectrometer Incoherent Scatter Radar model

NTCM-GL. See Neustrelitz TEC Model
NWS. See US National Weather Service

Orbiting Solar Observatory (OSO), solar flux 
measurements from, 231f

Ozone
sudden stratospheric warmings with, 166, 168
WAM with, 167f, 168f

Peru
FPI observatories in, 177f, 178, 185
longitudinal sectors, thermospheric winds in, 175–85

Planar Langmuir Probe (PLP), sensor on C/NOFS, 96, 222
Planetary waves

amplitude changes with, 165
observed amplitude of, 167, 167f
stratospheric warming with, 166

Plasma density
DMSP measurements of, 63f
irregularities in ionosphere, 146
magnetic field with ionospheric, 63
solar zenith angle with ionospheric, 63
TEC variations in, 62–64, 62f–63f

Plasmasphere. See also Coupled Thermosphere-Ionosphere-
Plasmasphere Electrodynamics model; Global 
Ionosphere and Plasmasphere theoretical model

electron density distribution of, 112, 113f
GIP, 166–67
global vertical density structure with, 105, 106
ground-based tomographic imaging unable to show, 112

remotely monitoring of, 112
space-weather events modifying vertical structure of, 112
tomographically imaged density profiles of, 107
vertical density structure of, 105–6

PLP. See Planar Langmuir Probe
POGO. See Polar Orbiting Geophysical Observatory (POGO)
Polar Orbiting Geophysical Observatory (POGO)

longitudinal structures of various EEJ parameters from 
POGO satellite data, 116

Power grid
Africa, 35, 37f
ASEAN, 36–37, 39f
Brazil, 35, 36f
BRICS countries, 35–37, 36f–38f
India, 36, 38f
space-weather hazards to, 34

Prompt penetration electric field, 34, 44
Prereversal enhancement (PRE), 95

equatorial anomaly and, 101
four-cell longitude patterns in, 96, 97, 101–2
on storm day April 2010, 272
PRE of E × B drift creating EIA, 207, 219
PRE of E × B drift creating strong plasma fountain, 220

PRE. See Prereversal enhancement

Quiet daily variation (Sq), 22, 28
analytical methods in estimation of, 23
EEJ calculation with, 24

Radio occultation (RO)
data from COSMIC, 87, 87f, 96–97, 101–102, 106–107, 

108f–109f, 112–13, 129
data from GRACE, 34, 106, 108f–109f
LEO satellites providing density profiles, 105, 107, 110
observations from CHAMP, 34, 87, 87f, 96, 101–02, 116, 

117f–118f, 118, 121–122, 122f, 123–124, 176
Rayleigh-Taylor (RT) instability, 146, 257–59

equatorial plasma bubbles development via, 258
growth rate of, 259

RCM. See Residual correction method
Relative irradiance, flare variations with, 245f
Republic of China Satellite (ROCSAT‐1), 96, 101
Residual correction method (RCM), 129
Reuven Ramaty High Energy Solar Spectroscopic Imager 

(RHESSI), 244
RMS. See Root mean square
RMSD. See Root mean square deviation
RO. See Radio occultation
ROCSAT‐1. See Republic of China Satellite
Root mean square (RMS), 88–89
Root mean square deviation (RMSD), 132
RT instability. See Rayleigh-Taylor instability
Rz. See Sunspot number, 155–57

SADM-GPS. See Statistical Angle of Arrival and Doppler 
Method for GPS interferometry

SAE. See Southern AE index
SAMBA. See South American Meridional B-field Array
SAMI2 model. See Another Model of the Ionosphere
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SAMI3/ESF model, 257–58, 260
E × B transport scheme has been improved in SAMI3/

ESF, 258
San Marco satellite (SM), solar flux measurements from, 231f
SAPS. See Subauroral polarization stream
Scherliess and Fejer climatological model, 100, 101f
SCINDA, See Scintillation Network and Decision Aid 

(SCINDA)
Scintillation Network and Decision Aid (SCINDA).

defined, 146
recently installed in East Africa, 209
TEC values measured at receiver located at Makerere 

University, Uganda, 146
SDO. See Solar Dynamics Observatory
SED. See Storm-enhanced density
SED plume

amplitude with low solar flux value for, 73
configuration of, 68
described, 71
distinct regions of enhanced TEC, 264
electron densities of, 71
enhancement of, 67, 69, 79
equinoxes formation of, 80
European and American sector, 62f
formation in ionosphere of, 68, 71
ionospheric flow pattern mapped by, 71
lack of GPS coverage masking ability to observe, 79
large-amplitude, 73
magnetosphere-ionosphere coupling indicated by, 73
middle latitude, 64
modeling of, 65–67, 66f
north geomagnetic pole showing, 72f
plasma convection with, 68, 68f
plasma density projected into, 62
prenoon hour observed, 62
seasonal dependence of, 75f, 76, 78f–80f, 80, 82
TEC enhancement in, 69, 75, 75f
time series of TEC calculations with, 66f
TOI feature with, 78

SEM. See Solar EUV Monitor (SEM)
Semidiurnal migrating tide (SW2)

changes of diurnal, semidiurnal, and terdiurnal migrating 
tides in, 168

phase changes of, 166–67, 169, 169f, 171–72
reduction in the amplitude of, 166
stratospheric circulation affected by, 168
time series of zonal wind amplitudes of, 168f
vertical plasma drift with, 170, 170f–171f

SFD. See Sudden frequency variations
SFEs. See Geomagnetic solar flare effects
Simultaneity

counterequatorial electrojet, 21–29
defined, 24
occurrence of CEJ with, 26, 26f

Slant TEC (STEC), 86, 88, 90, 112, 127
Az derived from STEC measurement, 209
defined, 106, 130
difference between experimental and NeQuick modeled, 

207, 210

equation for, 130
equation for obtaining vertical TEC from slant TEC, 147
GPS receivers used to extract, 209
ingestion into NeQuick 2, 208–209, 219
simulated, 136f
STEC converted to VTEC; VTEC to STEC, 208
tomography used to estimate vertical electron‐density 

structure from STEC measurements, 208
SM. See San Marco satellite
SME. See Solar mesospheric explorer
SNOE. See Students Nitric Oxide Explorer
SOHO. See Solar and Heliospheric Observatory
Solar activity.

conditions approximated by the solar radio flux index F10.7, 85
external index replaced by Az, 86
high, 88, 90f
hmF2 with low, 52f
ionospheric storms with low, 48–51
low, 88, 89f
Neustrelitz TEC Model for, 86–88
TEC variation with, 145–53

Solar and Heliospheric Observatory (SOHO).
Coronal Diagnostic Spectrometer (CDS) aboard, 232
coronal dimmings in images, 247–48
CMEs detected by coronagraphs aboard SOHO and 

STEREO, 247
Extreme-ultraviolet Imaging Telescope (EIT) aboard, 247
solar flux measurements from, 71, 231f
Solar EUV Monitor (SEM) aboard, 228,
SEM observations, 230, 234, 235f–236f

Solar-B. See Hinode
Solar cycle

hmF2 in, 109, 110f
Neustrelitz TEC Model with, 85
NmF2 in, 109, 110f
SED in observations during, 71–82
TEC in observations during, 71–82
TOI in observations during, 71–82

Solar Dynamics Observatory (SDO)
Atmospheric Imaging Assembly (AIA) aboard, 244–45, 

247–48, 249f, 252
comparisons of SDO/EVE and AIA data, 249f
EUV SpectroPhotometer (ESP) (SDO/EVE), 232
Extreme Ultraviolet Variability Experiment (EVE) 

aboard, 243
Helioseismic and Magnetic Imager (HMI) aboard, 243
Multiple EUV Grating Spectrograph (MEGS) (aboard 

SDO/EVE), 232, 244, 246f
solar EUV irradiance observations from, 243
solar flux measurements from, 231f

Solar flares
altitude-dependent response to, 236–39, 237f–238f
classification of, 228
E × B plays significant role in response of ionosphere to, 230
EUV dimming phase for, 247–48
EUV late phase with, 248–50, 249f, 250f
flare frequency, 243, 245, 250f
flare spectral variations from, 246f
gradual flare phase in, 247
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ionospheric response to EUV flux changes during, 227–39
ionization of D region during solar flares, 228, 231
increased E × B plasma transport during, 230
intense solar flares with CMEs, 233
large flares of solar cycle 23, 233–36, 233f, 235f–236f
lead to a complex altitude dependence of the response of the 

ionosphere, 227
response to solar flares D, E, and F regions, 228, 237–38
solar cycle variations for, 250–50, 250f
sun’s ionizing radiation during, 228
temporal and spatial effects of on the ionosphere, due to 

availability of TECs, 228
X-ray and EUV radiation variations during, 243–52
X-ray and EUV radiation with, 227–39

Solar irradiance
Earth’s upper atmosphere, 243
flare variations with, 245f

Solar mesospheric explorer (SME), solar flux measurements 
from, 231f

Solar Radiation and Climate Experiment (SORCE), solar flux 
measurements from, 231f

Solar radio flux, 87, 87f
Solar Stellar Irradiance Comparison Experiment (SOLSTICE)

aboard UARS satellite, 233
Solar Terrestrial Relations Observatory (STEREO), 244

CMEs detected by coronagraphs aboard SOHO and 
STEREO, 247

Solar vacuum ultraviolet (VUV).
defined, 227
ionization, 227–39
observations of, 228–33, 231f–232f
proxy models for, 228–33, 231f–232f

Solar wind
effect on interhemispheric asymmetries of, 10–12, 11f–12f
geomagnetic storms with, 266f
high speed stream event, 12
ionospheric storms as manifestation of, 263

Solar wind energy
ionosphere deposit of, 4
magnetosphere deposit of, 4

Solar zenith angle (SZA), 229, 234
SORCE. See Solar Radiation and Climate Experiment
SOLSTICE. See Solar Stellar Irradiance Comparison 

Experiment
South American Meridional B-field Array (SAMBA) 

magnetometers, 13
Southern AE (SAE) index, 5–11, 17

calculations for, 7f
correlation coefficients, 6, 11
correlation results as a function of IMF, 11f–12f
epoch analysis of NAE differences with, 10f
global DP2 current system sensitivity of, 9
histograms of correlations with NAE, 8f
magnitude difference between NAE and, 9, 8f
map of stations used for, 6f
statistical study on correlation between NAE, AE, and, 7

Space Physics Interactive Data Research (SPIDR), 156
Special Sensor-Ion, Electron and Scintillation (SSIES), 101
SPIDR. See Space Physics Interactive Data Research

Sporadic E. See also Equatorial type sporadic E
sporadic E ionization (Es), 156
formation differs with latitude, 156
top frequency used as a proxy for foEsq, 156

Sq. See Quiet daily variation
Spread F, See Equatorial spread F (ESF)
SSC. See Sudden storm commencement
SSIES. See Special Sensor-Ion, Electron and Scintillation
SSN. See Sunspot number
SSW. See Sudden stratospheric warmings
Statistical Angle of Arrival and Doppler Method for GPS 

interferometry (SADM-GPS), 188
STEC. See Slant TEC
STEREO. See Solar Terrestrial Relations Observatory
Storm-enhanced density (SED). See also SED plume

classes of, 264
enhanced vertical plasma drifts’ effects on, 65
features, 67
hemispherical differences in, 73–76, 74f–77f
hemispheric dependencies in, 61–69
high-latitude convection pattern with, 68, 68f
latitudinal widening of equatorial anomaly with, 65
longitude and hemispheric dependencies in, 61–69
longitudinal differences in, 73–76, 74f–77f
magnetic conjugacy of, 75
midlatitudes space-weather effects with, 73
modeling features for, 65–67, 66f
plasma convection associated with, 64–65
plasma density with, 62–64, 62f, 63f
polar projection of global, 72, 72f
SAPS observed at the poleward edge of, 69
seasonal differences in, 73–76, 74f–77f
sharp latitudinal boundary with, 68
solar cycle 24 observations of, 71–82
structure formation at all longitude sectors, 82
structures appear in both hemispheres, 82
structures stronger in Southern Hemisphere, 82
TEC derived receivers showing, 62f
TEC variations with, 61–64, 62f–63f
2009 observations for, 74f–78f, 77–79
2012–2013 observations for, 79f–81f, 80–82
vertical plasma motion and sunlight conditions with, 67

Streamers, 42
Students Nitric Oxide Explorer (SNOE), solar flux 

measurements from, 231f
Subauroral polarization stream (SAPS).

gradient in ionospheric conductance between the 
plasmasphere and the auroral zone produce, 64

observed at the poleward edge of SEDs, 69
plasma affected by, 72
sunward flow channel with, 72, 72f

Substorm.
AE index, 6
AEJ intensifications during large geomagnetic storms and 

substorms, 33
asymmetries of substorm auroral dynamics, 4, 17
onset, 4–5
results of, 9
typically start in polar regions, 3
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Sudden frequency variations (SFD), 228
Sudden increases of total electron content (SITEC), 228
Sudden storm commencement (SSC)

geomagnetic storms with, 265
GICs impact with, 37, 39
horizontal magnetogram for station in Guam of, 35f
magnetic perturbation generated by, 33
May, 2005 magnetic storm, 44

Sudden stratospheric warmings (SSW)
changes of diurnal, semidiurnal, and terdiurnal migrating 

tides in, 168
electrodynamics during, 165–72
impact on migrating tides on electrodynamics during, 

165–172
increase in the amplitude of the terdiurnal (TW3) migrating 

tide, 166
ionosphere changes during, 167
January 2009 SSW, 165–172
lunar tide winds during, 171
ozone with, 166, 168
reduction in the amplitude of the semidiurnal (SW2) 

migrating tide, 166
upward plasma drift with, 165, 170, 170f, 172
zonal wind during, 169, 169f

Sunspot number (SSN)
classification of, 157t
correlation to max TEC with, 153, 153f
during lower, higher solar activity, 147
interdependence of seasonal and solar parameters on 

TEC, 153
plots of, 156, 156f
Rz, sunspot number, 155–57
solar parameter comparison, 145, 152f
variation of solar parameters, 149–152
variation of TEC compared with solar indices: F10.7 & 

SNN, 145
SuperDARN. See Super Dual Auroral Network
Super Dual Auroral Network (SuperDARN)

convection flow estimated from HF radar observations, 72f
convection patterns overlaid onto TEC maps, 74 f
HF radar observations use to estimate convection pattern, 77
merging observations with GPS‐derived total electron 

content (TEC) data, 71, 73
SuperMAG.

worldwide collaboration of ground magnetometer chains, 5
SW2. See Semidiurnal migrating tide
SZA. See Solar zenith angle

TEC. See Total electron content
TEC perturbations (TECP)

August 2011 regional maps, 193
July 2011 regional maps of, 189–90, 190f

Terdiurnal migrating tide (TW3), 166–67
changes of diurnal, semidiurnal, and terdiurnal migrating 

tides in, 168
increase in the amplitude of, 166
phase changes of, 169, 169f, 171–72
stratospheric circulation affected by, 168
time series of zonal wind amplitudes of, 168f

Thermosphere-Ionosphere-Electrodynamics General 
Circulation Model (TIE-GCM).

coupled with GIP, 97
defined, 265
flexibility of, 121
global distribution maps of the TIE-GCM-modeled ion 

plasma vertical drifts, 272f
global distribution of the TIE‐GCM-modeled neutral gas 

meridional velocity component, 273f
IGRF model used by, 119–20
ionospheric electron density disturbances modeled with, 

265, 272, 272f, 273f, 275–77
simulation of longitude profiles of EEJ with, 115, 119, 120f, 

121f, 124
simulation results, 43–44, 176
tidal forcing with, 121

Thermosphere-Ionosphere-Mesospheric Energetics and 
Dynamics (TIMED)

calibration rockets for TIMED/SEE flown, 250
Global Ultraviolet Imager (GUVI) instrument aboard, 265
measurements from used to improve TIE-GCM simulation 

measurements of EEJ magnetic effect, 121
local solar time related to each spacecraft equatorial 

crossing, 274f
Solar EUV Experiment (SEE) aboard, 233
solar flux measurements from, 231f
solar flux observations from SOHO and TIMED, 71
solar irradiance measurements/observations, 232, 244, 

264, 277
Thermosphere‐Ionosphere‐Mesosphere‐Electrodynamic 

General Circulation Model (TIME-GCM).
calculations from, 102
incorporating tidal perturbations from GSWM, 97
migrating tidal structure observed, 176
simulations show XUV dominates ionization of E region, 230

Thermospheric winds.
data analysis procedures for, 177–78
Fabry-Perot measurements of, 175, 177, 178
FPI instrumentation for, 177–78
influence of geomagnetic main field on, 115–118, 118f, 119, 

121, 123
meridional, 180f, 181f, 183, 185f
monthly climatologies of, 175–85, 179f–182f, 185f
nighttime variations of, 176
results for, 178–84, 179f–182f
simultaneous measurements of, 175–85
speed variations for, 179f–181f
temperature variations for, 181f–182f, 183–84, 185f
tidal-wave structure differences with, 176
understanding of, 118
wave structure of, 115–16, 124
zonal, 179–83, 179f–180f, 185f

3-D tomography
major challenge in, 130
maps of electron density with, 128
Tikhonov regularization for, 127
tomographic reconstruction of ionospheric electron density, 

127–140
reconstruct IED during solar minimum 2008, 127
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TAD. See Traveling atmospheric disturbances
TID. See Traveling ionospheric disturbances
TIE-GCM. See Thermosphere-Ionosphere-Electrodynamics 

General Circulation Model
Tikhonov regularization

3-D tomography with, 127
Laplace operator incorporated in, 127, 140
noise suppressed using, 129

TIMED. See Thermosphere-Ionosphere-Mesospheric 
Energetics and Dynamics

TIME-GCM. See Thermosphere‐Ionosphere‐Mesosphere‐
Electrodynamic General Circulation Model

Tiny Ionospheric Photometer (TIP), 101
TOI. See Tongue of ionization
Tomographic reconstruction techniques, 105, 106

topside ionosphere description in, 112
vertical density distributions in, 107
vertical structure of electron density from, 106

Tomography. See also Ionospheric tomographic technique; 
Nontomographic technique; 3-D tomography

advantage of space-based, 106
altitude-dependent regularization strength with, 132–35, 

133f, 134f, 135f, 136f, 136t
density profiles, 107, 110, 111f
electron density distribution in, 112, 113f
experimental computer schemes for, 129
GPS observations used in, 106
ground-based, 106, 107, 112
IED imaging with, 128
ionospheric F-layer peak values from, 109, 110, 111f
limitations of, 129
remotely image the structure of the topside ionosphere and 

plasmasphere density profiles, 105
space-based, 106, 107
topside ionosphere imaged with, 107
tomographic reconstruction, 105-06, 127–141
used to estimate vertical electron‐density structure from 

STEC measurements, 208
Tongue of ionization (TOI)

2009 observations for, 74f, 75f, 76f, 77–79, 77f, 78f
2012–2013 observations for, 79f, 80–82, 80f, 81f
plasma in, 72
polar projection of, 72, 72f
SED plume with, 78
shape in Northern Hemisphere of, 79
solar cycle 24 observations of, 71–82
structures appear in both hemispheres, 82
structures formation at all longitude sectors, 82
structures stronger in Southern Hemisphere, 82

Topside ionosphere
electron density distribution of, 112, 113f
ground-based tomographic imaging unable to show, 112
remotely image the structure of, 105
remotely monitoring of, 112
space--weather events modifying vertical structure of, 112
tomographically imaged density profiles of, 107
tomographic reconstruction techniques description of, 112
tomography imaged, 107
vertical density structure of, 105, 106

Total electron content (TEC)
above 400 km, 63f
along ray path, 106, 130
annual distribution of daily TEC, 16f
AUGUST 2011 observations of TID, 192–298, 194f, 195f, 

196f, 197f
correlation of daily maximum, 153f
correlation with solar parameters of, 152–53, 153f
data sources for study of, 265
defined, 146
depression in TEC with accompanying ionospheric 

scintillations, 152
deviations with storm of, 266, 267f, 268f, 269f, 270f
distinct regions of enhanced TEC referred to as SED 

plumes, 264
distribution of electron density with, 266
diurnal variation of, 147–49, 148f–151f
earthquakes with, 55
enhanced solar EUV cause of increase in, 234
enhancements, 62–63, 65–66, 68, 71, 75–76
enhancements from solar flares, 229, 233f, 233–34
equinoctial asymmetry with, 147
experimental details for, 146–47
geomagnetically quiet day, 74f
geomagnetic storms with high values in, 152
global distribution maps of receivers derived by, 62f
global GPS TEC maps used, 265
global maps, 76f–80f
global variations, 61
GPS-derived, 71
high‐resolution temporal and spatial TEC data became 

available on a global scale with GNSS, 73
interdependence of seasonal and solar parameters on, 153
interhemispheric asymmetries in, 3
intersecting ray paths with, 128
ionospheric storms described by, 42–44
July 2011 observations of TID, 188–92, 189f, 190f, 

191f, 192f
large gradients, 73
latitude, longitude, and universal time with changes in, 63
longitude dependence for, 63
longitude spatial structure in, 95–61
measurements, observed, 127–133, 135–6,140
modeling with, 85–90, 87f, 88f–90f
month-to-month variation of, 149, 152f
Neustrelitz model for, 85–90, 87f–90f
nontomographic technique to estimate, 207
north to south ratios, 16–18, 16f
plasma density with variations in, 62–64, 62f–63f
polar projection of global, 72, 72f
regional maps of perturbations

August 2011 observations, 193
July 2011 observations, 189–90, 190f

results and discussions for, 147–53, 148f–53f
SED plume with enhancement of, 69, 75, 75f
semiannual variation, 15, 17
single-layer mapping function for, 147
solar cycle 24 observations with, 71–82
solar flares’ effects investigated with, 228
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space weather related to, 87
storm-enhanced density with variations in, 61–64, 62f–63f
storms producing differences in, 263
storm-time, 75f
sudden increases in TEC due ionospheric response to solar 

flares, 228
SuperDARN convection patterns overlaid onto TEC 

maps, 74 f
synthetic, 127, 132–3, 133f, 140
TEC plume, 62f, 78
temporal and spatial effects of solar flares on the 

ionosphere, due to availability of TECs, 228
time constant for increasing, 66
time series calculations for, 66f
tomographic reconstruction, 106–7, 113f
topside values from satellites, 108f
topside ionospheric density profiles from, 113f
ULF wave discussion, 12
ULF wave variation with, 15–17, 16f
United States climatologies, 74
values measured at SCINDA GPS at Makerere University, 

Uganda, 146
variation compared with solar indices: F10.7 & SNN, 145, 153
variation of with solar activity, 145–53
variation with solar parameters of, 149–52, 152f

Transition Region and Coronal Explorer (TRACE), 244
Traveling atmospheric disturbances (TAD), 42
Traveling ionospheric disturbances (TID)

AGW associated with, 200, 202
analysis program results for, 202–3
cluster of GPS receivers in analysis of, 193–95, 195f–196f
cross-correlation analysis applied to, 190–92, 191f–192f
defined, 187
GOES-12 infrared images for, 198, 199f
Medium scale (MSTID), 188, 274
propagation analysis of, 198–203, 199f–201f
rainfall with, 201f
regional maps of velocity for, 195–98, 197f
South and Central America observations of, 187–203
TEC observations for AUGUST 2011 for, 192–298, 

194f–197f
TEC observations for July 2011 for, 188–92, 189f–192f
TECP regional maps

August 2011 observations, 193
July 2011 observations, 189–90, 190f

TW3. See Terdiurnal migrating tide

UARS. See Upper Atmospheric Research Satellite
Ultra low frequency (ULF) waves

conjugate studies of, 12–13
interhemispheric asymmetries in, 3
power asymmetries of, 12–17

annual distribution of FIT and PAC daily wave power, 14f
ionosphere and thermosphere’s role in, 15–17, 16f
low latitude and midlatitude, 13–15, 13f–14f
map of stations studying, 13f
TEC variation in, 15–17, 16f

UNAVCO. See University NAVstar Consortium
Universal Kriging algorithm

Az represented by, 207
deterministic component modeling with, 210–12, 211f, 

214f, 216f–217f, 223
NeQuick model with, 207, 209–14, 211f, 214f, 

216f–217f, 223
stochastic component modeling with, 212–14, 214f

University NAVstar Consortium (UNAVCO), 130
Upper Atmospheric Research Satellite (UARS)

solar flux measurements from, 231f
SOLSTICE instrument aboard, 233

US National Weather Service (NWS), 166

Vector Electric Field Investigation (VEFI), 96
Vertical drift, 99, 101–02, 146–47, 156, 159, 258

ability of vertical plasma drifts raise the F layer to high 
altitudes, 65

EEJ gives rise to vertical E × B drift that leads to space‐
weather impacts such as satellite radio scintillation, 34

global distribution maps of the TIE-GCM-modeled ion 
plasma vertical drifts, 272f

impact on changes of the vertical plasma drift during SSW 
(WAM), 170, 170f

SED features arise from effects of vertical plasma motion 
and sunlight conditions, 67

vertical drift perturbations, 64
Vertical TEC (VTEC)

anomalies and enhancement, 55
comparisons with modeling of NeQuick, 219f–220f, 220
determination comparison of, 127,141f, 142
deterministic component modeling of, 210–12, 211f, 214f, 

216f–217f, 223
equation for obtaining from slant TEC, 147
F10.7 solar flux activity index an external parameter to 

compute VTEC, 88
IED correlation with, 140
latitude and longitudinal variations of VTEC and Az, 

210, 211f
maps, 215f–218f, 216–19
model comparisons: NTCM, Klobuchar, NeQuick, 86–89, 

87f–90f
NeQuick modeling of, 209–14, 211f, 214f, 216f–217f, 223
numerical model of GIM of VTEC, 208
peaks of VTEC due to processes that are due to E × B drift 

forces, 212
reconstructed electron density compared to, 139
reconstructed under linear inversion, 140
results and discussion in modeling of, 214–19, 215f–218f
stochastic modeling with VTEC and Az, 209–210, 

212–14, 214f
storm‐time signatures of equatorial anomaly peaks, 63f
variograms of VTEC and Az, 214f
VTEC and Az maps, 215f–217f
VTEC converted to STEC; STEC to VTEC, 208
VTEC expression for NTCM-GL, 85
VTEC GIM adapted to develop a VTEC map using 

NeQuick, 208

Total electron content (TEC) (cont’d)
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Very high solar activity (VHSA), day-to-day variability for, 
157–58, 158f

VR. See Day-to-day variability
VTEC. See Vertical TEC
VUV. See Solar vacuum ultraviolet

WACCM-X. See Whole Atmosphere Community Climate 
Model extended version

WAM. See Whole atmosphere model
“Wavenumber 4” (WN4), 101–2

EEJ with, 118
maps of hmF2 showing, 107

Whole Atmosphere Community Climate Model extended 
version (WACCM-X), 166

Whole atmosphere model (WAM)
defined, 97
diurnal variation vertical plasma drift using, 169,  

170f–171f
electrodynamic changes during, 165
full wind-field changes, 169
impact on changes of the vertical plasma drift during SSW, 

170, 170f
integrated into a modified version NWS GSI data 

assimilation scheme, 166
latitude structure of temperature, 172, 172f
model comparisons, 176, 183–84
modeled responses of the full WAM wind field, 170f
modeling of the meridional winds for the thermosphere, 176

neutral winds from used to provide global electric fields 
(GIP model driven by), 97

ozone in, 167f, 168f
results of a WAM forecast, 168f, 169
simulations, 167f
tidal-wave structure, 176, 184
WAM analysis, 168f, 184
WAM-GIP, 167, 172
WAM‐GSI analysis, 166–67
WAM-modeled ozone, 168, 168f
weather forecast system with, 166
zonal wind amplitudes in, 168f

WN4. See “Wavenumber 4”

X-ray radiation
enhancements in solar X-ray radiation penetration to D 

and E-region, 227, 239
GOES x‐ray flux, 235f
GOES X‐ray phase observations, 245f, 245–52, 250f–251f
ionospheric response to, 227–39
solar cycle variations for, 250–51, 251f
solar flares with variations of, 243–52
X-ray and EUV radiation variations during solar flares, 

227–39
X-Ray Sensor (XRS) aboard GOES, 228, 245

Zonal winds, climatologies, individual and monthly for, 
179–83, 179f–180f, 185f
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