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## Preface

The International Symposium on Parameterized and Exact Computation (IPEC, formerly IWPEC) is an international symposium series that covers research in all aspects of parameterized and exact algorithms and complexity. Started in 2004 as a biennial workshop, it became an annual event in 2008. This volume contains the papers presented at IPEC 2014: the 9th International Symposium on Parameterized and Exact Computation held during September 10-12, 2014, in Wrocław, Poland. The symposium was part of ALGO 2014, which also hosted six other workshops and symposia, including the Annual European Symposium on Algorithms (ESA 2014). The seven previous meetings of the IPEC/IWPEC series were held in Bergen, Norway (2004), Zürich, Switzerland (2006), Victoria, Canada (2008), Copenhagen, Denmark (2009), Chennai, India (2010), Saarbrücken, Germany (2011), Ljubljana, Slovenia (2012), and Sophia Antipolis, France (2013).

The invited plenary talk was given by Hans Bodlaender (Utrecht University) on "Lowerbounds for Kernelization." The keynote speaker, together with coauthors, Rodney G. Downey, Michael R. Fellows, Danny Hermelin, Lance Fortnow, and Rahul Santhanam, were awarded the EATCS-IPEC Nerode Prize 2014 for outstanding papers in the area of multivariate algorithmics. These proceedings contain an extended abstract of the invited talk. Additionally, a tutorial on "Backdoors, Satisfiability, and Problems Beyond NP" was given by Stefan Szeider (Vienna University of Technology). We thank the speakers for accepting our invitation.

In response to the call for papers, 42 papers were submitted. Each submission was reviewed by at least three reviewers. The reviewers were either Program Committee members or invited external reviewers. The Program Committee held electronic meetings using the EasyChair system, went through extensive discussions, and selected 27 of the submissions for presentation at the symposium and inclusion in this LNCS volume.

We would like to thank the Program Committee, together with the external reviewers, for their commitment in the difficult paper selection process. We also thank all the authors who submitted their work for our consideration. Finally, we are grateful to the local organizers of ALGO, in particular to Marcin Bieńkowski and Jarek Byrka, for the effort they put to make chairing IPEC an enjoyable experience.
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# Lower Bounds for Kernelization 

Hans L. Bodlaender ${ }^{(\boxtimes)}$<br>Department of Information and Computing Science, Utrecht University, P.O. Box 80.089, 3508 TB Utrecht, The Netherlands h.l.bodlaender@uu.nl


#### Abstract

Kernelization is the process of transforming the input of a combinatorial decision problem to an equivalent instance, with a guarantee on the size of the resulting instances as a function of a parameter. Recent techniques from the field of fixed parameter complexity and tractability allow to give lower bounds for such kernels. In particular, it is discussed how one can show for parameterized problems that these do not have polynomial kernels, under the assumption that coNP $\mathbb{N} P /$ poly .


## 1 Introduction

In this paper, a number of recent techniques for lower bounds for kernelization are surveyed. The study of kernelization is motivated in two ways: first, it allows a precise mathematical analysis what can be achieved with polynomial time preprocessing of combinatorial problems. Second, a kernelization algorithm for a (decidable) problem also gives that the problem is fixed parameter tractable.

An important driving force behind much algorithm research is the intractability of many (combinatorial) problems, coming from practical applications and from theoretical investigations. One of the approaches when we ask for exact solutions is to first preprocess the instances before applying an exact solver: the former is typically fast, and the latter is typically slow (e.g., using integer linear programming, branch and bound, a SAT-solver). In kernelization, we make the assumption that the preprocessing takes polynomial time, is safe (in the sense that the answer for the problem instance is the same as, or can be derived from, the answer for the reduced instance), and we ask if there is a guaranteed upper bound of the size of the reduced instance. This upper bound is expressed as a function of some parameter of the input, possibly the target value, or some structural parameter of the input.

Parameterization is very useful for the analysis of preprocessing. The following lemma illustrates the limitations of a setting without parameterization.

Lemma 1 (Folklore). Let $Q$ be an NP-hard decision problem. If we have a polynomial time procedure, that given an input $s$, either decides if $s \in Q$, or produces an input $s^{\prime}$ with $s \in Q \Leftrightarrow s^{\prime} \in Q$, then $P=N P$.

Proof. Suppose we have such $Q$. Given an input, repeatedly apply $Q$ on its own output till we decide. This gives a polynomial time algorithm for an NP-hard problem.

The study of fixed parameter tractability is motivated from the observation that often, when we have a problem that is intractable, actual instances may be much easier due to the fact that some parameter of these instances is small. Again, this parameter may be the target value, or some structural parameter of the input. E.g., a combinatorial problem arising from facility location problem may be NP-hard, but may be still polynomial time solvable when we know that the number of facilities to be placed is at most three (e.g., by exhaustive search). Another example is that many NP-hard problems become linear time solvable on graphs of bounded treewidth (see e.g., [6].) A decidable problem has a kernel, if and only if it is fixed parameter tractable (see Lemma 2). This strong relationship between the notions of kernelization and FPT is an important motivation behind the research on kernelization. Kernels of smaller size lead to faster FPT algorithms, and thus an important question is: what is the smallest size that we can obtain for a kernel for some given parameterized problem?

For several parameterized problems, kernels of small size are known: e.g.: Vertex Cover has a kernel with at most $2 k$ vertices (and $O\left(k^{2}\right)$ bits) (see e.g. [1,34]) Feedback Vertex Set has a kernel with $O\left(k^{2}\right)$ vertices (and $O\left(k^{2}\right)$ bits) [36]. There nowadays are many problems for which kernels of polynomial size are known. But also, for many problems, no such kernels are known. Current lower bound techniques explain why: it is shown that the problem has no polynomial kernel (or no kernel at all) unless a currently widely believed complexity theoretic assumption does not hold. Such lower bounds are useful for the algorithm designer: like an NP-hardness proofs guides us away from trying to design a polynomial time algorithm for a problem, here lower bounds can guide us away from trying to design (polynomial) kernels.

In this survey, we discuss a number of techniques to show such conditional lower bounds for kernelization.

## 2 Preliminaries

Throughout the paper, we assume that $\Sigma$ is some finite alphabet. For a string $s \in \Sigma^{*}$, we denote with $|s|$ its length. A parameterized problem is a subset of $\Sigma^{*} \times \mathbf{N}$.

To a parameterized problem $Q \subseteq \Sigma^{*} \times \mathbf{N}$ we associate its classic variant $Q^{c} \subseteq(\Sigma \cup\{(, 1,)\})^{*}$, which is obtained from $Q$ by writing the second parameter $(k)$ in unary.

In the literature, small variations on the definition of FPT are used. We use here the notion of strongly uniform FPT (see [18, Section 2.1]).

Definition 1. FPT (fixed parameter tractable) is the class of parameterized problems $Q$ such that there is an algorithm $A$, that decides for a given instance
$(s, k) \in \Sigma^{*} \times \mathbf{N}$ if $(s, k) \in Q$ in $O\left(f(k) \cdot|s|^{c}\right)$ time, for a computable function $f$ and constant $c \in \mathbf{N}$.

Many parameterized problems are known to be fixed parameter tractable (in FPT); the design of efficient parameterized algorithms is a very active field of study. E.g., see [18, 19, 21, 35].

Definition 2. A kernelization algorithm or in short, a kernel for a parameterized problem $Q$ is an algorithm $A$, that, given an instance $(s, k) \in \Sigma^{*} \times \mathbf{N}$, outputs an instance $\left(s^{\prime}, k^{\prime}\right) \in \Sigma^{*} \times \mathbf{N}$, such that there are computable functions $f$ and $g$, and a constant $c$, with

1. A uses $O\left(f(k)|s|^{c}\right)$ time;
2. $(s, k) \in A$, if and only if $\left(s^{\prime}, k^{\prime}\right) \in A$;
3. $\left|s^{\prime}\right| \leq g(k), k^{\prime} \leq g(k)$.

Thus, a kernelization algorithm is a polynomial time algorithm, that transforms an input for parameterized problem $Q$ to an equivalent input, but with the size of the latter bounded by a (computable) function in the parameter. The function $g$ is said to be the size of the kernel.

There are minor variations on the definition of kernelization, and also more general notions have been studied. Some of these are reviewed in Sect. 6. The notion of kernelization is tightly bound to the notion of fixed parameter tractability, as the following well known result shows.

Lemma 2 (Folklore). Let $Q \subseteq \Sigma^{*} \times \mathbf{N}$ be a decidable problem. Then $Q \in$ $F P T$, if and only if $Q$ has a kernel.

Proof. Suppose $Q \in F P T$. Let $A$ be an algorithm that decides on $Q$ in $f(k) n^{c}$ time, for some computable function $f$ and constant $c$. Suppose we have an instance $(x, k)$ of size $n$. Run algorithm $A$ for $n^{c+1}$ steps. If $A$ terminates within this time, then output a trivial $O(1)$ size yes- or no-instance. Otherwise, $n \geq f(k)$ : output ( $x, k$ ). This fulfils the definition of a kernel.

Suppose we have a kernelization algorithm $A$. First run $A$ on the input, and then, as $Q$ is decidable, run any decision algorithm on the remaining reduced instance. The time of the latter step is bounded by a function of the parameter $k$, and the time of the former step is polynomial. The combination of the steps is an FPT algorithm.

Lemma 2 is important for two reasons. First, it shows us that we can turn a kernelization algorithm directly in an FPT algorithm, and the method (first build a small equivalent instance, and then solve that instance) follows the approach discussed in the introduction for hard problems. Kernels of smaller size give faster FPT algorithms, and this thus motivates the search for kernels of small size. Second, it shows that if we have reason to believe that no FPT algorithm exists for a problem $Q$, then we also have reason to believe that there is no kernelization algorithm for $Q$. The latter is precisely the case for parameterized problems that are $W[1]$-hard. If a $W[1]$-hard problem belongs to the class FPT, then we
have that $F P T=W[1]$, and from that it follows that the Exponential Time Hypothesis (ETH) does not hold [10]. Thus a corollary of Lemma 2 is that no $W[1]$-hard problem has a kernel, assuming the ETH.

As discussed above, we are interested in kernels of small size. An important class of kernels are the polynomial kernels: a kernel is polynomial, if the function $g$ in Definition 2 (i.e., the upper bound for the resulting instances $\left(s^{\prime}, k^{\prime}\right)$ on $\left|s^{\prime}\right|$ and of $\left.k^{\prime}\right)$ is polynomial, i.e., there is a constant $c^{\prime}$ with $g(n)=O\left(n^{c^{\prime}}\right)$.

In this survey, we look at a number of techniques to give conditional proofs that such polynomial kernels do not exist. The results usually depend on the assumption that $N P \nsubseteq$ co $N P /$ poly, or, equivalently, that co $N P \nsubseteq N P /$ poly. If this assumption would not hold, the polynomial time hierarchy would collapse to its third level [37]. For many parameterized problem, unconditional proofs that no polynomial kernel exists cannot reasonably be expected. E.g., if $P=N P$, then the parameterized variants of NP-complete problems (like Long Path, Treewidth) have kernels of size $O(1)$.

## 3 Compositions

In this section, we discuss the first technique to show that problems do not have polynomial kernels: composition. Actually, composition comes in two flavours: OR-composition, and AND-composition. In several cases, compositionality gives simple and sometimes even trivial proofs for parameterized problems that they do not have polynomial kernels, assuming $N P \nsubseteq$ coNP/poly. In several other cases, such proofs can be hard and lengthy. We start this section with describing the intuition behind the ideas. Then we introduce the main notions, stating the main theorems, and proving the main theorem for the case of OR-composition. We end the section with showing for some parameterized problems that they are compositional, and conclude that they have no polynomial kernel, again under the assumption that $N P \nsubseteq$ coNP/poly.

### 3.1 Intuition

To get the intuition behind the approach, we consider the Long Path problem. A $k$-path is a simple path with at least $k$ edges. In the Long Path problem, we are given an undirected graph $G$, integer $k$, and must decide if $G$ has a $k$-path; $k$ is the parameter.

Let us look at the situation that we would have a kernel of polynomial size for the Long Path problem, say a polynomial time algorithm $A$ that reduces an instance of Long Path to one with $k^{c}$ bits to describe it. Now, suppose we have a graph with $k^{c+1}$ connected components. $G$ contains a simple path with $k$ edges, if and only if at least one of its connected components has a simple path with $k$ edges. But these different connected components can be regarded as separate instances of LONG Path, and thus, we would have a manner of reducing $k^{c+1}$ different instances of LONG Path to $k^{c}$ bits in total: significantly fewer bits
than the number of components. Such reduction seems only possible when we are able to solve the Long Path problem on some of the components; that is unlikely in polynomial time as the problem in its classic variant is NP-complete.

With this intuition in mind, we now look at the formal notion of compositions, and see how this can be used to prove conditional lower bounds for kernelization in Sect. 3.2.

### 3.2 Compositionality and Lower Bounds

The techniques and results in this section are mostly due to Bodlaender et al. [3] and Fortnow and Santhanam [22].

The notion of composition comes in two flavours: or-composition and andcomposition. We give the definition of or-composition in full, and explain the difference with the definition of and-composition.

Definition 3. $A n$ or-composition for a parameterized problem $Q \subseteq \Sigma^{*} \times \mathbf{N}$ is an algorithm $A$ that gets as input a sequence of instances $\left(s_{1}, k\right), \ldots\left(s_{r}, k\right)$, and outputs one instance $\left(s^{\prime}, k^{\prime}\right)$, such that

1. A uses time that is bounded by a polynomial in $\sum_{i=1}^{r}\left|s_{i}\right|+k$;
2. $\left(s^{\prime}, k^{\prime}\right) \in Q$, if and only if there exists an $i, 1 \leq i \leq k$ with $\left(s_{i}, k\right) \in A$;
3. $k^{\prime}$ is bounded by a polynomial in $k$.
I.e., the or-composition algorithm transforms a sequence of instances with the same parameter to one instance, the latter being a yes-instance for $Q$ if and only if at least one of the former instances is a yes-instance; it uses time that is polynomial in the total size of the instances in the sequence; and the resulting parameter must be polynomially bounded in the parameter in the original instances. We see examples of compositions in Sect. 3.3.

And-compositions are defined in the same way; we change the second condition in Definition 3 to
$-\left(s^{\prime}, k^{\prime}\right) \in Q$, if and only if for all $i, 1 \leq i \leq k$ with $\left(s_{i}, k\right) \in A$.

If a problem has an or-composition, we say it is or-compositional; similarly for and-compositional. Combining the results of three different papers, we obtain the following central result, which provides us with a powerful tool to show that problems are likely not to have a polynomial kernel. In Sect. 3.4 we sketch the proof for part (a).

Theorem 1. (a) [Bodlaender et al. [3], Fortnow and Santhanam [22]] Let $Q$ be a parameterized problem that is or-compositional and whose classic variant is $N P$-hard. Then $Q$ does not have a polynomial kernel unless coNP $\subseteq N P /$ poly (b) [Bodlaender et al. [3], Drucker [20] ] Let $Q$ be a parameterized problem that is and-compositional and whose classic variant is NP-hard. Then $Q$ does not have a polynomial kernel unless coNP $\subseteq N P /$ poly .

### 3.3 Compositional Problems

As a graph has a $k$-path, if and only if at least one of its connected components has a $k$-path, the LONG Path problem is trivially or-compositional: just take the disjoint union of the graphs of the instances, and do not change parameter $k$. Similarly, if we have a graph parameter like Treewidth which is for each graph the maximum of the parameters value over all connected components, disjoint union gives a trivial and-composition. A direct corollary of Theorem 1 and the corresponding NP-hardness results is that Long Path and Treewidth have no polynomial kernel unless coNP $\subseteq N P /$ poly.

In many other cases, compositions are far from trivial. See for example [13, 17, 28, 32].
Compositionality of Disjoint Factors. An example of a non-trivial or-composition is the following, from Bodlaender et al. [8]. In the Disjoint Factors problem, we are given a string $s \in\{1, \ldots, k\}$, and ask for a collection of $k$ substrings $s_{1}, \ldots, s_{k}$ of $s$, that do not overlap, and for each $i, s_{i}$ starts and ends with an $i$. The size of the alphabet $k$ is the parameter of this problem.

For example, 1231331212 is a positive instance, with substrings 1231, 212 and 33 ; and 1221 is a negative instance.

An or-composition for Disjoint Factors can be obtained as follows. First, we notice that the problem is solvable in $O\left(k n \cdot 2^{k}\right)$ time with standard dynamic programming techniques for strings of length $n$. Suppose we have instances $s^{1}, \ldots, s^{r} \in\{1,2, \ldots, k\}$. If $r>2^{k}$, we can solve all these instances in polynomial time, so assume $r \leq 2^{k}$. By possibly adding dummy instances, we can assume that $r=2^{k}$. Now, add $k+1, \ldots, 2 k$ to our alphabet. Instead of formally defining the composition, the following examples will make the scheme hopefully clear: if $k=2$, take $34 s_{1} 4 s_{2} 43 s_{4} 3$; if $k=3$, take

$$
456 s+16 s_{2} 656 s_{3} 6 s_{4} 65456 s_{5} 6 s_{6} 656 s_{7} 6 s_{8} 654
$$

The resulting string has a solution, if and only if at least one $s_{i}$ has a solution: the factor with $k+1$ 'disables' either the first or second half of the strings $s_{i}$; the next factor disables half of the remaining ones, and once we found factors for $k+1$ till $2 k$, only one $s_{i}$ remains to find the factors for $1, \ldots, k$. For a more detailed explanation, see [8] or [33]. Now, as Disjoint Factors is NP-complete [8], it follows from Theorem 1, that it has no polynomial kernel unless coNP $\subseteq$ NP/poly.

### 3.4 Proof Sketch For Lower Bounds With Or-Composition

Below, we give a proof for Theorem 1(a). The original proof was via a notion of distillation; we give here a direct proof without this intermediate step; it follows the proof method from [22, Theorem3.1]. Druckers proof [20] for the case of andcomposition is much more involved; a new and possibly simpler proof was very recently given by Dell [14].

Proof of Theorem 1(a). Suppose we have a parameterized problem $Q$ that is compositional, whose classic variant is NP-hard, and that has a kernel with inputs with parameter $k$ mapped to an equivalent input with at most $k^{c}$ bits for some constant $c$.

Throughout the following proof, we will switch without notification between the parameterized and classic variants of the problem, and ignore some simple but technical details on how instances of the two versions are mapped. We always assume that the parameter is given in unary.

Denote the complement of the classic variant of $Q$ by not- $Q$. (E.g., if $Q$ is the problem, given a graph $G$ and integer parameter $k$, to decide if $G$ has a simple cycle of length at least $k$, then not- $Q$ is the problem, given a pair $(G, k)$ to decide if all simple cycles in $G$ have length at most $k-1$.) As (the classic variant of) $Q$ is NP-hard, we have that not- $Q$ is coNP-hard. Thus, if we show that not- $Q$ belongs to $N P /$ poly, we have that coNP $\subseteq N P /$ poly and proved the result.

Hence, what remains to be done is to give a nondeterministic algorithm for not- $Q$ that can access polynomial advice. I.e., for each input size $n$, the algorithm can consult a string advice $(n)$, whose size is bounded by a polynomial in $n$. In our case, the advice will consist of $O\left(n^{2}\right)$ instances, each of size at most $n^{c c^{\prime}}$, thus the advice has size $O\left(n^{c c^{\prime}+2}\right)$ bits. Each element of the advice will belong to not- $Q$.

The algorithm will have the following form:

- Suppose an instance $(x, k)$ of size $n$ is given. (We have that $k \leq n$.)
- Set $r=n^{c c^{\prime}}$.
- Non-deterministically guess a sequence of $r$ instances, each of size $n$, and with parameter $k$.
- If $(x, k)$ is not in the sequence, then reject.
- Compute the composition of the sequence, say $\left(y, k^{\prime}\right)$. By assumption on the composition, we have that $k^{\prime} \leq k^{c^{\prime}} \leq n^{c^{\prime}}$.
- Compute the kernel $\left(z, k^{\prime \prime}\right)$ of ( $y, k^{\prime}$ ). By assumption on the kernelization algorithm, we have that the size of this instance is at most $k^{\prime c} \leq n^{c c^{\prime}}=r$.
- Check if $\left(z, k^{\prime \prime}\right)$ is in advice $(n)$. If so, accept; otherwise, reject.

Each element in the advice will be a negative instance of $Q$ (or, equivalently, a positive instance of not- $Q$.) If $(x, k) \in Q$, then the properties of or-composition and kernelization imply that $\left(y, k^{\prime}\right) \in Q$ and thus that $\left(z, k^{\prime \prime}\right) \in Q$. As the advice only contains elements from not- $Q,\left(z, k^{\prime \prime}\right) \notin \operatorname{advice}(n)$, and we correctly reject. What remains now is to show that there is a sufficiently small advice set such that for each $(x, k) \in$ not- $Q$ of size $n$, there is a guess that gives a kernel in the advice. Lemma 3 shows that such a set indeed exists.

We say that an instance $(x, k) \in$ not- $Q$ of size $n$ is covered by an instance $(y, k)$, if there is a sequence $\mathbf{x}=\left(x_{1}, k\right),\left(x_{2}, k\right), \ldots,\left(x_{k^{c}, k}\right)$ such that

1. There is an $i, 1 \leq i \leq k^{c}$ with $x=x_{i}$. (I.e., $(x, k)$ is part of the sequence.
2. The kernelization algorithm, applied to the result of the or-composition algorithm, applied to the sequence $\mathbf{x}$ belongs to advice $(n)$.

Lemma 3. For sufficiently large $n$, there exists a set advice(n) of $O\left(n^{2}\right)$ instances of size at most $n^{c c^{\prime}}$, such that

- Each instance $\left(y, k^{\prime}\right) \in$ advice( $n$ ) belongs to not- $Q$.
- Each instance $(x, k)$ of size $n$ is covered by an element of advice $(n)$.

Proof. We build the advice incrementally, starting with an empty set. Repeat the following step: add to the advice an instance of size at most $n^{c c^{\prime}}$ in not- $Q$ that covers the largest number of instances from not- $Q$ of size $n$ that are not yet covered by the advice.

Claim. There is an instance in not- $Q$ of size at most $n^{c c^{\prime}}$ that covers a constant fraction of all uncovered instances of size $n$ in not- $S$.

Proof. Recall that $r=n^{c c^{\prime}}$. Let $A$ be the set of uncovered instances of size $n$ in not- $S$. These form $|A|^{r} r$-tuples. Each tuple is mapped by composition and kernelization to an instance of size at most $r$, of which there less than $2 \cdot 2^{r}$. By pigeon-hole principle, one of the latter is the image of $\frac{|A|^{r}}{2 \cdot 2^{r}}$ tuples, and thus covers at least $\left(\frac{|A|^{r}}{2 \cdot 2^{r}}\right)^{1 / r} \geq|A| / 4$ instances from $A$.

As there are at most $2^{n}$ instances of size $n$ in not- $S$, the claim shows that $O\left(\log 2^{n}\right)=O(n)$ elements are sufficient for the advice.

Lemma 3 shows that the advice is polynomial, and thus completes the proof of Theorem 1(a).

## 4 Transformations

A second technique to show conditional lower bounds for kernels is based upon using transformations. The technique is quite similar to usual NP-completeness proofs, with the specific twist here that the transformation should map an instance with parameter $k$ to a new instance whose parameter is polynomially bounded in $k$. The technique was independently observed by several groups of authors [2, 8,17 ]; the formalization is taken from [8], while the terminology was proposed by Lokshtanov.

Definition 4. A polynomial parameter transformation (ppt) from a parameterized problem $Q$ to a parameterized problem $R$ is an algorithm $A$, that given an instance of $Q$, outputs an instance of $R$, such that

1. For all instances $(x, k),(x, k) \in Q \Leftrightarrow A(x, k) \in R$.
2. Given an instance $(x, k)$, $A$ uses time, polynomial in $|x|+k$.
3. There is a constant $c$, such that for all instances $(x, k)$, if $A(x, k)=\left(x^{\prime}, k^{\prime}\right)$, then $k^{\prime} \leq k^{c}$.

The following theorem can be easily proven, and gives a direct method to lift lower bounds for kernels for some problem to similar lower bounds for other problems. See e.g. [8] or [5] for the proof.

Theorem 2. If there is a ppt from $Q$ to $R$ and a polynomial time reduction from the classic variant of $R$ to the classic variant of $Q$, and $R$ has a polynomial kernel, then $Q$ has a polynomial kernel.

Corollary 1. Suppose we have parameterized problems $Q$ and $R$, with the classic variant of $Q$ NP-hard, and the classic variant of $R$ in NP. If $Q$ has no polynomial kernel, then $R$ has no polynomial kernel.

As an example, we consider the Disjoint Cycles problem: determine, given an undirected graph $G$ and integer $k$ (the parameter), whether $G$ has at least $k$ vertex disjoint cycles. This problem is well known to be NP-complete. A ppt from Disjoint Cycles to Disjoint Factors is as follows. Given a string $s_{1} s_{2} \cdots s_{n} \in\{1,2, \ldots, k\}^{n}$, we build a graph with $n+k$ vertices. We first take a path with $n$ vertices, each vertex representing a character from the string. For each symbol in the alphabet $i \in\{1, \ldots, k\}$, we add a vertex $v_{i}$, and make $v_{i}$ incident to all path vertices that represent a character with this symbol. See Fig. 1. It is not hard to observe that the resulting graph has $k$ disjoint cycles, if and only if the string has the required set of factors. (Each cycle needs to use one of the vertices not on the path, the remainder of the cycle corresponds to a factor, and as the cycles must be disjoint, the factors may not overlap.) From the earlier observed lower bound for kernels for Disjoint Factors, it thus follows that Disjoint Cycles has no polynomial kernel assuming coNP $\nsubseteq N P /$ poly,


Fig. 1. Example of transformation: Disjoint Factors to Disjoint Cycles

## 5 Cross Composition

Suppose we want to show that parameterized problem $Q$ has no polynomial kernel under the usual assumption that $N P \nsubseteq$ coNP/poly. An (and- or or-) composition as discussed in the previous chapter takes a collection of instances of $Q$ and 'merges' these to one instance of the problem. The notion of cross composition, introduced by Bodlaender et al. [5], allows to start with a collection of instances of some (other) problem $Q^{\prime}$ (which should be NP-hard), and transforms this collection to one instance of $Q$. In this way, the notion of cross composition gives a more powerful tool to proof the conditional lower bounds for kernels.

The first ingredient for the notion of cross composition is a polynomial equivalence relation.

Definition 5. $A$ polynomial equivalence relation is an equivalence relation $\sim$ on $\Sigma^{*}$, such that

- Given two strings $s_{1}$ and $s_{2}$, we can decide if $s_{1} \sim s_{2}$ in time, polynomial in $\left|s_{1}\right|+\left|s_{2}\right|$.
- There is a polynomial p, such that The number of equivalence classes of $\sim$ that contain strings of length at most $r$ is bounded by $p(r)$.

An example is the following. We consider instances of a graph problem, and two instances are equivalent if and only if they have the same number of vertices and the same number of edges.

We now come to the definition of OR cross composition, and then briefly give the difference with the definition of AND cross composition.

Definition 6. Suppose we have a parameterized problem $Q \subset \Sigma^{*} \mathbf{N}$, a language $L \subseteq \Sigma^{*}$ and a polynomial equivalence relation $\sim$ on $\Sigma^{*}$. An OR cross composition of $L$ to $Q$ with respect to $\sim$ is an algorithm $A$, such that

- The input of $A$ is a sequence instances $s_{1}, \ldots, s_{r}$ of $L$ that belong to the same equivalence class of $\sim$.
- A uses time, polynomial in $\sum_{i=1}^{r}\left|s_{i}\right|$.
- A outputs one instance $\left(s^{\prime}, k^{\prime}\right)$ of $Q$, with $k^{\prime}$ bounded by a polynomial in $\max \left|s_{i}\right|+\log k$.
$-\left(s^{\prime}, k^{\prime}\right) \in Q$ if and only if there is an $i$ with $\left(s_{i}\right)$ inL.
The notion of $A N D$ cross composition is defined in exactly the same way, except that the last condition in Definition 6 is replaced as follows.

$$
\left(s^{\prime}, k^{\prime}\right) \in Q \text { if and only if for all an } i \text { with }\left(s_{i}\right) \text { in } L
$$

Building upon the techniques and results of Bodlaender et al. [3], Fortnow and Santhanam [22] and Drucker [20], Bodlaender, Jansen, and Kratsch [5] obtained the following result, which provides us with a powerful mechanism to show conditional kernel lower bounds.

Theorem 3 (Bodlaender et al. [5]). Let $L \subseteq \Sigma^{*}$ be an NP-hard language, let $\sim$ be a polynomial equivalence relation, and $Q \subseteq \Sigma^{*} \times \mathbf{N}$ be a parameterized language. Suppose there exists an OR cross composition or an AND cross composition from $L$ to $Q$ with respect to $\sim$. Then $Q$ does not have a polynomial kernel, unless $N P \subseteq$ coNP/poly.

For three reasons, this result gives more possibilities to show conditional kernel lower bounds:

- We can start with a collection of instances of any NP-hard problem, instead of having to use instances of the problem we want to prove a bound for itself.
- The polynomial equivalence relation allows us to make several additional assumptions on this collection of instances.
- The bound on $k^{\prime}$ helps to bound the number of instances of $L$ we have to compose.

Cross compositions were used for kernel lower bounds for e.g., Treewidth and Pathwidth [4], Clique Cover [12], Vertex Cover [28], and Test Cover [23].

## 6 Other Models and Extensions

This survey so far only discussed results that some problems do not have polynomial kernels under the assumption of coNP $\nsubseteq N P /$ poly. Several extensions and variants have been studied, that will be briefly mentioned below.

Many if not all of the lower bounds we discussed hold for more general settings: when we compress instances of a compositional language $Q$ into instances of some other language $R$, compression in a setting of protocols, etc.

Many of the lower bounds also hold when we compress to a different target language. Also, lower bounds can be stated for the amount of information sent in certain types of protocols, for details see e.g. [16]. Drucker also proved his lower bounds for more general settings, e.g., probabilistic and quantum [20].

Earlier, lower bounds for a different model of compression with applications in e.g., cryptography were investigated by Harnik and Naor [24].

Non-increasing parameters. In interesting technique for lower bounds for kernels that do not increase the parameter was introduced by Chen et al. [11]. Combining composition and branching, one can show for several problems (including Long Path) that they do not have a polynomial kernel which does not increase the parameter, assuming that $P \neq N P$. Chen et al. [9] also augment the framework discussed in Sect. 3.2 to obtain stronger lower bounds.
Co-nondeterminism. Kratsch [29] and Kratsch et al. [31] showed that one can use co-nondeterministic composition to prove lower bounds, thus extending the power of the framework to a more general notion of composition. E.g., [29] gives a lower bound for kernels for the problem to decide whether a given graph contains a vertex set of size $k$ that is independent or a clique; the problem is in FPT as direct consequence of Ramsey theory.

### 6.1 Polynomial Lower Bounds

An important result was obtained by Dell and van Melkebeek [16], who extended the techniques to obtain sharp polynomial lower bounds for problems with a polynomial kernel for several well known parameterized problems.

For instance, they showed that if there is a polynomial time algorithm that gives a kernel for Vertex Cover or Feedback Vertex Set with $O\left(k^{2-\epsilon}\right)$
 these problems (see e.g. $[1,36]$ ) are to be expected to be sharp with respect to the number of edges. The technique has been used by Dell and Marx [15] to obtain lower bounds for kernels for a number of packing problems. See also [26].

An interesting application of the technique was found by Kratsch et al. [30], who show that a simple quadratic kernel for the problem to cover a point set in the plane with $k$ straight lines is essentially tight.

Parametric duality. Chen et al. [9] introduce the technique of parametric duality, which allows to give linear lower bounds for several problems, e.g., a bound of $2 k$ vertices for Vertex Cover, assuming that $P \neq N P$.

### 6.2 Turing Kernelization

A different model for kernelization is Turing kernelization. A Turing kernel is an algorithm that solves a parameterized problem in polynomial time, but the algorithm in addition has access to an oracle that decides instances of size $f(k)$ in one time step. With a proof similar to that of Lemma 2, one sees that a decidable problem has a Turing kernel iff it is in FPT.

There are several problems that have a polynomial Turing kernel, but (assuming coNP $\nsubseteq N P /$ poly) polynomial kernel. See e.g., [2,27]. A lower bound theory for Turing kernelization has been set up by Hermelin et al. [25].

## 7 Conclusions

This paper gives a compact and incomplete survey on a number of techniques to show lower bounds (under a complexity theoretic assumption) for kernels were discussed. An excellent and more extensive survey was made by Misra et al. [33].

The framework helps in the classification of the complexity of parameterized problems: is the problem in $P$ (regardless of parameter), has it a polynomial kernel, does it belong to FPT, is it in XP, or is it already NP-hard for some fixed value of the parameter?

I would like to end the survey with a practical warning: even when we know that for parameter, the problem at hand has no polynomial kernel, it still can be very useful to preprocess the problem. An illustrative example is for the problem of Treewidth. Treewidth parameterized by the target value is andcompositional, and thus not likely to have a polynomial kernel. However, preprocessing rules were seen to be very effective for many instances from real-world applications [7]. In [4,26], (part of) a theoretical explanation is provided: with different parameterizations, treewidth has kernels of small (polynomial) size.
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#### Abstract

This paper studies the unification problem with associative, commutative, and associative-commutative functions. The parameterized complexity is analyzed with respect to the parameter "number of variables". It is shown that both the associative and associativecommutative unification problems are $W$ [1]-hard. For commutative unification, a polynomial-time algorithm is presented in which the number of variables is assumed to be a constant. Some related results for the string and tree edit distance problems with variables are also presented.


## 1 Introduction

Unification is an important concept in many areas of computer science such as automated theorem proving, program verification, natural language processing, logic programming, and database query systems $[14,17,18]$. The unification problem is, in its fundamental form, to find a substitution for all variables in two given terms that make the terms identical, where terms are built up from function symbols, variables, and constants [18]. As an example, the two terms $f(x, y)$ and $f(g(a), f(b, x))$ with variables $x$ and $y$ and constants $a$ and $b$ become identical by substituting $x$ by $g(a)$ and $y$ by $f(b, g(a))$. When one of the two input terms contains no variables, the unification problem is called matching.

Unification has a long history beginning with the seminal work of Herbrand in 1930 (see, e.g., [18]). It is becoming an active research area again because of math search, an information retrieval (IR) task where the objective is to find all documents containing a specified mathematical formula and/or all formulas similar to a query formula $[16,19,20]$. Also, math search systems such as Wolfram Formula Search and Wikipedia Formula Search have been developed. Since mathematical formulas are typically represented by rooted trees, it seems natural to measure the similarity between formulas by measuring the structural
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similarity of their trees. However, methods based on approximate tree matching like the tree edit distance (see, e.g., the survey in [7]) alone are not sufficient since every label is treated as a constant. For example, the query $x^{2}+x$ has the same tree edit distance to each of the formulas $y^{2}+z$ and $y^{2}+y$ although $y^{2}+y$ is mathematically the same as $x^{2}+x$, but $y^{2}+z$ is not.

An exponential-time algorithm for the unification problem was given in [22] and a faster, linear-time algorithm [9,21] appeared a few years later. Various extensions of unification have also been considered in the literature [5,17,18]. Three of them, unification with commutative, associative, and associativecommutative functions (where a function $f$ is called commutative if $f(x, y)=$ $f(y, x)$ always holds, associative if $f(x, f(y, z))=f(f(x, y), z)$ always holds, and associative-commutative if it is both associative and commutative), are especially relevant for math search since many functions encountered in practice have one of these properties. However, when allowing such functions, there are more ways to match nodes in the two corresponding trees, and as a result, the computational complexity of unification may increase. Indeed, each of the associative, commutative, and associative-commutative unification (and matching) problems is NP-hard $[5,10,17]$, and polynomial-time algorithms are known only for very restricted cases $[2,5,17]$; e.g., associative-commutative matching can be done in polynomial time if every variable occurs exactly once [5]. Due to the practical importance of these (and other) extensions of unification, heuristic algorithms have been proposed, sometimes incorporating approximate tree matching techniques $[13,14]$.

This paper studies the parameterized complexity of associative, commutative, and associative-commutative unification with respect to the parameter "number of variables appearing in the input", denoted from here on by $k$. (We choose this parameter because the number of variables is often much smaller than the size of the terms.) In addition, we introduce and study the string and tree edit distance problems with variables. The following table summarizes our new results:

|  | Matching | Unification | DO-matching | DO-unification |
| :---: | :---: | :---: | :---: | :---: |
| SEDV | $\begin{aligned} & W[2] \text {-hard } \\ & \quad(\text { Theorem 1) } \end{aligned}$ | $\begin{aligned} & O\left(\|\Sigma\|^{k} \text { poly }\right) \\ & \quad(\text { Proposition 1) } \end{aligned}$ | - | P (Theorem 4) |
| OTEDV | $\begin{aligned} & W[1] \text {-hard } \\ & \quad(\text { Theorem 3) } \end{aligned}$ | - | - | P (Theorem 4) |
| Associative | $\begin{aligned} & W[1] \text {-hard } \\ & \quad \text { (Theorem 5) } \\ & \quad \text { (NP-complete [5]) } \end{aligned}$ | - | P [5] | P (Theorem 6) |
| Commutative | $\begin{aligned} & \text { NP-hard [5] } \\ & \text { FPT }^{a} \text { (Theorem 7) } \end{aligned}$ | $\begin{aligned} & \text { XP } \\ & \quad \text { (Theorem 8) } \end{aligned}$ | P [5] | P (Proposition 3) |
| Associative and commutative | $\begin{aligned} & W[1] \text {-hard } \\ & \quad \text { (Theorem 9) } \\ & \quad \text { (NP-hard [5]) } \end{aligned}$ | - | P [5] | P (Proposition 4) |

[^0]Here, $\mathrm{SEDV}=$ the string edit distance problem with variables, $\mathrm{OTEDV}=$ the ordered tree edit distance problem with variables, and $\mathrm{DO}=$ distinct occurrences of all variables. $W[1]$-hard and FPT mean with respect to the parameter $k$. For simplicity, the algorithms described in this paper only determine if two terms are unifiable, but they may be modified to output the corresponding substitutions (when unifiable) by using standard traceback techniques. We remark that associative unification is in PSPACE and both commutative unification and associative-commutative unification are in NP [6]; although it means that all problems can be solved in single exponential time of the size of the input, it does not necessarily mean single exponential-time algorithms with respect to the number of variables.

## 2 Unification of Strings

Let $\Sigma$ be an alphabet and $\Gamma$ a set of variables. A substitution is a mapping from $\Gamma$ to $\Sigma$. For any string $s$ over $\Sigma \cup \Gamma$ and substitution $\theta$, let $s \theta$ denote the string over $\Sigma$ obtained by replacing every occurrence of a variable $x \in \Gamma$ in $s$ by the symbol $\theta(x)$. (We write $x / a$ to express that $x$ is substituted by $a$.) Two strings $s_{1}$ and $s_{2}$ are called unifiable if there exists a substitution $\theta$ such that $s_{1} \theta=s_{2} \theta$.

Example 1. Suppose $\Sigma=\{a, b, c\}$ and $\Gamma=\{x, y, z\}$. Let $s_{1}=a b x b x, s_{2}=a y c z c$, and $s_{3}=a y c z b$. Then $s_{1}$ and $s_{2}$ are unifiable since $s_{1} \theta=s_{2} \theta=a b c b c$ holds for $\theta=\{x / c, y / b, z / b\}$. On the other hand, $s_{1}$ and $s_{3}$ are not unifiable since there does not exist any $\theta$ with $s_{1} \theta=s_{3} \theta$.

We shall use the following notation. For any string $s,|s|$ is the length of $s$. For any two strings $s$ and $t$, the string obtained by concatenating $s$ and $t$ is written as $s t$. Furthermore, for any positive integers $i, j$ with $1 \leq i \leq j \leq|s|, s[i]$ is the $i$ th character of $s$ and $s[i \ldots j]$ is the substring $s[i] s[i+1] \cdots s[j]$. (Thus, $s=s[1 . .|s|]$.) The string edit distance (see, e.g., [15]) between two strings $s_{1}, s_{2}$ over $\Sigma$, denoted by $d_{S}\left(s_{1}, s_{2}\right)$, is the length of a shortest sequence of edit operations that transforms $s_{1}$ into $s_{2}$, where an edit operation on a string is one of the following three operations: a deletion of the character at some specified position, an insertion of a character at some specified position, or a replacement of the character at some specified position by a specified character. ${ }^{1}$ For example, $d_{S}(b c d f e, a b g d e)=3$ because $a b g d e$ can be obtained from $b c d f e$ by the deletion of $f$, the replacement of $c$ by $g$, and the insertion of an $a$, and no shorter sequence can accomplish this. By definition, $d_{S}\left(s_{1}, s_{2}\right)=\min _{e d: e d\left(s_{1}\right)=s_{2}}|e d|=\min _{e d: e d\left(s_{2}\right)=s_{1}}|e d|$ holds, where $e d$ is a sequence of edit operations.

We generalize the string edit distance to two strings $s_{1}, s_{2}$ over $\Sigma \cup \Gamma$ by defining $\hat{d}_{S}\left(s_{1}, s_{2}\right)=\min _{e d}:(\exists \theta)\left(e d\left(s_{1}\right) \theta=s_{2} \theta\right)|e d|$. The string edit distance problem with variables takes as input two strings $s_{1}, s_{2}$ over $\Sigma \cup \Gamma$, and asks for the value of $\hat{d}_{S}\left(s_{1}, s_{2}\right)$. (To the authors' knowledge, this problem has not been

[^1]studied before. Note that it differs from the pattern matching with variables problem [11], in which one of the two input strings contains no variables and each variable may be substituted by any string over $\Sigma$, but no insertions or deletions are allowed.) Let $k$ be the number of variables appearing in at least one of $s_{1}$ and $s_{2}$. Although $d_{S}\left(s_{1}, s_{2}\right)$ is easy to compute in polynomial time (see [15]), computing $\hat{d}_{S}\left(s_{1}, s_{2}\right)$ is $W$ [2]-hard with respect to the parameter $k$ :

Theorem 1. The string edit distance problem with variables is $W[2]$-hard with respect to $k$ when the number of occurrences of every variable is unrestricted.

Proof. We present an FPT-reduction [12] from the longest common subsequence problem (LCS) to a decision problem version of the edit distance problem with variables. LCS is, given a set of strings $R=\left\{r_{1}, r_{2}, \ldots, r_{q}\right\}$ over an alphabet $\Sigma_{0}$ and an integer $l$, to determine whether there exists a string $r$ of length $l$ such that $r$ is a subsequence of $r_{i}$ for every $r_{i} \in R$, where $r$ is called a subsequence of $r^{\prime}$ if $r$ can be obtained by performing deletion operations on $r^{\prime}$. It is known that LCS is $W[2]$-hard with respect to the parameter $l$ (problem "LCS-2" in [8]).

Given any instance of LCS, we construct an instance of the string edit distance problem with variables as follows. Let $\Sigma=\Sigma_{0} \cup\{\#\}$, where $\#$ is a symbol not appearing in $r_{1}, r_{2}, \ldots, r_{q}$, and $\Gamma=\left\{x_{1}, x_{2}, \ldots, x_{l}\right\}$. Clearly, $R$ has a common subsequence of length $l$ if and only if there exists a $\theta$ such that $x_{1} x_{2} \cdots x_{l} \theta$ is a common subsequence of $R$. Now, construct $s_{1}$ and $s_{2}$ by setting:

$$
\begin{aligned}
& s_{1}=x_{1} x_{2} \cdots x_{l} \# x_{1} x_{2} \cdots x_{l} \# \cdots \# x_{1} x_{2} \cdots x_{l} \\
& s_{2}=r_{1} \# r_{2} \# \cdots \# r_{q}
\end{aligned}
$$

where the substring $x_{1} x_{2} \cdots x_{l}$ occurs $q$ times in $s_{1}$. By the construction, there exists a $\theta$ such that $x_{1} x_{2} \cdots x_{l} \theta$ is a common subsequence of $R$ if and only if there exists a $\theta$ such that $s_{1} \theta$ is a subsequence of $s_{2}$. The latter statement holds if and only if $\hat{d}_{S}\left(s_{1}, s_{2}\right)=\left(\sum_{i=1}^{q}\left|r_{i}\right|\right)-q l$. Since $k=l$, this is an FPT-reduction.

The above proof can be extended to prove the $W[1]$-hardness of a restricted case with a bounded number of occurrences of each variable (omitted in the conference proceedings version).

Theorem 2. The string edit distance problem with variables is $W[1]$-hard with respect to $k$, even if the total number of occurrences of every variable is 2 .

Note that in the special case where every variable in the input occurs exactly once, the problem is equivalent to approximate string matching with don't-care symbols, which can be solved in polynomial time [3].

On the positive side, the number of possible $\theta$ is bounded by $|\Sigma|^{k}$. This immediately yields a fixed-parameter algorithm w.r.t. $k$ when $\Sigma$ is fixed:

Proposition 1. The string edit distance problem with variables can be solved in $O\left(|\Sigma|^{k}\right.$ poly $\left.(m, n)\right)$ time, where $m$ and $n$ are the lengths of the two input strings.

## 3 Unification of Terms

We now consider the concept of unification for structures known as terms that are more general than strings [18]. From here on, $\Sigma$ is a set of function symbols, where each function symbol has an associated arity, which is an integer describing how many arguments the function takes. A function symbol with arity 0 is called a constant. $\Gamma$ is a set of variables. A term over $\Sigma \cup \Gamma$ is defined recursively as: (i) A constant is a term; (ii) A variable is a term; (iii) If $t_{1}, \ldots, t_{d}$ are terms and $f$ is a function symbol with arity $d>0$ then $f\left(t_{1}, \ldots, t_{d}\right)$ is a term.

Every term is identified with a rooted, ordered, node-labeled tree in which every internal node corresponds to a function symbol and every leaf corresponds to a constant or a variable. The tree identified with a term $t$ is also denoted by $t$. For any term $t, N(t)$ is the set of all nodes in its tree $t, r(t)$ is the root of $t$, and $\gamma(t)$ is the function symbol of $r(t)$. The size of $t$ is defined as $|N(t)|$. For any $u \in N(t), t_{u}$ denotes the subtree of $t$ rooted at $u$ and hence corresponds to a subterm of $t$. Any variable that occurs only once in a term is called a $D O$ variable, where "DO" stands for "distinct occurrences", and a term in which all variables are DO-variables is called a $D O$-term [5]. A term that consists entirely of elements from $\Sigma$ is called variable-free.

Let $\mathcal{T}$ be a set of terms over $\Sigma \cup \Gamma$. A substitution $\theta$ is defined as any partial mapping from $\Gamma$ to $\mathcal{T}$ (where we let $x / t$ indicate that the variable $x$ is mapped to the term $t$ ), under the constraint that if $x / t \in \theta$ then $t$ is not allowed to contain the variable $x$. For any term $t \in \mathcal{T}$ and substitution $\theta, t \theta$ is the term obtained by simultaneously replacing its variables in accordance with $\theta$. For example, $\theta=\{x / y, y / x\}$ is a valid substitution, and in this case, $f(x, y) \theta=f(y, x)$.

Two terms $t_{1}, t_{2} \in \mathcal{T}$ are said to be unifiable if there exists a $\theta$ such that $t_{1} \theta=t_{2} \theta$, and such a $\theta$ is called a unifier. In this paper, the unification problem is to determine whether two input terms $t_{1}$ and $t_{2}$ are unifiable. (Other versions of the unification problem have also been studied in the literature, but will not be considered here.) Unless otherwise stated, $m$ and $n$ denote the sizes of the two input terms $t_{1}$ and $t_{2}$. The unification problem can be solved in linear time [9, 21]. The important special case of the unification problem where one of the two input terms is variable-free is called the matching problem.

Example 2. Let $\Sigma=\{a, b, f, g\}$, where $a$ and $b$ are constants, $f$ has arity 2 , and $g$ has arity 3 , and let $\Gamma=\{w, x, y, z\}$. Define the terms $t_{1}=f(g(a, b, a), f(x, x))$, $t_{2}=f(g(y, b, y), z)$, and $t_{3}=f(g(a, b, a), f(w, f(w, w)))$. Then $t_{1}$ and $t_{2}$ are unifiable since $t_{1} \theta_{1}=t_{2} \theta_{1}=f(g(a, b, a), f(x, x))$ holds for $\theta_{1}=\{y / a, z / f(x, x)\}$. Similarly, $t_{2}$ and $t_{3}$ are unifiable since $t_{2} \theta_{2}=t_{3} \theta_{2}=f(g(a, b, a), f(w, f(w, w)))$ with $\theta_{2}=\{y / a, z / f(w, f(w, w))\}$. However, $t_{1}$ and $t_{3}$ are not unifiable because it is impossible to simultaneously satisfy $x=w$ and $x=f(w, w)$.

Similar to what was done in Sect.2, we can combine the tree edit distance with unification to get what we call the tree edit distance problem with variables. Let $d_{T}\left(t_{1}, t_{2}\right)$ be the tree edit distance between two node-labeled (ordered or unordered) trees $t_{1}$ and $t_{2}$ (see [7] for the definition). We generalize
$d_{T}\left(t_{1}, t_{2}\right)$ to two trees, i.e., two terms, over $\Sigma \cup \Gamma$ by defining $\hat{d}_{T}\left(t_{1}, t_{2}\right)=$ $\min _{\text {ed }}:(\exists \theta)\left(e d\left(t_{1}\right) \theta=t_{2} \theta\right)|e d|$. The tree edit distance problem with variables takes as input two (ordered or unordered) trees $t_{1}, t_{2}$ over $\Sigma \cup \Gamma$, and asks for the value of $\hat{d}_{T}\left(t_{1}, t_{2}\right)$.

As before, let $k$ be the number of variables appearing in at least one of $t_{1}$ and $t_{2}$. By combining the proofs of Theorems 2 and 5 below, we obtain:

Theorem 3. The tree edit distance problem with variables is $W[1]$-hard with respect to $k$, both for ordered and unordered trees, even if the number of occurrences of every variable is bounded by 2 .

As demonstrated in [5], certain matching problems are easy to solve for DO-terms. The next theorem, whose proof is omitted in this version, states that the ordered tree edit distance problem with variables also becomes polynomialtime solvable for DO-terms. (In contrast, the classic unordered tree edit distance problem is already NP-hard for variable-free terms; see, e.g., [7].)

Theorem 4. The ordered tree edit distance problem with variables can be solved in polynomial time when $t_{1}$ and $t_{2}$ are DO-terms.

## 4 Associative Unification

A function $f$ with arity 2 is called associative if $f(x, f(y, z))=f(f(x, y), z)$ always holds. Associative unification is a variant of unification in which functions may be associative. This section assumes that all functions are associative although all results are valid by appropriately modifying the details even if usual (non-associative) functions are included.

Associative matching was shown to be NP-hard in [5] by a simple reduction from 3SAT. However, the proof in [5] does not show the parameterized hardness.

Theorem 5. Associative matching is $W[1]$-hard with respect to the number of variables even for a fixed $\Sigma$.

Proof. As in the proof of Theorem 1, we reduce from LCS.
First consider the case of an unrestricted $\Sigma$. Let $\left(\left\{r_{1}, \ldots, r_{q}\right\}, l\right)$ be any given instance of LCS. For each $i=1, \ldots, q$, create a term $u^{i}$ as follows: $u^{i}=f\left(y_{i, 1}, f\left(x_{1}, f\left(y_{i, 2}, f\left(x_{2}, \cdots f\left(y_{i, l}, f\left(x_{l}, f\left(y_{i, l+1}, g(\#, \#)\right)\right) \cdots\right)\right)\right)\right)\right.$, where \# is a character not appearing in $r_{1}, \ldots, r_{q}$. Create a term $t_{1}$ by replacing the last occurrence of $\#$ in each $u^{i}$ by $u^{i+1}$ for $i=1, \ldots, q-1$, thus concatenating $u^{1}, \ldots, u^{q}$, as shown in Fig. 1. Next, transform each $r_{i}$ into a string $r_{i}^{\prime}$ of length $1+2 \cdot\left|r_{i}\right|$ by inserting a special character \& in front of each character in $r_{i}$, and appending \& to the end of $r_{i}$, where each \& is considered to be a distinct constant (i.e., \& does not match any symbol but can match any variable). Represent each $r_{i}^{\prime}$ by a term $t^{i}$ defined by: $t^{i}=f\left(r_{i}^{\prime}[1], f\left(r_{i}^{\prime}[2], f\left(r_{i}^{\prime}[3], f\left(\cdots, f\left(r_{i}^{\prime}[1+\right.\right.\right.\right.\right.$ $\left.\left.\left.\left.\left.2 \cdot\left|r_{i}^{\prime}\right|\right], g(\#, \#)\right) \cdots\right)\right)\right)$ ). Finally, create a term $t_{2}$ by concatenating $t^{1}, \ldots, t^{q}$. (Again, see Fig. 1.) Now, $t_{1}$ and $t_{2}$ are unifiable if and only if there exists a


Fig. 1. Illustrating the reduction in Theorem 5. Here, $s_{1}=a a b, s_{2}=a b a$, and $l=2$.
common subsequence of $\left\{r_{1}, \ldots, r_{q}\right\}$ of length $l$. Since the number of variables in $t_{1}$ is $(l+1) q+l=l q+l+q$, it is an FPT-reduction and thus the problem is $W$ [1]-hard.

For the case of a fixed $\Sigma$, represent each constant by a distinct term using a special function symbol $h$ and binary encoding (e.g., the 10 th symbol among 16 symbols can be represented as $h(1, h(0, h(1,0))))$.

We next consider associative unification for DO-terms, which has some similarities with DO-associative-commutative matching [5]. For any term $t$, define the canonical form of $t$ (called the "flattened form" in [5]) as the term obtained by contracting all edges in $t$ whose two endpoints are labeled by the same function symbol. For example, both $f(f(a, b), f(g(c, f(d, f(e, h)), e))$ and $f(a, f(b, f$ $(g(c, f(f(d, e), h)), e)))$ are transformed into $f(a, b, g(c, f(d, e, h)), e)$. As another example, the canonical form of $f(g(a, b), f(c, d))$ is $f(g(a, b), c, d)$. It is known [5] that the canonical form of $t$ can be computed in linear time.

We begin with the simplest case in which every term is variable-free.
Proposition 2. Associative unification for variable-free terms can be done in linear time.

Proof. Transform the two terms into their canonical forms in linear time as above. Then it suffices to test if the canonical forms are isomorphic. The rooted ordered labeled tree isomorphism problem is trivially solvable in linear time.

To handle the more general case of two DO-terms $t_{1}$ and $t_{2}$, we transform them into their canonical forms $t^{1}$ and $t^{2}$ and apply the following procedure, which returns 'true' if and only if $t^{1}$ and $t^{2}$ are unifiable. See Fig. 2 for an illustration. The procedure considers all $u \in N\left(t^{1}\right), v \in N\left(t^{2}\right)$ in bottom-up order, and assigns $D[u, v]=1$ if and only if $\left(t^{1}\right)_{u}$ and $\left(t^{2}\right)_{v}$ are unifiable.


Fig. 2. An example of associative unification. The DO-terms $t_{1}, t_{2}$ are transformed into their canonical forms and then unified by $\theta=\{y / h(a, d), z / f(g(b, b), a), w / f(x, c)\}$.

```
Procedure AssocMatchDO( \(\left.t^{1}, t^{2}\right)\)
    for all \(u \in N\left(t^{1}\right)\) do \(\quad /^{*}\) in post-order */
        for all \(v \in N\left(t^{2}\right)\) do \(\quad /^{*}\) in post-order \({ }^{*} /\)
            if \(\left(t^{1}\right)_{u}\) or \(\left(t^{2}\right)_{v}\) is a constant then
                if \(\left(t^{1}\right)_{u}\) and \(\left(t^{2}\right)_{v}\) are unifiable
            then \(D[u, v] \leftarrow 1\) else \(D[u, v] \leftarrow 0 ;\)
        else if \(\left(t^{1}\right)_{u}\) or \(\left(t^{2}\right)_{v}\) is a variable then
            \(D[u, v] \leftarrow 1 ;\)
        else \(\quad /^{*}\left(t^{1}\right)_{u}=f_{1}\left(\left(t^{1}\right)_{u_{1}}, \ldots,\left(t^{1}\right)_{u_{p}}\right),\left(t^{2}\right)_{v}=f_{2}\left(\left(t^{2}\right)_{v_{1}}, \ldots,\left(t^{2}\right)_{v_{q}}\right)^{* /}\)
            if \(f_{1}=f_{2}\) and \(\left\langle\left(t^{1}\right)_{u_{1}}, \ldots,\left(t^{1}\right)_{u_{p}}\right\rangle\) can match \(\left\langle\left(t^{2}\right)_{v_{1}}, \ldots,\left(t^{2}\right)_{v_{q}}\right\rangle\)
            then \(D[u, v] \leftarrow 1\) else \(D[u, v] \leftarrow 0\);
    if \(D\left[r\left(t_{1}\right), r\left(t_{2}\right)\right]=1\) then return true else return false.
```

Step (\#) takes $O(1)$ time because here $\left(t^{1}\right)_{u}$ and $\left(t^{2}\right)_{v}$ are unifiable if and only if they are the same constant or one of $\left(t^{1}\right)_{u}$ and $\left(t^{2}\right)_{v}$ is a variable.

When both $u$ and $v$ are internal nodes, we need to check if $\left\langle\left(t^{1}\right)_{u_{1}}, \ldots,\left(t^{1}\right)_{u_{p}}\right\rangle$ and $\left\langle\left(t^{2}\right)_{v_{1}}, \ldots,\left(t^{2}\right)_{v_{q}}\right\rangle$ can be matched. This may be done efficiently by regarding the two sequences as strings and applying string matching with variable-length don't-care symbols [4], while setting the difference to 0 and allowing don't-care symbols in both strings. Here, $\left(t^{1}\right)_{u_{i}}$ (resp., $\left.\left(t^{2}\right)_{v_{j}}\right)$ is regarded as a don't-care symbol that can match any substring of length at least 1 if it is a variable, otherwise $\left(t^{1}\right)_{u_{i}}$ can match $\left(t^{2}\right)_{v_{j}}$ if and only if $D\left[u_{i}, v_{j}\right]=1$ (details are omitted in this version). It is to be noted that a variable in a term may partially match two variables in the other term. For example, consider the two terms $f\left(t_{1}, x, t_{2}\right)$ and $f(y, z)$. Here, $\theta=\left\{x / f\left(t_{3}, t_{4}\right), y / f\left(t_{1}, t_{3}\right), z / f\left(t_{4}, t_{2}\right)\right\}$ is a unifier. However, in this case, a simpler unifier is $\theta^{\prime}=\left\{x / t_{3}, y / f\left(t_{1}, t_{3}\right), z / t_{2}\right\}$ because each variable occurs only once. Therefore, we can use approximate string matching with variable-length don't-care symbols, which also shows the correctness of the algorithm.

The for-loops are iterated $O(m n)$ times and string matching with variablelength don't-care symbols takes polynomial time, so we obtain:

Theorem 6. Associative unification for $D O$-terms takes polynomial time.

## 5 Commutative Unification

A function $f$ with arity 2 is called commutative if $f(x, y)=f(y, x)$ always holds. Commutative unification is a variant of unification in which functions are allowed to be commutative. Commutative matching was shown to be NP-hard in [5] (by another reduction from 3SAT than the one referred to above).

First note that commutative unification is easy to solve when both $t_{1}$ and $t_{2}$ are variable-free because in this case, it reduces to the rooted unordered labeled tree isomorphism problem which is solvable in linear time (see, e.g., p. 86 in [1]):

Proposition 3. Commutative unification for variable-free terms can be done in linear time.

Next, we consider commutative matching. We will show how to construct a $0-1$ table $D[u, v]$ for all node pairs $(u, v) \in N\left(t_{1}\right) \times N\left(t_{2}\right)$, such that $D[u, v]=1$ if and only if $\left(t_{1}\right)_{u}$ and $\left(t_{2}\right)_{v}$ are unifiable, by applying bottom-up dynamic programming. It is enough to compute these table entries for pairs of nodes with the same depth only. We also construct a table $\Theta[u, v]$, where each entry holds a set of possible substitutions $\theta$ such that $\left(t_{1}\right)_{u} \theta=\left(t_{2}\right)_{v}$.

Let $\theta_{1}=\left\{x_{i_{1}} / t_{i_{1}}, \ldots, x_{i_{p}} / t_{i_{p}}\right\}$ and $\theta_{2}=\left\{x_{j_{1}} / t_{j_{1}}, \ldots, x_{j_{p}} / t_{j_{q}}\right\}$ be substitutions. $\theta_{1}$ is said to be compatible with $\theta_{2}$ if there exists no variable $x$ such that $x=x_{i_{a}}=x_{j_{b}}$ but $t_{i_{a}} \neq t_{j_{b}}$. Let $\Theta_{1}$ and $\Theta_{2}$ be sets of substitutions. We define $\Theta_{1} \bowtie \Theta_{2}=\left\{\theta_{i} \cup \theta_{j}: \theta_{i} \in \Theta_{1}\right.$ is compatible with $\left.\theta_{j} \in \Theta_{2}\right\}$. For any node $u$, $u_{L}$ and $u_{R}$ denote the left and right child of $u$. The algorithm is as follows:

```
Procedure CommutMatch \(\left(t_{1}, t_{2}\right)\)
    for all pairs \((u, v) \in N\left(t_{1}\right) \times N\left(t_{2}\right)\) with the same depth
    do \(\quad / *\) in bottom-up order */
        if \(\left(t_{1}\right)_{u}\) is a variable then
            \(\Theta[u, v] \leftarrow\left\{\left\{\left(t_{1}\right)_{u} /\left(t_{2}\right)_{v}\right\}\right\} ; D[u, v] \leftarrow 1\)
        else if \(\left(t_{1}\right)_{u}\) does not contain any variables then
            \(\Theta[u, v] \leftarrow \emptyset ;\)
            if \(\left(t_{1}\right)_{u}=\left(t_{2}\right)_{v}\) then \(D[u, v] \leftarrow 1\) else \(D[u, v] \leftarrow 0\)
        else if \(\gamma\left(\left(t_{1}\right)_{u}\right) \neq \gamma\left(\left(t_{2}\right)_{v}\right)\) then
            \(\Theta[u, v] \leftarrow \emptyset ; D[u, v] \leftarrow 0 \quad / *\) recall: \(\gamma(t)\) is a function symbol of \(r(t)^{* /}\)
        else
            \(\Theta[u, v] \leftarrow \emptyset ; D[u, v] \leftarrow 0 ;\)
            for all \(\left(u_{1}, u_{2}, v_{1}, v_{2}\right) \in\left\{\left(u_{L}, u_{R}, v_{L}, v_{R}\right),\left(u_{R}, u_{L}, v_{L}, v_{R}\right)\right\}\) do (\#)
            if \(D\left[u_{1}, v_{1}\right]=1\) and \(D\left[u_{2}, v_{2}\right]=1\) and \(\Theta_{1}\left[u_{1}, v_{1}\right] \bowtie \Theta_{2}\left[u_{2}, v_{2}\right] \neq \emptyset\)
            then \(\Theta[u, v] \leftarrow \Theta[u, v] \cup\left(\Theta_{1}\left[u_{1}, v_{1}\right] \bowtie \Theta_{2}\left[u_{2}, v_{2}\right]\right) ; D[u, v] \leftarrow 1\);
    if \(D\left[r\left(t_{1}\right), r\left(t_{2}\right)\right]=1\) then return true else return false.
```

Let $B_{i}$ denote the maximum size of $\Theta[u, v]$ when the number of (distinct) variables in $\left(t_{1}\right)_{u}$ is $i$. Then, we have the following conjecture.

Conjecture 1. $B_{1}=1$ and $B_{i+j}=2 B_{i} B_{j}$ hold, from which $B_{i}=2^{i-1}$ follows.

Theorem 7. If Conjecture 1 holds, commutative matching can be done using $O\left(2^{k}\right.$ poly $\left.(m, n)\right)$ time, where $k$ is the number of variables in $t_{1}$.

Proof. The correctness follows from the observation that each variable is substituted by a term without variables and the property $f(x, y)=f(y, x)$ is taken into account at step (\#). As for the time complexity, first consider the number of elements in $\Theta[u, v]$. A crucial observation is that if $\left(t_{1}\right)_{u_{L}}$ does not contain a variable then $|\Theta[u, v]| \leq \max \left(\left|\Theta\left[u_{R}, v_{L}\right]\right|,\left|\Theta\left[u_{R}, v_{R}\right]\right|\right)$ holds (and analogously for $\left.\left(t_{1}\right)_{u_{R}}\right)$. Assuming that Conjecture 1 is true, $\Theta_{1}\left[u_{1}, v_{1}\right] \bowtie \Theta_{2}\left[u_{2}, v_{2}\right]$ can be computed in $O\left(2^{k}\right.$ poly $\left.(m, n)\right)$ time by using 'sorting' as in usual 'join' operations. Thus, the total running time is also $O\left(2^{k} \operatorname{poly}(m, n)\right)$.

Finally, we consider the case where both $t_{1}$ and $t_{2}$ contain variables. As in [21], we represent two variable-free terms $t_{1}$ and $t_{2}$ by a directed acyclic graph (DAG) $G(V, E)$, where $t_{1}$ and $t_{2}$ respectively correspond to $r_{1}$ and $r_{2}$ of indegree 0 $\left(r_{1}, r_{2} \in V\right)$. Then, testing whether $r_{1}$ and $r_{2}$ represent the same term takes polynomial time (in the size of $G$ ) by using the following procedure, where $t_{u}$ denotes the term corresponding to a node $u$ in $G$ :

```
Procedure TestCommutIdent \(\left(r_{1}, r_{2}, G(V, E)\right)\)
    for all \(u \in V\) do \(\quad / *\) in post-order */
        for all \(v \in V\) do \(\quad / *\) in post-order */
            if \(u=v\) then \(D[u, v] \leftarrow 1\); continue;
        if \(t_{u}\) or \(t_{v}\) is a constant then
            if \(t_{u}=t_{v}\) then \(D[u, v] \leftarrow 1\) else \(D[u, v] \leftarrow 0 ;\)
        else
            Let \(u=f_{1}\left(u_{L}, u_{R}\right)\) and \(v=f_{2}\left(v_{L}, v_{R}\right)\);
            if \(f_{1}=f_{2}\) then
                if \(\left(D\left[u_{L}, v_{L}\right]=1\right.\) and \(\left.D\left[u_{R}, v_{R}\right]=1\right)\) or
                        \(\left(D\left[u_{L}, v_{R}\right]=1\right.\) and \(\left.D\left[u_{R}, v_{L}\right]=1\right)\)
                then \(D[u, v] \leftarrow 1\) else \(D[u, v] \leftarrow 0\)
            else \(D[u, v] \leftarrow 0\);
    if \(D\left[r_{1}, r_{2}\right]=1\) then return true else return false.
```

To cope with terms involving variables, we need to consider all possible mappings from the set of variables to $N\left(t_{1}\right) \cup N\left(t_{2}\right)$. For each such mapping, we replace all appearances of the variables by the corresponding nodes, resulting in a DAG to which we apply $\operatorname{TestCommutIdent}\left(r_{1}, r_{2}, G(V, E)\right)$. The following pseudocode describes the procedure for terms with variables:

## Procedure CommutUnify $\left(t_{1}, t_{2}\right)$

for all mappings $M$ from a set of variables to nodes in $t_{1}$ and $t_{2}$ do
if there exists a directed cycle (excluding a self-loop) then continue;
Replace each variable having a self-loop with a distinct constant symbol; Replace each occurrence of a variable node $u$ with node $M(u)$;
$/^{*}$ if $M(u)=v$ and $M(v)=w$ then $u$ is replaced by $w^{*} /$
Let $G(V, E)$ be the resulting DAG;

Let $r_{1}$ and $r_{2}$ be the nodes of $G$ corresponding to $t_{1}$ and $t_{2}$; if TestCommutIdent $\left(r_{1}, r_{2}, G(V, E)\right)=$ true then return true; return false.

In summary, we have the following theorem, which implies that commutative unification belongs to the class XP [12].
Theorem 8. Commutative unification can be done in $O\left((m+n)^{k+2}\right)$ time.
Proof. The correctness of TestCommutIdent $\left(r_{1}, r_{2}, G(V, E)\right)$ follows from the fact that $f_{1}\left(t_{1}, t_{2}\right)$ matches $f_{2}\left(t_{1}^{\prime}, t_{2}^{\prime}\right)$ if and only if $f_{1}$ and $f_{2}$ are identical function symbols and either $\left(t_{1}, t_{2}\right)$ matches $\left(t_{1}^{\prime}, t_{2}^{\prime}\right)$ or $\left(t_{1}, t_{2}\right)$ matches $\left(t_{2}^{\prime}, t_{1}^{\prime}\right)$. It is clear that this procedure runs in $O(m n)$ time. Therefore, commutative matching of two variable-free terms can be done in polynomial time.

Next, we consider CommutUnify $\left(t_{1}, t_{2}\right)$. For an illustration of how it works, see Fig. 3. To prove the correctness, it is straightforward to see that if there exists some mapping $M$ which returns 'true', then $t_{1}$ and $t_{2}$ are commutatively unifiable and such a mapping gives a substitution $\theta$ satisfying $t_{1} \theta=t_{2} \theta$. Conversely, suppose that $t_{1}$ and $t_{2}$ are commutatively unifiable. Then there exist unifiable non-commutative terms $t_{1}^{\prime}$ and $t_{2}^{\prime}$ that are obtained by exchanging the left and right arguments in some terms in $t_{1}$ and $t_{2}$. Let $\theta$ be the substitution satisfying $t_{1}^{\prime} \theta=t_{2}^{\prime} \theta$. Then, $t_{1} \theta=t_{2} \theta$ holds. We assign distinct constants to variables appearing in $t_{1} \theta$. We also construct a mapping from the remaining variables to $N\left(t_{1}\right) \cup N\left(t_{2}\right)$ by regarding $x / t \in \theta$ as a mapping of $x$ to $t$. We construct $G(V, E)$ according to this mapping. Then, it is obvious that TestCommutIdent $\left(r_{1}, r_{2}, G(V, E)\right)=$ true holds.

Since the number of possible mappings is bounded by $(m+n)^{k}$, where $k$ is the number of variables in $t_{1}$ and $t_{2}$, CommutUnify $\left(t_{1}, t_{2}\right)$ runs in $O\left((m+n)^{k+2}\right)$ time.

## 6 Associative-Commutative Unification

Associative-commutative unification is the variant of unification in which some functions can be both associative and commutative. The next theorem, whose proof is omitted in this version, shows that associative-commutative matching is $W[1]$-hard even if every function is associative and commutative.

Theorem 9. Matching is $W[1]$-hard with respect to the number of variables even if every function symbol is associative and commutative.

On the other hand, associative-commutative matching can be done in polynomial time if $t_{1}$ is a DO-term [5]. We can extend this algorithm to the special case of unification where both terms are DO-terms by adding a condition in the algorithm that $f\left(\left(t_{1}\right)_{u_{1}}, \ldots,\left(t_{1}\right)_{u_{p}}\right)$ and $f\left(\left(t_{2}\right)_{v_{1}}, \ldots,\left(t_{2}\right)_{v_{q}}\right)$ can be unified if $\left(t_{1}\right)_{u_{i}}$ and $\left(t_{2}\right)_{v_{j}}$ are variables for some $i, j$. This yields:

Proposition 4. Associative-commutative unification can be done in polynomial time if both $t_{1}$ and $t_{2}$ are DO-terms.


Fig. 3. Example of a DAG $G(V, E)$ for CommutIdent and for the proof of Theorem 8 .

## 7 Concluding Remarks

This paper has studied the parameterized complexity of unification with associative and/or commutative functions with respect to the number of variables. Determining whether each of commutative unification and the matching version of Theorem 2 (i.e., where all variables occur in one of the strings and the number of occurrences of each variable is at most 2), is $W$ [1]-hard or FPT and whether associative unification is in XP, as well as any nontrivial improvements of the presented results, are left as open problems.
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#### Abstract

For a set of graphs $\mathcal{H}$, the $\mathcal{H}$-free Edge Deletion problem asks to find whether there exist at most $k$ edges in the input graph whose deletion results in a graph without any induced copy of $H \in \mathcal{H}$. In [3], it is shown that the problem is fixed-parameter tractable if $\mathcal{H}$ is of finite cardinality. However, it is proved in [4] that if $\mathcal{H}$ is a singleton set containing $H$, for a large class of $H$, there exists no polynomial kernel unless coNP $\subseteq N P /$ poly. In this paper, we present a polynomial kernel for this problem for any fixed finite set $\mathcal{H}$ of connected graphs and when the input graphs are of bounded degree. We note that there are $\mathcal{H}$-free Edge Deletion problems which remain NP-complete even for the bounded degree input graphs, for example Triangle-free Edge Deletion [2] and Custer Edge Deletion( $P_{3}$-free Edge Deletion) [15]. When $\mathcal{H}$ contains $K_{1, s}$, we obtain a stronger result - a polynomial kernel for $K_{t}$-free input graphs (for any fixed $t>2$ ). We note that for $s>9$, there is an incompressibility result for $K_{1, s}$-free Edge DeleTION for general graphs [5]. Our result provides first polynomial kernels for Claw-free Edge Deletion and Line Edge Deletion for $K_{t}$-free input graphs which are NP-complete even for $K_{4}$-free graphs [23] and were raised as open problems in $[4,19]$.


## 1 Introduction

For a graph property $\Pi$, the $\Pi$ Edge Deletion problem asks whether there exist at most $k$ edges such that deleting them from the input graph results in a graph with property $\Pi$. Numerous studies have been done on edge deletion problems from 1970s onwards dealing with various aspects such as hardness [1, 2, 7-$9,14,20-23]$, polynomial-time algorithms [13,21,22], approximability [1, 21, 22], fixed-parameter tractability [3,10], polynomial problem kernels [2,10-12] and incompressibility $[4,5,16]$.

There are not many generalized results on the NP-completeness of edge deletion problems. This is in contrast with the classical result by Lewis and Yannakakis [18] on the vertex counterparts which says that $\Pi$ Vertex DeleTION problems are NP-complete if $\Pi$ is non-trivial and hereditary on induced

[^2]subgraphs. By a result of Cai [3], the $\Pi$ Edge Deletion problem is fixedparameter tractable for any hereditary property $\Pi$ that is characterized by a finite set of forbidden induced subgraphs. We observe that polynomial problem kernels have been found only for a few parameterized $\Pi$ Edge Deletion problems.

In this paper, we study a subset of $\Pi$ Edge Deletion problems known as $\mathcal{H}$-free Edge Deletion problems where $\mathcal{H}$ is a set of graphs. The objective is to find whether there exist at most $k$ edges in the input graph such that deleting them results in a graph with no induced copy of $H \in \mathcal{H}$. In the natural parameterization of this problem, the parameter is $k$. In this paper, we give a polynomial problem kernel for parameterized version of $\mathcal{H}$-free Edge DeleTION where $\mathcal{H}$ is any fixed finite set of connected graphs and when the input graphs are of bounded degree. In this context, we note that Triangle-Free Edge Deletion [2] and Custer Edge Deletion ( $P_{3}$-free Edge Deletion) [15] are NP-complete even for bounded degree input graphs. We also note that, under the complexity theoretic assumption coNP $\nsubseteq N P /$ poly, there exist no polynomial problem kernels for the $H$-free Edge Deletion problems when $H$ is 3 -connected but not complete, or when $H$ is a path or cycle of at least 4 edges [4]. When the input graph has maximum degree at most $\Delta$ and if the maximum diameter of graphs in $\mathcal{H}$ is $D$, then the number of vertices in the kernel we obtain is at most $2 \Delta^{2 D+1} \cdot k^{p D+1}$ where $p=\log _{\frac{2 \Delta}{2 \Delta-1}} \Delta$. Our kernelization consists of a single rule which removes vertices of the input graph that are 'far enough' from all induced $H \in \mathcal{H}$ in $G$.

When $\mathcal{H}$ contains $K_{1, s}$, we obtain a stronger result - a polynomial kernel for $K_{t}$-free input graphs (for any fixed $t>2$ ). Let $s>1$ be the least integer such that $K_{1, s} \in \mathcal{H}$. Then the number of vertices in the kernel we obtain is at most $8 d^{3 D+1} \cdot k^{p D+1}$ where $d=R(s, t-1)-1, R(s, t-1)$ is the Ramsey number and $p=\log _{\frac{2 d}{2 d-1}} d$. We note that Claw-free Edge Deletion and Line Edge Deletion are NP-complete even for $K_{4}$-free input graphs [23]. As a corollary of our result, we obtain the first polynomial kernels for these problems when the input graphs are $K_{t}$-free for any fixed $t>2$. The existence of a polynomial kernel for Claw-free Edge Deletion and Line Edge Deletion were raised as open problems in $[4,19]$. We note that for $s>9$, there is an incompressibility result for $K_{1, s}$-Free Edge Deletion for general graphs [5].

### 1.1 Related Work

Here, we give an overview of various results on edge deletion problems.
$N P$-completeness: It has been proved that $\Pi$ Edge Deletion problems are NP-complete if $\Pi$ is one of the following properties: without cycle of any fixed length $l \geq 3$, without any cycle of length at most $l$ for any fixed $l \geq 4$, connected with maximum degree $r$ for every fixed $r \geq 2$, outerplanar, line graph, bipartite, comparability [23], claw-free (implicit in the proof of NP-completeness of the Line Edge Deletion problem in [23]), $P_{l}$-free for any fixed $l \geq 3$ [7],
circular-arc, chordal, chain, perfect, split, AT-free [21], interval [9], threshold [20] and complete [14].

Fixed-parameter Tractability and Kernelization: Cai proved in [3] that parameterized $\Pi$ Edge Deletion problem is fixed-parameter tractable if $\Pi$ is a hereditary property characterized by a finite set of forbidden induced subgraphs. Hence $\mathcal{H}$-free Edge Deletion is fixed-parameter tractable for any finite set of graphs $\mathcal{H}$. Polynomial problem kernels are known for chain, split, threshold [12], triangle-free [2], cograph [11] and cluster [10] edge deletions. It is proved in [4] that for 3-connected $H$, H-free Edge Deletion admits no polynomial kernel if and only if $H$ is not a complete graph, under the assumption coNP $\nsubseteq N P /$ poly. Under the same assumption, it is proved in [4] that for $H$ being a path or cycle, H-free Edge Deletion admits no polynomial kernel if and only if $H$ has at least 4 edges. Unless $N P \subseteq$ coNP/poly, H-Free Edge Deletion admits no polynomial kernel if $H$ is $K_{1} \times\left(2 K_{1} \cup 2 K_{2}\right)$ [16].

## 2 Preliminaries and Basic Results

We consider only simple graphs. For a set of graphs $\mathcal{H}$, a graph $G$ is $\mathcal{H}$-free if there is no induced copy of $H \in \mathcal{H}$ in $G$. For $V^{\prime} \subseteq V(G), G \backslash V^{\prime}$ denotes the graph $\left(V(G) \backslash V^{\prime}, E(G) \backslash E^{\prime}\right)$ where $E^{\prime} \subseteq E(G)$ is the set of edges incident to vertices in $V^{\prime}$. Similarly, for $E^{\prime} \subseteq E(G), G \backslash E^{\prime}$ denotes the graph $\left(V(G), E(G) \backslash E^{\prime}\right)$. For any edge set $E^{\prime} \subseteq E(G), V_{E^{\prime}}$ denotes the set of vertices incident to the edges in $E^{\prime}$. For any $V^{\prime} \subseteq V(G)$, the closed neighbourhood of $V^{\prime}, N_{G}\left[V^{\prime}\right]=\left\{v: v \in V^{\prime}\right.$ or $(u, v) \in$ $E(G)$ for some $\left.u \in V^{\prime}\right\}$. In a graph $G$, distance from a vertex $v$ to a set of vertices $V^{\prime}$ is the shortest among the distances from $v$ to the vertices in $V^{\prime}$.

A parameterized problem is fixed-parameter tractable(FPT) if there exists an algorithm to solve it which runs in time $O\left(f(k) n^{c}\right)$ where $f$ is a computable function, $n$ is the input size, $c$ is a constant and $k$ is the parameter. The idea is to solve the problem efficiently for small parameter values. A related notion is polynomial kernelization where the parameterized problem instance is reduced in polynomial (in $n+k$ ) time to a polynomial (in $k$ ) sized instance of the same problem called problem kernel such that the original instance is a yes-instance if and only if the problem kernel is a yes-instance. We refer to [6] for an exhaustive treatment on these topics. A kernelization rule is safe if the answer to the problem instance does not change after the application of the rule.

In this paper, we consider $\mathcal{H}$-free Edge Deletion ${ }^{1}$ which is defined as given below.
$\mathcal{H}$-free Edge Deletion
Instance: A graph $G$ and a positive integer $k$.
Problem: Does there exist $E^{\prime} \subseteq E(G)$ with $\left|E^{\prime}\right| \leq k$ such that $G \backslash E^{\prime}$ does not contain $H \in \mathcal{H}$ as an induced subgraph.
Parameter: $k$

[^3]We define an $\mathcal{H}$ deletion set (HDS) of a graph $G$ as a set $M \subseteq E(G)$ such that $G \backslash M$ is $\mathcal{H}$-free. The minimum $\mathcal{H}$ deletion set (MHDS) is an HDS with smallest cardinality. We define a partition of an MHDS $M$ of $G$ as follows.
$M_{1}=\{e: e \in M$ and $e$ is part of an induced $H \in \mathcal{H}$ in $G\}$.
$M_{j}=\left\{e: e \in M \backslash \bigcup_{i=1}^{i=j-1} M_{i}\right.$ and $e$ is part of an induced $H \in \mathcal{H}$ in $G \backslash$ $\left.\bigcup_{i=1}^{i=j-1} M_{i}\right\}$, for $j>1$.

We define the depth of an MHDS $M$ of $G$, denoted by $l_{M}$, as the least integer such that $\left|M_{i}\right|>0$ for all $1 \leq i \leq l_{M}$ and $\left|M_{i}\right|=0$ for all $i>l_{M}$. Proposition 1 shows that this notion is well defined.

Proposition 1. 1. $\left\{M_{j}\right\}$ forms a partition of $M$.
2. There exists $l_{M} \geq 0$ such that $\left|M_{i}\right|>0$ for $1 \leq i \leq l_{M}$ and $\left|M_{i}\right|=0$ for $i>l_{M}$.

Proof. If $i \neq j$ and $M_{i}$ and $M_{j}$ are nonempty, then $M_{i} \cap M_{j}=\emptyset$. For $i \geq 1$, $M_{i} \subseteq M$. Assume there is an edge $e \in M$ and $e \notin \bigcup M_{j}$. Delete all edges in $\bigcup M_{j}$ from $G$. What remains is an $\mathcal{H}$-free graph. As $M$ is an MHDS, there can not exist such an edge $e$. Now let $j$ be the smallest integer such that $M_{j}$ is empty. Then from definition, for all $i>j,\left|M_{i}\right|=0$. Therefore $l_{M}=j-1$.

We observe that for an $\mathcal{H}$-free graph, the only MHDS $M$ is $\emptyset$ and hence $l_{M}=0$. For an MHDS $M$ of $G$ with a depth $l_{M}$, we define the following terms.
$S_{j}=\bigcup_{i=j}^{i=l_{M}} M_{j}$ for $1 \leq j \leq l_{M}+1$.
$T_{j}=M \backslash S_{j+1}$ for $0 \leq j \leq l_{M}$.
$V_{\mathcal{H}}(G)$ is the set of all vertices part of some induced $H \in \mathcal{H}$ in $G$.
We observe that $S_{1}=T_{l_{M}}=M, S_{l_{M}}=M_{l_{M}}, T_{1}=M_{1}$ and $S_{l_{M}+1}=T_{0}=\emptyset$.

Proposition 2. For a graph $G$, let $E^{\prime} \subseteq E(G)$ such that at least one edge in every induced $H \in \mathcal{H}$ in $G$ is in $E^{\prime}$. Then, at least one vertex in every induced $H \in \mathcal{H}$ in $G \backslash E^{\prime}$ is in $V_{E^{\prime}}$.

Proof. Assume that there exists an induced $H \in \mathcal{H}$ in $G \backslash E^{\prime}$ with the vertex set $V^{\prime}$. For a contradiction, assume that $\left|V^{\prime} \cap V_{E^{\prime}}\right|=0$. Then, $V^{\prime}$ induces a copy of $H$ in $G$. Hence, $E^{\prime}$ must contain some of its edges.

Lemma 1. Let $G$ be the input graph of an $\mathcal{H}$-free Edge Deletion problem instance where $\mathcal{H}$ is a set of connected graphs with diameter at most D. Let M be an MHDS of $G$. Then, every vertex in $V_{M}$ is at a distance at most $\left(l_{M}-1\right) D$ from $V_{\mathcal{H}}(G)$ in $G$.

Proof. For $2 \leq j \leq l_{M}$, from definition, at least one edge in every induced $H \in \mathcal{H}$ in $G \backslash T_{j-2}$ is in $M_{j-1}$. Hence by Proposition 2, at least one vertex in every induced $H \in \mathcal{H}$ in $G \backslash T_{j-1}$ is in $V_{M_{j-1}}$. By definition, every vertex in $V_{M_{j}}$ is part of some induced $H \in \mathcal{H}$ in $G \backslash T_{j-1}$. This implies every vertex in $V_{M_{j}}$ is at a distance at most $D$ from $V_{M_{j-1}}$. Hence every vertex in $V_{M_{l_{M}}}$ is at a distance at most $\left(l_{M}-1\right) D$ from $V_{M_{1}}$. By definition, $V_{M_{1}} \subseteq V_{\mathcal{H}}(G)$. Hence the proof.

Lemma 2. Let $G$ be a graph with maximum degree at most $\Delta$ and $M$ be an $M H D S$ of $G$. Then, for $1 \leq j \leq l_{M},(2 \Delta-1) \cdot\left|M_{j}\right| \geq\left|S_{j+1}\right|$.

Proof. For $1 \leq j \leq l_{M}$, from definition, $M_{j}$ has at least one edge from every induced $H \in \mathcal{H}$ in $G \backslash T_{j-1}$. Let $M_{j}^{\prime}$ be the set of edges incident to vertices in $V_{M_{j}}$ in $G \backslash T_{j-1}$. We observe that $\left(G \backslash T_{j-1}\right) \backslash M_{j}^{\prime}$ is $\mathcal{H}$-free and hence $\left|T_{j-1} \cup M_{j}^{\prime}\right|$ is an HDS of $G$. Clearly, $\left|M_{j}^{\prime}\right| \leq \Delta\left|V_{M_{j}}\right| \leq 2 \Delta\left|M_{j}\right|$. Since $M$ is an MHDS, $\left|T_{j-1} \cup M_{j}^{\prime}\right|=\left|T_{j-1}\right|+\left|M_{j}^{\prime}\right| \geq|M|=\left|T_{j-1}\right|+\left|S_{j}\right|$. Therefore $\left|M_{j}^{\prime}\right| \geq\left|S_{j}\right|$. Hence, $2 \Delta\left|M_{j}\right| \geq\left|S_{j}\right|=\left|M_{j}\right|+\left|S_{j+1}\right|$.

Now we give an upper bound for the depth of an MHDS in terms of its size and maximum degree of the graph.

Lemma 3. Let $M$ be an MHDS of $G$. If the maximum degree of $G$ is at most $\Delta>0$, then $l_{M} \leq 1+\log _{\frac{2 \Delta}{2 \Delta-1}}|M|$.
Proof. The statement is clearly true when $l_{M} \leq 1$. Hence assume that $l_{M} \geq 2$. The result follows from repeated application of Lemma 2.

$$
\begin{aligned}
|M| & =\left|S_{1}\right|=\left|M_{1}\right|+\left|S_{2}\right| \geq \frac{\left|S_{2}\right|}{2 \Delta-1}+\left|S_{2}\right| \\
& \geq\left|S_{l_{M}}\right|\left(\frac{2 \Delta}{2 \Delta-1}\right)^{l_{M}-1} \\
& \geq\left(\frac{2 \Delta}{2 \Delta-1}\right)^{l_{M}-1} \quad\left[\because\left|S_{l_{M}}\right| \geq 1\right]
\end{aligned}
$$

Corollary 1. Let $(G, k)$ be a yes-instance of $\mathcal{H}$-free Edge Deletion where $G$ has maximum degree at most $\Delta>0$. For any MHDS $M$ of $G, l_{M} \leq 1+$ $\log _{\frac{2 \Delta-1}{2 \Delta-1}} k$.

Lemma 4. Let $\mathcal{H}$ be a set of connected graphs with diameter at most $D$. Let $V^{\prime} \supseteq V_{\mathcal{H}}(G)$ and let $c \geq 0$. Let $G^{\prime}$ be obtained by removing vertices of $G$ at a distance more than $c+D$ from $V^{\prime}$. Furthermore, assume that if $G^{\prime}$ is a yesinstance then there exists an MHDS $M^{\prime}$ of $G^{\prime}$ such that every vertex in $V_{M^{\prime}}$ is at a distance at most c from $V^{\prime}$ in $G^{\prime}$. Then $(G, k)$ is a yes-instance if and only if $\left(G^{\prime}, k\right)$ is a yes-instance of $\mathcal{H}$-free Edge Deletion.
Proof. Let $G$ be a yes-instance with an MHDS $M$. Then $M^{\prime}=M \cap E\left(G^{\prime}\right)$ is an HDS of $G^{\prime}$ such that $\left|M^{\prime}\right| \leq k$. Conversely, let $G^{\prime}$ be a yes-instance. By the assumption, there exists an MHDS $M^{\prime}$ of $G^{\prime}$ such that every vertex in $V_{M^{\prime}}$ is at a distance at most $c$ from $V^{\prime}$ in $G^{\prime}$. We claim that $M^{\prime}$ is an MHDS of $G$. For contradiction, assume $G \backslash M^{\prime}$ has an induced $H \in \mathcal{H}$ with a vertex set $V^{\prime \prime}$. As $G$ and $G^{\prime}$ has same set of induced copies of graphs in $\mathcal{H}$, at least one edge in every induced copy of graphs in $\mathcal{H}$ in $G$ is in $M^{\prime}$. Then, by Proposition 2, at least one vertex in $V^{\prime \prime}$ is in $V_{M^{\prime}}$. We observe that for every vertex in $G^{\prime}$ the distance from $V^{\prime}$ is same in $G$ and $G^{\prime}$. Hence every vertex in $V^{\prime \prime}$ is at a distance at most $c+D$ from $V^{\prime}$ in $G$. Then, $V^{\prime \prime}$ induces a copy of $H$ in $G^{\prime} \backslash M^{\prime}$ which is a contradiction.

Lemma 5. Let $G$ be a graph and let $d>1$ be a constant. Let $V^{\prime} \subseteq V(G)$ such that all vertices in $G$ with degree more than $d$ is in $V^{\prime}$. Partition $V^{\prime}$ into $V_{1}$ and $V_{2}$ such that $V_{1}$ contains all the vertices in $V^{\prime}$ with degree at most $d$ and $V_{2}$ contains all the vertices with degree more than d. If every vertex in $G$ is at a distance at most $c>0$ from $V^{\prime}$, then $|V(G)| \leq\left|V_{1}\right| \cdot d^{c+1}+\left|N_{G}\left(V_{2}\right)\right| \cdot d^{c}$.

Proof. To enumerate the number of vertices in $G$, consider the $d$-ary breadth first trees rooted at vertices in $V_{1}$ and in $N_{G}\left[V_{2}\right]$.

$$
\begin{aligned}
\left|V\left(G^{\prime}\right)\right| & \leq\left|V_{1}\right|\left(\frac{d^{c+1}-1}{d-1}\right)+\left|N_{G}\left[V_{2}\right]\right|\left(\frac{d^{c}-1}{d-1}\right) \\
& \leq\left|V_{1}\right| d^{c+1}+\left|N_{G}\left[V_{2}\right]\right| d^{c}
\end{aligned}
$$

## 3 Polynomial Kernels

In this section, we assume that $\mathcal{H}$ is a fixed finite set of connected graphs with diameter at most $D$. First we devise an algorithm to obtain polynomial kernel for $\mathcal{H}$-free Edge Deletion for bounded degree input graphs. Then we prove a stronger result - a polynomial kernel for $K_{t}$-free input graphs (for some fixed $t>2$ ) when $\mathcal{H}$ contains $K_{1, s}$ for some $s>1$.

We assume that the input graph $G$ has maximum degree at most $\Delta>1$ and $G$ has at least one induced copy of $H$. We observe that if these conditions are not met, obtaining polynomial kernel is trivial.

Now we state the kernelization rule which is the single rule in the kernelization.

Rule 0: Delete all vertices in $G$ at a distance more than $\left(1+\log _{\frac{2 \Delta}{2 \Delta-1}} k\right) D$ from $V_{\mathcal{H}}(G)$.

We note that the rule can be applied efficiently with the help of breadth first search from vertices in $V_{\mathcal{H}}(G)$. Now we prove the safety of the rule.

Lemma 6. Rule 0 is safe.
Proof. Let $G^{\prime}$ be obtained from $G$ by applying Rule 0 . Let $M^{\prime}$ be an MHDS of $G^{\prime}$. If $G^{\prime}$ is a yes-instance, then by Lemma 1 and Corollary 1 , every vertex in $V_{M^{\prime}}$ is at a distance at most $D \log _{\frac{2 \Delta}{2 \Delta-1}} k$ from $V_{\mathcal{H}}\left(G^{\prime}\right)$. Hence, we can apply Lemma 4 with $V^{\prime}=V_{\mathcal{H}}(G)$ and $c=D \log _{\frac{2 \Delta}{2 \Delta-1}} k$.

Lemma 7. Let $(G, k)$ be a yes-instance of $\mathcal{H}$-free Edge Deletion. Let $G^{\prime}$ be obtained by one application of Rule 0 on $G$. Then, $\left|V\left(G^{\prime}\right)\right| \leq\left(2 \Delta^{2 D+1} \cdot k^{p D+1}\right)$ where $p=\log _{\frac{2 \Delta}{2 \Delta-1}} \Delta$.

Proof. Let $M$ be an MHDS of $G$ such that $|M| \leq k$. We observe that every vertex in $V_{\mathcal{H}}(G)$ is at a distance at most $D$ from $V_{M_{1}}$ in $G$. Hence, by construction, every vertex in $G^{\prime}$ is at a distance at most $\left(2+\log _{\frac{2 \Delta-1}{2 \Delta}} k\right) D$ from $V_{M_{1}}$ in $G$ and in $G^{\prime}$. We note that $\left|V_{M_{1}}\right| \leq 2 k$. To enumerate the number of vertices in $G^{\prime}$, we apply Lemma 5 with $V^{\prime}=V_{M_{1}}, c=\left(2+\log _{\frac{2 \Delta}{2 \Delta-1}} k\right) D$ and $d=\Delta$.

$$
\begin{aligned}
\left|V\left(G^{\prime}\right)\right| & \leq 2 k \Delta^{\left(2+\log \frac{2 \Delta}{2 \Delta-1} k\right) D+1} \\
& \leq 2 \Delta^{2 D+1} \cdot k^{p D+1}
\end{aligned}
$$

Now we present the algorithm to obtain a polynomial kernel. The algorithm applies Rule 0 on the input graph and according to the number of vertices in the resultant graph it returns the resultant graph or a trivial no-instance.

Kernelization for $\mathcal{H}$-free Edge Deletion
$(\mathcal{H}$ is a finite set of connected graphs with maximum diameter $D)$
Input: $(G, k)$ where $G$ has maximum degree at most $\Delta$.

1. Apply Rule 0 on $G$ to obtain $G^{\prime}$.
2. If the number of vertices in $G^{\prime}$ is more than $2 \Delta^{2 D+1} \cdot k^{p D+1}$ where $p=\log _{\frac{2 \Delta}{2 \Delta-1}} \Delta$, then return a trivial no-instance $(H, 0)$ where $H$ is the graph with minimum number of vertices in $\mathcal{H}$. Else return $\left(G^{\prime}, k\right)$.

Theorem 1. The kernelization for $\mathcal{H}$-free Edge Deletion returns a kernel with the number of vertices at most $2 \Delta^{2 D+1} \cdot k^{p D+1}$ where $p=\log _{\frac{2 \Delta}{2 \Delta-1}} \Delta$.

Proof. Follows from Lemmas 6 and 7 and the observation that the number of vertices in the trivial no-instance is at most $2 \Delta^{2 D+1} \cdot k^{p D+1}$.

### 3.1 A Stronger Result for a Restricted Case

Here we give a polynomial kernel for $\mathcal{H}$-free Edge Deletion when $\mathcal{H}$ is a fixed finite set of connected graphs and contains a $K_{1, s}$ for some $s>1$ and when the input graphs are $K_{t}$-free, for any fixed $t>2$.

It is proved in [17] that the maximum degree of a \{claw, $\left.K_{4}\right\}$-free graph is at most 5 . We give a straight forward generalization of this result for $\left\{K_{1, s}, K_{t}\right\}$ free graphs. Let $R(s, t)$ denote the Ramsey number. Remember that the Ramsey number $R(s, t)$ is the least integer such that every graph on $R(s, t)$ vertices has either an independent set of order $s$ or a complete subgraph of order $t$.

Lemma 8. For integers $s>1, t>1$, any $\left\{K_{1, s}, K_{t}\right\}$-free graph has maximum degree at most $R(s, t-1)-1$.

Proof. Assume $G$ is $\left\{K_{1, s}, K_{t}\right\}$-free. For contradiction, assume $G$ has a vertex $v$ of degree at least $R(s, t-1)$. By the definition of the Ramsey number there exist at least $s$ mutually non-adjacent vertices or $t-1$ mutually adjacent vertices in the neighborhood of $v$. Hence there exist either an induced $K_{1, s}$ or an induced $K_{t}$ in $G$.

We modify the proof technique used for devising polynomial kernelization for $\mathcal{H}$-free Edge Deletion for bounded degree graphs to obtain polynomial kernelization for $K_{t}$-free input graphs for the case when $\mathcal{H}$ contains $K_{1, s}$ for some $s>1$.

Let $s>1$ be the least integer such that $\mathcal{H}$ contains $K_{1, s}$. Let $t>2, G$ be $K_{t}$-free and $M$ be an MHDS of $G$. Let $d=R(s, t-1)-1$. Let $D$ be the maximum diameter of graphs in $\mathcal{H}$. We define the following.
$M_{0}=\{e: e \in M$ and $e$ is incident to a vertex with degree at least $d+1\}$. $V_{R}(G)=\{v: v \in V(G)$ and $v$ has degree at least $d+1$ in $G\}$.

Lemma 9. $G \backslash M_{0}$ has degree at most d and every vertex in $G$ with degree at least $d+1$ is incident to at least one edge in $M_{0}$.

Proof. As $G \backslash M$ is $\left\{K_{1, s}, K_{t}\right\}$-free and every edge in $M$ which is incident to at least one vertex of degree at least $d+1$ is in $M_{0}$, the result follows from Lemma 8.

Lemma 10. Let $M$ be an $M H D S$ of $G$. Let $M^{\prime}=M \backslash M_{0}$ and $G^{\prime}=G \backslash M_{0}$. Then, $M^{\prime}$ is an MHDS of $G^{\prime}$ and every vertex in $V_{M}$ is at a distance at most $D l_{M^{\prime}}$ from $V_{\mathcal{H}}(G) \cup V_{R}(G)$ in $G$.

Proof. It is straight forward to verify that $M^{\prime}$ is an MHDS of $G^{\prime}$. By Lemma 1, every vertex in $V_{M^{\prime}}$ is at a distance at most $\left(l_{M^{\prime}}-1\right) D$ from $V_{\mathcal{H}}\left(G^{\prime}\right)$ in $G^{\prime}$. Every induced $H \in \mathcal{H}$ in $G^{\prime}$ is either an induced $H$ in $G$ or formed by deleting $M_{0}$ from $G$. Therefore, every vertex in $V_{\mathcal{H}}\left(G^{\prime}\right)$ is at a distance at most $D$ from $V_{\mathcal{H}}(G) \cup V_{R}(G)$ in $G^{\prime}$. Hence, every vertex in $V_{M^{\prime}}$ is at a distance at most $D l_{M^{\prime}}$ from $V_{\mathcal{H}}(G) \cup V_{R}(G)$ in $G^{\prime}$. The result follows from the fact $M=M^{\prime} \cup M_{0}$.

The single rule in the kernelization is:
Rule 1: Delete all vertices in $G$ at a distance more than $\left(2+\log _{\frac{2 d}{2 d-1}} k\right) D$ from $V_{\mathcal{H}}(G) \cup V_{R}(G)$ where $d=R(s, t-1)-1$.

Lemma 11. Rule 1 is safe.
Proof. Let $G^{\prime}$ be obtained from $G$ by applying Rule 1 . Let $M^{\prime}$ be an MHDS of $G^{\prime}$. If $G^{\prime}$ is a yes-instance, then by Lemma 10 and Corollary 1 , every vertex in $V_{M^{\prime}}$ is at a distance at most $D\left(1+\log _{\frac{2 d}{2 d-1}} k\right)$ from $V_{\mathcal{H}}\left(G^{\prime}\right) \cup V_{R}\left(G^{\prime}\right)$ in $G^{\prime}$. We note that $V_{\mathcal{H}}(G)=V_{\mathcal{H}}\left(G^{\prime}\right)$ and $V_{R}(G)=V_{R}\left(G^{\prime}\right)$. Hence, we can apply Lemma 4 with $V^{\prime}=V_{\mathcal{H}}(G) \cup V_{R}(G), c=D\left(1+\log _{\frac{2 d}{2 d-1}} k\right)$ and $d=R(s, t-1)-1$.

Lemma 12. Let $(G, k)$ be a yes-instance of $\mathcal{H}$-free Edge Deletion where $G$ is $K_{t}$-free. Let $G^{\prime}$ be obtained by one application of Rule 1 on $G$. Then, $\left|V\left(G^{\prime}\right)\right| \leq$ $8 d^{3 D+1} \cdot k^{p D+1}$ where $p=\log _{\frac{2 d}{2 d-1}} d$.

Proof. Let $M$ be an MHDS of $G$ such that $|M| \leq k$. We observe that every vertex in $V_{\mathcal{H}}(G)$ is at a distance at most $D$ from $V_{M_{1}}$ in $G$. Hence, by construction, every vertex in $G^{\prime}$ is at a distance at most $D\left(3+\log _{\frac{2 d}{2 d-1}} k\right)$ from $V_{M_{1}} \cup V_{R}(G)$. Clearly $\left|V_{M_{1}}\right| \leq 2 k$. Using Lemma 9 we obtain $\left|N\left[V_{R}(G)\right]\right| \leq 2 k(d+2)$. To enumerate the number of vertices in $G^{\prime}$, we apply Lemma 5 with $V^{\prime}=V_{M_{1}} \cup V_{R}(G)$, $c=D\left(3+\log _{\frac{2 d}{2 d-1}} k\right)$ and $d=R(s, t-1)-1$.

$$
\begin{aligned}
\left|V\left(G^{\prime}\right)\right| & \leq 2 k d^{D\left(3+\log \frac{2 d}{2 d-1} k\right)+1}+2 k(d+2) d^{D\left(3+\log \frac{2 d}{2 d-1} k\right)} \\
& \leq 8 d^{3 D+1} \cdot k^{p D+1}
\end{aligned}
$$

Now we present the algorithm.

> Kernelization for $\mathcal{H}$-Free Edge Deletion
> ( $\mathcal{H}$ contains $K_{1, s}$ for some $s>1$ )
> Input:( $G, k$ ) where $G$ is $K_{t}$-free for some fixed $t>2$.
> Let $s>1$ be the least integer such that $\mathcal{H}$ contains $K_{1, s}$.
> 1. Apply Rule 1 on $G$ to obtain $G^{\prime}$.
> 2. If the number of vertices in $G^{\prime}$ is more than $8 d^{3 D+1} \cdot k^{p D+1}$ where $d=R(s, t-1)-1$ and $p=\log _{\frac{2 d}{2 d-1}} d$, then return a trivial no-instance $\left(K_{1, s}, 0\right)$. Else return $\left(G^{\prime}, k\right)$.

For practical implementation, we can use any specific known upper bound for $R(s, t-1)$ or the general upper bound $\binom{s+t-3}{s-1}$.
Theorem 2. The kernelization for $\mathcal{H}$-free Edge Deletion when $K_{1, s} \in \mathcal{H}$ and the input graph is $K_{t}$-free returns a kernel with the number of vertices at most $8 d^{1+3 D} \cdot k^{1+p D}$ where $d=R(s, t-1)-1$ and $p=\log _{\frac{2 d}{2 d-1}} d$.

Proof. Follows from Lemmas 11 and 12.
It is known that line graphs are characterized by a finite set of connected forbidden induced subgraphs including a claw $\left(K_{1,3}\right)$. Both Claw-free Edge Deletion and Line Edge Deletion are NP-complete even for $K_{4}$-free graphs [23].

Corollary 2. Claw-free Edge Deletion and Line Edge Deletion admit polynomial kernels for $K_{t}$-free input graphs for any fixed $t>3$.

We observe that the kernelization for $\mathcal{H}$-free Edge Deletion when $K_{1, s} \in$ $\mathcal{H}$ and the input graph is $K_{t}$-free works for the case when $K_{t} \in \mathcal{H}$ and the input graph is $K_{1, s}$-free.

Theorem 3. $\mathcal{H}$-free Edge Deletion admits polynomial kernelization when $\mathcal{H}$ is a finite set of connected graphs, $K_{t} \in \mathcal{H}$ for some $t>2$ and the input graph is $K_{1, s}$-free for some fixed $s>1$.

## 4 Concluding Remarks

Our results may give some insight towards a dichotomy theorem on incompressibility of $\mathcal{H}$-free Edge Deletion raised as an open problem in [4]. We conclude with an open problem: does $\mathcal{H}$-free Edge Deletion admit polynomial kernel for planar input graphs?
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Abstract. Given a system of linear equations $A x=b$ over the binary field $\mathbb{F}_{2}$ and an integer $t \geq 1$, we study the following three algorithmic problems:

1. Does $A x=b$ have a solution of weight at most $t$ ?
2. Does $A x=b$ have a solution of weight exactly $t$ ?
3. Does $A x=b$ have a solution of weight at least $t$ ?

We investigate the parameterized complexity of these problems with $t$ as parameter. A special aspect of our study is to show how the maximum multiplicity $k$ of variable occurrences in $A x=b$ influences the complexity of the problem. We show a sharp dichotomy: for each $k \geq 3$ the first two problems are $\mathrm{W}[1]$-hard (which strengthens and simplifies a result of Downey et al. [SIAM J. Comput. 29, 1999]). For $k=2$, the problems turn out to be intimately connected to well-studied matching problems and can be efficiently solved using matching algorithms.

## 1 Introduction

There are well known efficient methods, like Gaussian elimination, to solve systems of linear equations $A x=b$ over $\mathbb{F}_{2}$. The problem becomes harder when we are seeking for a solution $u$ with certain constraints placed on its Hamming weight $w t(u)$. This problem has been extensively studied in the context of error correcting codes as it is closely related to the minimum weight codeword problem: given a linear code defined by $A x=0$, what is the minimum weight of a non-zero codeword in it? This problem is known to be NP-hard [12], and even hard to approximate within any constant factor, assuming NP $\neq R P$ [5]. There are three related decision problems of interest for systems of linear equations $A x=b$ over $\mathbb{F}_{2}$ :
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[^4]1. $(A, b, t) \in \operatorname{LinEQ} \leq$ if $A x=b$ admits a solution $u$ with $1 \leq w t(u) \leq t$.
2. $(A, b, t) \in \operatorname{LinEQ}=$ if $A x=b$ admits a solution $u$ with $w t(u)=t$.
3. $(A, b, t) \in \operatorname{LinEQ}_{\geq}$if $A x=b$ admits a solution $u$ with $w t(u) \geq t$.

Berlekamp et al. [2] show that both $\operatorname{LinEQ} \leq$ and $\operatorname{LinEQ}=$ are NP-complete. When $b$ is the all zeros vector, $\operatorname{LinEQ}_{\leq}$is the minimum weight codeword problem which is NP-hard [12], as already mentioned. Ntafos et al. [8] show that LinEQ $\geq$ is NP-complete (also see [13]). See [7] for a nice discussion of these hardness results.

When the weight threshold $t$ is considered as parameter, we denote the resulting parameterized versions of these problems by $\operatorname{LinEQ}_{\leq, t}, \operatorname{LinEQ}_{=, t}$ and $\operatorname{LinEQ}_{\leq, t}$, respectively. Downey et al. [4] studied special cases of $\operatorname{LinEQ}_{\leq, t}$ and $\operatorname{Lin} \mathrm{EQ}_{=, t}$ : when the vector $b$ is either the all zeros vector or $b$ is the all ones vector. These two special cases are called Even and Odd, respectively, for the weight at most $t$ version. As argued in Remark 2.1 below, all other cases for vector $b$ are in fact equivalent to either one of them. Observe that in the Even case, setting all variables to zero is always a solution; this is why $\operatorname{LinEQ}_{\leq, t}$ and Even ask for solutions of weight at least 1 . For the weight exactly $t$ version, the problems are called Exact Even and Exact Odd. It turns out via a complicated proof in [4], that Odd, Exact Odd and Exact Even are W[1]-hard. Whether Even is also W[1]-hard remains open. The problem $\operatorname{LiNEQ}_{\geq, t}$, to our knowledge, has not been studied in the parameterized setting before. We show in Sect. 6 that in contrast to the other two, this problem is in FPT.

Our main contribution is the study of $\operatorname{LiNEQ}_{\leq, t}$ and $\operatorname{LiNEQ}_{=, t}$ in the light of some additional parameters: the maximum number $k$ of occurrences of a variable in the system and the maximum size $s$ of an equation. When $k$ and $s$ are restricted or used as an additional parameter, we denote this by an additional subscript to the respective problem. For example, $k$ is treated as an additional parameter (besides $t$ ) in $\operatorname{LinEQ}_{\leq, t, k}$, and bounded by $k_{\max }$ in $\operatorname{Lin}^{\mathrm{E}_{\leq, t, k \leq k_{\max }} \text {. }}$

Concerning parameter $k$, we show a sharp dichotomy in the complexity of the problem. We prove that $\operatorname{LinEQ}_{\leq, t, k \leq k_{\max }}$ and $\operatorname{LinEQ}_{=, t, k \leq k_{\text {max }}}$ are fpt tractable for $k_{\max } \leq 2$, whereas for each $k_{\text {max }} \geq 3$, both problems are $\mathrm{W}[1]$-hard. For the weight exactly $t$ version, the hardness also holds for $b=0$, while this case remains open for the weight at most $t$ version.

Our hardness proof is a direct reduction from the parameterized clique problem. It strengthens and is much simpler than the proofs in [3,4] that (for unbounded occurrence multiplicity of the variables) go over a series of reductions running into nearly 10 pages. Furthermore, it gives alternative proofs of hardness for their results for Exact Even, Odd and Exact Odd.

For $k_{\max }=2$, we establish a connection between the equation systems and graph matching problems. We show that $\operatorname{Lin}^{2} \mathrm{Q}_{\leq, k \leq 2}$ and $\operatorname{LiNEQ}_{\geq, k \leq 2}$ are solvable in polynomial time, while $\operatorname{LinEQ}_{=, k \leq 2}$ is solvable in randomized NC (RNC). The latter result follows from an interesting connection between $\operatorname{LiNEQ}_{=, k \leq 2}$ and Red-Blue Perfect Matching [10] (also known as Exact Matching), which is known to be solvable in RNC [9] but not known to be in P. We show in Sect. 4 that both problems are equivalent under logarithmic space reductions.

Table 1. Summary of results.

| Problem | Parameter/restriction list $\alpha$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $t$ | $t, k \leq 3$ | $t, k \leq 2$ | $k \leq 2$ | $s, t$ | $s \leq 2$ |
| $\operatorname{LinEQ}^{\leq}, \alpha$ | $\mathrm{W}[1] \text {-hard }$ <br> [4] | $\mathrm{W}[1] \text {-hard }$ <br> Theorem 3.1 | FPT <br> Theorem 4.1 | P <br> Theorem 4.1 | FPT <br> Theorem 5.1 | L-complete <br> Theorem 5.5 |
| $\operatorname{LinEQ}=, \alpha$ | $\mathrm{W}[1] \text {-hard }{ }^{\mathrm{a}}$ <br> [4] | $\text { W[1]-hard }{ }^{\text {a }}$ <br> Theorem 3.1 | FPT <br> Theorem 4.5 | RNC Corollary 4.4 | FPT Theorem 5.4 | L-complete <br> Theorem 5.5 |
| ${ }^{\operatorname{LinEQ}} \geq, \alpha$ | FPT <br> Theorem 6.1 | FPT <br> Theorem 6.1 | FPT <br> Theorem 6.1 | P <br> Theorem 4.2 | FPT Theorem 6.1 | L-complete <br> Theorem 5.5 |

Hence, proving that $\operatorname{LinEQ}_{=, k=2}$ is in $\mathrm{P}_{\text {would }}$ imply that Red-Blue Perfect Matching is also in P , solving a long standing open question. Further we show that $\operatorname{LiNEQ}=, t, k \leq 2$ is fixed parameter tractable.

If the maximum equation size $s$ is an additional parameter then, as we show in Sect.5, all three problems are fixed parameter tractable. In particular, if $s \leq 2$ then even the parameter-free versions of all three problems are solvable in logarithmic space. A summary of the results is given in Table 1.

Our fpt algorithms involve standard techniques like color coding (Theorems 4.5 and 5.4), depth-bounded search trees (Theorem 5.1), and reduction to problem kernels (Theorem 6.1).

For space reasons some proofs are omitted; the full version can be found at http://eccc.hpi-web.de/report/2014/096/.

## 2 Basic Transformations

In this section we describe some basic transformations between various linear equation system problems. First, note that $\mathrm{LinEQ}_{<}$is polynomial-time reducible to $\operatorname{LinEQ}_{=}$via $(A, b, t) \mapsto\left\{\left(A, b, t^{\prime}\right): 1 \leq t^{\prime} \leq t\right\}$. We next show that (Exact) Even fpt reduces to (EXACT) OdD, taking the focus away from the "mixed" case (when $b$ is neither the all zeros nor the all ones vector).

Remark 2.1. A system of linear equations $A x=b$ over $\mathbb{F}_{2}$ can be easily transformed into an equivalent system $A^{\prime} x^{\prime}=1$ : Add a new variable $x_{0}$ and equation $x_{0}=1$. Convert each 0 -equation into an equivalent 1 -equation by adding $x_{0}$ to it. Then $A x=b$ has a weight $t$ solution if and only if $A^{\prime} x^{\prime}=1^{\prime}$ has a weight $t+1$ solution.

In the non-parameterized setting, the "mixed" case is also reducible to EvEn.
Remark 2.2. A system $A x=b$ over $\mathbb{F}_{2}$ with $n$ variables can be transformed into a system $A^{\prime} x^{\prime}=0$ such that $A x=b$ has a weight $t$ solution if and only if $A^{\prime} x^{\prime}=0$ has a weight $t+n+1$ solution: add a new variable $x_{0}$ and a new equation $x_{0}=1$. Convert each 1 -equation into an equivalent 0 -equation by adding $x_{0}$ to it. Introduce $n$ new variables $y_{1}, \ldots, y_{n}$ and replace the $x_{0}=1$ equation by the equations $x_{0}+y_{i}=0$ for $i=1, \ldots, n$.

Lemma 2.3. Let $A x=b$ be a system of linear equations and let $k$ be the maximum number of occurrences of any variable in it. Then an equivalent system $A^{\prime} y=b^{\prime}$ with at most three occurrences of each variable can be constructed in polynomial time, where equivalent means that a weight $t$ solution for $A x=b$ induces a weight kt solution for $A^{\prime} y=b^{\prime}$ and any weight $t^{\prime}$ solution for $A^{\prime} y=b^{\prime}$ induces a weight $t^{\prime} / k$ solution for $A x=b$.

The proof idea for the above lemma is to introduce $k$ copies of each variable, to replace each occurrence with a different copy, and to force the copies to take equal values using additional equations.

As a consequence of Lemma 2.3 we can reduce all linear equation problems to the case $k \leq 3$. For example, it follows that $\operatorname{LiNEQ}_{\leq, t, k}$ is fpt reducible to $\operatorname{LinEQ}_{\leq, t, k \leq 3}$ and that $\operatorname{LinEQ}_{=}$is polynomial-time reducible to $\operatorname{LinEQ}_{=, k \leq 3}$.

To facilitate the presentation of some of our proofs, it is convenient to consider a more general problem in which each variable $x_{i}$ occurring in $A x=b$ has a positive integer weight $w_{i}$ (encoded in unary). The weight $t$ of a solution is the sum of the weights of the variables assigned value 1 . The next lemma shows that the weighted case is polynomial-time reducible to the unweighted case (where all variables have weight 1 ).

Lemma 2.4. Let $A x=b$ be a system of linear equations with variable weights given in unary. Then an equivalent unweighted system $A^{\prime} y=b^{\prime}$ can be constructed in polynomial time, where equivalent means that a weight $t$ solution for $A x=b$ induces a weight $t$ solution for $A^{\prime} y=b^{\prime}$ and vice versa. Moreover,
(i) if all variables of $A x=b$ occur in exactly 2 equations then all variables of $A^{\prime} y=b^{\prime}$ occur in exactly 2 equations.
(ii) if all variables of $A x=b$ occur in exactly 3 equations and have odd weight, then all variables of $A^{\prime} y=b^{\prime}$ occur in exactly 3 equations.

We close this section by giving a useful graph theoretical interpretation of the linear equation problems.

Remark 2.5. We will consider systems $A x=b$ with $m$ variables and $n$ equations, that is, $A$ is an $n \times m$ matrix over $\mathbb{F}_{2}$. It will be convenient to interpret $A$ as the incidence matrix of a hypergraph. With this interpretation each equation becomes a vertex and each variable becomes a hyperedge that consists of all vertices (equations) in which it occurs. Note that this might give a multi-hypergraph since different variables might occur in exactly the same equations.

A vertex $v_{j}$ will be called even if $b_{j}=0$, and odd if $b_{j}=1$. A solution of weight $t$ is a selection of $t$ hyperedges that covers each even vertex with an even number of hyperedges and each odd vertex with an odd number of hyperedges. Observe that in the case that every variable appears exactly twice in the equation system we get a standard multi-graph in which each edge connects two vertices.

## 3 At Most Three Occurrences of Each Variable

This section is devoted to our main result showing that $\operatorname{LINEQ}_{\leq, t, k \leq k_{\max }}$ and $\operatorname{LinEQ}_{=, t, k \leq k_{\max }}$ are $\mathrm{W}[1]$-hard for each $k_{\max } \geq 3$.

Theorem 3.1. $\operatorname{LinEQ}_{\leq, t, k \leq 3}$ and $\operatorname{LinEQ}_{=, t, k \leq 3}$ are $\mathrm{W}[1]-h a r d$. The hardness even holds for the case that each variable occurs exactly three times.

To prove Theorem 3.1 we make use of the hypergraph interpretation of a linear system of equations as explained in Remark 2.5. The key step is the design of a selector gadget, which can be used to select a specified number of vertices from a given vertex set $V=\left\{v_{1}, \ldots, v_{n}\right\}$. Besides the vertices in $V$, the gadget contains a special start vertex $a$ and a set $U$ of internal vertices, i.e., the vertex set is $V \cup U \cup\{a\}$. We say that a set $\mathcal{S}$ of hyperedges activates a vertex if $\mathcal{S}$ covers it an odd number of times. Further, we call $\mathcal{S}$ admissible if it activates the start vertex $a$ but no internal vertex in $U$. Using this notation we will construct the hyperedge set $\mathcal{E}$ of the gadget $\operatorname{Sel}_{k, V}^{a}$ in such a way that the minimal admissible subsets $\mathcal{S}$ of $\mathcal{E}$ activate besides $a$ exactly the $k$-element subsets of $V$.

The construction of $\operatorname{Sel}_{k, V}^{a}$ is illustrated in Fig. 1. The set of internal vertices is $U=\left\{u_{\ell, i}: 1<\ell<k \wedge \ell \leq i \leq n-k+\ell\right\}$. The intended semantics is that if a minimal admissible subset $\mathcal{S}$ covers the vertex $u_{\ell, i}$, then $v_{i}$ is the $\ell$ th smallest of the activated vertices from $V$. The hyperedge set of $\operatorname{Sel}_{k, V}^{a}$ is $\mathcal{E}=\bigcup_{\ell=1}^{k-1} \mathcal{E}_{k}$, where the level 1 hyperedges are $\mathcal{E}_{1}=\left\{\left\{a, v_{i}, u_{2, i^{\prime}}\right\}: 1<i<i^{\prime} \leq n-k+2\right\}$, the level $\ell$ hyperedges are $\mathcal{E}_{\ell}=\left\{\left\{u_{\ell, i}, v_{i}, u_{\ell+1, i^{\prime}}\right\}: \ell \leq i<i^{\prime} \leq n-k+\ell+1\right\}$ for $\ell=2, \ldots, k-2$, and the level $k-1$ hyperedges are $\mathcal{E}_{k-1}=\left\{\left\{u_{k-1, i}, v_{i}, v_{i^{\prime}}\right\}\right.$ : $\left.n-k \leq i<i^{\prime} \leq n-1\right\}$. In the weighted version $\operatorname{Sel}_{k, V}^{a, w}$ of the gadget, all its hyperedges have weight $w$. The following lemma summarizes its properties.

Lemma 3.2. Let $V=\left\{v_{1}, \ldots, v_{n}\right\}$ and let $k$ and $w$ be positive integers. For any subset $W \subseteq V$ of size $k$, there is an admissible set $\mathcal{S} \subseteq \mathcal{E}$ of weight $(k-1) w$ for the selector gadget $S_{k, V}^{a, w}$ that activates exactly $a$ and the vertices in $W$. Moreover, any admissible set $\mathcal{S} \subseteq \mathcal{E}$ of weight less than $(k+1) w$ for Sel $_{k, V}^{a, w}$ has weight exactly $(k-1) w$ and activates exactly $k$ of the vertices in $V$.

Proof of Theorem 3.1. We reduce from the W[1]-complete clique problem which asks whether a given graph has a clique of size $k$, where $k$ is treated as parameter.


Fig. 1. The vertices of the selector gadget $\operatorname{Sel}_{5,\left\{v_{1}, \ldots, v_{9}\right\}}^{a}$ and the minimal admissible subset of hyperedges that leads to the activation of $\left\{v_{2}, v_{4}, v_{6}, v_{7}, v_{8}\right\}$.

Let $G=(V, E)$ and $k$ be the given instance. We will construct an equation system $A x=b$ with exactly one 1-equation where each variable occurs exactly three times. Continuing with the hypergraph view, we will use several instances of the selector gadget; each uses its own internal vertices. Besides the internal vertices, the hypergraph contains one special start vertex $a$ (which is the only odd vertex), one vertex for each graph vertex in $V$, and one vertex for each graph edge in $E$. Let $w=k^{2}$ if $k$ is odd, and $w=k^{2}+1$ otherwise. Add the selector gadget $\operatorname{Sel}_{k, V}^{a, w}$ to the constructed hypergraph. For each graph vertex $v \in V$, let $E(v)$ denote the set of edges incident to it, and add the selector gadget $\operatorname{Sel}_{k-1, E(v)}^{v, 1}$. Its role is to ensure that if $v$ is selected by $\operatorname{Sel}_{k, V}^{a, w}$, then $v$ must be adjacent to all other selected vertices. See Fig. 2 for an illustration of this construction. As the selector gadget has only hyperedges of size 3 and as $w$ is odd, Lemma 2.4 implies that the weights can be removed while maintaining 3-uniformity.

We show that for $t=(k-1) w+k(k-2)$, the graph $G$ has a clique of size $k$ iff the equation system described by the constructed hypergraph has a solution of weight at most $t$. If $G$ contains a $k$-clique $C$, choose the admissible hyperedge subset of $\operatorname{Sel}_{k, V}^{a, w}$ that activates exactly the vertices in $C$. Then, for each clique vertex $v \in C$, add the admissible hyperedge subset for $\operatorname{Sel}_{k-1, E(v)}^{v, 1}$ that activates $\{e \in E(v): e \subseteq C\}$. Combining these hyperedge sets yields a solution of weight $t$.

Now consider any solution to the equation system of weight at most $t$. As $(k+1) w \geq k^{3}+k^{2}>k^{3}-k-1 \geq t$, Lemma 3.2 implies that this solution contains exactly $(k-1)$ hyperedges from $\operatorname{Sel}_{k, V}^{a, w}$, which activate a set $C$ of exactly $k$ vertices in $V$. As these have to be covered an even number of times, each has to be covered an odd number of times from within its selector gadget. So for each $v \in C$, the solution must include at least $k-2$ hyperedges of the selector gadget $\mathrm{Sel}_{k-1, E(v)}^{v, 1}$. As this accounts for the remaining weight permitted by $t$, the solution cannot include further hyperedges. In particular, all vertices from $E$ that are covered at all are graph edges that are incident to a vertex in $C$. As all vertices in $E$ are even, these edges have to be covered twice by the solution, implying that every vertex $v \in C$ has $k-1$ neighbors in $C$, thus $C$ is a $k$-clique.

Finally, note that the constructed equation system admits a solution of weight at most $t$ if and only if it admits one of weight exactly $t$.

Using the construction of Remark 2.1, we obtain alternative proofs that ODD and Exact Odd are W[1]-hard. To generalize it to Exact Even, we can multiply


Fig. 2. Hypergraph view of the equation system that has a weight $t$ solution if and only if the underlying graph $G$ has a $k$-clique. The gadgets $\operatorname{Sel}_{k-1, E\left(v_{i}\right)}^{v_{i}, 1}$ and $\operatorname{Sel}_{k-1, E\left(v_{j}\right)}^{v_{j}, 1}$ share the vertex $e_{i j}$ iff the graph edge $e_{i j}$ connects the graph vertices $v_{i}$ and $v_{j}$.
all weights by 2 , add a new hyperedge $\{a\}$ of weight one, and ask for a solution of weight $2 t+1$.

## 4 At Most Two Occurrences of Each Variable

We show that the three problems are easier when every variable appears at most twice in $A x=b$. It turns out that these problems can be solved using standard matching algorithms. $\operatorname{LinEQ}_{\leq, k \leq 2}$ and $\operatorname{LiNEQ}_{\geq, k \leq 2}$ have deterministic polynomial-time algorithms, whereas $\operatorname{LiNEQ}=, k \leq 2$ has a randomized polynomial time algorithm (in fact a randomized NC algorithm).

Firstly, we note that we can easily transform the instance to the case when every variable in the system $A x=b$ appears in exactly two equations without any change in the parameter $t$. We include the new equation $\sum_{i=1}^{n} \sum_{j=1}^{n} A_{i j} x_{j}=$ $\sum_{i=1}^{n} b_{i}$ (obtained by adding up all equations in $A x=b$ ) to obtain a new system $A^{\prime} x=b^{\prime}$. Note that $A x=b$ and $A^{\prime} x=b^{\prime}$ have identical solutions. Furthermore, the new equation $\sum_{i=1}^{n} \sum_{j=1}^{n} A_{i j} x_{j}=\sum_{i=1}^{n} b_{i}$ has on its left-hand side precisely the sum of all single occurrence variables of the system $A x=b$. Hence every variable in $A^{\prime} x=b^{\prime}$ occurs exactly twice.

We will use the multi-graph interpretation of Remark 2.5 to design the algorithms in this subsection.
Theorem 4.1. $\operatorname{LinEQ}_{\leq, k \leq 2} \in \mathrm{P}$.
Proof. Given an instance $(A, b, t)$ of $\operatorname{LinEQ}_{\leq, k \leq 2}$, we construct the graph $G$ associated with $A x=b$. The set of edges with value 1 in a solution to the system consists of an edge disjoint set of paths connecting the odd vertices by pairs and possibly some edge disjoint cycles.

If there are odd vertices we do not need to consider the cycles, since we are searching for a solution of minimum weight. Such a solution corresponds to a set of edge disjoint paths of minimum total length pairing the odd vertices. This can be obtained by computing the minimum distance between all pairs of odd vertices in the graph. With this we can construct a weighted clique in the following way: each vertex in the clique represents an odd vertex in the graph. The edge between two clique vertices is weighted with the minimum distance between the corresponding odd vertices in the original graph. We claim that a perfect matching with minimum weight in the clique defines a solution of minimum weight in the system. To see this, observe that if two edges $\left\{a_{1}, a_{2}\right\}$ and $\left\{b_{1}, b_{2}\right\}$ in the perfect matching of minimum weight would correspond to paths that share at least one edge in $G$, then the total length of the shortest paths between $a_{1}$ and one of the $b$-vertices and $a_{2}$ and the other $b$-vertex would be smaller than $d\left(a_{1}, a_{2}\right)+d\left(b_{1}, b_{2}\right)$ since the new paths would not contain the common edge. This implies that a perfect matching of minimum weight corresponds to a minimum weight solution of the system. Since minimum weight perfect matching can be solved in polynomial time, the result follows.

When all vertices are even, we need to ensure that at least one variable is set to 1 . In this case, a minimum weight non-trivial solution is just a cycle in $G$ with a minimum number of edges. This also can be computed in polynomial time.

Using similar ideas we can show that the weight at least $t$ version of the problem can also be solved in polynomial time.

Theorem 4.2. $\operatorname{LINEQ}_{\geq, k \leq 2} \in \mathrm{P}$.
We show next that $\operatorname{LinEQ}_{=, k=2}$ is equivalent to Red-Blue Perfect MatchING (RBPM), a problem introduced by Papadimitriou et al. [10]. This problem is defined in the following way: Given a graph $G$ with blue and red edges and a number $t$, is there a perfect matching in $G$ with exactly $t$ red edges? RBPM can be solved in randomized NC [9], but until now, no deterministic polynomial time algorithm for it is known. In fact, not even the parameterized version of this problem (with $t$ as parameter) is known to lie in FPT.

Theorem 4.3. $\operatorname{LinE}_{=, k \leq 2}$ and RBPM are many-one equivalent under logarithmic space reductions.

Proof (forward direction). Let $A x=b$ be a system of equations in which every variable appears exactly twice and let $G=(V, E)$ be its interpretation as a graph.

We first assume that $b=0$. Let $u$ be a solution of weight $t$. Since $u$ selects for each vertex $v$ an even number of all edges incident to $v, u$ corresponds to a union of edge disjoint cycles in $G$ with exactly $t$ edges. Now consider the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ that is obtained from $G$ by expanding each vertex $v \in V$ with degree $d_{v}$ into $d_{v}$ new vertices $v_{1}, \ldots, v_{d_{v}}$ and connecting all pairs of these vertices by red edges. The original edges incident with $v$ in $G$ are each connected to one of the new vertices and are all colored blue (see Fig. 3). Notice that in $G^{\prime}$, $u$ corresponds to a union of vertex disjoint cycles with exactly $2 t$ edges, where each cycle consists of alternating red and blue edges. Hence, the $t$ red edges on these cycles form a matching that can be extended to a perfect matching of $G^{\prime}$ by adding all blue edges that are not lying on any cycle of $u$. Conversely, any perfect matching of $G^{\prime}$ with $t$ red edges yields a solution of weight $t$ by taking its symmetric difference with the set of all blue edges. This shows that $A x=b$ has a solution of weight $t$ if and only if $G^{\prime}$ has a perfect matching with $t$ red edges.

If $G$ has $r>0$ odd vertices, each solution $u$ corresponds to a union of edge disjoint cycles and paths with exactly $t$ edges, where exactly the endpoints of the paths are odd vertices. We construct $G^{\prime}$ as before but expand each odd vertex into a red clique of size $d_{v}+1$ by adding a special clique vertex $v_{0}$ that is connected via red edges to the other $d_{v}$ clique vertices $v_{1}, \ldots, v_{d_{v}}$. In this


Fig. 3. Expansion of a vertex $v$ of degree 4. The dotted edges are red edges.
graph, each solution $u$ corresponds to a union of edge disjoint cycles and paths with exactly $t$ blue and $t+r / 2$ red edges, where exactly the endpoints of the paths are special clique vertices. Similarly to the even case, the $t+r / 2$ red edges of $u$ form a matching that can be extended to a perfect matching of $G^{\prime}$ by adding all blue edges that are not lying on any cycle or path. Conversely, any perfect matching $M$ in $G^{\prime}$ has to match each special clique vertex via a red edge, implying that an odd number of the blue edges connected to its clique does not belong to $M$. Hence, if $M$ has $t+r / 2$ red edges, taking the symmetric difference of $M$ with the set of all blue edges yields again a solution of weight $t$.

Interestingly, whereas the forward reduction also works in the parameterized setting (with $t$ as parameter), this is not true for the converse reduction. Further, observe that the variants of Red-Blue Perfect Matching in which we ask for a matching with at most or at least $t$ red edges are known to be in P . This provides alternative proofs for Theorems 4.1 and 4.2 .

As RBPM is in randomized NC [9] we obtain the following corollary.
Corollary 4.4. $\operatorname{LiNEQ}_{=, k \leq 2} \in \operatorname{RNC}$.
We close this section by showing that in the parameterized setting, a solution of weight $t$ can be found in fpt time when each variable occurs at most twice.

Theorem 4.5. $\operatorname{LinEQ}_{=, t, k \leq 2} \in$ FPT.
Proof. Let $(A, b, t)$ be the input instance and let $G=(V, E)$ be the corresponding graph. If $b=0$, let $u_{0}$ be the empty solution. Otherwise, using the algorithm of Theorem 4.1, we compute a solution $u_{0}$ of minimum weight for $A x=b$. If $\left|u_{0}\right| \geq t$, we are done. Otherwise, observe that every solution of $A x=b$ can be written as a sum (modulo 2) of $u_{0}$ and some edge-disjoint cycles of $G$ (that might overlap with $u_{0}$ ). To find a suitable set of cycles, we use the color coding method introduced in [1]. Each edge in $u_{0}$ receives its own unique color (recall that $\left.\left|u_{0}\right|<t\right)$. Let $C_{u_{0}}$ be the set of colors of the edges in $u_{0}$. The remaining edges are colored uniformly at random using $t$ new different colors. In case that there is a solution of weight exactly $t$, the probability that all the edges in the solution have different colors depends only on $t$ and it is at least $\frac{t!}{t^{t}}$. A color pattern for a cycle is a sequence of colors to be encountered on the cycle. Now consider each possible set $C$ of disjoint color patterns (their number only depends on $t$ ). For any set of disjoint cycles that realizes $C$, the corresponding solution has weight equal to the number of colors that appear in $C$ or in $C_{u_{0}}$ but not in both. If $C$ leads to solutions of weight $t$, it remains to check if each color pattern $c_{1}, \ldots, c_{k}$ in $C$ can be realized in $G$. The latter can be checked dynamically by computing sets $S_{i}(v)$, with $v \in V$ and $0 \leq i \leq k$, such that $u \in S_{i}(v)$ if and only if there is a path from $u$ to $v$ that realizes $c_{1}, \ldots, c_{i}$. Initially, $S_{0}(v)=\{v\}$ for each $v \in V$. For $i \in\{1, \ldots, k\}$, the set $S_{i}(v)$ is the union of all $S_{i-1}(u)$ for which $\{u, v\}$ is an edge of color $c_{i}$. There is a cycle realizing $c_{1}, \ldots, c_{k}$ if and only if there is a vertex $v$ with $v \in S_{k}(v)$.

The probabilistic part in the previous algorithm can be derandomized using a perfect hash family as explained in [1].

## 5 Using the Equation Size as an Additional Parameter

In this section we show that the weight at most $t$ and the weight exactly $t$ versions of the problem become fixed parameter tractable when we treat the maximum equation size $s$ as an additional parameter. For the weight at least $t$ version we show in Sect. 6 that even $\operatorname{LinEQ}_{\geq, t}$ is in FPT.

We call a solution $u \neq 0$ of a system $A x=b$ minimal if for any solution $u^{\prime} \neq 0$ with $u_{i}^{\prime} \leq u_{i}$ for all $i$ it holds that $u^{\prime}=u$.

Theorem 5.1. $\operatorname{LinEQ}_{\leq, t, s} \in$ FPT. Moreover, for each instance, all minimal solutions of weight at most $t$ can be found in fpt time.

Proof. The algorithm traverses the following search tree to find all minimal solutions of weight at most $t$. If $b=0$, the first branch is to select a variable, set it to 1 and continue with the resulting system over the remaining $m-1$ variables. This $m$-way branching is only needed once to avoid the trivial all zeroes solution. If $b \neq 0$ and the number of variables set to 1 so far is smaller than $t$, we pick the first equation with $b_{j}=1$ and branch over all variables that occur in this equation. In each branch, we set the chosen variable to 1 and continue with the system over the remaining variables. As soon as all equations are satisfied by setting the remaining variables to 0 (i.e., $b=0$ ), we reach at a successful leaf providing a solution of weight at most $t$. If already $t$ variables have been set to 1 and $b \neq 0$, the current node is declared to be an unsuccessful leaf.

Since for every minimal solution $u$ of weight at most $t$ there is a path that selects at each node one more variable from $u$, the tree enumerates any such solution. Further, the tree can be traversed in fpt time as its depth is bounded by $t$ and the number of its leaves is bounded by $s^{t-1} m$.

To solve the weight exactly $t$ case, we will again design a color coding algorithm similar to that in Theorem 4.5, where minimal solutions take the role of cycles. The following lemma shows that any solution $u \neq 0$ of a system $A x=0$ is the sum of disjoint minimal solutions.

Lemma 5.2. Any solution $u \neq 0$ of a homogeneous system $A x=0$ over $\mathbb{F}_{2}$ is the sum of disjoint minimal solutions.

Next, we observe the following colored variant of Theorem 5.1. When the variables are colored, we say that a solution $u$ respects a set $C$ of colors if $u$ contains exactly one variable of each color in $C$, and no other variables.

Lemma 5.3. Given a system $A x=b$ over $\mathbb{F}_{2}$, a coloring of its variables and a set $C$ of colors, all minimal solutions that respect $C$ can be found in fpt time when $|C|$ and the maximum size $s$ of the equations are treated as parameters.

Now, the following theorem can be proved along the same lines as Theorem 4.5.
Theorem 5.4. $\operatorname{LinEQ}_{=, t, s} \in$ FPT.

We close this section by considering restrictions on the parameter $s$. In the case $s \leq 2$ we can assume that all equations contain exactly 2 variables. Let $G$ be the graph that has one vertex for each literal and an edge between each pair of literals that are forced to be equivalent by some equation. If the system is satisfiable, the connected components of $G$ can be grouped into pairs of complementary equivalence classes. Define the size of an equivalence class as the number of positive literals in it. By choosing the one of smaller/larger size from each pair of complementary equivalence classes gives a minimum/maximum weight solution. Furthermore, the weight exactly $t$ version reduces to Unary Subset Sum: It suffices to check whether a subset of the size differences of all pairs sums up to $t$ minus the size of a minimum solution. As both Undirected Connectivity and Unary Subset Sum can be solved in logarithmic space $[6,11]$, we have the upper bounds of the following theorem.

Theorem 5.5. $\operatorname{LinEQ}_{\leq, s \leq 2}, \operatorname{LiNEQ}_{=, s \leq 2}$, and $\operatorname{LiNEQ}_{\geq, s \leq 2}$ are all L -complete.
Complementing this result, the following lemma shows that the general case can be reduced to the case $s \leq 3$, implying that all three problems remain NP-hard under this restriction.

Lemma 5.6. Given a system of linear equations $A x=b$ and $a$ number $t$ we can construct a new system $A^{\prime} y=b^{\prime}$ with equations of size at most 3 and a number $t^{\prime}$ so that there is a solution of weight $t$ for the first system if and only if there is a solution of weight $t^{\prime}$ for the second one.

## 6 The Weight at Least $\boldsymbol{t}$ Version

In this section we give an fpt algorithm finding solutions of weight at least $t$.
Theorem 6.1. $\operatorname{LinEQ}_{\geq, t} \in$ FPT.
Proof. Let $A x=b$ be the given equation system and let $t$ be the given weight threshold. Using Gaussian elimination, we can decide whether $A x=b$ is feasible and compute the dimension $d$ of the solution space of $A x=0$ in polynomial time. If $d$ exceeds $t \log m$ then there must be a solution of weight at least $t$, since there can be only

$$
\sum_{i=0}^{t-1}\binom{m}{i}<2^{t \log m}
$$

solutions of weight less than $t$. Otherwise, we compute a linearly independent spanning set $\left\{v_{1}, v_{2}, \ldots, v_{d}\right\}$ of at most $t \log m$ solutions for $A x=0$, along with a particular solution $u$ of $A x=b$. Any solution to $A x=b$ is of the form $u+\sum_{i=1}^{d} \alpha_{i} v_{i}$, where $\alpha_{i} \in \mathbb{F}_{2}$. If one of the solution vectors $u$ and $u+v_{i}$ for $i=$ $1, \ldots, d$ has support at least $t$, it witnesses that the input is a positive instance. Otherwise all but $t^{2} \log m$ coordinates are always zero in any solution vector. Hence, the number of relevant variables (that can take value 1 in any solution) is bounded by $t^{2} \log m$. Discarding the other variables, we now have a system of
linear equations with at most $t^{2} \log m$ variables. We can now brute-force search for all solutions of Hamming weight at most $t-1$. Note that the number $S$ of such solutions is bounded by

$$
\sum_{i=0}^{t-1}\binom{t^{2} \log m}{i}<\left(t^{2} \log m\right)^{t}
$$

Keeping in mind the easily checked fact that $(\log m)^{O(t)}=t^{O(t)} \operatorname{poly}(m)$, this search takes fpt time. Finally, comparing $S$ with the dimension $d$, if $S=2^{d}$, then all solutions have weight less than $t$, otherwise there must be a solution of weight at least $t$.

The previous algorithm may not always construct a solution of weight at least $t$ if it exists. However, using self-reduction in a standard way, we can also solve the search problem in fpt time.
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#### Abstract

We study the parameterized complexity of Geometric Graph Isomorphism (It is known as Point Set Congruence problem in computational geometry): given two sets of $n$ points $A, B \subset \mathbb{Q}^{k}$ in $k$-dimensional euclidean space, with $k$ as the fixed parameter, the problem is to decide if there is a bijection $\pi: A \rightarrow B$ such that for all $x, y \in A,\|x-y\|=$ $\|\pi(x)-\pi(y)\|$, where $\|\cdot\|$ is the euclidean norm. Our main results are the following: - We give a $O^{*}\left(k^{O(k)}\right)$ time (The $O^{*}(\cdot)$ notation here, as usual, suppresses polynomial factors) FPT algorithm for Geometric Isomorphism. In fact, we show the stronger result that canonical forms for finite point sets in $\mathbb{Q}^{k}$ can also be computed in $O^{*}\left(k^{O(k)}\right)$ time. This is substantially faster than the previous best time bound of $O^{*}\left(2^{O\left(k^{4}\right)}\right)$ for the problem [1]. - We also briefly discuss the isomorphism problem for other $l_{p}$ metrics. We describe a deterministic polynomial-time algorithm for finite point sets in $\mathbb{Q}^{2}$.


## 1 Introduction

Given two finite $n$-point sets $A$ and $B$ in a metric space $(X, d)$, we say $A$ and $B$ are isomorphic if there is a distance-preserving bijection between $A$ and $B$. The Geometric Graph Isomorphism problem for this metric space, denoted GGI, is to decide if $A$ and $B$ are isomorphic. The most well-studied version of this general problem, which is also the main focus in this paper, is the standard $k$-dimensional euclidean space $\left(\mathbb{R}^{k}, l_{2}\right)$ equipped with the $l_{2}$ metric. This problem is also known as the Point Set Congruence problem in the computational geometry literature [2-4]. It is called "Geometric Graph Isomorphism" by Evdokimov and Ponomarenko in [1], which we find more suitable as the problem is closely related to Graph Isomorphism.

When $k$ is constant, there is an easy polynomial-time algorithm for the problem [4]. When $k=n$, Papadimitriou and Safra [5] note that the problem is polynomial-time equivalent to the standard Graph Isomorphism problem. The interesting case is when the dimension $k$ is much smaller than $n$. In the computational geometry literature, a randomized algorithm running in time $O\left(n^{\frac{k-1}{2}} \cdot \log n\right)$ was given in [2]. This was improved to an $O\left(n^{\left\lceil\frac{k}{3}\right\rceil} \cdot \log n\right)$ algorithm
in [3]. We note that both these results are for a random access model of computation, used in computational geometry, which allows for arbitrary precision real arithmetic.

For point sets $A, B \subset \mathbb{Q}^{k}$, when the dimension $k$ treated as a fixed parameter, an FPT algorithm for the GGI problem, running in time $\left(2^{k^{4}} n M\right)^{O(1)}$, was given by Evdokimov and Ponomarenko [1], where $M$ upper bounds the binary encodings of the rational numbers in the input point sets. Their algorithm uses concepts from cellular algebras and is technically nontrivial. ${ }^{1}$

## Our Results

As our first result we give a $O^{*}\left(k^{O(k)}\right)$ time FPT algorithm for Geometric Graph Isomorphism. (Here, the $O^{*}(\cdot)$ notation hides polynomial factors in the input size.) Indeed, we actually give a $O^{*}\left(k^{O(k)}\right)$ time algorithm that computes canon$i$ cal forms for point sets in $\mathbb{Q}^{k}$. Our main contribution here is an intuitive geometric approach based on integer lattices - surprisingly not used in earlier work on the problem - to the Geometric Graph Isomorphism problem. Once we formulate the approach, it turns out that well-known algorithmic results for integer lattices can be applied. Specifically, using a suitable algorithm for computing all shortest vectors in an integer lattice [6] easily yields a $2^{O\left(k^{2}\right)}$ poly $(n M)$ time FPT algorithm for GGI, where $M$ upper bounds the binary encodings of the numbers in the input. This already improves the $O^{*}\left(2^{O\left(k^{4}\right)}\right)$ time algorithm of [1]. Then, using key ideas from the recent lattice isomorphism algorithm of Haviv and Regev [7], we improve the FPT algorithm to $k^{O(k)}$ poly $(n M)$ running time.

At this point we recall the definition of canonical forms. Computing canonical forms for structures is a fundamental algorithmic problem. Graph Canonization, which is the problem computing canonical forms for graphs, is closely connected to Graph Isomorphism. For a graph class $\mathcal{K}$, a mapping $f: \mathcal{K} \rightarrow \mathcal{K}$ is a canonizing function if $f(X)$ is isomorphic to $X$ for each graph $X$ in $\mathcal{K}$, and for any other graph $X^{\prime}$ in the class, $f(X)=f\left(X^{\prime}\right)$ if and only if $X$ and $X^{\prime}$ are isomorphic. We say that $f(X)$ is the canonical form assigned by $f$ to the isomorphism class containing $X$. For example, $f(X)$ can be defined as the lex-first graph in $\mathcal{K}$ isomorphic to $X$. This canonizing function is known to be NP-hard to compute. Whether there is some polynomial-time computable canonizing function for graphs is open. It is also open whether graph canonization is polynomial-time equivalent to graph isomorphism. Graph classes with efficient isomorphism tests are often known to have canonization algorithms [8] of comparable complexity.

Analogously, corresponding to geometric isomorphism, we can define canonical forms and the canonization problem for an $n$-point sets $A \subset \mathbb{Q}^{k}$. Given $A \subset \mathbb{Q}^{k}$ as input, a canonizing function $f: A \mapsto f(A)$ outputs an isomorphic point set $f(A)$ such that $f(A)=f(B)$ if and only if $A$ and $B$ are isomorphic point sets.

[^5]We actually show that canonical forms for point sets in $\mathbb{Q}^{k}$ can also be computed in $O^{*}\left(k^{O(k)}\right)$ time, which yields the $O^{*}\left(k^{O(k)}\right)$ time algorithm for GGI. This result is presented in Sect. 3.

Other metrics. In Sect. 4, we briefly examine GGI for other $l_{p}$ metrics. For the 2-dimensional case $\mathbb{Q}^{2}$ we show that the problem is in deterministic polynomial time. This is by a reduction to the problem of isomorphism of colored graphs with color classes of size $2\left(\mathrm{BCGI}_{2}\right)$, which is known to be solvable in polynomial time [9]. For higher dimensions we do not have any nontrivial upper bounds better than general Graph Isomorphism.

## 2 Preliminaries

Let $[k]$ denote the set $\{1, \ldots, k\}$. As we consider points with rational coordinates in the euclidean space $\mathbb{R}^{k}$, we are effectively working with $\mathbb{Q}^{k}$. The projection of a vector $v \in \mathbb{Q}^{k}$ on a subspace $S \subset \mathbb{Q}^{k}$ is denoted $v_{S}$. The inner product of vectors $u=\left(u_{1}, \ldots, u_{k}\right)$ and $v=\left(v_{1}, \ldots, v_{k}\right)$ is $\langle u, v\rangle=\sum_{i \in[k]} u_{i} v_{i}$. The euclidean norm, $\|u\|$, of a vector $u$, is $\sqrt{\langle u, u\rangle}$, and the distance between two points $u$ and $v$ in $\mathbb{R}^{k}$ is $\|u-v\|$. Vectors $u, v$ are orthogonal if $\langle u, v\rangle=0$. In general, for $p \geq 1$, the $p$-norm of a vector $x=\left(x_{1}, \ldots, x_{k}\right)$ is $\|x\|_{p}=\left(\left\|x_{1}\right\|^{p}+\cdots+\left\|x_{k}\right\|^{p}\right)^{1 / p}$, and the $\infty$-norm $\|x\|_{\infty}$ is $\max \left\{\left|x_{1}\right|, \ldots,\left|x_{k}\right|\right\}$. The euclidean norm is the 2-norm.

For a vector set $S=\left\{u_{1}, \ldots, u_{n}\right\}$, the $n \times n$ Gram matrix of $S$ is $G(S)_{i, j}=$ $\left\langle u_{i}, u_{j}\right\rangle$. Two sets $S$ and $T$ have the same Gram matrix if and only if there is an orthogonal matrix $O$ such that $T=O S$. Furthermore, a Gram matrix $G$ is known to be Cholesky decomposable as $L L^{T}$ for a unique lower triangular matrix $L$. The Cholesky decomposition is polynomial-time computable.

Given two point sets $A$ and $B$ in $\mathbb{Q}^{k}$, a bijection $\pi: A \rightarrow B$ is a geometric isomorphism if for every $x, y \in A,\|x-y\|=\|\pi(x)-\pi(y)\|$. Given two subspaces $U$ and $V$ of $\mathbb{Q}^{k}$, a bijection $\tau: U \rightarrow V$ is an isometry if for every $x, y \in U$, $\|x-y\|=\|\pi(x)-\pi(y)\|$. If $\tau$ is also a linear map then it is a linear isometry. It is natural to ask whether an isomorphism between point sets can also be extended to an isometry between the vector spaces which are spanned by these sets. In Sect. 3, we note that this holds for the euclidean metric in Lemmas 3.1 and 3.2 and use it to obtain our algorithmic results.

We now recall some definitions and properties of integer lattices [10]. A lattice $\mathcal{L}_{B}$ in $\mathbb{R}^{k}$ is the set of all integer linear combinations of a finite basis set of vectors $B=\left\{b_{1}, \ldots, b_{m}\right\} \subset \mathbb{Q}^{k}$. The number $k$ is the dimension of the lattice. We will assume that the vectors $b_{i}$ have rational entries with standard binary encodings (bounded by $M$ ). Then, we can compute a linearly independent basis of $r \leq k$ vectors for the lattice in time polynomial in $k, M$ and $m$ [10]. The number $r$ is the rank of the lattice $\mathcal{L}_{B}$.

A fundamental quantity for a lattice $\mathcal{L}$ is the length $\lambda_{1}(\mathcal{L})$ of a shortest vector in it. There are several algorithms for exactly computing shortest vectors and for
approximating them in the literature [10]. We recall an important result due to Micciancio and Voulgaris [6] for enumerating all the shortest vectors in a given lattice.

Theorem 2.1. ([6], Corollary 5.8). There is a deterministic algorithm that takes as input a basis of some lattice $\Lambda \subset \mathbb{Q}^{k}$, and a target vector $\boldsymbol{t} \in \mathbb{Q}^{k}$, and an integer $p \geq 2$, and in time $\tilde{O}\left((4 p)^{k}\right) \cdot \operatorname{poly}(M, n)$ it outputs all vectors in $\Lambda$ within distance $p \lambda_{1}(\Lambda)$ from $\boldsymbol{t}$. (The $\tilde{O}(\cdot)$ notation suppresses polylogarithmic factors).

We also recall a well-known bound on the number of short vectors in a lattice (see [6]).

Lemma 2.2. In a lattice $\mathcal{L}$ of rank $k$, the number of vectors of length at most $p \lambda_{1}(\mathcal{L})$ is bounded by $(2 p+1)^{k}$.

Haviv and Regev, in [7], study the lattice isomorphism problem under orthogonal transformations. In the process, they develop a general isolation lemma which they apply to lattice isomorphism and give a $O^{*}\left(k^{O(k)}\right)$ time algorithm for checking if two rank- $k$ lattices are isomorphic under orthogonal transformations. They introduce the notion of a linearly independent chain in a given set of vectors. We recall the definition as we will require it to describe our canonical forms algorithm for point sets in $\mathbb{Q}^{k}$. For a finite set $A \subseteq \mathbb{Q}^{k}$ and a vector $v \in \mathbb{Q}^{k}$, we say that $v$ uniquely defines a linearly independent chain of length $m$ in $A$ if there are $m$ vectors $x_{1}, \ldots, x_{m} \in A$ such that for every $1 \leq j \leq m$, the minimum inner product of $v$ with vectors in $A \backslash \operatorname{Span}\left(x_{1}, \ldots, x_{j-1}\right)$ is uniquely achieved by $x_{j}$.

Given a lattice $\mathcal{L}$, its dual lattice $\mathcal{L}^{*}$ is defined as the set of vectors in $\operatorname{Span}(\mathcal{L})$ such that they have an integer inner product with every vector in $\mathcal{L}$. The following theorem of Haviv and Regev [7] shows the existence of a suitably short vector in the dual lattice which defines a unique linearly independent chain in the set of shortest vectors of the lattice.

Theorem 2.3. ([7], Theorem 4.2). Let $\mathcal{L}$ be a lattice of rank $k$. Let $S$ be the set of shortest vectors in $\mathcal{L}$. Suppose the dimension of $\operatorname{Span}(S)$ is $k$. Then, there exists a vector $v \in \mathcal{L}^{*}$ that uniquely defines a linearly independent chain of length $k$ in $S$ and satisfies $\|v\| \leq 5 k^{17 / 2} \cdot \lambda_{1}\left(\mathcal{L}^{*}\right)$.

## 3 The $O^{*}\left(k^{O(k)}\right)$ Time Algorithm for GGI

We first note that an isomorphism between point sets $A$ and $B$ in $\mathbb{Q}^{k}$ naturally extends to a linear isometry between the vector spaces spanned by these sets. For simplicity we assume that the point sets $A$ and $B$ contain the zero vector $\overline{0}$.

Lemma 3.1. Suppose $\pi$ is a geometric isomorphism between $A$ and $B$ such that $\pi(\overline{0})=\overline{0}$. Then there is a linear isometry $\mu: \operatorname{Span}(A) \rightarrow \operatorname{Span}(B)$ such that $\mu(x)=\pi(x)$ for all $x \in A$.

The proof of the above lemma is based on the observations in the next lemma. The proofs involve usual linear algebraic arguments and we omit them in this extended abstract.

Lemma 3.2. Let $\pi$ be an isomorphism from $A$ to $B$ such that $\pi(\overline{0})=\overline{0}$. Let $u_{i}, u_{j} \in A$.
(a) $\pi$ preserves inner products: i.e. $\left\langle u_{i}, u_{j}\right\rangle=\left\langle\pi\left(u_{i}\right), \pi\left(u_{j}\right)\right\rangle$.
(b) For any linear combination $\alpha u_{i}+\beta u_{j} \in A, \pi\left(\alpha u_{i}+\beta u_{j}\right)=\alpha \pi\left(u_{i}\right)+\beta \pi\left(u_{j}\right)$. Similarly, for any linear combination $\alpha v_{i}+\beta v_{j} \in B, \pi^{-1}\left(\alpha v_{i}+\beta v_{j}\right)=$ $\alpha \pi^{-1}\left(v_{i}\right)+\beta \pi^{-1}\left(v_{j}\right)$.
(c) $U \subseteq A$ is a basis for $\operatorname{Span}(A)$ iff $\pi(U) \subseteq B$ is a basis for $\operatorname{Span}(B)$.

We assumed that $\overline{0} \in A, B$ and $\overline{0}$ is fixed by the isometry. We now argue that it suffices to search for such isometries. Observe that the distance of point $u_{i}$ in set $A$ from the centroid of the points in $A$ is:

$$
\begin{aligned}
\left\|u_{i}-\frac{1}{n} \sum_{j=i}^{n} u_{j}\right\|^{2} & =\frac{1}{n^{2}} \cdot\left\|\sum_{j=1}^{n}\left(u_{i}-u_{j}\right)\right\|^{2}=\frac{1}{n^{2}} \cdot \sum_{j=1}^{n} \sum_{k=1}^{n}\left\langle u_{i}-u_{j}, u_{i}-u_{k}\right\rangle \\
& =\frac{1}{n^{2}} \cdot \sum_{j=1}^{n} \sum_{k=1}^{n} \frac{1}{2} \cdot\left(\left\|u_{i}-u_{j}\right\|^{2}+\left\|u_{i}-u_{k}\right\|^{2}-\left\|u_{j}-u_{k}\right\|^{2}\right) .
\end{aligned}
$$

Therefore, if sets $A$ and $B$ are isomorphic via a permutation $\pi$, the distance of any point $u_{i}$ from the centroid $c_{A}$ of set $A$ must be equal to the distance of $\pi\left(u_{i}\right)$ from the centroid $c_{B}$ of set $B$. Hence, we can replace $A$ and $B$ by $A \cup\left\{c_{A}\right\}$ and $B \cup\left\{c_{B}\right\}$ respectively, and extend the isomorphism $\pi$ by mapping the centroid of $A$ to the centroid of $B$. Clearly, this is an isomorphism between $A \cup\left\{c_{A}\right\}$ and $B \cup\left\{c_{B}\right\}$. Next, we translate the two sets $A$ and $B$ such that their respective centroids are mapped to the zero vector $\overline{0}$. Clearly, $A$ and $B$ are isomorphic if and only if their translations $\tilde{A}$ and $\tilde{B}$, obtained above, are isomorphic via a permutation that maps $\overline{0} \in \tilde{A}$ to $\overline{0} \in \tilde{B}$. Hence, it suffices to solve the following polynomial time equivalent problem: Given point sets $A, B \subset \mathbb{Q}^{k}$, both with $\overline{0}$ (as centroid), check if there exists an isomorphism mapping $A$ to $B$ that fixes $\overline{0}$.

## Algorithm Overview

We first give an overview of a simpler version of the isomorphism algorithm. Consider the integer lattices $\mathcal{L}_{A}$ and $\mathcal{L}_{B}$ generated by the sets $A$ and $B$. By Lemma 3.2, any linear isometry $\mu$ that maps $A$ bijectively to $B$ also bijectively maps $\mathcal{L}_{A}$ to $\mathcal{L}_{B}$. In particular, $\mu$ will map the set of shortest vectors of $\mathcal{L}_{A}$ to the set of shortest vectors of $\mathcal{L}_{B}$. Also, $\mu$ maps the subspace spanned by the shortest vectors of $\mathcal{L}_{A}$ to the subspace spanned by the shortest vectors of $\mathcal{L}_{B}$. The algorithm does the following: compute the shortest vector sets of both $\mathcal{L}_{A}$ and $\mathcal{L}_{B}$. Fix a maximal linearly independent set of shortest vectors $S$ in lattice $\mathcal{L}_{A}$. Branch on all possible (injectively mapped) images of $S$ into shortest vector set of $\mathcal{L}_{B}$. Since any lattice in $\mathbb{Q}^{k}$ has at most $2^{O(k)}$ many shortest vectors,
this branching is bounded by $2^{O\left(k^{2}\right)}$. Next, on each branch the algorithm projects the set $A$ to the orthogonal complement of the subspace spanned by $S$ and $B$ to the orthogonal complement of the subspace spanned by $\pi(S)$. Recursively continue to compute a geometric isomorphism for these projected point sets that are in subspaces of strictly smaller dimension. If $A$ and $B$ are isomorphic then, for one path of choices for the image set of $S$ we can recover an isomorphism. This approach yields a simple $O^{*}\left(2^{O\left(k^{2}\right)}\right)$ time algorithm for GGI.

The improvement of the running time to $O^{*}\left(k^{O(k)}\right)$ requires the HavivRegev result (stated in Theorem 2.3). We now give a brief overview of our $O^{*}\left(k^{O(k)}\right)$ time algorithm for computing the canonical form for a given point set $A \subset \mathbb{Q}^{k}$. As above, the algorithm first computes the shortest vector set $\mathcal{S}_{A}$ of the lattice $\mathcal{L}_{A}$. For the overview description, we assume for simplicity that $\mathcal{S}_{A}$ spans $\operatorname{Span}(A)$. The actual algorithm (Algorithm 1) proceeds by projecting $\operatorname{Span}(A)$ to the orthogonal complement of $\operatorname{Span}\left(\mathcal{S}_{A}\right)$, similar to the $O^{*}\left(2^{O\left(k^{2}\right)}\right)$ algorithm sketched above.

We will apply the Haviv-Regev algorithm [7] (Theorem 2.3) to pick the set $\operatorname{short}_{A}=\left\{v \in \mathcal{L}_{A}^{*} \mid\|v\| \leq 5 k^{17 / 2} \cdot \lambda_{1}\left(\mathcal{L}_{A}^{*}\right)\right\}$ of short vectors in the dual lattice $\mathcal{L}_{A}^{*}$ which yield a unique linearly independent chain, of length $k$, in the set of shortest vectors $\mathcal{S}_{A}$ of $\mathcal{L}_{A}$. As shown in [7] such vectors in the dual lattice exist and by Theorem 2.1 the set $\operatorname{short}_{A}$ is of size bounded by $k^{O(k)}$ and can be listed in $O^{*}\left(k^{O(k)}\right)$ time. Corresponding to each $v \in \operatorname{short}_{A}$ the linearly independent chain in $\mathcal{S}_{A}$, of length $k$, yields a basis for $\operatorname{Span}(A)$. There are in total $k^{O(k)}$ such bases thus obtained. For each such basis $B$ we generate a description of the set $A$ as follows: We first compute the Gram matrix $G(B)$ for $B$. Then for each vector $u_{i} \in A$, we compute the $k$-tuple $\Gamma_{i}$ of the coordinates of $u_{i}$ in basis $B$. The description of $A$ obtained from basis $B$ is the tuple $\left(G(B), \Gamma_{1}, \ldots, \Gamma_{n}\right)$. We now explain how these descriptions can be used to compute a canonical form for the point set $A$.

Suppose $A_{1}$ and $A_{2}$ are isomorphic point sets in $\mathbb{Q}^{k}$ and $\mu: \operatorname{Span}\left(A_{1}\right) \rightarrow$ $\operatorname{Span}\left(A_{2}\right)$ is the corresponding linear isometry. Then $\mu$ is an isometric map between the lattices $\mathcal{L}_{A_{1}}$ and $\mathcal{L}_{A_{2}}$ as also between the dual lattices $\mathcal{L}_{A_{1}}^{*}$ and $\mathcal{L}_{A_{2}}^{*}$. Furthermore, $\mu$ maps short $A_{A_{1}}$ to short $A_{2}$. More precisely, if $v \in \operatorname{short}_{A_{1}}$ gives rise to a unique linearly independent chain $B$ in $\mathcal{S}_{A_{1}}$ then $\mu(v) \in \operatorname{short}_{A_{2}}$ gives rise to a unique linearly independent chain in $\mathcal{S}_{A_{2}}$ (which is in fact $\mu(B)$ ).

Now, crucially, we note that the description for $A_{1}\left(G(B), \Gamma_{1}, \ldots, \Gamma_{n}\right)$ generated using the chain $B$ is identical to the description for $A_{2}$ generated for $\mu(B)$. This is because the Gram matrices $G(B)$ and $G(\mu(B))$ are equal.

This suggests that the lexicographically least description is a canonical representation for the input point set $A$, and can be used to generate a canonical form for it. I.e. for each $v \in \operatorname{short}_{A}$ satisfying the condition of Theorem 2.3, compute the description $\left(G(B), \Gamma_{1}, \ldots, \Gamma_{n}\right)$ using the corresponding linearly independent chain $B$. Among these descriptions pick the lexicographically least one $\left(G(B), \Gamma_{1}, \ldots, \Gamma_{n}\right)$ from which we will recover a canonical form for $A$. We now formally describe the algorithm.

Input: A set of vectors $A \subset \mathbb{Q}^{k}$ s.t. $|A|=n$ and $\overline{0} \in A$.
Output: A canonical set of vectors $C_{A}$.

1. While $\operatorname{dim}(\operatorname{Span}(A)) \neq 0$
(a) Compute the set $S_{A}$ of shortest vectors in $\mathcal{L}_{A}$ using Theorem 2.1.
(b) Define the lattice $\Lambda_{1}=\mathcal{L}_{A} \cap \operatorname{Span}\left(S_{A}\right)$.
(c) Compute the set of vectors $W$ in the dual lattice $\Lambda_{1}^{*}$ which are of length at most $5 k^{17 / 2} \cdot \lambda_{1}\left(\Lambda_{1}^{*}\right)$ using Theorem 2.1.
(d) For each vector in $W$, check if it defines a linearly independent chain in $S_{A}$. If yes, compute the chain. Otherwise, discard $w$ from $W$.
(e) Update set $A$ to its component orthogonal to $\operatorname{Span}\left(S_{A}\right)$. I.e. replace every $u \in A$ by $u-u_{S_{A}}$.
2. Let $W_{1}, \ldots, W_{l}$ be the sets computed during the $l$ iterations of Step 1 (c)-(d). For every tuple $\left(w_{1}, \ldots, w_{l}\right) \in W_{1} \times \cdots \times W_{l}$,
(a) Define the basis $B=C_{1} \cup \cdots \cup C_{l}$, where $C_{i}$ is the unique chain corresponding to vector $w_{i}$. Let the set $B$ be $\left\{r_{1}, \ldots, r_{k}\right\}$.
(b) Compute the Gram matrix $G(B)$ for the set $B$.
(c) For each $u_{i}$ in the input set $A$, let $\gamma_{1}, \ldots, \gamma_{k}$ be the coefficients such that $u_{i}=\sum_{j=1}^{k} \gamma_{j} r_{j}$. Let $\Gamma_{i}$ denote the tuple $\left(\gamma_{1}, \ldots, \gamma_{k}\right)$, which can be computed by solving a system of linear equations.
(d) Define the string $\sigma$ for the tuple $\left(w_{1}, \ldots, w_{l}\right)$ to be $\left(G(B),\left(\Gamma_{1}, \ldots, \Gamma_{n}\right)\right)$.
3. Let $\Sigma$ be the set of all strings generated in the previous step. Search the lexicographically least string $\sigma_{0}$ in $\Sigma$.
4. Given the string $\sigma_{0}=\left(G,\left(\Gamma_{1}, \ldots, \Gamma_{n}\right)\right)$,
(a) Let $L$ be the unique lower triangular matrix such that $G=L L^{T}$.
(b) Let $B_{0}$ be the set of rows of $L$.
(c) Compute the set $C_{A}$ of vectors $\left\{u_{1}, \ldots, u_{n}\right\}$ where $u_{i}$ is the $\Gamma_{i}$-linearcombination of $B_{0}$.
5. Output $C_{A}$ as the canonical form for the set $A$.

## Algorithm 1

The following two lemmas show that $C_{A}$ is indeed a canonical form for the point set $A$. We omit the detailed proofs in this extended abstract.

Lemma 3.3. The point sets $A$ and $C_{A}$ are geometrically isomorphic.
Lemma 3.4. Two point sets $A$ and $B$ in $\mathbb{Q}^{k}$ are geometrically isomorphic if and only if $C_{A}=C_{B}$.

We now formally state the result of this section.

Theorem 3.5. Given a finite point set $A \subset \mathbb{Q}^{k}$ of size $n$ as input, there is a deterministic $O^{*}\left(k^{O(k)}\right)$ time algorithm that computes a canonizing function $f(A)$. As a consequence, the GGI problem for point sets in $\mathbb{Q}^{k}$ has a deterministic $O^{*}\left(k^{O(k)}\right)$ time algorithm.

Proof. It follows from Lemmas 3.3 and 3.4 that Algorithm 1 correctly computes a canonical form for any input point set $A \subset \mathbb{Q}^{k}$. It remains to prove the the running time bound. We first bound the time taken in Step 1 which can execute for at most $k$ iterations. Computing sets $S_{A}$ and $W$ takes time $O^{*}\left(k^{O(k)}\right) \cdot \operatorname{poly}(M)$, as a consequence of Theorem 2.1. The projection operations are routine polynomial time linear algebraic procedures. The bit-complexity of the entries in set $A$ after projection can increase by at most a $\operatorname{poly}(k)$ factor, by the properties of Gaussian elimination. Therefore, all the bit-sizes remain bounded by $O\left(k^{k}\right)$ poly $(M)$ during the execution of the algorithm. Overall, the running time complexity of Step 1 is bounded by $O^{*}\left(k^{O(k)}\right)$.

Next, we bound the time spent in Step 2. By Lemma 2.2, $\left|W_{i}\right|$ is at most $\left(25 k^{17 / 2}+1\right)^{k}=k^{O(k)}$. The number of tuples examined is at most $\left|W_{1}\right| \cdots \cdots\left|W_{l}\right|$ which is bounded by $k_{1}^{O\left(k_{1}\right)} \cdots \cdots k_{l}^{O\left(k_{l}\right)} \leq k^{O(k)}$. Other operations in Step 2 are polynomial-time computations. Hence, Step 2 takes $O^{*}\left(k^{O(k)}\right)$ time. Steps 3-5 are polynomial time solvable.

Remark 3.6. An $O^{*}\left(k^{O(k)}\right)$ time FPT algorithm for the isomorphism problem GGI follows from the above theorem: we compute the canonical forms for the input point sets $A$ and $B$, and accept if and only if $C_{A}=C_{B}$.

## 4 Geometric Isomorphism in Other $l_{p}$ Metrics

We briefly discuss the GGI problem for other $l_{p}$ metrics. For the 2-dimensional case we obtain a polynomial-time algorithm. The algorithm works as follows. Given two point sets $A$ and $B$ of size $n$, we fix three points in set $A$ and branch on their possible images in $B$ under an isomorphism. Using these points, we will construct two colored graphs $G$ and $H$ such that (a) each graph has color class size at most two and (b) the point sets $A$ and $B$ are isomorphic if and only if the graphs $G$ and $H$ are isomorphic via a color-preserving isomorphism. This computation can be performed in polynomial time. The isomorphism problem for color class size two graphs, denoted by $\mathrm{BCGI}_{2}$ is in polynomial time [9] which yields the result.

Theorem 4.1. Given subsets $A$ and $B$ of $\mathbb{Q}^{2}$ as input, for any $l_{p}$ metric, there is a deterministic polynomial-time algorithm for checking if $A$ and $B$ are isomorphic in that metric.

Proof. We will describe the algorithm for the $l_{\infty}$ case and then indicate how it can be adapted for other $l_{p}$ metrics.

Input: Point sets $A$ and $B$ of size $n$ in $\mathbb{Q}^{2}$ (the $l_{\infty}$ case).
Output: Accept if $A$ and $B$ are isomorphic, and reject otherwise.

1. Check if sets $A$ and $B$ are collinear by iterating over all triples and checking whether the three points are collinear.

- If not collinear: pick the first three non-collinear points $\{a, b, c\}$.
- If collinear:
- Construct two colored graphs $G$ and $H$ : The graph $G$ is $(A, \emptyset)$. The color of vertex $u_{i}$ is the unordered pair $\left\{d_{1}, d_{2}\right\}$ of the distances of $u_{i}$ from the two extreme points in the set $A$. Similarly define $H$ for set $B$.
- Return accept iff $G$ and $H$ are isomorphic. The isomorphism can be decided using the algorithm of [9].

2. Otherwise, w.l.o.g we have $a, b, c \in A$ (the other case is symmetric). Branch on all possible images of $\{a, b, c\}$ in $B$, denoted by $\left\{a^{\prime}, b^{\prime}, c^{\prime}\right\}$.
3. First, we compute a coloring of sets $A$ and $B$. For $A$, we color a point $u \in A$ by the ordered triple $\left(d_{u, a}, d_{u, b}, d_{u, c}\right)$ of its distances from $a, b, c$.
4. Second, we can refine these colorings and ensure that each color class is of size two as follows:

- If some subset of vertices form a color class of size more than two, they will lie on a line segment parallel to $x$-axis or $y$-axis (proof of correctness explains). Each such color class has two extreme points.
- For each vertex $u \in A, B$, check if it lies in a color class of size more than two. If yes, update the color of $u$, say $C$, with the color $\left(C,\left\{d_{1}, d_{2}\right\}\right)$ where $d_{1}, d_{2}$ are the distances of $u$ from the extreme points in the color class.

5. Third, we construct weighted colored graphs $G^{\prime}$ and $H^{\prime}$ over vertex sets $A$ and $B$ respectively. The graphs $G^{\prime}$ and $H^{\prime}$ are complete graphs, and have color classes of size at most two. The coloring of the vertices have been already computed in Step 4 . Every edge $\{u, v\}$ in $G^{\prime}$ or $H^{\prime}$ is labeled with the weight $d_{u v}$, the distance between points $u$ and $v$.
6. Finally, we can easily modify the weighted graphs $G^{\prime}$ and $H^{\prime}$ to obtain unweighted graphs $G$ and $H$ such that $G$ is isomorphic to $H$ iff $G^{\prime}$ is isomorphic to $H^{\prime}$. For every pair of color classes $C_{i}$ and $C_{j}$, we can examine the induced graphs $G^{\prime}\left[C_{i} \cup C_{j}\right]$ and $H^{\prime}\left[C_{i} \cup C_{j}\right]$. By a simple case analysis, we can either (a) claim the graphs $G^{\prime}$ and $H^{\prime}$ to be nonisomorphic and reject, or (b) replace weighted edges by unweighted edges.
7. Test whether $G$ is isomorphic to $H$ using the algorithm of [9]. If the answer is yes accept, else move to the next branch in Step 2. If all branches are exhausted, return reject.

## Algorithm 2

It is easy to verify that the algorithm works correctly for the case when the sets are collinear. Therefore, we concentrate on the general case. If the above algorithm accepts, clearly the sets are isomorphic. Conversely, suppose there is a isomorphism $\pi$ from $A$ and $B$. In Step 2, one of the branches for the image of $\{a, b, c\}$ will coincide with $(\pi(a), \pi(b), \pi(c))$. Furthermore, $\pi$ must respect the color classes defined by the algorithm based on the distance triples in Step 3. It also respects the color refinements in Step 4 due to the following fact which can be easily verified by induction. A color class of collinear points must map to another class of collinear points in a manner that preserves the order of vertices (therefore, in at most two possible ways). Hence, $\pi$ respects the colors assigned by the algorithm.

Next, we verify the bound on the color class sizes. The set of points $S_{r, x}$ at $l_{\infty}$-distance $r$ from a point $x$ is easily seen to be a square in $\mathbb{Q}^{2}$ centered at $x$. It has sides of length $2 r$ parallel to the coordinate axes. Consider the squares $S_{\alpha, a}$ and $S_{\beta, b}$. Their intersection is one of the following: (a) empty, or (b) at most two points, or (c) a common edge, or (d) two common incident edges. If we consider the third square $S_{\gamma, c}$, its intersection with $S_{\alpha, a} \cap S_{\beta, b}$ is therefore one of these cases: (a) empty or (b) at most two points or (c) a common edge. The last case is ruled our since three squares with non-collinear centres cannot have more than two edges common. Therefore, every color class is bounded by two unless the points in the color class lie on a common edge of three squares. Such a class is refined in Step 4 to have size at most two. Therefore, $\pi$ must be an isomorphism between the weighted graphs $G^{\prime}$ and $H^{\prime}$ since it preserves mutual distances. By construction, the graphs $G$ and $H$ must be isomorphic and therefore, the algorithm accepts in Step 7.

Other $l_{p}$ metrics. We now briefly explain how the above algorithm can be adapted to solve the 2-dimensional GGI problem for other $l_{p}$-metrics.

The set $S_{r, x}$ is a $l_{p}$-metric circle of radius $r$ centered at the point $x$. For $p=1$, such circles are squares of side $2 r$ centered at $x$ which have been rotated by $\pi / 4$. The intersection of such squares is similar to the $l_{\infty}$ case above. Hence, the above algorithm adapts to this case. For the case $p \in(1, \infty)$, it is known that $l_{p}$ balls are strictly convex sets I.e., for any two distinct points $u, v$ on the boundary of such a set, any convex combination $\theta u+(1-\theta) v$ for $0<\theta<1$ is in the interior of the set. For $\mathbb{Q}^{2}$, this implies that any two $l_{p}$ circles can intersect in at most two points ([11], Theorem 1). Therefore, any color class can be of size two and therefore, a similar algorithm which reduces the problem to $\mathrm{BCGI}_{2}$ works and we can apply the algorithm of [9].

## 5 Discussion

In this paper we gave an $O^{*}\left(k^{O(k)}\right)$ time FPT algorithm for Geometric Isomorphism in the $l_{2}$ metric, which is asymptotically faster than previous algorithms for this problem. A natural open question is to improve the running time. From the point of view of the general Graph Isomorphism problem it would be very
interesting to obtain a "geometric" algorithm of running time $2^{O(k)} \cdot \operatorname{poly}(n M)$, since the well-known algorithms for this problem are group-theoretic.

As observed in the introduction, Graph Isomorphism (for $n$-vertex graphs) is polynomial-time reducible to GGI, where, in the reduced instance, the output point sets are contained in $\mathbb{Q}^{n}$. We note a similar reduction even for hypergraph isomorphism. ${ }^{2}$ More precisely, given a pair of hypergraphs ( $X_{1}, X_{2}$ ) on $n$ vertices the reduction outputs a pair of point sets $(A, B)$, where $A, B \subset \mathbb{Q}^{5 n}$, such that $X_{1}$ and $X_{2}$ are isomorphic if and only if $A$ and $B$ are isomorphic.

The current best algorithm for Hypergraph Isomorphism [12] crucially uses a group-theoretic algorithm (for Coset-Intersection of permutation groups) and has running time $O^{*}\left(2^{O(n)}\right)$ for $n$-vertex hypergraphs. However, the only known algorithm for computing canonical forms of hypergraphs is the trivial $O^{*}(n!)$ time algorithm which picks the lexicographically least hypergraph isomorphic to the input hyerpgraph. Obtaining an $O^{*}\left(2^{O(k)}\right)$ algorithm for computing canonical forms of point sets in $\mathbb{Q}^{k}$ would imply an $O^{*}\left(2^{O(n)}\right)$ time (non-group-theoretic) canonization algorithm for hypergraphs, which is a long standing open problem.

Finally, we note that the complexity of GGI for point sets in $\mathbb{Q}^{k}$ in other $l_{p}$ metrics is wide open. We do not know if the problem is FPT with $k$ as parameter. One approach to solving GGI for a metric space $(X, d)$ is to try and efficiently embed the given points sets $A$ and $B$ isometrically into a different metric space $\left(X^{\prime}, d^{\prime}\right)$ for which we already know an efficient algorithm. For instance, known results about embedding metric spaces imply that there is a reduction from $l_{1}^{k}$ GGIto $l_{\infty}^{2^{k}}$-GGIin time $2^{k} \cdot \operatorname{poly}(k, n, M)$, where $l_{p}^{k}$ denotes the $l_{p}$ metric on $\mathbb{Q}^{k}$. We do not know of a reduction that avoids the blow-up from $k$ to $2^{k}$ in dimension.
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#### Abstract

For some years it was believed that for "connectivity" problems such as Hamiltonian Cycle, algorithms running in time $2^{O(t w)}$. $n^{O(1)}$-called single-exponential- existed only on planar and other sparse graph classes, where tw stands for the treewidth of the $n$-vertex input graph. This was recently disproved by Cygan et al. [FOCS 2011], Bodlaender et al. [ICALP 2013], and Fomin et al. [SODA 2014], who provided single-exponential algorithms on general graphs for most connectivity problems that were known to be solvable in single-exponential time on sparse graphs. In this article we further investigate the role of planarity in connectivity problems parameterized by treewidth, and convey that several problems can indeed be distinguished according to their behavior on planar graphs. Known results from the literature imply that there exist problems, like Cycle Packing, that cannot be solved in time $2^{o(t w \log t w)} \cdot n^{O(1)}$ on general graphs but that can be solved in time $2^{O(\mathbf{t w})} \cdot n^{O(1)}$ when restricted to planar graphs. Our main contribution is to show that there exist natural problems that can be solved in time $2^{O(t w \log t w)} \cdot n^{O(1)}$ on general graphs but that cannot be solved in time $2^{o(t w l o g t w)} \cdot n^{O(1)}$ even when restricted to planar graphs. Furthermore, we prove that Planar Cycle Packing and Planar Disjoint Paths cannot be solved in time $2^{o(\mathbf{t w})} \cdot n^{O(1)}$. The mentioned negative results hold unless the ETH fails. We feel that our results constitute a first step in a subject that can be further exploited.
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## 1 Introduction

Motivation and previous work. Treewidth is a fundamental graph parameter that, loosely speaking, measures the resemblance of a graph to a tree. It was introduced, among other equivalent definitions given by other authors, by Robertson and Seymour in the early stages of their monumental Graph Minors

[^6]project [18], and its algorithmic importance was significantly popularized by Courcelle's theorem [3], stating that any graph problem that can be expressed in CMSO logic can be solved in time $f(\mathbf{t w}) \cdot n$ on graphs with $n$ vertices and treewidth tw, where $f$ is some function depending on the problem. Nevertheless, the function $f(\mathbf{t w})$ given by Courcelle's theorem is unavoidably huge [10], so from an algorithmic point of view it is crucial to identify problems for which $f(\mathbf{t w})$ grows moderately fast.

Many problems can be solved in time $2^{O(\mathbf{t w} \log \mathbf{t w})} \cdot n^{O(1)}$ when the $n$-vertex input (general) graph comes equipped with a tree-decomposition of width tw. Intuitively, this is the case of problems that can be solved via dynamic programming on a tree-decomposition by enumerating all partitions or packings of the vertices in the bags of the tree-decomposition, which are $\mathbf{t w}{ }^{O(\mathbf{t w})}=2^{O(\mathbf{t w} \log \mathbf{t w})}$ many. In this article we only consider this type of problems and, more precisely, we are interested in which of these problems can be solved in time $2^{O(\mathbf{t w})} \cdot n^{O(1)}$; such a running time is called single-exponential. This topic has been object of extensive study during the last decade. Let us briefly overview the main results on this line of research.

It is well known that problems that have locally checkable certificates ${ }^{1}$, like Vertex Cover or Dominating Set, can be solved in single-exponential time on general graphs. Intuitively, for this problems it is enough to enumerate subsets of the bags of a tree-decomposition (rather than partitions or packings), which are $2^{O(\mathbf{t w})}$ many. A natural class of problems that do not have locally checkable certificates is the class of so-called connectivity problems, which contains for example Hamiltonian Cycle, Steiner Tree, or Connected Vertex Cover. These problems have the property that the solutions should satisfy a connectivity requirement (see [2,4,19] for more details), and using classical dynamic programming techniques it seems that for solving such a problem it is necessary to enumerate partitions or packings of the bags of a tree-decomposition.

A series of articles provided single-exponential algorithms for connectivity problems when the input graphs are restricted to be sparse, namely planar [9], of bounded genus $[7,19]$, or excluding a fixed graph as a minor $[8,20]$. The common key idea of these works is to use special types of branch-decompositions (which are objects similar to tree-decompositions) with nice combinatorial properties, which strongly rely on the fact that the input graphs are sparse.

Until very recently, it was a common belief that all problems solvable in single-exponential time on general graphs should have locally checkable certificates, specially after Lokshtanov et al. [16] proved that one connectivity problem, namely Disjoint Paths, cannot be solved in time $2^{o(\mathbf{t w} \log \operatorname{tw})} \cdot n^{O(1)}$ on general graphs unless the Exponential Time Hypothesis (ETH) fails ${ }^{2}$. This

[^7]credence was disproved by Cygan et al. [4], who provided single-exponential randomized algorithms on general graphs for several connectivity problems, like Longest Path, Feedback Vertex Set, or Connected Vertex Cover. More recently, Bodlaender et al. [2] presented single-exponential deterministic algorithms for basically the same connectivity problems, and an alternative proof based on matroids was given by Fomin et al. [11]. These results have been considered a breakthrough, and in particular they imply that most connectivity problems that were known to be solvable in single-exponential time on sparse graph classes [7-9, 19, 20] are also solvable in single-exponential time on general graphs [2,4].

Our main results. In view of the above discussion, a natural conclusion is that sparsity may not be particularly helpful or relevant for obtaining singleexponential algorithms. However, in this article we convey that sparsity (in particular, planarity) does play a role in connectivity problems parameterized by treewidth. To this end, among the problems that can be solved in time $2^{O(t w \log t w)} \cdot n^{O(1)}$ on general graphs, we distinguish the following three disjoint types:

- Type 1: Problems that can be solved in time $2^{O(\mathbf{t w})} \cdot n^{O(1)}$ on general graphs.
- Type 2: Problems that cannot be solved in time $2^{o(t w \log t w)} \cdot n^{O(1)}$ on general graphs unless the ETH fails, but that can be solved in time $2^{O(\mathbf{t w})} \cdot n^{O(1)}$ when restricted to planar graphs.
- Type 3: Problems that cannot be solved in time $2^{o(\mathbf{t w} \log \mathrm{tw})} \cdot n^{O(1)}$ even when restricted to planar graphs, unless the ETH fails.

Problems that have locally checkable certificates are of Type 1 (see also [17] for a logical characterization of such problems). As discussed in Sect. 2, known results $[4,13]$ imply that there exist problems of Type 2, such as Cycle PackING. Our main contribution is to show that there exist (natural) problems of Type 3, thus demonstrating that some connectivity problems can indeed be distinguished according to their behavior on planar graphs. More precisely, we prove the following results:

- In Sect. 2 we provide some examples of problems of Type 2. Furthermore, we prove that Planar Cycle Packing cannot be solved in time $2^{o(\mathbf{t w})}$. $n^{O(1)}$ unless the ETH fails, and therefore the running time $2^{O(\mathbf{t w})} \cdot n^{O(1)}$ is tight.
- In Sect. 3 we provide an example of problem of Type 3: Monochromatic Disjoint Paths, which is a variant of the Disjoint Paths problem on a vertex-colored graph with additional restrictions on the allowed colors for each path. To the best of our knowledge, problems of this type had not been identified before.

In order to obtain our results, for the upper bounds we strongly follow the algorithmic techniques based on Catalan structures used in [7-9, 19, 20], and for some of the lower bounds we use the framework introduced in [16], and that has
been also used in [4]. Due to space limitations, the proofs of the results marked with ' $[\star]$ ' can be found in the full version of this article [1].

Additional results and further research. We feel that our results about the role of planarity in connectivity problems parameterized by treewidth are just a first step in a subject that can be much exploited, and we think that the following avenues are particularly interesting:

- It is known that Disjoint Paths can be solved in time $2^{O(\mathbf{t w} \log \mathbf{t w})} \cdot n^{O(1)}$ on general graphs [21], and that this bound is asymptotically tight under the ETH [16]. The fact whether Disjoint Paths belongs to Type 2 or Type 3 (or maybe even to some other type in between) remains an important open problem that we have been unable to solve (it is worth noting that Catalan structures do not seem to yield an algorithm in time $\left.2^{O(t \mathbf{w})} \cdot n^{O(1)}\right)$. Towards a possible answer to this question, we prove in [1] that Planar Disjoint Paths cannot be solved in time $2^{o(\mathbf{t w})} \cdot n^{O(1)}$ unless the ETH fails.
- Lokshtanov et al. [14] have proved that for a number of problems such as Dominating Set or $q$-Coloring, the best known constant $c$ in algorithms of the form $c^{\mathbf{t w}} \cdot n^{O(1)}$ on general graphs is best possible unless the Strong ETH fails (similar results have been also given by Cygan et al. [4]). Is it possible to provide better constants for these problems on planar graphs? The existence of such algorithms would permit to further refine the problems belonging to Type 1.
- Are there NP-hard problems solvable in time $2^{o(\mathbf{t w})} \cdot n^{O(1)}$ ?
- Finally, it would be interesting to obtain similar results for problems parameterized by pathwidth, and to extend our algorithms to more general classes of sparse graphs.

Notation and definitions. We use standard graph-theoretic notation, and the reader is referred to [6] for any undefined term. All the graphs we consider are undirected and contain neither loops nor multiple edges. We denote by $V(G)$ the set of vertices of a graph $G$ and by $E(G)$ its set of edges. We use the notation $[k]$ for the set of integers $\{1, \ldots, k\}$. In the set $[k] \times[k]$, a row is a set $\{i\} \times[k]$ and a column is a set $[k] \times\{i\}$ for some $i \in[k]$. If $\mathbf{P}$ is a problem defined on graphs, we denote by Planar $\mathbf{P}$ the restriction of $\mathbf{P}$ to planar input graphs.

A subgraph $H=\left(V_{H}, E_{H}\right)$ of a graph $G=(V, E)$ is a graph such that $V_{H} \subseteq V$ and $E_{H} \subseteq E \cap\binom{V_{H}}{2}$. The degree of a vertex $v$ in a graph $G$, denoted by $\operatorname{deg}_{G}(v)$, is the number of edges of $G$ containing $v$. The grid $m * k$ is the graph $G r_{m, k}=$ $\left(\left\{a_{i, j} \mid i \in[m], j \in[k]\right\},\left\{\left(a_{i, j}, a_{i+1, j}\right) \mid i \in[m-1], j \in[k]\right\} \cup\left\{\left(a_{i, j}, a_{i, j+1}\right) \mid i \in\right.\right.$ $[m], j \in[k-1]\})$. When $m=k$ we just speak about the grid of size $k$. We say that there is a path $s \ldots t$ in a graph $G$ if there exist $m \in \mathbb{N}$ and $x_{0}, \ldots, x_{m}$ in $V(G)$ such that $x_{0}=s, x_{m}=t$, and for all $i \in[m],\left(x_{i-1}, x_{i}\right) \in E(G)$.

A tree-decomposition of width $w$ of a graph $G=(V, E)$ is a pair $(T, \sigma)$, where $T$ is a tree and $\sigma=\left\{B_{t} \mid B_{t} \subseteq V, t \in V(T)\right\}$ such that:

- $\bigcup_{t \in V(T)} B_{t}=V$;
- For every edge $\{u, v\} \in E$ there is a $t \in V(T)$ such that $\{u, v\} \subseteq B_{t}$;
- $B_{i} \cap B_{k} \subseteq B_{j}$ for all $\{i, j, k\} \subseteq V(T)$ such that $j$ lies on the path between $i$ and $k$ in $T$;
- $\max _{t \in V(T)}\left|B_{t}\right|=w+1$.

The sets $B_{t}$ are called bags. The treewidth of $G$, denoted by $\mathbf{t w}(G)$, is the smallest integer $w$ such that there is a tree-decomposition of $G$ of width $w$. An optimal tree-decomposition is a tree-decomposition of width $\mathbf{t w}(G)$. A pathdecomposition of a graph $G=(V, E)$ is a tree-decomposition $(T, \sigma)$ such that $T$ is a path. The pathwidth of $G$, denoted by $\mathbf{p w}(G)$, is the smallest integer $w$ such that there is a path-decomposition of $G$ of width $w$. Clearly, for any graph $G$, we have $\mathbf{t w}(G) \leq \mathbf{p w}(G)$.

Throughout the paper, in order to simplify the notation, when the problem and the input graph under consideration are clear, we let $n$ denote the number of vertices of the input graph, tw its treewidth, and pw its pathwidth.

## 2 Problems of Type 2

In this section we deal with Cycle Packing. Other problems of Type 2 are discussed in [1].

## Cycle Packing

Input: An $n$-vertex graph $G=(V, E)$ and an integer $\ell_{0}$.
Parameter: The treewidth tw of $G$.
Question: Does $G$ contain $\ell_{0}$ pairwise vertex-disjoint cycles?

It is proved in [4] that Cycle Packing cannot be solved in time $2^{o(\mathbf{t w} \log \mathbf{t w})}$. $n^{O(1)}$ on general graphs unless the ETH fails. On the other hand, a dynamic programming algorithm for Planar Cycle Packing running in time $2^{O(\mathbf{t w})}$. $n^{O(1)}$ can be found in [13]. Therefore, it follows that Cycle Packing is of Type 2. In Lemma 1 below we provide an alternative algorithm for Planar Cycle Packing running in time $2^{O(\mathrm{tw})} \cdot n^{O(1)}$, which is a direct application of the techniques based on Catalan structures introduced in [9]. We include its proof for completeness, as it yields slightly better constants than [13].

Lemma 1. $[\star]$ Planar Cycle Packing can be solved in time $2^{O(t w)} \cdot n^{O(1)}$.
It is usually believed that NP-hard problems parameterized by tw cannot be solved in time $2^{o(\mathbf{t w})} \cdot n^{O(1)}$ under some reasonable complexity assumption. This has been proved in [12] for problems on general graphs such as $q$-Colorability, Independent Set, and Vertex Cover, or in [5] for Planar Hamiltonian Cycle, all these results assuming the ETH. Nevertheless, such a result requires an ad-hoc proof for each problem. For instance, to the best of our knowledge, such lower bounds are not known for Cycle Packing when the input graph is restricted to be planar. We now prove that the running time given by Lemma 1 is asymptotically tight.


Fig. 1. The choice gadget.

Theorem 1. Planar Cycle Packing cannot be solved in time $2^{o(\sqrt{n})} \cdot n^{O(1)}$ unless the ETH fails. Therefore, Planar Cycle Packing cannot be solved in time $2^{o(\mathbf{t w})} \cdot n^{O(1)}$ unless the ETH fails.

Proof. To prove this theorem, we reduce from the Planar Independent Set problem, which consists in finding a maximum-sized set of vertices in a given planar graph that are pairwise nonadjacent. It is shown in [15] that Planar INDEPENDENT SET cannot be solved in time $2^{o(\sqrt{n})} \cdot n^{O(1)}$ unless the ETH fails ${ }^{3}$, where $n$ stands for the number of vertices of the input graph.

Let $G$ be a planar graph on which we want to solve Planar Independent Set. We construct from $G$ a graph $H$ as follows. For each vertex $a$ of $G$, we add to $H$ a cycle of length equal to the degree of $a$. If the degree of $a$ is smaller than 3 , then the added cycle is of size 3 . For each edge $(a, b)$ of $G$, we add the choice gadget depicted in Fig. 1, by identifying vertex $u$ of the choice gadget with one of the vertices of the cycle representing $a$, and identifying vertex $u^{\prime}$ of the choice gadget with one of the vertices of the cycle representing $b$, in such a way that all the choice gadgets are vertex-disjoint. That concludes the construction of $H$. Note that a planar embedding of $H$ can be obtained in a straightforward way from a planar embedding of $G$.

Claim 1. $G$ contains an independent set of size $k$ if and only if $H$ admits a packing of $m+k$ cycles, where $m=|E(G)|$.

Proof. Assume first that there is an independent set $S$ of size $k$ in $G$. Then we choose in $H$ the $k$ cycles that represent the $k$ elements of $S$, plus a cycle of size 3 in each of the $m$ choice gadgets. Note that we always can take a cycle of size 3 in the choice gadgets, as two adjacent vertices in $G$ cannot be in $S$. This gives $m+k$ cycles in $H$.

Conversely, assume that $H$ contains a packing $\mathcal{P}$ of $m+k$ vertex-disjoint cycles. We say that a cycle in $\mathcal{P}$ hits a choice gadget if it contains vertex $v$

[^8]or $v^{\prime}$, and note that each choice gadget can be hit by at most one cycle, which is necessarily a triangle. We transform $\mathcal{P}$ into a packing $\mathcal{P}^{\prime}$ with $\left|\mathcal{P}^{\prime}\right| \geq|\mathcal{P}|$ and such that every choice gadget is hit by $\mathcal{P}^{\prime}$, as follows. Start with $\mathcal{P}^{\prime}=\mathcal{P}$. Then, for each choice gadget in $H$, corresponding to an edge $(a, b)$ of $G$, that is not hit by a cycle in $\mathcal{P}$, we arbitrarily choose one of $a$ or $b$ (say, $a$ ), remove from $\mathcal{P}^{\prime}$ the cycle containing $a$ (if any), and add to $\mathcal{P}^{\prime}$ the triangle in the choice gadget containing vertex $u$. As there are only $m$ choice gadgets in $H$, and as $\left|\mathcal{P}^{\prime}\right| \geq|\mathcal{P}| \geq m+k$, it follows that at least $k$ cycles in $\mathcal{P}^{\prime}$ do not hit any choice gadget. By construction of $H$, it clearly means that each of these $k$ cycles is a cycle corresponding to a vertex of $G$. Let $R$ be the set of these vertices, so we have that $|R| \geq k$. Finally, note that $R$ is an independent set in $G$, because for each edge $(a, b) \in E(G)$, the corresponding choice gadget is contained in $\mathcal{P}^{\prime}$, so at most one of $a$ and $b$ can be in $R$.

Thus, if we have an algorithm solving Planar Cycle Packing in time $2^{o(\sqrt{n})}$. $n^{O(1)}$, then by Claim 1 (and using that $m=O(n)$ because $G$ is planar) we could solve Planar Independent Set in time $2^{o(\sqrt{n})} \cdot n^{O(1)}$, which is impossible unless the ETH fails [15].

## 3 Problems of Type 3

In this section we prove that the Monochromatic Disjoint Paths problem is of Type 3. We first need to introduce some definitions. Let $G=(V, E)$ be a graph, let $k$ be an integer, and let $c: V \rightarrow\{0, \ldots, k\}$ be a color function. Two colors $c_{1}$ and $c_{2}$ in $\{0, \ldots, k\}$ are compatible, and we denote it by $c_{1} \equiv c_{2}$, if $c_{1}=0, c_{2}=0$, or $c_{1}=c_{2}$. A path $P=x_{1} \ldots x_{m}$ in $G$ is monochromatic if for all $i, j \in[m], i \neq j, c\left(x_{i}\right)$ and $c\left(x_{j}\right)$ are two compatible colors. We abuse notation and also define $c(P)=\max _{i \in[m]}\left(c\left(x_{i}\right)\right)$. We say that $P$ is colored $x$ if $x=c(P)$. Two monochromatic paths $P$ and $P^{\prime}$ are color-compatible if $c(P) \equiv c\left(P^{\prime}\right)$.

## Monochromatic Disjoint Paths

Input: A graph $G=(V, E)$ of treewidth $\mathbf{t w}$, a color function $\gamma: V \rightarrow$ $\{0, \ldots, \mathbf{t w}\}$, an integer $m$, and a set $\mathcal{N}=\left\{\mathcal{N}_{i}=\left\{s_{i}, t_{i}\right\} \mid i \in[m], s_{i}, t_{i} \in V\right\}$.
Parameter: The treewidth tw of $G$.
Question: Does $G$ contain $m$ pairwise vertex-disjoint monochromatic paths from $s_{i}$ to $t_{i}$, for $i \in[m]$ ?

The proof of the following lemma is inspired from the algorithm given in [21] for the Disjoint Paths problem on general graphs.

Lemma 2. $[\star]$ Monochromatic Disjoint Paths can be solved in time $2^{O(\mathbf{t w} \log \mathbf{t w})} \cdot n^{O(1)}$.

We now proceed to provide a matching lower bound for Planar Monochromatic Disjoint Paths. For this, we need to define the $k \times k$-Hitting Set problem, first introduced in [16].
$k \times k$-Hitting Set
Input: A family of sets $S_{1}, S_{2}, \ldots, S_{m} \subseteq[k] \times[k]$, such that each set contains at most one element from each row of $[k] \times[k]$.
Parameter: $k$.
Question: Is there a set $S$ containing exactly one element from each row such that $S \cap S_{i} \neq \emptyset$ for any $1 \leq i \leq m$ ?

Theorem 2. (Lokshtanov) et al. [16]. $k \times k$-Hitting Set cannot be solved in time $2^{o(k \log k)} \cdot m^{O(1)}$ unless the ETH fails.

We state the following theorem in terms of the pathwidth of the input graph, and as any graph $G$ satisfies $\mathbf{t w}(G) \leq \mathbf{p w}(G)$, it implies the same lower bound in the treewidth.

Theorem 3. Planar Monochromatic Disjoint Paths cannot be solved in time $2^{o(\mathbf{p w} \log \mathbf{p w})} \cdot n^{O(1)}$ unless the ETH fails.

Proof. We reduce from $k \times k$-Hitting Set. Let $k$ be an integer and $S_{1}$, $S_{2}, \ldots, S_{m} \subseteq[k] \times[k]$ such that each set contains at most one element from each row of $[k] \times[k]$. We will first present an overview of the reduction with all the involved gadgets, and then we will provide a formal definition of the constructed planar graph $G$.

We construct a gadget for each row $\{r\} \times[k], r \in[k]$, which selects the unique pair $p$ of $S$ in this row. First, for each $r \in[k]$, we introduce two new vertices $s_{r}$ and $t_{r}$, a request $\left\{s_{r}, t_{r}\right\}, m+1$ vertices $v_{r, i}, i \in\{0, \ldots, m\}$, and $m+2$ edges $\left\{e_{r, 0}=\left(s_{r}, v_{r, 0}\right)\right\} \cup\left\{e_{r, i}=\left(v_{r, i-1}, v_{r, i}\right) \mid i \in[m]\right\} \cup\left\{e_{r, m+1}=\left(v_{r, m}, t_{r}\right)\right\}$. That is, we have a path with $m+2$ edges between $s_{r}$ and $t_{r}$.

Each edge of these paths, except the last one, will be replaced with an appropriate gadget. Namely, for each $r \in[k]$, we replace the edge $e_{r, 0}$ with the gadget depicted in Fig. 2, which we call color-selection gadget. In this figure, vertex $u_{r, i}$ is colored $i$. The color used by the path from $s_{r}$ to $t_{r}$ in the color-selection gadget will define the pair of the solution of $S$ in the row $\{r\} \times[k]$.

Now that we have described the gadgets that allow to define $S$, we need to ensure that $S \cap S_{i} \neq \emptyset$ for any $i \in[m]$. For this, we need the gadget depicted in Fig. 3, which we call expel gadget. Each time we introduce this gadget, we add to $\mathcal{N}$ the request $\{s, t\}$. This new requested path uses either vertex $u$ or vertex $v$, so only one of these vertices can be used by other paths. For each $i \in[m]$, we replace all the edges $\left\{e_{r, i} \mid r \in[k]\right\}$ with the gadget depicted in Fig. 4, which we call set gadget. In this figure, $a_{r, i}$ is such that if $(\{r\} \times[k]) \cap S_{i}=\left\{\left\{r, c_{r, i}\right\}\right\}$ then $a_{r, i}$ is colored $c_{r, i}$, and if $(\{r\} \times[k]) \cap S_{i}=\emptyset$ then vertex $a_{r, i}$ is removed from the gadget.

This completes the construction of the graph $G$, which is illustrated in Fig. 5. Note that $G$ is indeed planar.

The color function $\gamma$ of $G$ is defined such that for each $r \in[k]$ and $c \in[k]$, $\gamma\left(u_{r, c}\right)=c$, and for each $i \in[m]$ and $(r, c) \in S_{i}, \gamma\left(a_{r, i}\right)=c$. For any other vertex $v \in V(G)$, we set $\gamma(v)=0$. Finally, the input of Planar Monochromatic
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The representation.

Fig. 2. Color-selection gadget, where $u_{r, i}$ is colored $c_{i}$ for each $i \in[k]$.


The gadget.


The representation.

Fig. 3. Expel gadget.

Disjoint Paths is the planar graph $G$, the color function $\gamma$, and the $k+(k-1) \cdot m$ requests $\mathcal{N}=\left\{\left\{s_{r}, t_{r}\right\} \mid r \in[k]\right\} \cup\left\{\left\{s_{r, i}, t_{r, i}\right\} \mid r \in[k-1], i \in[m]\right\}$, the second set of requests corresponding to the ones introduced by the expel gadgets.

Note that because of the expel gadgets, the request $\left\{s_{r}, t_{r}\right\}$ forces the existence of a path between $v_{r, i-1}$ and $v_{r, i}$ for each $r \in[k]$. Note also that because of the expel gadgets, at least one of the paths between $v_{r, i-1}$ and $v_{r, i}$ should use an $a_{r, i}$ vertex, as otherwise at least two paths would intersect. Conversely, if one path uses a vertex $a_{r, i}$, then we can find all the desired paths in the corresponding set gadgets by using the vertices $w_{r, i, b}$.

Given a solution of Planar Monochromatic Disjoint Paths in $G$, we can construct a solution of $k \times k$-Hitting Set by letting $S=\{(r, c) \mid r \in[k]$ such that the path from $s_{r}$ to $t_{r}$ is colored with color $\left.c\right\}$. We have that $S$ contains exactly one element of each row, so we just have to check if $S \cap S_{i} \neq \emptyset$ for each $i \in[m]$. Because of the property of the set gadgets mentioned above, for each $i \in[m]$, the set gadget labeled $i$ ensures that $S \cap S_{i} \neq \emptyset$.

Conversely, given a solution $S$ of $k \times k$-Hitting Set, for each $(r, c) \in S$ we color the path from $s_{r}$ to $t_{r}$ with color $c$. We assign an arbitrary coloring
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Fig. 4. Set gadgets.
to the other paths. For each $i \in[m]$, we take $(r, c) \in S \cap S_{i}$ and in the set gadget labeled $i$, we impose that the path from $v_{r, i-1}$ to $v_{r, i}$ uses vertex $a_{r, i}$. By using the vertices $w_{r, i, b}$ for the other paths, we find the desired $k+(k-1) \cdot m$ monochromatic paths.

Let us now argue about the pathwidth of $G$. We define for each $r, c \in[k]$ the bag $B_{0, r, c}=\left\{s_{r^{\prime}} \mid r^{\prime} \in[k]\right\} \cup\left\{v_{r^{\prime}, 0} \mid r^{\prime} \in[k]\right\} \cup\left\{u_{r, c}\right\}$, for each $i \in[m]$, the bag $B_{i}=\left\{v_{r, i-1} \mid r \in[k]\right\} \cup\left\{v_{r, i} \mid r \in[k]\right\} \cup\left\{a_{r, i} \in V(G) \mid r \in[k]\right\} \cup\left\{w_{r, i, b} \in V(G) \mid r \in\right.$ $[k], b \in[2]\} \cup\left\{s_{r, i} \mid r \in[k-1]\right\} \cup\left\{t_{r, i} \mid r \in[k-1]\right\}$, and the bag $B_{m+1}=\left\{v_{r, m} \mid r \in\right.$ $[k]\} \cup\left\{t_{r} \mid r \in[k]\right\}$. Note that for all $i$ in $[m], w_{1, i, 1}$ and $w_{k, i, 2}$ are not in $V(G)$. The size of each bag is at most $2 \cdot(k-1)+5 \cdot k-2=O(k)$. A path decomposition of $G$ consists of all bags $B_{0, r, c}, r, c \in[k]$ and $B_{i}, i \in[m+1]$ and edges $\left\{B_{i}, B_{i+1}\right\}$ for each $i \in[m],\left\{B_{0, r, c}, B_{0, r, c+1}\right\}$ for $r \in[k], c \in[k-1],\left\{B_{0, r, k}, B_{0, r+1,1}\right\}$ for $r \in[k]$, and $\left\{B_{0, k, k}, B_{1}\right\}$. Therefore, as we have that $\mathbf{p w}(G)=O(k)$, if one could solve Planar Monochromatic Disjoint Paths in time $2^{o(\mathbf{p w} \log \mathbf{p w})} \cdot n^{O(1)}$, then one could also solve $k \times k$-Hitting Set in time $2^{o(k \log k)} \cdot m^{O(1)}$, which is impossible by Theorem 2 unless the ETH fails.


Fig. 5. Final graph $G$ in the reduction of Theorem 3.
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#### Abstract

The Degree Anonymity problem arises in the context of combinatorial graph anonymization. It asks, given a graph $G$ and two integers $k$ and $s$, whether $G$ can be made $k$-anonymous with at most $s$ modifications. Here, a graph is $k$-anonymous if the graph contains for every vertex at least $k-1$ other vertices of the same degree. Complementing recent investigations on its computational complexity, we show that this problem is very hard when studied from the viewpoints of approximation as well as parameterized approximation. In particular, for the optimization variant where one wants to minimize the number of either edge or vertex deletions there is no factor $-n^{1-\varepsilon}$ approximation running in polynomial time unless $\mathrm{P}=\mathrm{NP}$, for any constant $0<\varepsilon \leq 1$. For the variant where one wants to maximize $k$ and the number $s$ of either edge or vertex deletions is given, there is no factor- $n^{1 / 2-\varepsilon}$ approximation running in time $f(s) \cdot n^{O(1)}$ unless $\mathrm{W}[1]=\mathrm{FPT}$, for any constant $0<\varepsilon \leq 1 / 2$ and any function $f$. On the positive side, we classify the general decision version as fixed-parameter tractable with respect to the combined parameter solution size $s$ and maximum degree.


## 1 Introduction

Releasing social network data without violating the privacy of the users has become an important and active field of research [14]. One model aiming for this goal was introduced by Liu and Terzi [12] who transferred the $k$-anonymity concept from tabular data in databases [9] to graphs. Herein, Liu and Terzi [12] require that a released graph contains for every vertex at least $k-1$ other vertices with the same degree. The parameter $k$ controls how many individuals are at least linked to one particular degree and thus higher values for $k$ give higher levels of anonymity. We remark that this model has also some weaknesses. Refer to Wu et al. [14] for more details and further anonymization models.

Here, we study the following variant of the model of Liu and Terzi [12].

## Degree Anonymity(Anonym)

Input: An undirected graph $G=(V, E)$ and two positive integers $k$ and $s$.

[^9]Question: Can $G$ be transformed with at most $s$ modifications into a $k$-anonymous graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$, that is, for each vertex in $G^{\prime}$ there are $k-1$ other vertices of the same degree?

We will use the name scheme Anonym-\{E/V\}-\{Ins/Del/Edt\} to distinguish the different graph modification operations edge/vertex insertion/deletion/editing. Liu and Terzi [12] studied edge insertions (Anonym-E-Ins), but also vertex deletions (Anonym-V-Del) [3] and vertex insertions (Anonym-V-Ins) [2,5] have been considered. While the focus of previous work was on experimentally evaluated heuristics and algorithms $[10,12]$ or computational complexity and fixed-parameter algorithms [2,3,11], we study the polynomial-time and parameterized approximability of these problems. To this end, we mostly concentrate on natural optimization variants of the two problems where either edge deletions (Anonym-E-Del) or vertex deletions (Anonym-V-Del) are allowed. Partially answering an open question of Chester et al. [4], we show strong inapproximable results, even when allowing the running time to be exponential in $s$. We remark that our results do not transfer to the problem variants allowing to edit up to $s$ edges (Anonym-E-Edt) and the status of the (parameterized) approximability of the corresponding optimization problems remains unsolved.

Related Work. The basic degree anonymization model was introduced by Liu and Terzi [12] (also see Clarkson et al. [6] for an extended version); they also gave an experimentally evaluated heuristic for Anonym-E-Ins. One of the first theoretical works on this model was done by Chester et al. [4]. They provided polynomial-time algorithms for bipartite graphs and showed NP-hardness of generalizations of Anonym-E-Ins with edge labels. In particular, they asked for effective approximation algorithms for Anonym-E-Ins and generalizations. Hartung et al. [11] proved that Anonym-E-Ins is NP-hard and W[1]-hard with respect to (w.r.t.) the solution size $s$, even if $k=2$. On the positive side, using the heuristic of Liu and Terzi [12], they showed fixed-parameter tractability of Anonym-E-Ins w.r.t. the maximum degree in the input graph.

Chester et al. [5] considered a variant of Anonym-V-Ins and gave an approximation algorithm with an additive error of at most $k$. Bredereck et al. [2] investigated the parameterized complexity of several variants of Anonym-V-Ins which differ in the rules how the inserted vertices can be made adjacent to existing vertices. The Anonym-V-Del variant studied by Bredereck et al. [3] turned out to be NP-hard even on very restricted graph classes such as trees, split graphs, or trivially perfect graphs.

Our Results. We investigate the approximability of natural optimization variants of Anonym-V-Del and Anonym-E-Del: Either the budget $s$ is given and one wants to maximize the level $k$ of anonymity, or $k$ is given and the goal is to minimize the number of modifications $s$. The optimization problems maximizing $k$ with a given budget $s$ are denoted by Max Anonym-V-Del and Max Anonym-E-Del. The variants minimizing $s$ with given $k$ are denoted by Min Anonym-E-Del and Min Anonym-V-Del.

We show that one cannot approximate Max Anonym-E-Del(Max AnONYM-V-DEL) within a factor of $n^{1-\varepsilon}\left(n^{1 / 2-\varepsilon}\right)$ in $f(s) n^{O(1)}$ time unless $\mathrm{FPT}=\mathrm{W}[1]$, for any function $f$ and any $0<\varepsilon \leq 1(0<\varepsilon \leq 1 / 2)$. As the parameter $k$ has size $\Theta(n)$ in all employed gap-reductions, we only manage to exclude polynomial-time approximations for the minimization versions. More precisely, both Min Anonym-E-Del and Min Anonym-V-Del cannot be approximated in polynomial time within a factor of $n^{1-\varepsilon}$ unless $\mathrm{P}=\mathrm{NP}$.

Complementing the NP-hardness of Anonym-V-Del with $k=2$ on trees [3], we show that Anonym-E-Del remains NP-hard on caterpillars (a tree having a dominating path), even if $k=2$. Extending the fixed-parameter tractability of Anonym-V-Del w.r.t. the combined parameter budget and maximum degree $(s, \Delta)$, we classify Anonym (allowing edge and vertex insertion as well as deletion) as fixed-parameter tractable w.r.t. ( $s, \Delta$ ).

Due to the space constraints, some proofs are deferred to a full version.

## 2 Preliminaries

Graph terminology. We use standard graph-theoretic notation. All graphs studied in this paper are undirected and simple, that is, there are no self-loops and no multi-edges. For a given graph $G=(V, E)$ with vertex set $V$ and edge set $E$ we set $n:=|V|$ and $m:=|E|$. Furthermore, by $\operatorname{deg}_{G}(v)$ we denote the degree of a vertex $v \in V$ in $G$, and $\Delta_{G}$ denotes the maximum degree of any vertex of $G$. For $0 \leq d \leq \Delta_{G}$, let $D_{G}(d):=\left\{v \in V \mid \operatorname{deg}_{G}(v)=d\right\}$ be the block of degree $d$, that is, the set of all vertices with degree $d$ in $G$. Thus, being $k$-anonymous is equivalent to each block being of size either zero or at least $k$.

The subgraph of $G$ induced by a vertex subset $V^{\prime} \subseteq V$ is denoted by $G\left[V^{\prime}\right]$. For an edge subset $E^{\prime} \subseteq E, V\left(E^{\prime}\right)$ denotes the set of all endpoints of edges in $E^{\prime}$ and $G\left[E^{\prime}\right]:=\left(V\left(E^{\prime}\right), E^{\prime}\right)$. Furthermore, for a vertex subset $V^{\prime} \subseteq V$ we set $G-V^{\prime}:=G\left[V \backslash V^{\prime}\right]$ and for an edge set $E^{\prime} \subseteq\binom{V}{2}$ we set $G-E^{\prime}:=\left(V, E \backslash E^{\prime}\right)$ and $G+E^{\prime}=\left(V, E \cup E^{\prime}\right)$. A graph $G$ is $k$-anonymous if for every vertex $v \in V$ there are at least $k-1$ other vertices in $G$ having the same degree.

A vertex subset $V^{\prime} \subseteq V$ (an edge subset $E^{\prime} \subseteq E$ ) is called $k$-deletion set if $G-V^{\prime}\left(G-E^{\prime}\right.$, respectively) is $k$-anonymous. Analogously, for a set $E^{\prime \prime}$ of edges with endpoints in a graph $G$ such that $V+E^{\prime \prime}$ is $k$-anonymous, we call $E^{\prime \prime}$ an for $G$. We omit subscripts if the graph is clear from the context.

Approximation. Let $\Sigma$ be a finite alphabet. Given an optimization problem $Q \subseteq$ $\Sigma^{*}$ and an instance $I$ of $Q$, we denote by $|I|$ the size of $I$, by $o p t(I)$ the optimum value of $I$ and by $\operatorname{val}(I, S)$ the value of a feasible solution $S$ of $I$. The performance ratio of $S$ (or approximation factor) is $r(I, S)=\max \left\{\frac{\operatorname{val}(I, S)}{\operatorname{opt}(I)}, \frac{\operatorname{opt}(I)}{\operatorname{val}(I, S)}\right\}$. For a function $\rho$, an algorithm is a $\rho(n)$-approximation, if for every instance $I$ of $Q$, it returns a solution $S$ such that $r(I, S) \leq \rho(|I|)$. An optimization problem is $\rho(n)$-approximable in polynomial time if there exists a $\rho(n)$-approximation algorithm running in time $|I|^{O(1)}$ for any instance $I$. A parameterized optimization problem $Q \subseteq \Sigma^{*} \times \mathbb{N}$ is $\rho(n)$-approximable in fpt-time w.r.t. the parameter $k$ if
there exists a $\rho(n)$-approximation algorithm running in time $f(k) \cdot|I|^{O(1)}$ for any instance $(I, k)$ and $f$ is a computable function [13]. It is worth pointing that in this case, $k$ is not related to the optimization value.

In this paper we use a gap-reduction between a decision problem and a minimization or maximization problem. A decision problem $A$ is called gap-reducible to a maximization problem $Q$ with gap $\rho \geq 1$ if there exists a polynomial-time computable function that maps any instance $I$ of $A$ to an instance $I^{\prime}$ of $Q$, while satisfying the following properties: (i) if $I$ is a yes-instance, then opt $\left(I^{\prime}\right) \geq c \rho$, and (ii) if $I$ is a no-instance, then $\operatorname{opt}\left(I^{\prime}\right)<c$, where $c$ and $\rho$ are functions of $\left|I^{\prime}\right|$. If $A$ is NP-hard, then $Q$ is not $\rho$-approximable in polynomial time, unless $\mathrm{P}=\mathrm{NP}$. In this paper we also use a variant of this notion, called fpt gap-reduction.

Definition 1 (fpt gap-reduction). A parameterized (decision) problem $A$ is called fpt gap-reducible to a parameterized maximization problem $Q$ with gap $\rho \geq$ 1 if any instance ( $I, k$ ) of $A$ can be mapped to an instance ( $I^{\prime}, k^{\prime}$ ) of $Q$ in $f(k)$. $|I|^{O(1)}$ time while satisfying the following properties: (i) $k^{\prime} \leq g(k)$ for some function $g$, (ii) if $I$ is a yes-instance, then $o p t\left(I^{\prime}\right) \geq c \rho$, and (iii) if $I$ is a noinstance, then $\operatorname{opt}\left(I^{\prime}\right)<c$, where $c$ and $\rho$ are functions of $\left|I^{\prime}\right|$ and $k$.

The interest of the fpt gap-reduction is the following result that immediately follows from the previous definition:

Lemma 1. If a parameterized problem $A$ is $\mathcal{C}$-hard and fpt gap-reducible to a parameterized optimization problem $Q$ with gap $\rho$, then $Q$ is not $\rho$-approximable in fpt-time, unless $\mathrm{FPT}=\mathcal{C}$, where $\mathcal{C}$ is any class of the parameterized complexity hierarchy.

## 3 Inapproximability of Vertex Deletion Versions

In this section we consider the optimization problems associated to Anonym-VDel, that is Min Anonym-V-Del and Max Anonym-V-Del. We prove that Min Anonym-V-Del is not $n^{1-\varepsilon}$-approximable in polynomial time, while MaX AnONYM-V-Del is not $n^{1 / 2-\varepsilon}$-approximable in fpt-time w.r.t. parameter $s$, even on trees.

Theorem 1. Min Anonym-V-Del is not $n^{1-\varepsilon}$-approximable for any $0<\varepsilon \leq$ 1 , unless $P=N P$.

Theorem 2. For every $0<\varepsilon \leq 1 / 2$, Max Anonym-V-Del is not $n^{1 / 2-\varepsilon} \boldsymbol{\varepsilon}_{-}$ approximable in fpt-time w.r.t. parameter s, even on trees, unless $F P T=W$ [2].

Proof. Let $0<\varepsilon \leq 1 / 2$ be a constant. We provide an fpt gap-reduction from the W[2]-hard Set Cover problem [7] parameterized by the solution size $h$. Set Cover is defined as follows: given a universe $U=\left\{e_{1}, \ldots, e_{m}\right\}$, a collection $\mathcal{C}=$ $\left\{S_{1}, \ldots, S_{n}\right\}$ of sets over $U$, and $h \in \mathbb{N}$ the task is to decide whether there is a set cover $\mathcal{C}^{\prime} \subseteq \mathcal{C}$ of size $\left|\mathcal{C}^{\prime}\right| \leq h$, that is $\bigcup_{S \in \mathcal{C}^{\prime}} S=U$. Let $I=(U, \mathcal{C}, h)$ be an instance of Set Cover. We assume without loss of generality that for each
element $e_{i} \in U$ there exists a set $S_{j} \in \mathcal{C}$ with $e_{i} \in S_{j}$. To reduce the amount of indices in the construction given below we introduce the function $f: U \rightarrow \mathbb{N}$ that maps an element $e_{i} \in U$ to $f\left(e_{i}\right)=(h+4) i$. Let $t$ be an integer greater than or equal to $(m n)^{(1-2 \varepsilon) /(2 \varepsilon)}$. (We will aim for making the constructed graph $t$-anonymous.)

The instance $I^{\prime}$ of Max Anonym-V-Del is defined by $s=h$ and on a graph $G=(V, E)$ constructed as follows: For each element $e_{i} \in U$ add a star $K_{1, f\left(e_{i}\right)}$ with the center vertex $v_{i}^{e}$. Denote with $V_{U}=\left\{v_{1}^{e}, \ldots, v_{m}^{e}\right\}$ the set of all these center vertices. Furthermore, for each element $e_{i} \in U$ add $t$ stars $K_{1, f\left(e_{i}\right)+1}$.

For each set $S_{j} \in \mathcal{C}$ add a tree rooted in a vertex $v_{j}^{S}$. The root has $\left|S_{j}\right| t$ child vertices where each element $e_{i} \in S_{j}$ corresponds to exactly $t$ of these children, denoted by $v_{1}^{e_{i}, S_{j}}, \ldots, v_{t}^{e_{i}, S_{j}}$. Additionally, for each $\ell \in\{1, \ldots, t\}$ we add to $v_{\ell}^{e_{i}, S_{j}}$ exactly $f\left(e_{i}\right)$ degree-one neighbors. Hence, the set gadget is a tree of depth two rooted in $v_{j}^{S}$. To ensure that the root $v_{j}^{S}$ does not violate the $t$-anonymous property we add $t$ stars $K_{1, \operatorname{deg}\left(v_{j}^{S}\right)}$. We denote with $V_{\mathcal{C}}=\left\{v_{1}^{S}, \ldots, v_{n}^{S}\right\}$ the set of all root vertices. Finally, to end up with one tree instead of a forest, repeatedly add edges between any degree-one-vertices of different connected components.

We now show that if $I$ is a yes-instance then $\operatorname{opt}\left(I^{\prime}\right) \geq t$ and if $I$ is a noinstance then $\operatorname{opt}\left(I^{\prime}\right)=1$.

Suppose that $I$ has a set cover of size $h$. Observe that for each element $e_{i} \in U$ the only vertex of degree $f\left(e_{i}\right)$ is $v_{i}^{e}$, and there are no other vertices violating the $t$-anonymous property.The key point in the construction is that, in order to get a $t$-anonymous graph, one has to delete vertices of $V_{\mathcal{C}}$. Indeed, let $e_{i} \in U$ be an element and $v_{j}^{S}$ a root vertex such that $e_{i} \in S_{j}$. By construction the child vertices $v_{\ell}^{e_{i}, S_{j}}$ of $v_{j}^{S}$ correspond to $e_{i}$ and therefore have $f\left(e_{i}\right)$ child vertices. Thus, deleting $v_{j}^{S}$ lowers the degree of all $v_{\ell}^{e_{i}, S_{j}}$ to $f\left(e_{i}\right)$ and, hence, $v_{i}^{e}$ no longer violates the $t$-anonymous property. Hence, given a set cover of size $h$ one can construct a corresponding $t$-deletion set for $G$.

Conversely, we show that if there exists a 2 -deletion of size at most $h$ in $G$, then $(U, \mathcal{C}, h)$ is a yes-instance of Set Cover. Let $S \subseteq V$ be a 2-deletion of size at most $h$. First, we show how to construct a 2 -deletion $S^{\prime} \subseteq V_{\mathcal{C}}$ such that $\left|S^{\prime}\right| \leq|S|$. To this end, initialize $S^{\prime}$ as $S^{\prime}=S \cap V_{\mathcal{C}}$. If $S^{\prime}$ is a 2-deletion, then the construction of $S^{\prime}$ is finished. Otherwise, there is a vertex $v$ in $G-S^{\prime}$ such that there is no other vertex with the same degree as $v$. Observe that since $S^{\prime} \subseteq V_{\mathcal{C}}$, it follows that $v \in V_{U}$, that is $v=v_{i}^{e}$ for some $1 \leq i \leq m$. Furthermore, observe that is exactly one vertex in $G$ having a degree $d$ between $f\left(e_{i}\right)-h \leq d \leq f\left(e_{i}\right)$, namely $v_{i}^{e}$. As $S$ is a 2 -deletion, it follows that $S$ either contains $v_{i}^{e}$ or a vertex $u$ that is adjacent to a vertex $w$ with $\operatorname{deg}_{G}(w)>\operatorname{deg}\left(v_{i}^{e}\right)$.In either case, we add to $S^{\prime}$ a vertex $v_{j}^{S} \in V_{\mathcal{C}}$ such that $e_{i} \in S_{j}$. By exhaustively applying this procedure, we end up with $S^{\prime}$ being a 2-deletion. Since the vertices in $V_{\mathcal{C}}$ are the only ones in $G$ that are adjacent to more than one vertex of degree at least three and all vertices in $V_{U}$ have degree more than three, it follows that $\left|S^{\prime}\right| \leq|S|$.

It remains to show that the set $\mathcal{C}^{\prime}$ of sets corresponding to the vertices in $S^{\prime}$ forms a set cover. To this end, assume by contradiction that $\mathcal{C}^{\prime}$ is not a set cover, that is, there is an element $e_{i} \notin \bigcup_{S_{j} \in \mathcal{C}^{\prime}} S_{j}$. However, this implies that in $G-S^{\prime}$ there is exactly one vertex of degree $f\left(e_{i}\right)$, namely $v_{i}^{e}$, implying that $S^{\prime}$ is not a 2-deletion, a contradiction. As $\left|\mathcal{C}^{\prime}\right|=\left|S^{\prime}\right| \leq|S| \leq h$, it follows that if $G$ contains a 2-deletion of size $h$, then $(U, \mathcal{C}, h)$ is a yes-instance. Hence, if $(U, \mathcal{C}, h)$ is a no-instance, then there exist no 2-deletion of size at most $h$.

Thus, we obtain a fpt gap-reduction with the gap $t=(m n)^{\frac{1-2 \varepsilon}{2 \varepsilon}}=$ $\left(t^{2} m^{2} n^{2}\right)^{1 / 2-\varepsilon} \geq|V|^{1 / 2-\varepsilon}$ since $|V|<t^{2} m^{2} n^{2}$. From Lemma 1 and since Set Cover is W[2]-hard [7], we have that Max Anonym-V-Del is not $n^{1 / 2-\varepsilon}$-approximable in fpt-time w.r.t. parameter $s$, even on trees, unless $\mathrm{FPT}=\mathrm{W}[2]$.

## 4 Inapproximability of Edge Deletion Versions

In this section, we first show that Anonym-E-Del is NP-hard on caterpillars; the corresponding proof is an adaption of the reduction provided in the proof of Theorem 2. A caterpillar is a tree that has a dominating path [1], that is, a caterpillar is a tree such that deleting all leaves results in a path. Then we provide polynomial-time inapproximability results for Min Anonym-E-Del and Max Anonym-E-Del for bounded-degree graphs and parameterized inapproximability results for Max Anonym-E-Del on general graphs.

Theorem 3. Anonym-E-Del is NP-hard on caterpillars, even if $k=2$.
Theorem 4. For every $0<\varepsilon \leq 1$, Max Anonym-E-Del is not $n^{1-\varepsilon}$ approximable even on bounded-degree graphs, unless $P=N P$.

Theorem 5. For every $0<\varepsilon \leq 1$, Min Anonym-E-Del is not $n^{1-\varepsilon_{-}}$ approximable even on bounded-degree graphs, unless $P=N P$.

Theorem 6. For every $0<\varepsilon \leq 1$, Max Anonym-E-Del is not $n^{1-\varepsilon}$ approximable in fpt-time w.r.t. parameter s, unless $F P T=W[1]$.

Proof. We provide an fpt gap-reduction from the W[1]-hard Clique problem [7] parameterized by the solution size $h$. Clique is defined as follows: given a graph $G=(V, E)$ and an integer $h \in \mathbb{N}$, the task is to decide whether there is a subset $V^{\prime} \subseteq V$ of at least $h$ pairwise adjacent vertices. Let $I=(G, h)$ be an instance of Clique. Assume w.l.o.g. that $\Delta_{G}+2 h+1 \leq n$, where $n=|V|$. If this is not the case, then one can add isolated vertices to $G$ until the bound holds.

We construct an instance $I^{\prime}=\left(G^{\prime}=\left(V^{\prime}, E^{\prime}\right), s\right)$ of Max Anonym-E-Del as follows: First, copy $G$ into $G^{\prime}$. Then, add a vertex $u$ and connect it to the $n$ vertices in $G^{\prime}$. Next, for each vertex $v \in V$ add to $G^{\prime}$ degree-one vertices that are adjacent only to $v$ such that $\operatorname{deg}_{G^{\prime}}(v)=n-h$. This is always possible, since we assumed $\Delta_{G}+2 h+1 \leq n$. Observe that in this way at most $n(n-h)$ degree-one
vertices are added. Now, set $x:=\left\lceil(4 n)^{3 / \varepsilon}\right\rceil$ and add cliques with two, $n-2 h+1$, and $n-h+1$ vertices such that after adding these cliques the number of degree- $d$ vertices in $G^{\prime}$, for each $d \in\{1, n-2 h, n-h\}$, is between $x+h$ and $x+h+n$, that is, $x+h \leq\left|D_{G^{\prime}}(d)\right| \leq x+h+n$. After inserting these cliques, the graph consists of four blocks: of degree one, $n-h, n-2 h$, and $n$, where the first three blocks are roughly of the same size (between $x+h$ and $x+h+n$ vertices) and the last block of degree $n$ contains exactly one vertex. To finish the construction, set $s:=\binom{h}{2}+h$.

Now we show that if $I$ is a yes-instance, then $\operatorname{opt}\left(I^{\prime}\right) \geq x$ and if $I$ is a no-instance, then $\operatorname{opt}\left(I^{\prime}\right)<2 s$.

Suppose that $I$ contains a clique $C \subseteq V$ of size $h$. Then, deleting the $\binom{h}{2}$ edges within $C$ and the $h$ edges between the vertices in $C$ and $u$ does not exceed the budget $s$ and results in an $x$-anonymous graph $G^{\prime \prime}$. Since $h$ edges incident to $u$ are deleted, it follows that $\operatorname{deg}_{G^{\prime \prime}}(u)=n-h$. Furthermore, for each cliquevertex $v \in C$ also $h$ incident edges are deleted ( $h-1$ edges to other cliquevertices and the edge to $u$ ), thus it follows that $\operatorname{deg}_{G^{\prime \prime}}(v)=n-2 h$. Since the degree of the remaining vertices remain unchanged, and $\left|D_{G^{\prime}}(n-h)\right| \geq x+h$, it follows that each of the three blocks in $G^{\prime \prime}$ has size at least $x$. Hence, $G^{\prime \prime}$ is $x$-anonymous.

For the reverse direction, suppose that there is a $2 s$-deletion set $S$ of size at most $s$ in $G^{\prime}$. Since $u$ is the only vertex in $G^{\prime}$ with degree $n$, and all other vertices in $G^{\prime}$ have degree at most $n-h$, it follows that $S$ contains at least $h$ edges that are incident to $u$. Since $N_{G^{\prime}}(u)=V$, it follows that the degree of at least $h$ vertices of the block $D_{G^{\prime}}(n-h)$ is decreased by one. Denote these vertices by $C$. Since $|S| \leq s$ and $h$ edges incident to $u$ are contained in $S$, it follows that at most $2 s-h+1$ vertices are incident to an edge in $S$. Furthermore, since $S$ is a $2 s$-deletion set, it follows that the vertices in $C$ are in $G^{\prime}-S$ either contained in the block of degree one or in the block of degree $n-2 h$. Thus, by deleting the at most $\binom{h}{2}$ remaining edges in $S$, the degree of each of the $h$ vertices in $C$ is decreased by at least $h-1$. Hence, these $\binom{h}{2}$ edges in $S$ form a clique on the vertices in $C$ and thus $I$ is a yes-instance. Therefore, it follows that if $I$ is a noinstance, then there is no $2 s$-deletion set of size $s$ in $G^{\prime}$ and hence $\operatorname{opt}\left(I^{\prime}\right)<2 s$.

Thus we obtain a gap-reduction with the gap at least $\frac{x}{2 s}$. Set $n^{\prime}:=\left|V^{\prime}\right|$. By construction we have $3 x \leq n^{\prime} \leq n^{2}+3 x+3 h+3 n+1$. By the choice of $x$ it follows that $x>n^{\prime} / 4$, since

$$
\frac{n^{\prime}}{4} \leq \frac{1}{4}\left(n^{2}+3 x+3 h+3 n+1\right)=x+\underbrace{\frac{1}{4}\left(n^{2}+3 h+3 n+1-x\right)}_{<0}<x .
$$

Hence the gap is

$$
\frac{x}{2 s}>\frac{n^{\prime 1-\varepsilon+\varepsilon}}{4\left(h^{2}+h\right)} \geq n^{\prime 1-\varepsilon} \frac{n^{\prime \varepsilon}}{8 h^{2}}>n^{\prime 1-\varepsilon} \frac{x^{\varepsilon}}{8 n^{2}}=n^{\prime 1-\varepsilon} \frac{(4 n)^{3 \varepsilon / \varepsilon}}{8 n^{2}}>n^{\prime 1-\varepsilon}
$$

## 5 Fixed-Parameter Tractability

In previous work, it was shown that Anonym-E-Ins and Anonym-V-Del are both fixed-parameter tractable with respect to the combined parameter budget $s$ and maximum degree $\Delta[3,11]$. Here we generalize the ideas behind these results and show fixed-parameter tractability for the general problem variant where one might insert and delete specified numbers of vertices and edges.

## $k$-Degree Anonymity Editing (Anonym-Edt)

Input: An undirected graph $G=(V, E)$ and five positive integers $s_{1}, s_{2}, s_{3}, s_{4}$ and $k$.
Question: Is it possible to obtain a graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ from $G$ using at most $s_{1}$ vertex deletions, $s_{2}$ vertex insertions, $s_{3}$ edge deletions, and $s_{4}$ edge insertions, such that $G^{\prime}$ is $k$-anonymous?

Observe that here we require that the inserted vertices have degree zero and we have to "pay" for making the inserted vertices adjacent to the existing ones. In particular, if $s_{4}=0$, then all inserted vertices are isolated in the target graph. Note that there are other models where the added vertices can be made adjacent to an arbitrary number of vertices $[2,5]$. Our ideas, however, do not directly transfer to this variant.

For convenience, we set $s:=s_{1}+s_{2}+s_{3}+s_{4}$ to be the number of allowed graph modifications.

Theorem 7. Anonym-EdT is fixed-parameter tractable w.r.t. $(s, \Delta)$.
Proof (sketch). Let $I=\left(G=(V, E), k, s_{1}, s_{2}, s_{3}, s_{4}\right)$ be an instance of ANONYMEdt. In the following we give an algorithm finding a solution if existing. Intuitively, the algorithm first guesses a "solution structure" and then checks whether the graph modifications associated to this solution structure can be performed in $G$. A solution structure is a graph $S$ with at most $s(\Delta+1)$ vertices where

1. each vertex is colored with a color from $\{0, \ldots, \Delta\}$ indicating the degree of the vertex in $G$ and
2. each edge and each vertex is marked either as "to be deleted", "to be inserted", or "not to be changed" such that:
(a) all edges incident to a vertex marked as "to be inserted" are also marked as "to be inserted",
(b) at most $s_{1}$ vertices and at most $s_{3}$ edges are marked as "to be deleted", and
(c) at most $s_{2}$ vertices and at most $s_{4}$ edges are marked as "to be inserted".

The intuition about this definition is that a solution structure $S$ contains all graph modifications in a solution and the vertices that are affected by the modifications, that is, the vertices whose degree is changed when performing these modifications. Observe that any solution for $I$ defines such a solution structure with at most $s(\Delta+1)$ vertices as each graph modification affects at most $\Delta+1$
vertices. This bound is tight in the sense that deleting a vertex $v$ affects $v$ and his up to $\Delta$ neighbors. Furthermore, observe that once given such a solution structure, we can check in polynomial time whether performing the marked edge/vertex insertions/deletions results in a $k$-anonymousgraph $G^{\prime}$, since the coloring of the vertex indicates the degrees of the vertices that are affected by the graph modifications.

Our algorithm works as follows: First it branches into all possibilities for the solution structure $S$. In each branch it checks whether performing the graph modifications indicated by the marks in $S$ indeed result in a $k$-anonymous graph. If yes, then the algorithm checks whether the graph modifications associated to $S$ can be performed in $G$ : To this end, all edges and vertices marked as "to be inserted" are removed from $S$ and the marks at the remaining vertices and edges are also removed and the resulting "cleaned" graph is called $S^{\prime}$. Finally the algorithm tries to find $S^{\prime}$ as an induced subgraph of $G$ such that the vertex degrees coincide with the vertex-coloring in $S^{\prime}$. This is done by a meta-theorem for bounded local tree-width graphs [8]. If the algorithm succeeds and finds $S^{\prime}$ as an induced subgraph, then the graph modifications encoded in $S$ can be performed which proves that $I$ is a yes-instance. If the algorithm fails in every branch, then, due to the exhaustive search over all possibilities for $S$, it follows that $I$ is a no-instance. Thus, the algorithm is indeed correct.

## 6 Conclusion

We have shown strong inapproximability results for the optimization variants of Anonym-E-Del and Anonym-V-Del. We leave two major open questions concerning polynomial-time approximability and parameterized approximability: In all our gap reductions the value of $k$ is in the order of $n$. This leads to the question whether with constant $k$ Min Anonym-E-Del or Min Anonym-V-DEL are constant-factor approximable in polynomial time? Second, we failed to transfer the inapproximability results to Anonym-E-EDTwhere we require that the number of edge insertions plus deletions is at most $s$. Here, handling the possibility to revert already changed degrees seems to be crucial in order to obtain any approximation result (positive or negative) for the optimization variants of Anonym-E-Edt. This leads to the question whether there are "reasonable" (parameterized) approximation algorithms for the optimization variants of Anonym-E-Edt?
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#### Abstract

In this paper, we pioneer a study of parameterized automata constructions for languages relevant to the design of parameterized algorithms. We focus on the $k$-Distinct language $L_{k}(\Sigma) \subseteq \Sigma^{k}$, defined as the set of words of length $k$ whose symbols are all distinct. This language is implicitly related to several breakthrough techniques, developed during the last two decades, to design parameterized algorithms for fundamental problems such as $k$-Path and $r$-Dimensional $k$-Matching. Building upon the well-known color coding, divide-and-color and narrow sieves techniques, we obtain the following automata constructions for $L_{k}(\Sigma)$. We develop non-deterministic automata (NFAs) of sizes $4^{k+o(k)} n^{O(1)}$ and $(2 e)^{k+o(k)} \cdot n^{O(1)}$, where the latter satisfies a 'bounded ambiguity' property relevant to approximate counting, as well as a non-deterministic xor automaton (NXA) of size $2^{k} \cdot n^{O(1)}$, where $n=|\Sigma|$. We show that our constructions lead to a unified approach for the design of both deterministic and randomized algorithms for parameterized problems, considering also their approximate counting variants. To demonstrate our approach, we consider the $k$-Path, $r$-Dimensional $k$-Matching and Module Motif problems.


## 1 Introduction

Parameterized algorithms solve NP-hard problems by confining the combinatorial explosion to a parameter $k$. More precisely, a problem is fixed-parameter tractable (FPT) with respect to a parameter $k$ if it can be solved in time $O^{*}(f(k))$ for some function $f$, where $O^{*}$ hides factors polynomial in the input size.

In this paper, we pioneer a study of parameterized automata constructions for languages relevant to the design of parameterized algorithms. We focus on the $k$-Distinct language, formally defined as follows.

Definition 1. Let $\Sigma$ be an alphabet of size $n$, and $k$ be a positive integer. We define the $k$-Distinct language, denoted $L_{k}(\Sigma) \subseteq \Sigma^{k}$, to be the set of words $w_{1} \cdots w_{k} \in \Sigma^{k}$ such that $w_{1}, \ldots, w_{k}$ are all distinct.

Given integers $k \leq n$, we also use the abbreviated notation $L_{k}(n)$ to denote the language $L_{k}([n])$, where $[n] \triangleq\{1, \ldots, n\}$.

The research leading to these results has received funding from the European Community's Seventh Framework Programme (FP7/2007-2013) under grant agreement number 257575.

The language $k$-Distinct is a natural candidate for investigating relations between automata and parameterized problems. Indeed, we show that $k$-Distinct is related to several breakthrough techniques, developed during the last two decades, to design algorithms for classic, fundamental parameterized problems. More precisely, building upon the well-known color coding [3], divide-and-color [9] and narrow sieves [5] techniques, we obtain three different parameterized automata constructions for $k$-Distinct.

We show that our constructions lead to a unified approach for the design of parameterized algorithms, which allows to obtain three types of such algorithmsdeterministic, approximate counting and randomized algorithms-by constructing only one problem-specific automaton. We also argue that our approach allows obtaining these algorithms in an easy, natural manner. In particular, for researchers knowledgeable with automata and graphs, our deterministic algorithm for $k$-Path can be summarized by saying that, essentially, we just "take the product of the graph with the automaton for $L_{k}(V)$ " (see, e.g., [30]).

To demonstrate our approach, we consider the following three problems.
Weighted $k$-Path: Given a directed graph $G=(V, E)$, a weight function $w: E \rightarrow$ $\mathbb{R}$ and a parameter $k \in \mathbb{N}$, determine if $G$ has a simple $k$-path (i.e., an acyclic/simple walk on $k$ vertices), and if so, return such a path of minimal weight.

Weighted $r$-Dimensional $k$-Matching: Given disjoint universes $U_{1}, \ldots, U_{r}$, think of an element in $U_{1} \times \ldots \times U_{r}$ as a set that contains exactly one element from each universe $U_{i}$. Now, given a family $\mathcal{S} \subseteq U_{1} \times \ldots \times U_{r}$, a weight function $w: \mathcal{S} \rightarrow \mathbb{R}$ and a parameter $k \in \mathbb{N}$, determine if there exists a subfamily of $k$ pairwise-disjoint sets in $\mathcal{S}$, and if so, return such a subfamily of maximal weight.

Weighted Module Motif: Let $G=(V, E)$ be an undirected graph, and let $k \in \mathbb{N}$. A $k$-module is a subset $U \subseteq V$ of $k$ vertices that have the same neighbors outside of $U$. More formally, for every $u_{1}, u_{2} \in U$ and $r \in V \backslash U,\left(u_{1}, r\right) \in E$ iff $\left(u_{2}, r\right) \in E$. Now, given a set $C$ of colors, a function $C o l: V \rightarrow 2^{C}$ specifying the allowed colors for each vertex, and a weight function $w: V \rightarrow \mathbb{R},{ }^{1}$ determine if there exists a pair of a $k$-module $U$ in $G$ and a coloring $\operatorname{col}: U \rightarrow C$ such that

- For every $v \in U, \operatorname{col}(v) \in \operatorname{Col}(v)$.
- For every $c \in C, c$ is the color of at most one vertex in $U$ (according to col).

If such a pair exists, return such a pair that maximizes the weight $w(U)$ of the module $U$, defined as $w(U) \triangleq \sum_{v \in U} w(v)$.
We highlight two variants of the above problems, considered in this paper.

1. The unweighted variant, where all elements are assumed to have weight zero.
2. The approximate counting unweighted variant, where, given an accuracy parameter $\delta>0$, the goal is to return a value in the interval $[S / \delta, \delta \cdot S]$, where $S$ is the number of solutions (e.g., the number of simple $k$-paths).
[^10]
### 1.1 Prior Work

The $k$-Path and $r$-Dimensional $k$-Matching problems are two of the most well-studied problems in the field of parameterized complexity. Indeed, the $k$-Path problem has enjoyed a race towards obtaining the fastest parameterized algorithm for it $[1,3,5,6,9,15,16,21,24,31,35,39]$. Currently, the best known parameterized algorithm for Weighted $k$-PATH runs in time $O^{*}\left(2.619^{k}\right)[16,35]$. For (unweighted) $k$-Path, Williams [39] gave a randomized algorithm running in time $O^{*}\left(2^{k}\right)$. Restricted to undirected graphs, $k$-Path can be solved in randomized time $O^{*}\left(1.66^{k}\right)$ [5]. We also note that approximately counting the number of simple $k$-paths in a graph can be performed in time $O^{*}\left((2 e)^{k+o(k)}\right)$ [2].

The classic decision version of the $r$-Dimensional $k$-Matching problem is listed as one of the six fundamental NP-complete problems in Garey and Johnson [17]. A considerable number of papers presented parameterized algorithms for this problem $[5,7-11,13,14,19,23-26,28,37,38]$. Currently, the best known parameterized algorithm for Weighted $r$-Dimensional $k$-Matching runs in time $O^{*}\left(2.851^{(r-1) k}\right)$ [19]. For $r$-Dimensional $k$-Matching, Björklund et al. [5] gave a randomized algorithm running in time $O^{*}\left(2^{(r-2) k}\right)$. We also note that approximately counting the number of 3 -dimensional $k$-matchings can be performed in randomized time $O^{*}\left(5.48^{3 k}\right)$ [27].

The Module Motif problem was recently introduced by Rizzi et al. [32], primarily motivated from the analysis of complex biological networks. This problem can be solved in deterministic and randomized times $O^{*}\left(4.32^{k}\right)$ and $O^{*}\left(2^{k}\right)$, respectively [41].

### 1.2 Our Contribution

Building upon previous techniques, we obtain automata constructions for $k$-Distinct. We also give lower bounds on the size of such automata. Furthermore, we show that automata for $k$-Distinct can be used to develop algorithms for the problems described above. While most of our current constructions are not good enough to obtain improved algorithms, ${ }^{2}$ we find they provide a unified and 'clean' approach to present and design different types of parameterized algorithms. As our constructions are essentially 'an automata-based view' of wellknown parameterized algorithms, improving our lower bounds will show that a large class of algorithms 'cannot do better' (e.g., improving our lower bound on NFA-size described below, would imply a statement of the form 'known color coding-related techniques cannot achieve faster running times'). We describe our results in more detail in the next paragraphs. Unless noted otherwise, we assume that our alphabet is $[n]=\{1, \ldots, n\}$ and use the notation $L_{k}(n)$ from Definition 1.

NFAs for $L_{k}(n)$ and Weighted Problems: We show that the divide-and-color technique of [9] can be used to construct an NFA for $L_{k}(n)$ of size $O^{*}\left(4^{k+o(k)}\right)$.

[^11]We also show, on the other hand, that any NFA for $L_{k}(n)$ must have at least $\Omega\left(2^{k} \log n\right)$ states. ${ }^{3}$ Roughly speaking, our lower bound shows that some subset of the states of such an NFA must correspond to elements of an $(n, k)$-universal set (cf. Definition 5). It is known that such a set must have size $\Omega\left(2^{k} \log n\right)$ [22,34].

Our NFA construction implies deterministic algorithms for the Weighted $k$-Path, Weighted $r$-Dimensional $k$-Matching and Weighted Module Motif problems, whose time complexities are $O^{*}\left(4^{k+o(k)}\right), O^{*}\left(4^{(r-1) k+o((r-1) k)}\right)$ and $O^{*}\left(4^{k+o(k)}\right)$, respectively. More generally, our approach implies that an NFA for $L_{k}(n)$ of size $O^{*}(s(k))$, that can be constructed in deterministic time $O^{*}(s(k))$, can be used to obtain deterministic algorithms for these problems with running times $O^{*}(s(k)), O^{*}(s((r-1) \cdot k))$ and $O^{*}(s(k))$, respectively.

## Bounded Ambiguity NFAs and Approximate Counting Problems:

 Roughly speaking, a bounded ambiguity NFA is one where the number of accepting paths of any word in its language is roughly the same. Using the balanced hash families construction of [2], we build such an NFA of size $O^{*}\left((2 e)^{k}\right)$ for $L_{k}(n)$. This NFA allows us to obtain deterministic algorithms for the approximate counting versions of $k$-Path, $r$-Dimensional $k$-Matching and Module Motif, running in times $O^{*}\left((2 e)^{k \nvdash o(k)}\right), O^{*}\left((2 e)^{(r-1) k \nvdash o((r-1) k)}\right)$ and $O^{*}\left((2 e)^{k \not o o(k)}\right)$, respectively, for any accuracy parameter $\delta>1+\frac{1}{\operatorname{poly}(k)}$.NXAs and Randomized Algorithms for Unweighted Problems: Based on the narrow sieves technique of [5] and its interpretation by [1], we construct a randomized non-deterministic xor automaton (NXA) of size $O^{*}\left(2^{k}\right)$ for $L_{k}(n)$ (see Definitions 6 and 7). We also show a matching lower bound for such an NXA.

Using our construction, we obtain randomized algorithms for $k$-PATH, $r$-Dimensional $k$-Matching and Module Motif, running in times $O^{*}\left(2^{k}\right)$, $O^{*}\left(2^{(r-1) k}\right)$ and $O^{*}\left(2^{k}\right)$, respectively. Our lower bound may be viewed as a statement that 'known techniques for (directed) $k$-Path based on polynomials over fields of characteristic two cannot do better than $O^{*}\left(2^{k}\right)^{\prime}$.

Organization: Due to lack of space, some of the results are omitted, and will appear in [4]. Section 2 presents some preliminaries regarding automata. Sections 3 and 4 present our NFA and NXA constructions for $k$-Distinct. The details of our 'bounded ambguity' automaton are omitted. Sections 5 and 6 present the relation of these constructions to parameterized algorithms.

## 2 Preliminaries

In this section we recall basic definitions related to automata theory.

### 2.1 Non-deterministic Finite Automata (NFA)

An NFA, the simplest automaton relevant to this paper, is defined as follows.

[^12]Definition 2. An NFA $M$ over alphabet $\Sigma$ is a labeled directed graph $M=<$ $Q, \Delta, q_{0}, F>$, where

- $Q$ is the set of vertices, called states.
$-\Delta$ is the set of edges, called transitions, each labeled by an element of $\Sigma$.
- $q_{0}$ is an element in $Q$, called the start state.
- $F$ is a subset of states from $Q$, called accepting states.

We say that $M$ is acyclic if it is acyclic as a directed graph. We define the size of $M$ as the sum of the number of states and transitions in $M$, i.e., $\operatorname{size}(M) \triangleq$ $|Q|+|\Delta|$. For the sake of clarity, when referring to a transition in $\Delta$, we use the notation $(u \rightarrow v)$ rather than $(u, v)$. Moreover, we allow the transitions to be weighted (i.e., we also have a weight function $w: \Delta \rightarrow \mathbb{R}$ ).

For a word $w=w_{1} \cdots w_{t} \in \Sigma^{t}$, let $M(w) \subseteq Q$ be the subset of states reached by $w .^{4}$ We now give the standard definition of the language of $M$.

Definition 3. The language of an $N F A M$, denoted $L(M)$, is defined by

$$
L(M) \triangleq\left\{w \in \Sigma^{*} \mid M(w) \cap F \neq \emptyset\right\}
$$

### 2.2 Intersection

To integrate automata for $k$-Distinct with problem-specific automata, we need the following definition.

Definition 4. Given NFAs $M_{1}=<Q_{1}, \Delta_{1}, q_{0}^{1}, F_{1}>$ and $M_{2}=<Q_{2}, \Delta_{2}, q_{0}^{2}, F_{2}>$ over the same alphabet $\Sigma$, we define the intersection NFA

$$
M_{1} \cap M_{2} \triangleq<Q_{1} \times Q_{2}, \Delta,<q_{0}^{1}, q_{0}^{2}>, F_{1} \times F_{2}>
$$

over $\Sigma$, where the set of transitions $\Delta$ is defined as follows. For every pair of transitions $\left(u_{1} \rightarrow v_{1}\right) \in \Delta_{1}$ and $\left(u_{2} \rightarrow v_{2}\right) \in \Delta_{2}$ that are both labeled by the same element $a \in \Sigma$, we have a transition $\left(<u_{1}, u_{2}>\rightarrow<v_{1}, v_{2}>\right) \in \Delta$ labeled by $a$, whose weight is the sum of the weights of $\left(u_{1} \rightarrow v_{1}\right)$ and $\left(u_{2} \rightarrow v_{2}\right)$.

Observe that a word is accepted by $M_{1} \cap M_{2}$ iff it is accepted by both $M_{1}$ and $M_{2}$.

## 3 NFA Construction for $\boldsymbol{k}$-Distinct

We now give an explicit construction of an NFA of size $O^{*}\left(4^{k+o(k)}\right)$ for $k$-Distinct, following principles of the divide-and-color technique [9]. To this end, we need the following standard tool for derandomizing parameterized algorithms.

Definition 5. Let $\mathcal{F}$ be a set of functions $f:[n] \rightarrow\{0,1\}$. We say that $\mathcal{F}$ is an $(n, t)$-universal set if for every subset $I \subseteq[n]$ of size $t$ and a function $f^{\prime}: I \rightarrow\{0,1\}$, there is a function $f \in \mathcal{F}$ such that for all $i \in I, f(i)=f^{\prime}(i)$.

[^13]The next result asserts that small universal sets can be computed efficiently.
Theorem 1 ([29]). There is an algorithm that, given a pair of integers $(n, t)$, computes an $(n, t)$-universal set $\mathcal{F}$ of size $2^{t+O\left(\log ^{2} t\right)} \log n$ in time $O\left(2^{t+O\left(\log ^{2} t\right)} n \log n\right)$.

We now state the main result of this section, followed by a related lower bound.
Theorem 2. An acyclic NFA $M$ of size $O^{*}\left(4^{k+o(k)}\right)$ for $L_{k}(n)$ can be constructed in time $O^{*}\left(4^{k+o(k)}\right)$.

Proof. Given a subset $S \subseteq[n]$, recall that $L_{k}(S)$ is the set of words $w \in S^{k}$ whose symbols are all distinct, i.e., $L_{k}(S) \triangleq L_{k}(n) \cap S^{k}$. For every $1 \leq \ell \leq k$ and subset $S \subseteq[n]$, we construct in time $O^{*}\left(4^{\ell+o(\ell)}\right)$, by induction on $\ell$, an acyclic NFA $M_{\ell, S}$ for $L_{k}(S)$ of size $O^{*}\left(4^{\ell+o(\ell)}\right)$. Setting $\ell=k$ and $S=[n]$, the correctness of the theorem follows.

Basis: Fix some subset $S \subseteq[n]$. Given a word $w \in[n]$, the NFA $M_{1, S}$ simply checks if $w$ consists of exactly one symbol, and this symbol belongs to $S$ (i.e., $|w|=1$ and $w \in S)$. Thus, $M_{1, S}$ can be constructed in time $O(n)$.

Step: Again, fix some subset $S \subseteq[n]$. Next, assume that we have a construction of an NFA $M_{\ell^{\prime}, S^{\prime}}$ for every $1 \leq \ell^{\prime}<\ell$ and $S^{\prime} \subseteq S$.

Fix disjoint subsets $S_{1}, S_{2} \subseteq S$. Towards constructing $M_{\ell, S}$, we define an acyclic NFA $M_{\ell, S_{1}, S_{2}}$, which accepts exactly the words $w \in L_{\ell}(S)$ whose first $\lceil\ell / 2\rceil$ symbols are in $S_{1}$, and last $\lfloor\ell / 2\rfloor$ symbols are in $S_{2}$. The construction of $M_{\ell, S_{1}, S_{2}}$ simply consists of a copy of $M_{\lceil\ell / 2\rceil, S_{1}}$ that reads the first $\lceil\ell / 2\rceil$ symbols of $w$, followed by a copy of $M_{\lfloor\ell / 2\rfloor, S_{2}}$ that reads the last $\lfloor\ell / 2\rfloor$ symbols of $w$.

We construct the acyclic NFA $M_{\ell, S}$ as follows. Let $\mathcal{F}$ be an ( $n, \ell$ )-universal set, computed using Theorem 1. Given a function $f \in \mathcal{F}$, let $S[f]=\{a \in S$ : $f(a)=1\}$. For every function $f \in \mathcal{F}$, we add an $\epsilon$-transition from the start state of $M_{\ell, S}$ to a copy of $M_{\ell, S[f], S \backslash S[f]}$. Thus, $M_{\ell, S}$ accepts a word $w$ iff (at least) one automaton of the form $M_{\ell, S[f], S \backslash S[f]}$ accepts $w$. Now, using the properties of a universal set, the correctness of $M_{\ell, S}$ can be verified (details on this and the construction time bound are omitted).

Theorem 3. Any NFA $M$ over alphabet $[n]$ with $L(M)=L_{k}(n)$ has $\Omega\left(2^{k} \log n\right)$ states.

Proof. Let $M=<Q, \Delta, q_{0}, F>$ be an NFA for $L_{k}(n)$. Towards showing the claimed lower bound, we associate two sets, $A_{q}, B_{q} \subseteq[n]$, with each state $q \in Q$. The set $A_{q}$ contains letters that belong to some path from $q_{0}$ to $q$, while the set $B_{q}$ contains letters that belong to some path from $q$ to an accepting state. Since each word in $L_{k}(n)$ consists of $k$ distinct letters, we get that $A_{q} \cap B_{q}=\emptyset$. Now, for each $q \in Q$, define the function $f_{q}:[n] \rightarrow\{0,1\}$ by $f_{q}(i)=1$ iff $i \in A_{q}$. Finally, let $\mathcal{F} \triangleq\left\{f_{q}\right\}_{q \in Q}$ be the set of all the functions $f_{q}$.

Now, let $S$ and $S^{\prime}$ be two disjoint subsets of [ $n$ ], whose union $I=S \cup S^{\prime}$ contains exactly $k$ elements. Note that there exists a word in $k$-Distinct whose first $|S|$ letters belong to $S$, and whose last $\left|S^{\prime}\right|$ letters belong to $S^{\prime}$. Therefore,
there exists a state $q \in Q$ such that $S \subseteq A_{q}$ and $S^{\prime} \subseteq B_{q}$. For this $q$, for $i \in I$, $f(i)=1$ iff $i \in S$. Since we have chosen $S$ and $S^{\prime}$ arbitrarily, we conclude that $\mathcal{F}$ is an $(n, k)$-universal set, which is known to contain $\Omega\left(2^{k} \log n\right)$ functions [22,34]; thus, the NFA $M$ contains $\Omega\left(2^{k} \log n\right)$ states.

## 4 Randomized NXA Construction for $\boldsymbol{k}$-Distinct

A non-deterministic xor automaton (NXA) is simply an NFA where the acceptance criteria for a word $w$ is that there is an odd number of accepting paths for $w .{ }^{5}$ We formalize this by defining the XOR-language of an NXA.

Definition 6. Let $M$ be an NXA over an alphabet $\Sigma$. We define the XORlanguage of $M$, denoted $L_{\oplus}(M) \subseteq \Sigma^{*}$, to be the set of words $w$ that have an odd number of paths to an accept state in $M$.

In this section we build upon the algebraic narrow sieves technique [5] (see also $[1,24]$ ), and construct an NXA for the language $L_{k}(n)$. This NXA, together with our two previous NFA constructions, form the infrastructure of our unified approach for the design of parameterized algorithms (see Sects. 5 and 6). We will actually construct a randomized NXA, a notion which we now formally define.

Definition 7. Fix a language $L \subseteq \Sigma^{*}$, and any $0<\epsilon<1$. An $\epsilon$-NXA of size s for $L$ is a randomized algorithm $R$, which outputs an NXA $M$ with $\operatorname{size}(M) \leq s$ such that

- $L_{\oplus}(M) \subseteq L$ with probability one, i.e., $M$ never accepts a word outside $L$.
- For any fixed word $w \in L, w \in L_{\oplus}(M)$ with probability at least $\epsilon$.

It will be convenient to refer to the running time of $R$ as the construction time of $R$. By the number of states of $R$ we mean the maximal number of states in an NXA outputted by $R$ with non-zero probability.

The main purpose of this section is to prove the following theorem.
Theorem 4. Fix any positive integers $k \leq n$. There is a $1 / 4-N X A$ for $L_{k}(n)$ of size $s=O\left(2^{k} \cdot k \cdot n\right)$, containing $O\left(2^{k} \cdot k\right)$ states, with construction time $O\left(n \cdot 2^{k}\right)$.

As an intermediate step, we construct an NXA for languages that are a strict subset of $L_{k}(n)$. Informally, these languages correspond to subsets of columns in a fixed matrix over $\mathbb{F}_{2}$ that are linearly independent (see below).

Definition 8 (The language $L_{A}$ ). Fix a $k \times n$ matrix $A$ over $\mathbb{F}_{2}$. The language $L_{A} \subseteq L_{k}(n)$ consists of all $\left(i_{1} \cdots i_{k}\right) \in L_{k}(n)$ such that the columns $\left\{i_{1}, \ldots, i_{k}\right\}$ are linearly independent in $A$.

In the rest of this section sums are always in $\mathbb{F}_{2}$, i.e., modulo 2 . For each nonempty subset $S \subseteq[k]$, define the function $\phi_{S}:\left(\{0,1\}^{k}\right)^{k} \rightarrow\{0,1\}$ by

[^14]$$
\phi_{S}\left(v_{1}, \ldots, v_{k}\right) \triangleq \prod_{i=1}^{k} \sum_{j \in S} v_{i, j}
$$
and define $\phi:\left(\{0,1\}^{k}\right)^{k} \rightarrow\{0,1\}$ by
$$
\phi\left(v_{1}, \ldots, v_{k}\right) \triangleq \sum_{\emptyset \neq S \subseteq[k]} \phi_{S}\left(v_{1}, \ldots, v_{k}\right)
$$

From Ryser's formula for the permanent [33] we know that
Lemma 1. $\phi\left(v_{1}, \ldots, v_{k}\right)$ is equal to the determinant of the $k \times k$ matrix over $\mathbb{F}_{2}$ whose columns are $v_{1}, \ldots, v_{k}$.
Fix a $k \times n$ matrix $A$ over $\mathbb{F}_{2}$ with columns $v_{1}, \ldots, v_{n} \in\{0,1\}^{k}$. For each nonempty subset $S \subseteq[k]$, we define a function $f_{A, S}:[n]^{k} \rightarrow\{0,1\}$ by $f_{A, S}\left(i_{1}, \ldots, i_{k}\right) \triangleq$ $\phi_{S}\left(v_{i_{1}}, \ldots, v_{i_{k}}\right)$. We define $f_{A}:[n]^{k} \rightarrow\{0,1\}$ by
$f_{A}\left(i_{1}, \ldots, i_{k}\right) \triangleq \phi\left(v_{i_{1}}, \ldots, v_{i_{k}}\right)=\sum_{\emptyset \neq S \subseteq[k]} \phi_{S}\left(v_{i_{1}}, \ldots, v_{i_{k}}\right)=\sum_{\emptyset \neq S \subseteq[k]} f_{A, S}\left(i_{1}, \ldots, i_{k}\right)$.
Lemma 2. Fix any $k \times n$ matrix $A$ over $\mathbb{F}_{2}$ and non-empty $S \subseteq[k]$. There is a deterministic automaton $M_{A, S}$ for $f_{A, S}^{-1}(1)$ with $k+1$ states and at most $k \cdot n$ transitions. $M_{A, S}$ can be constructed in time $O(k \cdot n)$.

Proof. Let $v_{1}, \ldots, v_{n}$ be the columns of $A$. Let $T \subseteq[n]$ be the set of elements $i \in[n]$ such that

$$
\sum_{j \in S} v_{i, j}=1
$$

Observe that $f_{A, S}\left(i_{1}, \ldots, i_{k}\right)=1$ if and only if $i_{1}, \ldots, i_{k}$ are all contained in $T$. This motivates the following construction: $M_{A, S}$ will contain the start state $q_{0}$, and the states $q_{1}, \ldots, q_{k}$, where $q_{k}$ will be the only accept state. For each $0 \leq j \leq$ $k-1$, and for every $i \in T$, there will be an edge from $q_{j}$ to $q_{j+1}$ labeled $i$.

Lemma 3. Fix any positive integers $k \leq n$ and any $k \times n$ matrix $A$ over $\mathbb{F}_{2}$. There is an $N X A M_{A}$ over $[n]$ of size $O\left(2^{k} \cdot k \cdot n\right)$, containing $O\left(k \cdot 2^{k}\right)$ states, such that $L_{\oplus}\left(M_{A}\right)=L_{A} . M_{A}$ can be constructed in time $O\left(2^{k} \cdot k \cdot n\right)$.

Proof. For every non-empty $S \subseteq[k], M_{A}$ will contain a copy of the automaton $M_{A, S}$ as described in Lemma 2. We unite the start state $q_{0}$ and accept state $q_{k}$ of all the automata $M_{A, S}$ to one start state $q_{0}$ and accept state $q_{k}$ of $M_{A} . L_{\oplus}\left(M_{A}\right)$ contains exactly the words $\left(i_{1} \cdots i_{k}\right)$ that are accepted by an odd number of the automata $M_{A, S}$. Since $L\left(M_{A, S}\right)=f_{A, S}^{-1}(1)$, this is exactly $f_{A}^{-1}(1)$. Now note that $f_{A}\left(i_{1}, \ldots, i_{k}\right)=1$ if and only if the (multi-) set of vectors $\left\{v_{i_{1}}, \ldots, v_{i_{k}}\right\}$ are linearly independent. In particular, $f_{A}\left(i_{1}, \ldots, i_{k}\right)=1$ only if $\left\{i_{1}, \ldots, i_{k}\right\}$ are all distinct. Therefore, $L_{\oplus}\left(M_{A}\right)=f_{A}^{-1}(1)=L_{A}$. Finally, as $M_{A}$ consists of $2^{k}-1$ automata of the form $M_{A, S}$ that each have size $O(k \cdot n)$ and can be constructed in time $O(k \cdot n)$, the claim about $M_{A}$ 's size and construction time follows.

Now, to prove Theorem 4, we choose a random $k \times n$ matrix $A$ and output $M_{A}$ (the details are omitted).

We next consider the tightness of our randomized NXA construction.
Theorem 5. Fix positive integers $k \leq n$.

- Any NXA $M$ over $[n]$ with $L_{\oplus}(M)=L_{k}(n)$ has at least $2^{k}$ states.
- Any $\frac{1}{4}-N X A R$ over $[n]$ with $L_{\oplus}(M)=L_{k}(n)$ must have at least $\frac{1}{4} \cdot 2^{k}$ states.

Proof. The Hankel matrix $H_{L}$ of a language $L \subseteq[n]^{k}$ has its rows and columns indexed ${ }^{6}$ by the elements of $[n]^{k}$. The $(x, y)$-entry of $H_{L}$ is one if $x \cdot y \in L$. Otherwise the $(x, y)$-entry of $H_{L}$ is zero.

Vuillemin and Gama [36] show that the rank, $r\left(H_{L}\right)$, of $H_{L}$ as a matrix over $\mathbb{F}_{2}$, is a lower bound on the number of states of any NXA $M$ with $L_{\oplus}(M)=L$. We first argue that $H_{L_{k}(n)}$ contains as a submatrix a $2^{k} \times 2^{k}$ identity matrix: For every $S=\left\{i_{1}, \ldots, i_{d}\right\} \subseteq[k]$, let $x_{S} \in[n]^{k}$ be the word $x_{S}=i_{1} \cdots i_{d}$. For every $S \subseteq[k]$, define $y_{S}=x_{\bar{S}}$. It is clear that for every $S \subseteq[k], x_{S} \cdot y_{S} \in L_{k}(n)$; and for every $S \neq T \subseteq[k], x_{S} \cdot y_{T} \notin L_{k}(n)$. Thus, the set of words $L^{\prime} \triangleq\left\{x_{S} \cdot y_{T} \mid S, T \subseteq\right.$ $[k]\}$ corresponds to a $2^{k} \times 2^{k}$ identity matrix, that is a submatrix of $H_{L_{k}(n)}$. This implies that $r\left(H_{L_{k}(n)}\right) \geq 2^{k}$, and thus the first item of the theorem. The second item follows from the first (the details are omitted).

## 5 Problem-Specific Automata

In this section we present problem-specific automata, to be integrated with the automata constructions for $k$-Distinct given in Sect. 6. Interestingly, we need only design one automaton per problem, regardless of the automaton with whom it will next be integrated. That is, using our approach, one can obtain fast deterministic, approximate counting and randomized parameterized algorithms for a given problem, at the price of designing only one automaton.

Intuitively, our problem-specific automata are designed to capture all the restrictions of the problems associated with them, except for a restriction that concerns uniqueness of elements.
$k$-Path: The following definition and straightforward lemma formally convert a graph into an automaton accepting the paths of the graph.

Definition 9. Let $(G, w, k)$ be an instance of Weighted $k$-Path. The NFA

$$
M(G, w) \triangleq<Q=V \cup\left\{q_{0}\right\}, \Delta=E \cup\left\{\left(q_{0}, v\right): v \in V\right\}, q_{0}, F=V>
$$

over alphabet $\Sigma=V$ is defined with the following labeling and weights of transitions. Each transition $(v \rightarrow u)$ is labeled by the target state $u$ and its weight is $w(v, u)$, where, if $v=q_{0}$, its weight is 0 .

Lemma 4. The language $L(M(G, w))$ is the set of words $w=v_{1} \cdots v_{m}$, where $m \in \mathbb{N}$, such that $v_{1} \rightarrow \ldots \rightarrow v_{m}$ is a path from $v_{1}$ to $v_{m}$ in $G$. Moreover, $M$ is

[^15]an unambiguous (i.e., $(1,1)$-ambiguous) NFA, and the weight of a path accepting a word $w$ is the weight of the corresponding path in $G$.
$r$-Dimensional $k$-Matching: Let $\mathcal{I}=\left(U_{1}, \ldots, U_{r}, \mathcal{S}, w, k\right)$ be an instance of Weighted $r$-Dimensional $k$-Matching. Assume an order $<$ on $\mathcal{S}$, and given a subfamily $\mathcal{S}^{\prime} \subseteq \mathcal{S}$, let $\mathcal{S}^{\prime}[i]$ be the $i^{\text {th }}$ set in $\mathcal{S}^{\prime}$ (according to $<$ ), for all $1 \leq i \leq\left|\mathcal{S}^{\prime}\right|$. Given a word $w=u_{1} \cdots u_{(r-1) m}$, where $m \in \mathbb{N}$, denote
\[

$$
\begin{aligned}
\mathcal{I}(w) & =\left\{\mathcal{S}^{\prime} \subseteq \mathcal{S}:\left|\left(\bigcup \mathcal{S}^{\prime}\right) \cap U_{1}\right|=\left|\mathcal{S}^{\prime}\right|=m\right. \\
& {\left.\left[\forall i \in\{1, \ldots, m\}, j \in\{2, \ldots, r\}: \mathcal{S}^{\prime}[i] \cap U_{j}=\left\{u_{(r-1)(i-1)+(j-1)}\right\}\right]\right\} . }
\end{aligned}
$$
\]

Informally, $\mathcal{I}(w)$ includes every subfamily of $\mathcal{S}$ that contains sets with unique elements from $U_{1}$, such that the set of all of their elements together, excluding those in $U_{1}$, is the set of symbols in $w$, under a restriction related to the order $<$.

We design a simple automaton $M(\mathcal{I})$ in time $O^{*}(1)$, proving the next result.
Lemma 5. The language $L(M(\mathcal{I}))$ is the set of words $w=u_{1} \cdots u_{(r-1) m}$, where $m \in \mathbb{N}$, such that $\mathcal{I}(w) \neq \emptyset$. Moreover, a word $w$ accepted by $M$ is accepted by exactly $|\mathcal{I}(w)|$ paths, whose total weight is the total weight of the families in $\mathcal{I}(w)$.
The details concerning this automaton, and a similar construction and lemma related to Weighted Module Motif are omitted.

## 6 Applications for Parameterized Algorithms

We next show that, by merely intersecting automata obtained using Theorem 2 with problem-specific automata, we obtain problem-specific parameterized algorithms. Assume that the weights of the transitions of an automaton obtained using Theorem 2 are all 0 .

Let $(G, w, k)$ be an instance of Weighted $k$-Path. Now, let $M_{k, V}$ be an acyclic automaton whose language is $L_{k}(V)$, obtained using Theorem 2. Definition 4 and Lemma 4 directly imply that the (acyclic) intersection automaton $M_{k, V} \cap M(G, w)$ contains a path of weight $W$ that accepts a word $w=v_{1} \cdots v_{m}$ iff $v_{1} \rightarrow \ldots \rightarrow v_{m}$ is a simple $k$-path in $G$ of weight $W$. Thus, by computing a minimal weight accepting path in $M_{k, V} \cap M(G, w)$ in time $O\left(\operatorname{size}\left(M_{k, V} \cap M(G, w)\right)\right)$ (using, e.g., DFS), we solve Weighted $k$-Path in time $O^{*}\left(4^{k+o(k)}\right)$.

Given an instance $\mathcal{I}=\left(U_{1}, \ldots, U_{r}, \mathcal{S}, w, k\right)$ of Weighted $r$-Dimensional $k$-Matching, we simply consider the intersection automaton $M_{(r-1) k, U_{2} \cup \ldots \cup U_{r}} \cap$ $M(\mathcal{I})$, rather than $M_{k, V} \cap M(G, w)$. Similarly, given an instance $\mathcal{J}=(G, C$, Col, $w, k)$ of Module Motif, we simply consider the intersection automaton $M_{k, C} \cap$ $M(\mathcal{J})$, rather than $M_{k, V} \cap M(G, w)$.

We thus obtain the following result.
Theorem 6. The weighted variants of $k$-Path, $r$-Dimensional $k$-Matching and Module Motif can be solved in times $O^{*}\left(4^{k+o(k)}\right)$, $O^{*}\left(4^{(r-1) k+o((r-1) k)}\right)$ and $O^{*}\left(4^{k+o(k)}\right)$, respectively.

Our approximate counting algorithms can be developed in a similar manner, while our randomized algorithms also use a fast randomized procedure that checks the emptiness of an NXA (the details are omitted).

Acknowledgement. We thank Hasan Abasi, Nader Bshouty, Michael Forbes and Amir Shpilka for helpful conversations.

## References

1. Abasi, H., Bshouty, N.: A simple algorithm for undirected hamiltonicity. Electron. Colloquium Comput. Complex. (ECCC) 20, 12 (2013)
2. Alon, N., Gutner, S.: Balanced hashing, color coding and approximate counting. In: Chen, J., Fomin, F.V. (eds.) IWPEC 2009. LNCS, vol. 5917, pp. 1-16. Springer, Heidelberg (2009)
3. Alon, N., Yuster, R., Zwick, U.: Color coding. J. Assoc. Comput. Mach. 42(4), 844-856 (1995)
4. Ben-Basat, R.: M.Sc. thesis. Technical reports and theses, Technion (2015)
5. Björklund, A., Husfeldt, T., Kaski, P., Koivisto, M.: Narrow sieves for parameterized paths and packings. CoRR abs/1007.1161 (2010)
6. Bodlaender, H.L.: On linear time minor tests with depth-first search. J. Algorithms 14(1), 1-23 (1993)
7. Chen, J., Feng, Q., Liu, Y., Lu, S., Wang, J.: Improved deterministic algorithms for weighted matching and packing problems. Theor. Comput. Sci. 412(23), 25032512 (2011)
8. Chen, J., Friesen, D., Jia, W., Kanj, I.: Using nondeterminism to design effcient deterministic algorithms. Algorithmica 40(2), 83-97 (2004)
9. Chen, J., Kneis, J., Lu, S., Molle, D., Richter, S., Rossmanith, P., Sze, S.H., Zhang, F.: Randomized divide-and-conquer: improved path, matching, and packing algorithms. SIAM J. Comput. 38(6), 2526-2547 (2009)
10. Chen, J., Liu, Y., Lu, S., Sze, S.H., Zhang, F.: Iterative expansion and color coding: an improved algorithm for 3D-matching. ACM Trans. Algorithms 8(1), 6 (2012)
11. Chen, S., Chen, Z.: Faster deterministic algorithms for packing, matching and $t$ dominating set problems. CoRR abs/1306.360 (2013)
12. Downey, R.G., Fellows, M.R.: Parameterized Complexity. Springer, New York (1999)
13. Downey, R.G., Fellows, M.R., Koblitz, M.: Techniques for exponential parameterized reductions in vertex set problems (Unpublished, reported in [12], Sect. 8.3)
14. Fellows, M.R., Knauer, C., Nishimura, N., Ragde, P., Rosamond, F.A., Stege, U., Thilikos, D.M., Whitesides, S.: Faster fixed-parameter tractable algorithms for matching and packing problems. Algorithmica 52(2), 167-176 (2008)
15. Fomin, F., Lokshtanov, D., Saurabh, S.: Efficient computation of representative sets with applications in parameterized and exact agorithms. In: SODA, pp. 142151 (2014)
16. Fomin, F.V., Lokshtanov, D., Panolan, F., Saurabh, S.: Representative sets of product families. In: ESA (2014, to appear)
17. Garey, M.R., Johnson, D.S.: Computers and Intractability. Freeman, San Francisco (1979)
18. Goyal, P., Misra, N., Panolan, F.: Faster deterministic algorithms for $r$-dimensional matching using representative sets. In: FSTTCS, pp. 237-248 (2013)
19. Goyal, P., Misra, N., Panolan, F., Zehavi, M.: Faster deterministic algorithms for matching and packing problems. Unpublished, results reported in [18, 40] (2014)
20. Gruber, H., Holzer, M.: Computational complexity of NFA minimization for finite and unary languages. In: LATA, pp. 261-272 (2007)
21. Hüffner, F., Wernicke, S., Zichner, T.: Algorithm engineering for color-coding with applications to signaling pathway detection. Algorithmica 52(2), 114-132 (2008)
22. Kleitman, D.J., Spencer, J.: Families of k-independent sets. Discrete Math. 6(3), 255-262 (1972)
23. Koutis, I.: A faster parameterized algorithm for set packing. Inf. Proc. Lett. 94, 7-9 (2005)
24. Koutis, I.: Faster algebraic algorithms for path and packing problems. In: Aceto, L., Damgård, I., Goldberg, L.A., Halldórsson, M.M., Ingólfsdóttir, A., Walukiewicz, I. (eds.) ICALP 2008, Part I. LNCS, vol. 5125, pp. 575-586. Springer, Heidelberg (2008)
25. Koutis, I., Williams, R.: Limits and applications of group algebras for parameterized problems. In: Albers, S., Marchetti-Spaccamela, A., Matias, Y., Nikoletseas, S., Thomas, W. (eds.) ICALP 2009, Part I. LNCS, vol. 5555, pp. 653-664. Springer, Heidelberg (2009)
26. Liu, Y., Chen, J., Wang, J.: On efficient FPT algorithms for weighted matching and packing problems. In: TAMC, pp. 575-586 (2007)
27. Liu, Y., Chen, J., Wang, J.: A randomized approximation algorithm for parameterized 3 -d matching counting problem. In: Lin, G. (ed.) COCOON 2007. LNCS, vol. 4598, pp. 349-359. Springer, Heidelberg (2007)
28. Liu, Y., Lu, S., Chen, J., Sze, S.-H.: Greedy localization and color-coding: improved matching and packing algorithms. In: Bodlaender, H.L., Langston, M.A. (eds.) IWPEC 2006. LNCS, vol. 4169, pp. 84-95. Springer, Heidelberg (2006)
29. M. Naor, L.J.S., Srinivasan, A.: Splitters and near-optimal derandomization. In: FOCS, pp. 182-191 (1995)
30. Mendelzon, A.O., Wood, P.T.: Finding regular simple paths in graph databases. SIAM J. Comput. 24(6), 1235-1258 (1995)
31. Monien, B.: How to find long paths efficiently. Ann. Discrete Math. 25, 239-254 (1985)
32. Rizzi, R., Sikora, F.: Some results on more flexible versions of graph motif. In: Hirsch, E.A., Karhumäki, J., Lepistö, A., Prilutskii, M. (eds.) CSR 2012. LNCS, vol. 7353, pp. 278-289. Springer, Heidelberg (2012)
33. Ryser, H.J.: Combinatorial Mathematics. The Carus Mathematical Monographs. The Mathematical Association of America, Washington (1963)
34. Seroussi, G., Bshouty, N.H.: Vector sets for exhaustive testing of logic circuits. IEEE Trans. Inf. Theory 34(3), 513-522 (1988)
35. Shachnai, H., Zehavi, M.: Representative families: a unified tradeoff-based approach. In: Schulz, A.S., Wagner, D. (eds.) ESA 2014. LNCS, vol. 8737, pp. 786-797. Springer, Heidelberg (2014)
36. Vuillemin, J., Gama, N.: Compact normal form for regular languages as xor automata. In: Maneth, S. (ed.) CIAA 2009. LNCS, vol. 5642, pp. 24-33. Springer, Heidelberg (2009)
37. Wang, J., Feng, Q.: Improved parameterized algorithms for weighted 3-set packing. In: Hu, X., Wang, J. (eds.) COCOON 2008. LNCS, vol. 5092, pp. 130-139. Springer, Heidelberg (2008)
38. Wang, J., Feng, Q.: An $\mathrm{O}^{*}\left(3.523^{k}\right)$ parameterized algorithm for 3-set packing. In: Agrawal, M., Du, D.-Z., Duan, Z., Li, A. (eds.) TAMC 2008. LNCS, vol. 4978, pp. 82-93. Springer, Heidelberg (2008)
39. Williams, R.: Finding paths of length $k$ in $O^{*}\left(2^{k}\right)$ time. Inf. Proc. Let. 109(6), 315-318 (2009)
40. Zehavi, M.: Deterministic parameterized algorithms for matching and packing problems. CoRR abs/1311.0484 (2013)
41. Zehavi, M.: Parameterized algorithms for module motif. In: Chatterjee, K., Sgall, J. (eds.) MFCS 2013. LNCS, vol. 8087, pp. 825-836. Springer, Heidelberg (2013)

# A $14 k$-Kernel for Planar Feedback Vertex Set via Region Decomposition 

Marthe Bonamy ${ }^{1}$ and Łukasz Kowalik ${ }^{2(\boxtimes)}$<br>${ }^{1}$ LIRMM, Montpellier, France<br>${ }^{2}$ University of Warsaw, Warsaw, Poland<br>Kowalik@mimuw.edu.pl


#### Abstract

We show a kernel of at most $14 k$ vertices for the Planar Feedback Vertex Set problem. This improves over the previous kernel of size bounded by $97 k$. Our algorithm has a few new reduction rules. However, our main contribution is an application of the region decomposition technique in the analysis of the kernel size.


## 1 Introduction

A feedback vertex set in a graph $G=(V, E)$ is a set of vertices $S \subseteq V$ such that $G-S$ is a forest. In the Feedback Vertex Set problem, given a graph $G$ and integer $k$ one has to decide whether $G$ has a feedback vertex set of size $k$. This is one of the fundamental NP-complete problems, in particular it is among the 21 problems considered by Karp [8]. It has applications e.g. in operating systems (see [9]), VLSI design, synchronous systems and artificial intelligence (see [6]).

In this paper we study kernelization algorithms, i.e., polynomial-time algorithms which, for an input instance $(G, k)$ either conclude that $G$ has no feedback vertex set of size $k$ or return an equivalent instance ( $G^{\prime}, k^{\prime}$ ), called kernel. In this paper, by the size of the kernel we mean the number of vertices of $G^{\prime}$. Burrage et al. [5] showed that Feedback Vertex Set has a kernel of size $O\left(k^{11}\right)$, which was next improved to $O\left(k^{3}\right)$ by Bodlaender [3] and to $4 k^{2}$ by Thomassé [10].

In this paper we study Planar Feedback Vertex Set problem, i.e., Feedback Vertex Set restricted to planar graphs. Then one can get a kernel of size $O(k)$ by general tools based on the bidimensionality theory [7]. However, in this general algorithm the constants hidden in the $O$ notation are very large. Bodlaender and Penninkx [4] gave a simple (to implement) algorithm which outputs a kernel of size at most $112 k$. This was improved recently by Abu-Khzam and Khuzam [1] to $97 k$. In this paper we improve this bound substantially, to $14 k$. More precisely, we show the following result.

Theorem 1.1. There is an algorithm that, given an instance $(G, k)$ of Planar Feedback Vertex Set, either reports that $G$ has no feedback vertex set of
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size $k$ or produces an equivalent instance with at most $14 k-24$ vertices. The algorithm runs in $O(k n)$ time, where $n$ is the number of vertices of $G$.

To obtain Theorem 1.1, we extend the algorithms in the previous works [1,4] by a few new reduction rules. However, our main contribution is an application of the region decomposition technique in the analysis of the kernel size. Region decomposition was developed for the Dominating Set problem by Alber et al. [2]. Roughly, in this method the plane instance is decomposed into $O(k)$ regions (i.e. subsets of the plane) such that every region contains $O(1)$ vertices of the graph. We apply this approach in a slightly relaxed way: the regions are the faces of a $k$-vertex plane graph and the number of vertices in each region is linear in the length of the corresponding face. In [1,4] kernel size was bounded using different methods, e.g., using bounds on the number of edges in general and bipartite planar graphs. In our opinion region decomposition gives tighter bounds. In particular, we present a tight example, i.e., an example of a family of graphs which can be returned by our algorithm and have $14 k-O(1)$ vertices.

Organization of the paper. In Sect. 2 we present a kernelization algorithm which is obtained from the algorithms in $[1,4]$ by generalizing a few reduction rules, and adding some completely new rules. In Sect. 3 we present an analysis of the size of the kernel obtained by our algorithm. In the analysis we assume that in the reduced graph, for every induced path with $\ell$ internal vertices, the internal vertices have at least three neighbors outside the path. Based on this, we get the bound of $(2 \ell+4) k-(4 \ell+6)$ for the number of vertices in the kernel. In Sect. 2 we present reduction rules which guarantee that in the kernel $\ell \leq 6$, resulting in the kernel size bound of $16 k-30$. To get the claimed bound of $14 k-24$ vertices we use a complex set of reduction rules, which allow us to conclude that $\ell \leq 5$. Due to space limitations these additional rules are deferred to the journal version.

Notation. In this paper we deal with multigraphs, though for simplicity we refer to them as graphs. (Even if the input graph is simple, our algorithm may introduce multiple edges.) Recall that by the degree of a vertex $x$ in a multigraph $G$, denoted by $\operatorname{deg}_{G}(x)$, we mean the number of edges incident to $x$ in $G$. By $N_{G}(x)$, or shortly $N(x)$, we denote the set of neighbors of $x$. Note that in a multigraph $\left|N_{G}(x)\right| \leq \operatorname{deg}_{G}(x)$, but the equality does not need to hold. The neighborhood of a set of vertices $S$ is defined as $N(S)=\left(\bigcup_{v \in S} N(v)\right) \backslash S$. For a face $f$ in a plane graph, a facial walk of $f$ is the shortest closed walk induced by all edges incident with $f$. The length of $f$, denoted by $d(f)$ is the length of its facial walk.

## 2 Our Kernelization Algorithm

In this section we describe our algorithm which outputs a $16 k$-kernel for Planar Feedback Vertex Set. The algorithm exhaustively applies reduction rules. Each reduction rule is a subroutine which finds in polynomial time a certain structure in the graph and replaces it by another structure, so that the resulting
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Fig. 1. Reduction rules 1-7. Dashed edges are optional. We draw in black the vertices whose incident edges are all already drawn (as solid or dashed edges), in white the vertices which might be incident to other edges. Regardless of their color, vertices in the figures may not coincide.
instance is equivalent to the original one. More precisely, we say that a reduction rule for parameterized graph problem $P$ is correct when for every instance $(G, k)$ of $P$ it returns an instance $\left(G^{\prime}, k^{\prime}\right)$ such that:
(a) $\left(G^{\prime}, k^{\prime}\right)$ is an instance of $P$,
(b) $(G, k)$ is a yes-instance of $P$ iff $\left(G^{\prime}, k^{\prime}\right)$ is a yes-instance of $P$, and
(c) $k^{\prime} \leq k$.

Below we state the rules we use. The rules are applied in the given order, i.e., in each rule we assume that the earlier rules do not apply. We begin with some rules used in the previous works [1,4] (Fig. 1).
Rule 1. If there is a loop at a vertex $v$, remove $v$ and decrease $k$ by one.
Rule 2. Delete vertices of degree at most one.
Rule 3. If a vertex $u$ is of degree two, with incident edges $u v$ and $u w$, then delete $u$ and add the edge $v w$. (Note that if $v=w$ then a loop is added.)
Rule 4. If a vertex $u$ has exactly two neighbors $v$ and $w$, edge $u v$ is double, and edge $u w$ is single, then delete $v$ and $u$ and decrease $k$ by one.
Rule 5. If there are at least three edges between a pair of vertices, remove all but two of the edges.
Rule 6. Assume that there are five vertices $a, b, c, v, w$ such that 1 ) both $v$ and $w$ are neighbors of each of $a, b, c$ and 2) each vertex $x \in\{a, b, c\}$ is incident with at most one edge $x y$ such that $y \notin\{v, w\}$. Then remove all the five vertices and decrease $k$ by two.

The correctness of the above reduction rules was proven in [1]. (In [1], Rule 6 is formulated in a slightly less general way which forbids multiplicity of some edges, but the correctness proof stays the same.) Now we introduce a few new rules.

Rule 7. If a vertex $u$ has exactly three neighbors $v, w$ and $x, v$ is also adjacent to $w$ and $x$, and both edges $u w$ and $u x$ are single, then contract $u v$ and add an edge $w x$ (increasing its multiplicity if it already exists). If edge $u v$ was not single, add a loop at $v$.

Lemma 2.1. Rule 7 is correct.
Proof. Let $G^{\prime}$ be the graph obtained from a graph $G$ by a single application of Rule 7. Let $S$ be a feedback vertex set of size $k$ in $G^{\prime}$. We claim $S$ is a feedback vertex set in $G$ too. Assume for a contradiction that there is a cycle $C$ in $G-S$. Then $u \in V(C)$, for otherwise $C \subseteq G^{\prime}$. If $v \in S$ then $\{w u, u x\} \subseteq C$ and $C-\{w u, u x\}+\{w x\}$ is a cycle in $G^{\prime}$, a contradiction. If $v \notin S$, then $w, x \in S$ and hence $v$ is the only neighbor of $u$ in $G-S$, so $C$ is the 2-cycle $u v u$. But then $G^{\prime}-S$ contains a loop at $v$, a contradiction.

Let $S$ be a feedback vertex set of size $k$ in $G$. If $|\{u, v\} \cap S|=2$, then $S \backslash\{u\} \cup\{w\}$ is a feedback vertex set of size $k$ in $G^{\prime}$. Assume $|\{u, v\} \cap S|=1$. Then we can assume $v \in S$ for otherwise we replace $S$ by $S \backslash\{u\} \cup\{v\}$, which is also a feedback vertex set in $G$. If there is a cycle $C$ in $G^{\prime}-S$, then $w x \in E(C)$, for otherwise $C \subseteq G-S$. But then $C-\{w x\}+\{w u, u x\}$ is a cycle in $G$, a contradiction. Finally, if $|\{u, v\} \cap S|=0$ then both $w$ and $x$ are in $S$, so $S$ is also a feedback vertex set in $G^{\prime}$.

Rule 8. Let $A \subseteq V(G)$ and let $w_{1}$ and $w_{2}$ be two vertices in $G, w_{1}, w_{2} \notin A$. If $(i)$ no cycle in $G \backslash\left\{w_{1}, w_{2}\right\}$ intersects $A$, and (ii) there is a subgraph $Q \subseteq$ $G\left[A \cup\left\{w_{1}, w_{2}\right\}\right]$ with $|V(Q)| \geq 2$ such that for every vertex $x \in V(Q) \backslash\left\{w_{1}\right\}$, we have $\operatorname{deg}_{Q}(x) \leq|E(Q)|-|A|-1$, then remove $w_{1}$ and decrease $k$ by 1 .

Lemma 2.2. Rule 8 is correct.
Proof. Let $G^{\prime}$ be the graph obtained from a graph $G$ by a single application of Rule 8 , i.e., $G^{\prime}=G-w_{1}$. Let $S$ be a feedback vertex set of size $k-1$ in $G^{\prime}$. Then every cycle in $G-S$ contains $w_{1}$, so $S \cup\left\{w_{1}\right\}$ is a feedback vertex set of size $k$ in $G$.

Let $S$ be a feedback vertex set of size $k$ in $G$. If $w_{1} \in S$, then clearly $S \backslash\left\{w_{1}\right\}$ is a solution of the instance $\left(G^{\prime}, k-1\right)$. Hence assume $w_{1} \notin S$. We claim that $|S \cap V(Q)| \geq 2$. Assume the contrary, i.e., $|S \cap V(Q)| \leq 1$. Since $Q-S$ is a forest,

$$
\begin{equation*}
|E(Q-S)| \leq|V(Q-S)|-1=|V(Q)|-|S \cap V(Q)|-1 \leq|A|+1-|S \cap V(Q)| \tag{1}
\end{equation*}
$$

On the other hand, by the degree bound, and because $w_{1} \notin S$ and $|S \cap V(Q)| \leq 1$,

$$
\begin{equation*}
|E(Q-S)| \geq|E(Q)|-(|E(Q)|-|A|-1)|S \cap V(Q)| \tag{2}
\end{equation*}
$$

By (1) and (2), $|A|+1 \geq|E(Q)|-(|E(Q)|-|A|-2)|S \cap V(Q)|$. Since $|S \cap V(Q)| \leq 1$ this implies $|A|+1 \geq|E(Q)|-(|E(Q)|-|A|-2)=|A|+2$, a contradiction. It follows that $|S \cap V(Q)| \geq 2$. Then $S^{\prime}=S \backslash\left\{u, v_{1}, v_{2}, v\right\} \cup\left\{w_{1}, w_{2}\right\}$ is of size at most $k$. Moreover, $S^{\prime}$ is a feedback vertex set in $G$, since $S$ is a feedback vertex set and by $(i)$. Again, this implies that $S^{\prime} \backslash\left\{w_{1}\right\}$ is a solution of the instance $\left(G^{\prime}, k-1\right)$, as required.
Rule 8 is not used directly in our algorithm, because it seems impossible to detect it in $O(n)$ time. However, to get the claimed kernel size we need just a few special cases of Rule 8, which are stated in Lemmas 2.3, 2.4 and 2.5 below (Fig. 2).


Fig. 2. Configurations in Lemmas 2.3, 2.4, and 2.5.

Lemma 2.3. Assume there is an induced path $u v_{1} v_{2} v$ such that for some vertices $w_{1}$, $w_{2}$ outside the path we have $N(u)=\left\{v_{1}, w_{1}, w_{2}\right\}, N\left(\left\{v_{1}, v_{2}\right\}\right) \backslash\{u, v\} \subseteq$ $\left\{w_{1}, w_{2}\right\}$, and there is at most one edge incident to $v$ and a vertex outside $\left\{w_{1}, w_{2}, v_{2}\right\}$. Then Rule 8 applies.

Proof. It is easy to see that condition (i) of Rule 8 is satisfied. We proceed to condition (ii). By symmetry we can assume $\left|N\left(w_{1}\right) \cap\left\{v, v_{1}, v_{2}\right\}\right| \geq \mid N\left(w_{2}\right) \cap$ $\left\{v, v_{1}, v_{2}\right\} \mid$. Let $A=\left\{u, v_{1}, v_{2}, v\right\}$. We build $E(Q)$ as follows. First, we put the five edges $u w_{1}, u w_{2}, u v_{1}, v_{1} v_{2}, v_{2} v$ in $Q$. Since Rule 3 does not apply, there are no vertices of degree two in $G$ and all of $v, v_{1}$ and $v_{2}$ are adjacent to $w_{1}$ or $w_{2}$ (or to both). For every $y \in\left\{v, v_{1}, v_{2}\right\}$, if $y w_{1} \in E$, then we add edge $y w_{1}$ to $Q$, and otherwise we add $y w_{2}$ to $Q$. Thus $|E(Q)|=8$. Moreover, since $\left|N\left(w_{1}\right) \cap\left\{v, v_{1}, v_{2}\right\}\right| \geq\left|N\left(w_{2}\right) \cap\left\{v, v_{1}, v_{2}\right\}\right|$, in this last step at least two edges added to $Q$ are incident with $w_{1}$, and at most one to $w_{2}$. Hence, for every $x \in V(Q) \backslash\left\{w_{1}\right\}$ we have $\operatorname{deg}_{Q}(x) \leq 3=|E(Q)|-|A|-1$.

Lemma 2.4. Assume there are six vertices $v_{1}, v_{2}, u_{1}, u_{2}, w_{1}, w_{2}$ such that $N\left(v_{1}\right)=\left\{w_{1}, w_{2}, v_{2}\right\}, N\left(u_{1}\right)=\left\{w_{1}, w_{2}, u_{2}\right\}$, there is at most one edge incident to $v_{2}$ and a vertex outside $\left\{w_{1}, w_{2}, v_{1}\right\}$ and at most one edge incident to $u_{2}$ and a vertex outside $\left\{w_{1}, w_{2}, u_{1}\right\}$. Moreover, assume that the edges $v_{1} v_{2}$ and $u_{1} u_{2}$ are simple. Then Rule 8 applies.

Proof. It is easy to see that condition (i) of Rule 8 is satisfied. It is easy to see that condition ( $i$ ) of Rule 8 is satisfied. We proceed to condition (ii). By symmetry we can assume $\left|N\left(w_{1}\right) \cap\left\{v_{2}, v_{3}\right\}\right| \geq\left|N\left(w_{2}\right) \cap\left\{v_{2}, v_{3}\right\}\right|$. Let $A=$ $\left\{u, v_{1}, v_{2}, v_{3}\right\}$. We build $E(Q)$ as follows. First, we put the six edges $v_{1} v_{2}, v_{1} w_{1}$, $v_{1} w_{2}, v_{2} v_{3}, u w_{1}$, and $u w_{2}$ in $Q$. Since Rule 3 does not apply, there are no vertices of degree two in $G$ and both $v_{2}$ and $v_{3}$ are adjacent to $w_{1}$ or $w_{2}$ (or to both). For every $y \in\left\{v_{2}, v_{3}\right\}$, if $y w_{1} \in E$, then we add edge $y w_{1}$ to $Q$, and otherwise we add $y w_{2}$ to $Q$. Thus $|E(Q)|=8$. Moreover, since $\left|N\left(w_{1}\right) \cap\left\{v_{2}, v_{3}\right\}\right| \geq\left|N\left(w_{2}\right) \cap\left\{v_{2}, v_{3}\right\}\right|$, in this last step at least one edge added to $Q$ is incident with $w_{1}$, and at most one to $w_{2}$. Hence, for every $x \in V(Q) \backslash\left\{w_{1}\right\}$ we have $\operatorname{deg}_{Q}(x) \leq 3=|E(Q)|-|A|-1$.

Lemma 2.5. Assume there are six vertices $v_{1}, v_{2}, v_{3}, u, w_{1}, w_{2}$ such that $N\left(v_{1}\right)=\left\{w_{1}, w_{2}, v_{2}\right\},\left\{v_{1}, v_{3}\right\} \subseteq N\left(v_{2}\right) \subseteq\left\{w_{1}, w_{2}, v_{1}, v_{3}\right\}$, there is at most one edge incident to $v_{3}$ and a vertex outside $\left\{w_{1}, w_{2}, v_{2}\right\}$ and at most one edge incident to $u$ and a vertex outside $\left\{w_{1}, w_{2}\right\}$. Moreover, the edges $v_{1} v_{2}$ and $v_{2} v_{3}$ are simple. Then Rule 8 applies.

Proof. We proceed very similarly as in the proof of Lemma 2.4.
Rule 9. Assume there is an induced path with endpoints $u$ and $v$ and with six internal vertices $v_{1}, \ldots, v_{6}$ such that for some vertices $w_{1}, w_{2}$ outside the path $N\left(\left\{v_{1}, \ldots, v_{6}\right\}\right) \backslash\{u, v\}=\left\{w_{1}, w_{2}\right\}$. If $\left|N\left(w_{1}\right) \cap\left\{v_{1}, \ldots, v_{6}\right\}\right| \geq \mid N\left(w_{2}\right) \cap$ $\left\{v_{1}, \ldots, v_{6}\right\} \mid$, then remove $w_{1}$ and decrease $k$ by one.

The correctness of Rule 9 is shown in [1]. In [1] it was assumed that when Rule 9 described above is applied, $G$ does not contain an induced path $v_{1}, \ldots, v_{5}$ such that for some vertex $w$, we have $N\left(v_{2}, v_{3}, v_{4}\right) \backslash\left\{v_{1}, v_{5}\right\}=\{w\}$. In our algorithm this is guaranteed by Rule 7 (slightly more general than their Rule 6).

To complete the analysis we need a final rejecting rule which is applied when the resulting graph is too big. In Sect. 3 we prove that Rule 10 is correct.

Rule 10. If the graph has more than $16 k-30$ vertices, return a trivial no-instance (conclude that there is no feedback vertex set of size $k$ in $G$ ).

We are able to extend Rule 9 as follows.
Lemma 2.6. Assume there is an induced path with endpoints $u$ and $v$ and with five internal vertices $v_{1}, \ldots, v_{5}$ such that for some vertices $w_{1}, w_{2}$ outside the path $N\left(\left\{v_{1}, \ldots, v_{5}\right\}\right) \backslash\{u, v\}=\left\{w_{1}, w_{2}\right\}$. Then there is an instance $\left(G^{\prime}, k^{\prime}\right)$ with $\left|V\left(G^{\prime}\right)\right|<|V(G)|$ such that $(G, k)$ is a yes-instance iff $\left(G^{\prime}, k^{\prime}\right)$ is a yes-instance and $k^{\prime} \leq k$.

The proof of Lemma 2.6 contains many cases and is thus deferred to a journal version due to space limitations. We stress here that even without Lemma 2.6, in this paper we give a self-contained kernelization algorithm which returns a kernel of size at most $16 k$. If one aims at a $14 k$-kernel, beside adding the reduction rule from Lemma 2.6, the bound in Rule 10 should be replaced by $14 k-26$.

Running time. It is easy to verify that the whole algorithm works in $O(k n)$ time (details deferred to the journal version).

## 3 The Size Bound

In this section we prove the following theorem.
Theorem 3.1. Let $G$ be a planar graph such that rules 1-7 do not apply and $G$ does not contain the configurations described in Lemmas 2.3, 2.4 and 2.5. Assume also that for every induced path $P$ with endpoints $u$ and $v$ and with $\ell$ internal vertices $v_{1}, \ldots, v_{\ell}$ the internal vertices have at least three neighbors outside the path, i.e., $\left|N\left(\left\{v_{1}, \ldots, v_{\ell}\right\}\right) \backslash\{u, v\}\right| \geq 3$. If there is a feedback vertex set of size $k$ in $G$, then $|V(G)| \leq(2 \ell+4) k-(4 \ell+6)$.

Let $S$ be a feedback vertex set of size $k$ in $G$ (i.e., a "solution"), and let $F$ be the forest induced by $V(G) \backslash S$. Denote the set of vertices of $F$ by $V_{F}=V(G) \backslash S$. We call the vertices in $S$ solution vertices and the vertices in $V_{F}$ forest vertices.

A partition of $V_{F}$. Now we define some subsets of $V_{F}$. Let $I_{2}, I_{3^{+}} \subseteq V_{F}$ denote the vertices whose degree in $F$ is two or at least three, respectively. The leaves of $F$ are further partitioned into two subsets. Let $L_{2}$ and $L_{3^{+}}$be the leaves of $F$ that have two or at least three solution neighbors, respectively. By rules 2 and 3 all the vertices in $G$ have degree at least 3 . Hence, if a leaf of $F$ has fewer than two solution neighbors, Rule 4 or 5 applies. It follows that every leaf of $F$ belongs to $L_{2} \cup L_{3^{+}}$. This proves claim (i) of Lemma 3.2 below.

Lemma 3.2. Graph $G$ satisfies the following properties.
(i) The sets $I_{2}, I_{3^{+}}, L_{2}, L_{3^{+}}$form a partition of $V_{F}$.
(ii) For every pair $u$, $v$ of solution vertices there are at most two vertices $x, y \in$ $L_{2}$ such that $N(x) \cap S=N(y) \cap S=\{u, v\}$.
(iii) Every vertex of $G$ is of degree at least three.
(iv) Every face of $G$ is of length at least two.

Claim (ii) follows from the fact that Rule 6 does not apply to $G$. Claim (iii) follows because rules 2 and 3 do not apply to $G$ and Claim (iv) by Rule 1 .

The inner forest. Let $F_{I}$ be the forest on the vertex set $I_{3+} \cup L_{3+}$ such that $u v \in E\left(F_{I}\right)$ iff for some integer $i \geq 0$, there is a path $u x_{1} \cdots x_{i} v$ in forest $F$ such that $u, v \in I_{3^{+}} \cup L_{3^{+}}$and for every $j=1, \ldots, i$, vertex $x_{i}$ belongs to $I_{2}$.

Three sets of short chains. A path in $F$ consisting of vertices from $I_{2} \cup L_{2}$ will be called a chain. A chain is maximal if it is not contained in a bigger chain. In what follows we introduce three sets of (not necessarily maximal) chains, denoted by $C L_{2}, C_{2^{-}}$and $C_{3^{+}}$. We will do it so that each vertex in $I_{2}$ belongs to at least one chain from these sets of chains.

For every vertex $x \in L_{2}$, we consider the maximal chain $\left(y_{1}, \ldots, y_{p}\right)$ of degree 2 vertices in $F$ such that $y_{1}$ is adjacent to $x$ and no $y_{i}$ has a solution neighbor outside $N_{G}(x) \cap S$. Then the chain $\left(x, y_{1}, \ldots, y_{p}\right)$ is an element of $C L_{2}$. Note that $L_{2} \subseteq V\left(C L_{2}\right)$.

Chains of $C_{2^{-}}$and $C_{3+}$ are defined using the following algorithm. We consider maximal chains in $F$, one by one (note that all maximal chains are vertexdisjoint). Let $c=\left(x_{1}, x_{2}, \ldots, x_{p}\right)$ be a maximal chain. The vertices of $c$ are ordered so that if $\left\{x_{1}, x_{p}\right\} \cap L_{2} \neq \emptyset$, then $x_{p} \in L_{2}$. Using vertices of $c$ we form disjoint bounded length chains and put them in the sets $C_{2-}$ and $C_{3+}$ as follows. Assume that for some $i<p$ the vertices of a prefix $\left(x_{1}, x_{2}, \ldots, x_{i}\right)$ have been already partitioned into such chains (in particular $i=0$ if we begin to process $c$ ). There are three cases to consider.

Consider a shortest chain $c_{i}=\left(x_{i+1}, \ldots, x_{j}\right)$ such that the vertices of $c_{i}$ have at least three solution neighbors, i.e., $\left|S \cap N\left(\left\{x_{i+1}, \ldots, x_{j}\right\}\right)\right| \geq 3$. If the chain $c_{i}$ exists, we put it in $C_{3^{+}}$, and we proceed to the next vertices of $c$. Otherwise we consider the chain $c_{i}^{\prime}=\left(x_{i+1}, \ldots, x_{p}\right)$. Note that vertices of $c_{i}^{\prime}$ have at most two solution neighbors.

If $x_{p} \in I_{2}$, then we add the chain $c_{i}^{\prime}$ to $C_{2^{-}}$and we finish processing $c$. Note that then $x_{p}$ is adjacent to a vertex $u \in L_{3^{+}} \cup I_{3^{+}}$(otherwise $c$ is not maximal, as we can extend it by a vertex in $L_{2}$ ). Moreover, because of the order of the
vertices in $c$, we know that $x_{1} \notin L_{2}$. It follows that $x_{1}$ is also adjacent to a vertex $v \in L_{3^{+}} \cup I_{3^{+}}$. Hence, $u v \in E\left(F_{I}\right)$. We assign chain $c_{i}^{\prime}$ to edge $u v$.

If $x_{p} \in L_{2}$, then we do not form a new chain and we finish processing $c$. Note, however, that the vertices $\left\{x_{i+1}, \ldots, x_{p}\right\} \cap I_{2}$ belong to a chain in $C L_{2}$.

Note also that some vertices of the first chain $c_{0}$ can belong to two chains, one in $C_{3^{+}}$and one in $C L_{2}$.

Let us summarize the main properties of the construction.
Lemma 3.3. The following properties hold:
(i) Every vertex from $I_{2}$ belongs to a chain in $C L_{2}, C_{2^{-}}$or $C_{3^{+}}$.
(ii) Every chain in $\mathrm{CL}_{2} \cup C_{2-}$ has at most two solution neighbors.
(iii) Every chain in $C_{3^{+}}$has at least three solution neighbors.
(iv) Every chain in $C_{2^{-}}$is assigned to a different edge of inner forest $F_{I}$.
(v) Every chain in $C_{2^{-}} \cup C L_{2}$ has at most $\ell-1$ vertices.
(vi) Every chain in $C_{3+}$ has at most $\ell$ vertices.

A solution graph $\boldsymbol{H}_{S}$. Let us introduce a new plane multigraph $H_{S}=\left(S, E_{S}\right)$. Since the vertices of $H_{S}$ are the solution vertices we call it a solution graph. From now on, we fix a plane embedding of $G$. The vertices of $H_{S}$ are embedded in the plane exactly in the same points as in $G$. The edge multiset $E_{S}$ is defined as follows. For every triple $(u, x, v)$ such that $u, v \in S, x \in L_{2}$ and there is a path $u x v$ in $G$, we put an edge $u v$ in $E_{S}$. Moreover, the edge $u v$ is embedded in the plane exactly as one of the corresponding paths uxv (note that there can be up to four such paths if some edges are double). Note that by Lemma 3.2(ii), every edge of $H_{S}$ has multiplicity at most two.

The set of faces of $H_{S}$ is denoted by $F_{S}$. By $F_{S, 2}$ we denote its subset with the faces of length two, while $F_{S, 3+}$ are the remaining faces. Note that there are no faces of length 1 in $H_{S}$.

Lemma 3.4. We have $\left|V\left(C L_{2}\right)\right| \leq 3\left(\left|E_{S}\right|-\left|F_{S, 2}\right|\right)$.
Proof. By the definition, for every vertex $x \in L_{2}$ there is a corresponding edge $u v \in E_{S}$, where $N_{G}(x) \cap S=\{u, v\}$. Also, for every chain $c$ in $C L_{2}$ there is a corresponding vertex $x \in L_{2}$, and thus a corresponding edge $u v \in E_{S}$. We assign $x, c$ and the vertices of $c$ to the pair $\{u, v\}$.

Consider an arbitrary pair $u, v$ such that $u v \in E_{S}$. Note that there are exactly $\left|E_{S}\right|-\left|F_{S, 2}\right|$ such pairs. We claim that there are at most three elements in $V\left(C L_{2}\right)$ assigned to the pair $\{u, v\}$. Indeed, by Lemma 3.2(ii), there are at most two vertices in $L_{2}$ assigned to $\{u, v\}$. If there are no such vertices, no chain in $C L_{2}$ is assigned to $\{u, v\}$, so the claim holds. If there is exactly one vertex $x \in L_{2}$ assigned, there is exactly one chain $c \in C L_{2}$ assigned. By Lemma 2.3, chain $c$ has at most three vertices, so the claim holds. Finally, if there are exactly two vertices $x, y \in L_{2}$ assigned, there are exactly two chains $c_{x}$ and $c_{y}$ assigned. By Lemmas 2.4 and 2.5 we have $\left|V\left(c_{x}\right)\right|+\left|V\left(c_{y}\right)\right| \leq 3$. This concludes the proof.

Maximality. In what follows we assume that graph $G$ is maximal, meaning that one can add neither an edge to $E(G)$ nor a vertex to $L_{2}$ obtaining a graph $G^{\prime}$ such that $S$ is still a feedback vertex set of $G^{\prime}$ and all the claims of Lemmas 3.2, 3.3 and 3.4 hold. Note that the number of $L_{2}$-vertices which can be added to $G$ is bounded, since each such vertex corresponds to an edge in $H_{S}$, and $H_{S}$ has at most $6|S|$ edges as a plane multigraph with edge multiplicity at most two. Similarly, once the set of $L_{2}$-vertices is maximal, and hence the vertex set of $G$ is fixed, the number of edges which can be added to $G$ is bounded by $6|V(G)|$. It follows that such a maximal supergraph of $G$ exists. Clearly, it is sufficient to prove Theorem 3.1 only in the case when $G$ is maximal.

Lemma 3.5. The planar graph $H_{S}$ is connected.
Proof. Assume now for contradiction that there is a partition $S=S_{1} \cup S_{2}$ such that there is no edge in $H_{S}$ between a vertex of $S_{1}$ and a vertex of $S_{2}$.

Every face of $G$ is incident to at least one vertex of $S$, for otherwise the boundary of the face does not contain a cycle, a contradiction. Assume that a face $f$ of $G$ contains a solution vertex $u_{1}$ in $S_{1}$ and a solution vertex $u_{2}$ in $S_{2}$. Then we can add a vertex $x$, two edges $x u_{1}$ and two edges $x u_{2}$. Note that $S$ is still a feedback vertex set in the new graph; in particular now $x \in L_{2}$. In the new graph there are no more vertices in $L_{2}$ adjacent to both $u_{1}$ and $u_{2}$ because of our assumption that $S_{1}$ and $S_{2}$ are not connected by an edge in $H_{S}$, so Lemma 3.2(ii) holds. Moreover, $\left|V\left(C L_{2}\right)\right|$ was increased by one and $\left|E_{S}\right|-\left|F_{S, 2}\right|$ was also increased by one, so Lemma 3.4 holds. The other claims of Lemmas 3.2 and 3.3 trivially hold, so $F$ is not maximal, a contradiction.

Let $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ be the collections of faces of $G$ containing a vertex in $S_{1}$, or in $S_{2}$, respectively. We have shown above that $\mathcal{F}_{1} \cup \mathcal{F}_{2}$ is a partition of the set of all the faces of $G$. Let $V_{1}$ and $V_{2}$ denote the sets of vertices incident to a face in $\mathcal{F}_{1}$, or in $\mathcal{F}_{2}$, respectively. Note that $V_{1} \cap V_{2} \neq \emptyset$, since there must be two neighboring faces, one in $\mathcal{F}_{1}$ and the other in $\mathcal{F}_{2}$. Let $x \in V_{1} \cap V_{2}$. Since faces of $G$ are of length at least two, $x$ has in $G$ at least two neighbors in $V_{1} \cap V_{2}$. It follows that $G\left[V_{1} \cap V_{2}\right]$ has minimum degree two, so $G\left[V_{1} \cap V_{2}\right]$ contains a cycle. However, $\left(V_{1} \cap V_{2}\right) \cap S=\emptyset$, since $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ are disjoint. Hence $V_{1} \cap V_{2} \subseteq F$, a contradiction.

Bounding the number of forest vertices in a face of $\boldsymbol{H}_{S}$. For a face $f$ of $H_{S}$ and a set of vertices $A \subseteq V(G)$ we define $A^{f}$ as the subset of $A$ of vertices which are embedded in $f$ or belong to the boundary of $f$. Note that all vertices of every chain belong to the same face $f$ of $H_{S}$. When $C$ is a set of chains, by $C^{f}$ we denote the subset of chains of $C$ which lie in $f$, i.e., $C^{f}=\left\{c \in C: V(c) \subseteq V(G)^{f}\right\}$.

Lemma 3.6. For every face $f$ of $H_{S}$, it holds that $\left|L_{3^{+}}^{f}\right|+\left|I_{3^{+}}^{f}\right|+\left|C_{3^{+}}^{f}\right| \leq$ $d(f)-2$.

Proof. First we note that the forest $F^{f}$ is in fact a tree. Indeed, if $F^{f}$ has more than one component, we can add an edge between two solution vertices on the boundary of $f$ preserving planarity, what contradicts the assumed maximality.

Consider a plane subgraph $A$ of $G$ induced by $V(G)^{f}$, i.e., we take the plane embedding of $G$ and we remove the vertices outside $V(G)^{f}$. Then we can define graph $A_{S}$, analogously to $H_{S}$. We treat $f$ as a face of $A_{S}$. Let $u_{1} u_{2} \cdots u_{d(f)} u_{1}$ be the facial walk of $f$.

Consider an arbitrary vertex $x$ of $I_{3^{+}}^{f}$. Let $T_{1}, \ldots, T_{r}$ be the $r$ trees obtained from the tree $T$ in $F$ containing $x$ after removing $r$ from $T$. Then $r \geq 3$ since $x$ has at least three neighbors in $T$. By planarity, there are $2 r$ indices $b_{1}, e_{1}, b_{2}, e_{2}, \ldots, b_{r}, e_{r}$ such that for every $i=1, \ldots, r$

$$
\left\{u_{b_{i}}, u_{e_{i}}\right\} \subseteq N\left(V\left(T_{t}\right)\right) \cap\left\{u_{1}, \ldots, u_{d(f)}\right\} \subseteq\left\{u_{b_{i}}, u_{b_{i}+1}, \ldots, u_{e_{i}}\right\}
$$

Then, for every $j \in\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ there is an edge $x u_{j}$, for otherwise we can add it in the current plane embedding, contradicting the maximality of $G$. This means that every vertex in $I_{3^{+}}^{f}$ has at least three neighbors in $\left\{u_{1}, u_{2}, \ldots, u_{d(f)}\right\}$.

We further define $B$ as the plane graph obtained from $A$ by (1) replacing every triple $(u, x, v)$ where $x \in L_{2}, u, v \in S$ and $u x v$ forms a path by a single edge $u v,(2)$ removing vertices of $V\left(C L_{2}\right),(3)$ contracting every chain from $C_{3^{+}}$ into a single vertex, and (4) contracting every chain from $C_{2^{-}}$into a single edge. By (4) we mean that every maximal chain $d=x_{1}, \ldots, x_{i}$ of $I_{2}$ vertices which is contained in a chain from $C_{2^{-}}$, is replaced by the edge $y z$ where $y$ and $z$ are the forest neighbors (in $L_{3^{+}} \cup I_{3^{+}}$) of $x_{1}$ and $x_{i}$ outside the chain $d$. Let us call the vertices of $B$ that are not on the boundary of $f$ as inner vertices.

Note that the set of inner vertices is in a bijection with $L_{3^{+}}^{f} \cup I_{3^{+}}^{f} \cup C_{3^{+}}^{f}$. Moreover, $I$ forms a tree, since $F^{f}$ is a tree. Also, each inner vertex has at least three neighbors in $\left\{u_{1}, u_{2}, \ldots, u_{d(f)}\right\}$. We show that $|I| \leq d(f)-2$ by the induction on $d(f)$. When $d(f)=2$ the claim follows since each inner vertex has at least three neighbors on the boundary of $f$. Now assume $d(f)>2$. Let $x$ be leaf in the tree $I$. Then the edges from $x$ to the boundary of face $f$ split $F$ into at least three different faces. The subtree $I-x$ lies in one of these faces, say face bounded by the cycle $x u_{i} u_{i+1} \cdots u_{j} x$. We remove $x$ and vertices $u_{j+1}, \ldots, u_{i-1}$ (there is at least one of them) and we add edge $u_{i} u_{j}$. The outer face of the resulting graph is of length at most $d(f)-1$, so we can apply induction and the claim follows.

Lemma 3.7. For every face $f$ in $H_{S}$ of length at least three,

$$
\left|V_{F}^{f} \backslash V\left(C L_{2}^{f}\right)\right| \leq \ell \cdot(d(f)-2)-(\ell-1)
$$

Proof. We have

$$
\left|V_{F}^{f} \backslash V\left(C L_{2}^{f}\right)\right| \leq\left|L_{3^{+}}^{f}\right|+\left|I_{3^{+}}^{f}\right|+\left|V\left(C_{3^{+}}^{f}\right)\right|+\left|V\left(C_{2^{-}}^{f}\right)\right| .
$$

By Lemma 3.3(v) we get

$$
\begin{equation*}
\left|V_{F}^{f} \backslash V\left(C L_{2}^{f}\right)\right| \leq\left|L_{3^{+}}^{f}\right|+\left|I_{3^{+}}^{f}\right|+\ell\left|C_{3^{+}}^{f}\right|+(\ell-1)\left|C_{2^{-}}^{f}\right| . \tag{3}
\end{equation*}
$$

By Lemma 3.3(iv), $\left|C_{2^{-}}^{f}\right|$ is bounded by the number of edges of the inner forest $F_{I}$. Hence, $\left|C_{2^{-}}^{f}\right| \leq\left|L_{3^{+}}^{f}\right|+\left|I_{3^{+}}^{f}\right|-1$ when $\left|L_{3^{+}}^{f}\right|+\left|I_{3^{+}}^{f}\right|>0$ and $\left|C_{2^{-}}^{f}\right|=0$
otherwise. In the prior case, by (3) we get that

$$
\left|V_{F}^{f} \backslash V\left(C L_{2}^{f}\right)\right| \leq \ell\left(\left|L_{3^{+}}^{f}\right|+\left|I_{3^{+}}^{f}\right|+\left|C_{3^{+}}^{f}\right|\right)-(\ell-1),
$$

and the result then follows from Lemma 3.6. Hence it suffices to prove the claim when $\left|L_{3^{+}}^{f}\right|=\left|I_{3^{+}}^{f}\right|=\left|C_{2^{-}}^{f}\right|=0$. Then the forest $F^{f}$ is a non-empty collection of paths, each with both endpoints in $L_{2}$. Let $c$ be such a path on $p$ vertices $x_{1}, \ldots, x_{p}$. Then $x_{1} \in L_{2}$ and $x_{1}$ has exactly two neighbors $u, v$ in $S$. Let $i$ be the largest such that $N\left(\left\{x_{1}, \ldots, x_{i}\right\}\right) \cap S=\{u, v\}$. By definition, $\left(x_{1}, \ldots, x_{i}\right)$ is a chain in $C L_{2}^{f}$. We infer that if $i=p$ for every such path, then $\left|V_{F}^{f} \backslash V\left(C L_{2}^{f}\right)\right|=0$ and the claim follows. Hence we can assume that $i<p$, i.e., $x_{i+1}$ has a neighbor in $S \backslash\{u, v\}$. Then, by definition, $\left(x_{1}, \ldots, x_{i+1}\right)$ is a chain in $C_{3+}^{f}$. Since $\left(x_{1}, \ldots, x_{i}\right) \in C L_{2}^{f}$, we get $\left|\left\{x_{1}, \ldots, x_{i+1}\right\} \backslash V\left(C L_{2}^{f}\right)\right|=1$. Hence,

$$
\left|V_{F}^{f} \backslash V\left(C L_{2}^{f}\right)\right| \leq 1+\ell\left(\left|C_{3^{+}}^{f}\right|-1\right),
$$

what, by Lemma 3.6, is bounded by $1+\ell \cdot(d(f)-3)=\ell \cdot(d(f)-2)-(\ell-1)$, as required.

Lemma 3.8. For every face $f$ in $H_{S}$ of length two, $V_{F}^{f} \subseteq V\left(C L_{2}^{f}\right)$.
Proof. Since the boundary of $f$ has only two solution vertices, $F^{f}$ contains no vertices of $L_{3^{+}}^{f}, V\left(C_{3^{+}}\right)^{f}$ or $I_{3^{+}}^{f}$. Then by Lemma 3.3(iv), $C_{2^{-}}^{f}$ is also empty. The claim follows.

Now we proceed to the bound of Theorem 3.1. By Lemmas 3.7 and 3.8 we have

$$
\left|V_{F}\right| \leq\left|V\left(C L_{2}\right)\right|+\sum_{f \in F_{S, 3+}}(\ell(d(f)-2)-(\ell-1))
$$

By Lemma 3.4 we get

$$
\begin{aligned}
\left|V_{F}\right| & \leq 3\left(\left|E_{S}\right|-\left|F_{S, 2}\right|\right)+\sum_{f \in F_{S, 3+}}(\ell(d(f)-2)-(\ell-1)) \\
& =3\left(\left|E_{S}\right|-\left|F_{S, 2}\right|\right)+\sum_{f \in F_{S}}(\ell(d(f)-2)-(\ell-1))+(\ell-1)\left|F_{2, S}\right| \\
& =(2 \ell+3)\left|E_{S}\right|-(3 \ell-1)\left|F_{S}\right|+(\ell-4)\left|F_{2, S}\right| \\
& =(2 \ell+3)\left|E_{S}\right|-(2 \ell+3)\left|F_{S}\right|-(\ell-4)\left|F_{S}\right|+(\ell-4)\left|F_{2, S}\right| \\
& \leq(2 \ell+3)\left(\left|E_{S}\right|-\left|F_{S}\right|\right) .
\end{aligned}
$$

By Lemma 3.5 graph $H_{S}$ is connected, so we can apply Euler's formula $|S|-$ $\left|E_{S}\right|+\left|F_{S}\right|=2$. Thus,

$$
\begin{aligned}
|V(G)|=\left|V_{F}\right|+|S| & \leq(2 \ell+3)(|S|-2)+|S|, \\
& =(2 \ell+4) k-(4 \ell+6) .
\end{aligned}
$$



Fig. 3. A tight example. The big black vertices are solution vertices, the small grey ones are forest vertices. The zigzag edges represent paths of $\ell-1$ forest vertices, each adjacent to the two available solution vertices. Asymptotically for larger cycles, we have $2 \ell+3$ forest vertices for each solution vertex.

This concludes the proof of Theorem 3.1. For $\ell=6$, we get $|V(G)| \leq 16 k-30$. If we use Lemma 2.6, we can put $\ell=5$, which results in $|V(G)| \leq 14 k-24$. In Fig. 3 we show an example of a graph, where our reduction rules do not apply and our analysis is tight (up to a constant additive term).
Note. We have learned that very recently Xiao [11] obtained independently a $29 k$-kernel for Planar Feedback Vertex Set.
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#### Abstract

In the first part of this work we study the following question: Given two $k$-colorings $\alpha$ and $\beta$ of a graph $G$ on $n$ vertices and an integer $\ell$, can $\alpha$ be modified into $\beta$ by recoloring vertices one at a time, while maintaining a $k$-coloring throughout and using at most $\ell$ such recoloring steps? This problem is weakly PSPACE-hard for every constant $k \geq 4$. We show that the problem is also strongly NP-hard for every constant $k \geq 4$ and $\mathrm{W}[1]$-hard (but in XP) when parameterized only by $\ell$. On the positive side, we show that the problem is fixed-parameter tractable when parameterized by $k+\ell$. In fact, we show that the more general problem of $\ell$-length bounded reconfiguration of constraint satisfaction problems (CSPs) is fixed-parameter tractable parameterized by $k+\ell+r$, where $r$ is the maximum constraint arity and $k$ is the maximum domain size. We show that for parameter $\ell$, the latter problem is W[2]-hard, even for $k=2$. Finally, if $p$ denotes the number of variables with different values in the two given assignments, we show that the problem is $\mathrm{W}[2]$-hard when parameterized by $\ell-p$, even for $k=2$ and $r=3$.


## 1 Introduction

For any graph $G$ and integer $k$, the $k$-Color $\operatorname{Graph}_{\mathcal{C}}^{k}(G)$ has as vertex set all (proper) $k$-colorings of $G$, where two colorings are adjacent if and only if they differ on exactly one vertex. Given an integer $k$ and two $k$-colorings $\alpha$ and $\beta$ of $G$, the Coloring Reachability problem asks if there exists a path in $\mathcal{C}_{k}(G)$ from $\alpha$ to $\beta$. This is a well-studied problem, which is known to be solvable in polynomial time for $k \leq 3$ [7], and PSPACE-complete for every constant $k \geq 4$, even for bipartite graphs [3]. For any $k \geq 4$, examples have been explicitly constructed where any path from $\alpha$ to $\beta$ has exponential length [3]. On the other hand, for $k \leq 3$, the diameter of components of $\mathcal{C}_{k}(G)$ is known to be polynomial [7].

[^16]Similar questions can be formulated for almost any search problem: After defining a symmetric adjacency relation between solutions, the reconfiguration graph for a problem instance has as vertex set all solutions, with undirected edges defined by the adjacency relation. Such reconfiguration questions have received considerable attention in recent literature; see e.g. the survey by Van den Heuvel [13]. The most well-studied questions are related to the complexity of the reachability problem: Given two solutions $\alpha$ and $\beta$, does there exist a path from $\alpha$ to $\beta$ in the reconfiguration graph? In most cases, the reachability problem is PSPACE-hard in general, although polynomial-time solvable restricted cases can be identified. For PSPACE-hard cases, it is not surprising that shortest paths between solutions can have exponential length. More surprisingly, for most known polynomial-time solvable cases, shortest paths between solutions have been shown to have polynomial length. Results of this kind have for instance been obtained e.g. for the reachability of independent sets [4, 17], vertex covers [19], shortest paths [ $1,2,16$ ], or Boolean satisfiability (SAT) assignments [12].

There are various motivations for studying reconfiguration problems [13], and for studying Coloring Reachability in particular (see [6,13,14]). For example, reconfiguration problems model dynamic situations in which we seek to transform a solution into a more desirable one, maintaining feasibility during the process (see [14] for such an application of Coloring Reachability). However, in many applications of reconfiguration problems, the existence of a path between two solutions is irrelevant if every such path has exponential length. So the more important question is in fact: Does there exist a path between two solutions of length at most $\ell$, for some integer $\ell$ ? Results on such length-bounded reachability questions have been obtained in $[2,12,16,19,20]$. In some cases where the existence of paths between solutions can be decided efficiently, one can in fact find shortest paths efficiently $[2,12]$. On the other hand, NP-hard cases have also been identified $[16,19]$. If we wish to obtain a more detailed picture of the complexity of length-bounded reachability, the framework of parameterized complexity $[9,10]$ is very useful, where we choose $\ell$ as parameter. We refer to $[9,10]$ for an introduction to parameterized complexity and fixed parameter tractable (FPT) algorithms. A systematic study of the parameterized complexity of reachability problems was initiated by Mouawad et al. [20]. However, in [20], only negative results were obtained for length-bounded reachability: various problems were identified where the problem was not only NP-hard, but also $\mathrm{W}[1]$-hard, when parameterized by $\ell$ (or even when parameterized by $k+\ell$, where $k$ is another problem parameter). In this paper, we give a first example of a length-bounded reachability problem that is NP-hard, but admits an FPT algorithm. Another example, namely Length-Bounded Vertex Cover Reachability on graphs of bounded degree, was very recently obtained by Mouawad et al. in [19].

Our Results. We first study the Length-Bounded Coloring Reachability ( $L B C R$ ) problem: Given is a graph $G$ on $n$ vertices, nonnegative integers $k$ and $\ell$, and two $k$-colorings $\alpha$ and $\beta$ of $G$. The question is whether $\mathcal{C}_{k}(G)$ contains a path from $\alpha$ to $\beta$ of length at most $\ell$. We fully explore how the complexity of the above problem depends on the problem parameters $k$ and $\ell$ (when viewed
as input variables or constants/parameters). Using a reduction from Coloring Reachability [3], LBCR is easily observed to be PSPACE-hard in general, for any constant $k \geq 4$ : Since there are at most $k^{n}$ different $k$-colorings of a graph on $n$ vertices, a path from $\alpha$ to $\beta$ exists if and only if there exists one of length at most $k^{n}$. Nevertheless, this only establishes weak PSPACE-hardness, since the chosen value of $\ell=k^{n}$ is exponential in the instance size. In other words, if we require that all integers are encoded in unary, then this is not a polynomial reduction. And indeed, the complexity status of the problem changes under that requirement; in that case, LBCR is easily observed to be in NP. In Sect. 3, we show that LBCR is in fact NP-complete when $\ell$ is encoded in unary, or in other words, it is strongly NP-hard. On the positive side, in Sect. 4, we show that the problem can be solved in time $\mathcal{O}\left(2^{k(\ell+1)} \cdot \ell^{\ell} \cdot \operatorname{poly}(n)\right)$. This establishes that LBCR is fixed parameter tractable (FPT) when parameterized by $k+\ell$. (We remark that this result was also obtained independently by Johnson et al. [15]. The algorithm in [15] is very different however.) One may ask whether the problem is still FPT when only parameterized by $\ell$. In Sect. 3 we show that this is not the case (unless $\mathrm{W}[1]=\mathrm{FPT}$ ), by showing that LBCR is $\mathrm{W}[1]$-hard when only parameterized by $\ell$. We observe however that a straightforward branching algorithm can solve the problem in time $n^{\mathcal{O}(\ell)}$, hence in polynomial time for any constant $\ell$. In other words, LBCR is in XP, parameterized by $\ell$.

Our algorithmic results hold in fact for a much larger class of problems: In a constraint satisfaction problem (CSP), we are given a set $X$ of $n$ variables, which all can take on at most $k$ different values. In addition, a set $\mathcal{C}$ of constraints is given, all of arity at most $r$. Every constraint consists of a subset $T \subseteq X$ of variables with $|T| \leq r$, and a set of allowed value combinations for these variables. A $k$-coloring can be seen as a CSP solution, where the edges correspond to binary constraints, stating that the two incident vertices/variables cannot have the same color/value. The Length-Bounded CSP Reachability (LBCSPR) problem asks, given two satisfying variable assignments $\alpha$ and $\beta$ for a CSP instance ( $X, k, \mathcal{C}$ ), whether there exists a path from $\alpha$ to $\beta$ of length at most $\ell$. (Two solutions are adjacent if they differ in one variable. See Sect. 4 for precise definitions.) In Sect.4, we give our main result: an FPT algorithm for LBCSPR, parameterized by $\ell+k+r$. This result has many implications, besides the aforementioned result for LBCR: For instance, it follows that Length-Bounded Boolean SAT Reachability is FPT, parameterized by $\ell+r$. In addition, it implies that Length-Bounded Shortest Path Reachability is FPT, parameterized by $\ell+k$, where $k$ is an upper bound on the number of vertices in one distance layer (See [12] resp. [1,2,16] for more details on these problems). This result prompts two further questions: Firstly, is it possible to also obtain an FPT algorithm for LBCSPR for parameter $\ell+k$ ? Secondly, clearly any reconfiguration sequence from $\alpha$ to $\beta$ has length at least $p$, where $p=\mid\{x \in X \mid \alpha(x) \neq \beta(x)\}$. Is it also possible to obtain an FPT algorithm for LBCSPR for parameter $(\ell-p)+k+r$ ? (This is an above-guarantee parameterization). In Sect. 5, we give two W[2]-hardness results that show that the answer to these questions is negative (unless FPT=W[2]). These W[2]-hardness results hold in fact for the restricted case of Boolean SAT instances with only Horn clauses. Together, these hardness results show that

Table 1. Complexity of LBCSPR for different parameterizations

| Parameter: | Complexity: |
| :--- | :--- |
| $k+\ell+r$ | FPT |
| $k+r$ | para-NP-complete ( $\ell$ unary) / para-PSPACE-complete ( $\ell$ binary) <br> (already for $k=4, r=2 ;$ Coloring instances) |
| $k+\ell$ | $\mathrm{W}[2]-$ hard (already for $k=2 ;$ Horn SAT instances), in XP |
| $r+\ell$ | $\mathrm{W}[1]$-hard (already for $r=2 ;$ Coloring instances), in XP |
| $k+r+\ell-p$ | $\mathrm{~W}[2]$-hard (already for $k=2, r=3 ;$ Horn 3SAT instances) |

our FPT result for LBCSPR is tight (assuming $F P T \neq W[1]$ ): to obtain an FPT algorithm, all three variables $\ell, k$, and $r$ need to be part of the parameter. See also Table 1, which summarizes our results, and the complexity status of LBCSPR for all different parameterizations in terms of $\ell, k, r$ and $p$. (Omitted parameter combinations follow directly from the given rows.)

## 2 Preliminaries

For general graph theoretic definitions, we refer the reader to the book of Diestel [8]. Let $u$ and $v$ be vertices in a graph $G$. A pseudowalk from $u$ to $v$ of length $\ell$ is a sequence $w_{0}, \ldots, w_{\ell}$ of vertices in $G$ with $w_{0}=u, w_{\ell}=v$, such that for every $i \in\{0, \ldots, \ell-1\}$, either $w_{i}=w_{i+1}$ or $w_{i} w_{i+1} \in E(G)$. A $k$-coloring for a graph $G$ is a function $\alpha: V(G) \rightarrow\{1, \ldots, k\}$ that assigns colors to the vertices of $G$, such that for all $u v \in E(G), \alpha(u) \neq \alpha(v)$. A graph that admits a $k$-coloring is called $k$-colorable. Pseudowalks in $\mathcal{C}_{k}(G)$ from $\alpha$ to $\beta$ are also called $k$-recoloring sequences from $\alpha$ to $\beta$. If there exists an integer $k$ such that $\alpha_{0}, \ldots, \alpha_{m}$ is a $k$-recoloring sequence, then this is called a recoloring sequence from $\alpha_{0}$ to $\alpha_{m}$.

A $k$-color list assignment for a graph $G$ is a mapping $L$ that assigns a color list $L(v) \subseteq\{1, \ldots, k\}$ to each vertex $v \in V(G)$. A $k$-coloring $\alpha$ of $G$ is an $L$-coloring if $\alpha(v) \in L(v)$ for all $v$. By $\mathcal{C}(G, L)$ we denote the subgraph of $\mathcal{C}_{k}(G)$ induced by all $L$-colorings of $G$, and pseudowalks in $\mathcal{C}(G, L)$ are called $L$-recoloring sequences. The Length-Bounded L-Coloring Reachability (LB L-CR) problem asks, given $G, L, \alpha, \beta$, and $\ell$, where $\alpha$ and $\beta$ are $L$-colorings of $G$, whether there exists an $L$-recoloring sequence from $\alpha$ to $\beta$ of length at most $\ell$.

For a positive integer $k \geq 1$, we let $[k]=\{1, \ldots, k\}$. For a function $f: D \rightarrow I$ and subset $D^{\prime} \subseteq D$, we denote by $\left.f\right|_{D^{\prime}}$ the restriction of $f$ to the domain $D^{\prime}$. The (unique) trivial function with empty domain is denoted by $f^{\emptyset}$. Note that for any function $g,\left.g\right|_{\emptyset}=f^{\emptyset}$. We use poly $\left(x_{1}, \ldots, x_{p}\right)$ to denote a polynomial function on variables $x_{1}, \ldots, x_{p}$.

## 3 Hardness Results for Coloring Reachability

To prove $\mathrm{W}[1]$-hardness for LBCR parameterized by $\ell$, we give a reduction from the $t$-Independent Set ( $t$-IS) problem. Given a graph $G$ and a positive integer $t$, $t$-IS asks whether $G$ has an independent set of size at least $t$.

The $t$-IS problem is known to be W[1]-hard [9,10] when parameterized by $t$. We will also use the following result, which was shown independently by Cereceda [5], Marcotte and Hansen [18] and Jacob [14]: For every pair of $k$-colorings $\alpha$ and $\beta$ of a graph $G$, there exists a path from $\alpha$ to $\beta$ in $\mathcal{C}_{2 k-1}(G)$, and there are examples where at least $2 k-1$ colors are necessary. The graphs constructed in $[5,14,18]$ to prove the latter result are in fact very similar. We will use these graphs for our reduction. For any integer $k \geq 1$, the graph $B_{k}$ has vertex set $V\left(B_{k}\right)=\left\{b_{j}^{i} \mid i, j \in\{1, \ldots, k\}\right\}$, and two vertices $b_{j}^{i}$ and $b_{j^{\prime}}^{i^{\prime}}$ are adjacent if and only if $i \neq i^{\prime}$ and $j \neq j^{\prime}$. Define two $k$-colorings $\alpha^{k}$ and $\beta^{k}$ for $B_{k}$ by setting $\alpha^{k}\left(b_{j}^{i}\right)=i$ and $\beta^{k}\left(b_{j}^{i}\right)=j$ for all vertices $b_{j}^{i}$.

Theorem 1 ([5],*) ${ }^{1}$. Let $B_{k}, \alpha^{k}$ and $\beta^{k}$ be as defined above (for $k \geq 1$ ). Then (i) every recoloring sequence from $\alpha^{k}$ to $\beta^{k}$ contains a coloring that uses at least $2 k-1$ different colors, and (ii) there is a $(2 k-1)$-recoloring sequence of length at most $2 k^{2}$ from $\alpha^{k}$ to $\beta^{k}$.

Theorem $2\left(^{*}\right) . L B C R$ is W[1]-hard when parameterized by $\ell$.
Proof sketch: For ease of presentation, we give a reduction from the $(t-1)$ IS problem, which remains W[1]-hard. Given an instance $(G, t-1)$ of $(t-1)$ IS, where $G=(V, E)$ and $V=\left\{v_{1}, \ldots, v_{n}\right\}$, we construct a graph $G^{\prime}$ in time polynomial in $|V(G)|$ as follows. (We will use $n+t+1$ colors.)
$G^{\prime}$ contains a copy of $G$ and a copy of $B_{t}$ with all edges between them. In addition, $G^{\prime}$ contains $n+t+1$ independent sets $C_{1}, \ldots, C_{n+t+1}$, each of size $2 t+2 t^{2}$ and disjoint from the copies of $G$ and $B_{t}$. We say that $C_{i}$ (for $1 \leq i \leq n+t+1$ ) is a color-guard set, as it will be used to enforce some coloring constraints; in the colorings we define, and all colorings reachable from them using at most $\left|C_{i}\right|-1$ recolorings, $C_{i}$ will contain at least one vertex of color $i$. We let $V_{G}=\left\{g_{1}, \ldots, g_{n}\right\}, V_{B}=\left\{b_{j}^{i} \mid i, j \in\{1, \ldots, t\}\right\}, V_{C}=C_{1} \cup \ldots \cup C_{n+t+1}$, and hence $V\left(G^{\prime}\right)=V_{G} \cup V_{B} \cup V_{C}$. The total number of vertices in $G^{\prime}$ is therefore $n+t^{2}+(n+t+1)\left(2 t+2 t^{2}\right)$. For every vertex $g_{i} \in V_{G}$, we add all edges between $g_{i}$ and the vertices in $V_{C} \backslash\left(C_{i} \cup C_{n+t+1}\right)$. Similarly, for every vertex $b \in V_{B}$, we add all edges between $b$ and the vertices in $C_{n+t+1}$. We define $\alpha$ as follows. For every vertex $g_{i} \in V_{G}, 1 \leq i \leq n$, we set $\alpha\left(g_{i}\right)=i$. For every $i \in\{1, \ldots, n+t+1\}$ and every vertex $c \in C_{i}$, we set $\alpha(c)=i$. For every vertex $b_{j}^{i} \in V_{B}$, we choose $\alpha\left(b_{j}^{i}\right)=n+i$. Considering $\alpha$ and the color guard sets, which all have size $2 t+2 t^{2}$, we conclude that for all recoloring sequences $\gamma_{0}, \ldots, \gamma_{p}$ with $p \leq 2 t+2 t^{2}$ and $\gamma_{0}=\alpha$, for every $i$ and $j$ it holds that $\gamma_{j}\left(g_{i}\right) \in\{i, n+t+1\}$, and for all $b \in V_{B}$ and $j$ it holds that $\gamma_{j}(b) \neq n+t+1$. Finally, we define the target coloring $\beta$. For every vertex $v \in V_{G} \cup V_{C}$ we set $\beta(v)=\alpha(v)$. For every vertex $b_{j}^{i} \in V_{B}$ (with $i, j \in\{1, \ldots, t\}$ ), we choose $\beta\left(b_{j}^{i}\right)=n+j$. So the goal is to change from a 'row coloring' to a 'column coloring' for $V_{B}$, while maintaining the same coloring for vertices in $V_{G} \cup V_{C}$.

[^17]It can be shown that $\mathcal{C}_{k}\left(G^{\prime}\right)$ contains a path from $\alpha$ to $\beta$ of length at most $\ell=2 t+t^{2}$ if and only if $G$ has an independent set $S$ at size at least $t-1$ : If there exists such a set $S$, then these vertices can be recolored to color $n+t+1$, which makes $t-1$ colors available to recolor $V_{B}$ from a row coloring to a column coloring. That is, the $(2 t-1)$-recoloring sequence of length at most $2 t^{2}$ from Theorem 1 can be applied. Next, the vertices in $G$ are recolored to their original color again. This procedure yields $\beta$ and uses at most $2 t+2 t^{2}$ recoloring steps in total. If there exists a recoloring sequence from $\alpha$ to $\beta$, then this contains a coloring $\gamma$ that assigns at least $2 t-1$ different colors to $V_{B}$ (Theorem 1). This includes at least $t-1$ colors that originally appeared in $V_{G}$, on a vertex set $S$. As observed above, these vertices are then all colored with color $n+t+1$ in $\gamma$, so they form an independent set with $|S| \geq t-1$.

Next, we show that the LBCR problem is strongly NP-hard for every fixed constant $k \geq 4$. We give a reduction from the Planar Graph 3-Colorability (P3C) problem, which is known to be NP-complete [11]. Given a planar graph $G$, P3C asks whether $G$ is 3 -colorable. In fact we construct an instance of the LB $L$-CR problem. It was observed in [3] that an instance ( $G, L, \alpha, \beta, \ell$ ) of the LB $L$-CR problem with $L(v) \subseteq\{1, \ldots, 4\}$ for all $v$ is easily transformed to an instance ( $G^{\prime}, \alpha, \beta, \ell$ ) of LBCR, for any $k \geq 4$, by adding one complete graph on $k$ vertices $x_{i}$ with $i \in\{1, \ldots, k\}$ and $\alpha\left(x_{i}\right)=\beta\left(x_{i}\right)=i$, and edges $v x_{i}$ for every vertex $v \in V(G)$ and $i \notin L(v)$.

The proof of Lemma 3 makes heavy use of the notion of $(a, b)$-forbidding paths and their properties, which were introduced in [3]. Informally, these are paths that can be added between any pair of vertices $u$ and $v$ (provided that $L(u), L(v) \neq\{1, \ldots, 4\})$, that function as a special type of edge, which only excludes the color combination $(a, b)$ for $u$ and $v$ respectively, but allows (recoloring to) any other color combination. For any combination of $a, b$ and $L(u), L(v) \neq$ $\{1, \ldots, 4\}$, there exists such a path, of length six, with all color lists in $\{1, \ldots, 4\}$.

Lemma 3 (*). There exists a graph $H$ (on $\mathcal{O}(1)$ vertices) with color lists $L$ and vertices $u, v, z \in V(H)$ with $L(u)=L(v)=\{1,2,3\}$ and $L(z)=\{1,2,4\}$, and $L$-coloring $\alpha$ of $H$ with $\alpha(u)=\alpha(v)=1$ and $\alpha(z)=4$, such that the following properties hold:

- For every L-coloring $\gamma$ of $H$, it holds that $\gamma(z)=4$ or $\gamma(u) \neq \gamma(v)$.
- For any combination of colors $a \in L(u), b \in L(v)$ with $a \neq b$, there exists an $L$-recoloring sequence from $\alpha$ to an $L$-coloring $\gamma$ with $\gamma(u)=a, \gamma(v)=b$ and $\gamma(z) \neq 4$, of length at most $|V(H)|$.

Theorem 4. For any constant $k \geq 4$, the problem $L B C R$, with $\ell$ encoded in unary, is NP-complete.

Proof: Given an instance $G$ of P3C, we construct an instance ( $G^{\prime}, L, \ell, \alpha, \beta$ ) of LB $L$-CR as follows. Start with the vertex set $V(G)$. All of these vertices $u \in V(G)$ receive color $\alpha(u)=1$ and $L(u)=\{1,2,3\}$. For every edge $u v \in E(G)$, add a copy of the graph $H$ from Lemma 3, where the $u$-vertex and $v$-vertex from $H$ are identified with $u$ and $v$, respectively. Note that there is no edge between $u$
and $v$ in $G^{\prime}$. For each $u v \in E(G)$, the $z$-vertex of the corresponding copy of $H$ is denoted by $z_{u v}$, and we let $Z=\left\{z_{u v} \mid u v \in E(G)\right\}$. For these $H$-subgraphs, the $L$-coloring $\alpha$ is as given in Lemma 3. Next, we add a triangle on vertices $a, b, c$ to $G^{\prime}$, with the following colors and lists: $\alpha(a)=1, \alpha(b)=2, \alpha(c)=3$, $L(a)=\{1,2,3\}, L(b)=\{1,2\}$, and $L(c)=\{3,4\}$. Add edges from all vertices in $Z$ to $c$. This yields the graph $G^{\prime}$. Finally, we define the target coloring $\beta$. For all vertices $v \in V\left(G^{\prime}\right) \backslash\{a, b\}$, set $\beta(v)=\alpha(v)$. We set $\beta(a)=2$ and $\beta(b)=1$, so the goal is to reverse the colors of these two vertices.

We now argue that $G$ is 3 -colorable if and only if there exists an $L$-recoloring sequence for $G^{\prime}$ from $\alpha$ to $\beta$ of length $\mathcal{O}(m)$, where $m=|E(G)|$. Suppose that there exists such an $L$-recoloring sequence. Considering the vertices $a, b$, and $c$, we see that this must contain a coloring $\gamma$ with $\gamma(c)=4$. This implies that for every $z_{u v} \in Z, \gamma\left(z_{u v}\right) \in\{1,2\}$. By Lemma 3, this implies that for every $u v \in E(G), \gamma(u) \neq \gamma(v)$. Hence $\gamma$ restricted to $V(G)$ is a 3-coloring of $G$. On the other hand, if $G$ is 3-colorable, then we can recolor the vertices of $G$ to such a 3-coloring, which allows recoloring all vertices $z_{u v}$ to a color different from 4, using $\mathcal{O}(1)$ recoloring steps for each $H$-subgraph, and thus $\mathcal{O}(m)$ recoloring steps in total. This makes it possible to recolor the vertices $a, b$, and $c$ to their target color in $\mathcal{O}(1)$ steps, and subsequently the other recoloring steps can be reversed, which gives $\mathcal{O}(m)$ steps in total.

Combining this reduction with the fact that we can easily transform the LB $L$-CR instance to an LBCR instance, and the NP-hardness of P3C, shows that LBCR is strongly NP-hard. (This uses the fact that $\ell$ is polynomial in $m$.)

## 4 An FPT Algorithm for CSP Reachability

We will consider sets of variables $B$, which all can take on the values $D=[k]$. The set $D$ is called the domain of the variables. A function $f: B \rightarrow D$ is called a value assignment from $B$ to $D \cdot{ }^{2}$ A set $U$ of value assignments from $B$ to $D$ is called a $V A$-set from $B$ to $D$. Below, we will consider a fixed set $X$ of variables, and consider VA-sets $U$ for many different subsets $B \subseteq X$, but always for the same domain $D$, so we will omit $D$ from the terminology and simply call $U$ a $V A$-set for $B$, and elements of $U$ value assignments for $B$.

An instance ( $X, k, \mathcal{C}$ ) of the Constraint Satisfaction Problem (CSP) consists of a set $X$ of variables, which all have domain $D=[k]$, and a set $\mathcal{C}$ of constraints. Every constraint $C \in \mathcal{C}$ is a tuple $(T, R)$, where $T \subseteq X$, and $R$ is a VA-set for $T$. The VA-set $R$ is interpreted as the set of all value combinations that are allowed for the variables in $T$. A value assignment $f: X \rightarrow D$ is said to satisfy constraint $C=(T, R)$ if and only if $\left.f\right|_{T} \in R$. If $f$ satisfies all constraints in $\mathcal{C}, f$ is called valid (for $\mathcal{C}$ ). CSP is a decision problem where the question is whether there exists a valid value assignment.

[^18]We remark that for many problems that can be formulated as CSPs, the constraints $(T, R) \in \mathcal{C}$ are not explicitly given, since $R$ would usually be prohibitively (exponentially) large. Instead, a simple and efficient algorithm is given that can verify whether the constraint is satisfied. The factor $g(\mathcal{C})$ in our complexity bounds accounts for this.

In order to study reconfiguration questions for CSPs, we define two distinct value assignments $\alpha: X \rightarrow D$ and $\beta: X \rightarrow D$ to be adjacent if they differ on exactly one variable $v \in X$ (so, expressed differently: if there exists a $v \in X$ such that $\left.\alpha\right|_{X \backslash\{v\}}=\left.\beta\right|_{X \backslash\{v\}}$ ). For a CSP instance $(X, k, \mathcal{C})$, the solution graph $\operatorname{CSP}_{k}(X, \mathcal{C})$ has as vertex set all value assignments from $X$ to $[k]$ that are valid for $\mathcal{C}$, with adjacency as defined above. Pseudowalks in $\operatorname{CSP}_{k}(X, \mathcal{C})$ are called CSP sequences for $(X, k, \mathcal{C})$. We consider the following problem.

Length-Bounded CSP Reachability (LBCSPR):
Instance: A CSP instance $(X, k, \mathcal{C})$, two valid value assignments $\alpha$ and $\beta$ for $X$ and $[k]$, and an integer $\ell$.
Question: Does $\operatorname{CSP}_{k}(X, \mathcal{C})$ contain a path from $\alpha$ to $\beta$ of length at most $\ell$ ?
For every constant $\ell$, the LBCSPR problem can be solved in polynomial time, using the following simple branching algorithm. Denote the given instance by $(X, k, \mathcal{C}, \alpha, \beta, \ell)$, with $|X|=n$. Start with the initial value assignment $\alpha$. For every value assignment generated by the algorithm, consider all adjacent value assignments in $\operatorname{CSP}_{k}(X, \mathcal{C})$. Recurse on these choices, up to a recursion depth of at most $\ell$. Return yes if and only if in one of the recursion branches, the target value assignment $\beta$ is obtained. Clearly, this algorithm yields the correct answer. One value assignment has at most $k n$ neighbors, so branching with depth $\ell$ shows that at most $\mathcal{O}\left((k n)^{\ell}\right)$ value assignments will be considered. This proves the claim, or in other words: for parameter $\ell$, the problem is in XP.

We let $S=\{x \in X \mid \alpha(x) \neq \beta(x)\}$. Clearly, when $|S|>\ell$ we have a noinstance and when $|S|=0$ we have a trivial yes-instance. To obtain an FPT algorithm, the main challenge that we need to overcome is that the number of variables that potentially need to be reassigned cannot easily be bounded by a function of $\ell$. However, once we know the set $B$ of variables which will change at least once, the problem can be solved using a branching algorithm similar to the one above. Let $\mathcal{S}=\gamma_{0}, \ldots, \gamma_{\ell}$ be a CSP sequence for a CSP instance $(X, k, \mathcal{C})$. For a set $B \subseteq X$, the set of $B$-variable combinations used by $\mathcal{S}$ is $\operatorname{Used}(\mathcal{S}, B)=\left\{\left.\gamma_{i}\right|_{B} \quad: \quad i \in\{0, \ldots, \ell\}\right\}$. Let $U$ be a VA-set for $B$. We say that $\mathcal{S}$ follows $U$ if $\operatorname{UsEd}(\mathcal{S}, B) \subseteq U$. A branching algorithm can be given for the following variant of LBCSPR, which is restricted by choices of $B$ and $U$.

Lemma 5 (*). Let $(X, k, \mathcal{C}, \alpha, \beta, \ell)$ be an LBCSPR instance, and let $g(\mathcal{C})$ be the complexity of deciding whether a given value assignment for $X$ satisfies $\mathcal{C}$. Let $B \subseteq X$, and $U$ be a VA-set for $B$. Let $L(x)=\{f(x) \mid f \in U\}$ for all $x \in B$, and $p=\sum_{x \in B}(|L(x)|-1)$. Then there exists an algorithm ListCSPreconfig with complexity $\mathcal{O}\left(p^{\ell} \cdot g(\mathcal{C}) \cdot \operatorname{poly}(|U|,|X|)\right)$, that decides whether there exists a CSP sequence $\mathcal{S}$ for $(X, k, \mathcal{C})$ from $\alpha$ to $\beta$ of length at most $\ell$ in which only variables in $B$ are changed, with $\operatorname{UsED}(\mathcal{S}, B) \subseteq U$.

```
Algorithm 1. CSPRECONFIG \((X, k, \mathcal{C}, \alpha, \beta, \ell)\)
    Input: A variable set \(X=\left\{x_{1}, \ldots, x_{n}\right\}\) with domains [ \(k\) ], a set \(\mathcal{C}\) of constraints
    on \(X\), valid value assignments \(\alpha: X \rightarrow[k]\) and \(\beta: X \rightarrow[k]\), and integer \(\ell \geq 0\).
    Output: "YES" if and only if there exists a CSP sequence of length at most \(\ell\)
    from \(\alpha\) to \(\beta\).
    \(S:=\{x \in X \mid \alpha(x) \neq \beta(x)\}\)
    if \(|S|>\ell\) then return NO
    if \(|S|=0\) then return YES
    return Recurse \(\left(\emptyset,\left\{f^{\emptyset}\right\},\left\{f^{\emptyset}\right\}\right)\)
    Subroutine Recurse \((B, U, L)\) :
    if \(\sum_{v \in B}(|L(v)|-1)>\ell\) then return NO
    if \(S \subseteq B\) and there are no critical constraints for \(U, B\) and \(\alpha\) then
    return \(\operatorname{ListCSPRECONFig}(X, k, \mathcal{C}, \alpha, \beta, \ell, B, U)\).
    if not \(S \subseteq B\) then
            Let \(i\) be the lowest index such that \(x_{i} \in S \backslash B\)
            NewVar \(:=\left\{x_{i}\right\}\)
    else
            choose a critical constraint \((T, R) \in \mathcal{C}\) for \(U, B\) and \(\alpha\).
            NewVar : \(=T \backslash B\)
    for all \(x \in\) NewVar:
            \(B^{\prime}:=B \cup\{x\}\)
            for all VA-sets \(U^{\prime}\) for \(B^{\prime}\) that extend \(U\), with \(\left|U^{\prime}\right| \leq \ell\) and \(\left\{\left.\alpha\right|_{B^{\prime}},\left.\beta\right|_{B^{\prime}}\right\} \subseteq U^{\prime}\) :
                    \(L(x):=\left\{f(x) \mid f \in U^{\prime}\right\}\)
                        if \(|L(x)| \geq 2\) then
                                if Recurse \(\left(B^{\prime}, U^{\prime}, L\right)=\) YES then return YES
20: return NO
```

It remains to give a branching algorithm that, if there exists a CSP sequence $\mathcal{S}$ of length at most $\ell$, can determine a proper guess for the sets $B$ of variables that are changed in $\mathcal{S}$, and $U=\operatorname{UsEd}(\mathcal{S}, B)$. Clearly, $S \subseteq B$ should hold, so we start with $B=S$, and we first consider all possible VA-sets $U$ for this $B$. We will say that a constraint $C=(T, R)$ is critical for $B, U$ and $\alpha$ if there exists an $f \in U$ such that the (unique) value assignment $g: X \rightarrow D$ that satisfies $\left.g\right|_{B}=f$ and $\left.g\right|_{X \backslash B}=\left.\alpha\right|_{X \backslash B}$ does not satisfy $C$. Note that in this case, if we assume that the combination of values $f$ occurs at some point during the reconfiguration, then for at least one variable in $T \backslash B$, the value must change before this point, so one such variable should be added to $B$, which yields a new set $B^{\prime}$. Let $B \subseteq B^{\prime} \subseteq X$, and let $U$ and $U^{\prime}$ be VA-sets for $B$ and $B^{\prime}$, respectively. We say that $U^{\prime}$ extends $U$ if $U=\left\{\left.f\right|_{B}: f \in U^{\prime}\right\}$. In other words, if $U$ and $U^{\prime}$ are interpreted as guesses of value combinations that will occur during the reconfiguration, then these guesses are consistent with each other.

For given $B \subseteq X$ and VA-set $U$ for $B$, we let $L(x)=\{f(x) \mid f \in U\}$ for all $x \in B$. If $\sum_{x \in B}(|L(x)|-1)>\ell$ then the set $U$ cannot correspond to the set $\operatorname{UsEd}(\mathcal{S}, B)$ for a $\operatorname{CSP}$ sequence $\mathcal{S}$ of length at most $\ell$, so this guess
can be safely ignored. On the other hand, if a guess of $B$ and $U$ is reached where $\sum_{x \in B}(|L(x)|-1) \leq \ell$ and there are no critical constraints, then the aforementioned ListCSPreconfig algorithm can be used to test whether there exists a corresponding CSP sequence. Using these observations, it can be shown that Algorithm 1 correctly decides the LBCSPR problem.

It is relatively easy to see that the total number of recursive calls made by this algorithm is bounded by some function of $\ell, k$ and $r$, where $r=\max _{(T, R) \in \mathcal{C}}|T|$. Indeed, Line 18 guarantees that for every recursive call, the quantity $\sum_{v \in B}$ $(|L(v)|-1)$ increases by at least one, so the recursion depth is at most $\ell+1$ (see Line 5). The number of iterations of the for-loops in Lines 14 and 16 is bounded by $r-1$, and by some function of $\ell$ and $k$, respectively. This shows that Algorithm 1 is an FPT algorithm for parameter $k+\ell+r$. Using a sophisticated analysis, one can prove the following bound on the complexity.

Theorem 6 (*). Let $(X, k, \mathcal{C}, \alpha, \beta, \ell)$ be an LBCSPR instance. Then in time $\mathcal{O}\left((r-1)^{\ell} \cdot k^{\ell(\ell+1)} \cdot \ell^{\ell} \cdot g(\mathcal{C}) \cdot \operatorname{poly}(k, \ell, n)\right)$, it can be decided whether there exists a CSP sequence from $\alpha$ to $\beta$ of length at most $\ell$, where $r=\max _{(T, R) \in \mathcal{C}}|T|$ and $n=|X|$, and where $g(\mathcal{C})$ denotes the time to find a constraint in $\mathcal{C}$ that is not satisfied by a given value assignment, if such a constraint exists.

This result implies e.g. FPT algorithms for LBCR (for parameter $k+\ell$ ), and Length-Bounded Boolean SAT Reachability (for parameter $\ell+r$ ). In fact, for CSP problems with binary constraints such as LBCR, the complexity can be improved, since it suffices to guess only the lists $L(x)$ for each vertex/variable $x$, instead of all value combinations $U$.

Theorem 7 (*). Let $G, k, \alpha, \beta, \ell$ be a LBCR instance, with $n=|V(G)|$. There is an algorithm with complexity $\mathcal{O}\left(2^{k(\ell+1)} \cdot \ell^{\ell} \cdot \operatorname{poly}(n)\right)$ that decides whether there exists a $k$-recoloring sequence from $\alpha$ to $\beta$ for $G$ of length at most $\ell$.

## 5 Hardness Results for CSP Reachability

We give two W[2]-hardness results. These hold in fact for very restricted types of CSP instances. A CSP instance $(X, k, \mathcal{C})$ is called a Horn-SAT instance if $k=2$, and every constraint in $\mathcal{C}$ can be formulated as a Boolean clause that uses at most one positive literal. (As is customary in Boolean satisfiability, we assume in this case that the variables can take on the values 0 and 1 instead.) The Length-Bounded Horn-SAT Reachability problem is the LBCSPR problem restricted to Horn-SAT instances. The even more restricted problem where all clauses have three variables is called Length-Bounded Horn-3SAT Reachability.

In both proofs, we will give reductions from the $\mathrm{W}[2]$-hard $p$-Hitting Set problem. A $p$-Hitting Set instance $(\mathcal{U}, \mathcal{F}, p)$ consists of a finite universe $\mathcal{U}$, a family of sets $\mathcal{F} \subseteq 2^{\mathcal{U}}$, and a positive integer $p$. The question is whether there exists a subset $U \subseteq \mathcal{U}$ of size at most $p$ such that for every set $F \in \mathcal{F}$ we have $F \cap U \neq \emptyset$. We say that such a set $U$ is a hitting set of $\mathcal{F}$. This problem is W[2]-hard when parameterized by $p$ [9].

Theorem 8 (*). Length-Bounded Horn-SAT Reachability is W[2]-hard when parameterized by $\ell$.

Proof sketch: Given an instance $(\mathcal{U}, \mathcal{F}, p)$ of $p$-Hitting Set, we create a variable $x_{u}$ for each element $u \in \mathcal{U}$ and two additional variables $y_{1}$ and $y_{2}$, for a total of $|\mathcal{U}|+2$ variables. For each set $\left\{u_{1}, u_{2}, \ldots u_{t}\right\} \in \mathcal{F}$, we create a Horn clause $\left(y_{1} \vee \overline{y_{2}} \vee \overline{x_{u_{1}}}, \overline{x_{u_{2}}}, \ldots \overline{x_{u_{t}}}\right)$. Finally, we add an additional clause $\left(y_{2} \vee \overline{y_{1}}\right)$. These clauses constitute a Horn formula $\mathcal{H}$ with $|\mathcal{F}|+1$ clauses. Let $\alpha$ be the satisfying assignment for $\mathcal{H}$ that sets all its variables to 1 , and $\beta$ be the satisfying assignment for $\mathcal{H}$ that sets $y_{1}=y_{2}=0$ and all other variables to 1 .

Observe that before we can set $y_{2}$ to $0, y_{1}$ has to be set to 0 . Moreover, before $y_{1}$ can be set to 0 , some of the $x$ variables (i.e. variables corresponding to elements of the universe $\mathcal{U}$ ) have to be set to 0 to satisfy all the clauses corresponding to the sets. Using the previous two observations, it can be shown that $\mathcal{F}$ has a hitting set of size at most $p$ if and only there is a CSP sequence of length at most $2 p+2$ from $\alpha$ to $\beta$.

Theorem 8 implies in particular that for LBCSPR, there is no FPT algorithm when parameterized only by $k+\ell$, unless $\mathrm{FPT}=\mathrm{W}[2]$. Next, we consider the "above-guarantee" version of LBCSPR. Given two valid value assignments $\alpha$ and $\beta$ for $X$ and $[k]$, we let $S=\{x \in X \mid \alpha(x) \neq \beta(x)\}$. Clearly, the length of any CSP sequence from $\alpha$ to $\beta$ is least $|S|$. Hence, in the above-guarantee version of the problem, instead of allowing the running time to depend on the full length $\ell$ of a CSP sequence, we let $\bar{\ell}=\ell-|S|$ and allow the running time to depend on $\bar{\ell}$ only. However, the next theorem implies that no FPT algorithm for LBCSPR exists, when parameterized by $\bar{\ell}+k+r$, unless $W[2]=F P T$.

Theorem 9 (*). Length-Bounded Horn-3SAT Reachability is W[2]-hard when parameterized by $\bar{\ell}=\ell-|S|$, where $S=\{x \in X \mid \alpha(x) \neq \beta(x)\}$.

Proof sketch: Starting from a $p$-Hitting Set instance $(\mathcal{U}, \mathcal{F}, p)$, we first create a variable $x_{u}$ for every $u \in \mathcal{U}$. We let $\mathcal{F}=\left\{F_{1}, F_{2}, \ldots F_{m}\right\}$ and $\left\{u_{1}, u_{2}, \ldots u_{r}\right\}$ be a set in $\mathcal{F}$. For each such set in $\mathcal{F}$, we create $r$ new variables $y_{1}, y_{2}, \ldots y_{r}$ and the clauses $\left(y_{1} \vee \overline{x_{u_{1}}} \vee \overline{y_{2}}\right),\left(y_{2} \vee \overline{x_{u_{2}}} \vee \overline{y_{3}}\right), \ldots,\left(y_{r} \vee \overline{x_{u_{r}}} \vee \overline{y_{1}}\right)$. We let $\alpha$ be the satisfying assignment for the formula with all variables set to 1 , and let $\beta$ be the satisfying assignment with all the $x_{u}, u \in \mathcal{U}$, variables set to 1 and the rest set to 0 .

Consider the clauses corresponding to a set $\left\{u_{1}, u_{2}, \ldots u_{r}\right\}$ in $\mathcal{F}$, with variables $y_{1}, \ldots, y_{r}$. None of the $y$ variables can be set to 0 before we flip at least one $x$ variable to 0 . Moreover, after flipping any $x$ variable to 0 , we can in fact flip all $y$ variables to 0 , provided this is done in the proper order. Combining the previous observations with the fact that $|S|=\sum_{i=1}^{m}\left|F_{i}\right|$, it can be shown that $\mathcal{F}$ has a hitting set of size at most $p$ if and only there is a CSP sequence of length at most $\sum_{i=1}^{m}\left|F_{i}\right|+2 p$ from $\alpha$ to $\beta$.
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#### Abstract

We study the computational problem of checking whether a quantified conjunctive query (a first-order sentence built using only conjunction as Boolean connective) is true in a finite poset (a reflexive, antisymmetric, and transitive directed graph). We prove that the problem is already NP-hard on a certain fixed poset, and investigate structural properties of posets yielding fixed-parameter tractability when the problem is parameterized by the query. Our main algorithmic result is that model checking quantified conjunctive queries on posets of bounded width is fixed-parameter tractable (the width of a poset is the maximum size of a subset of pairwise incomparable elements). We complement our algorithmic result by complexity results with respect to classes of finite posets in a hierarchy of natural poset invariants, establishing its tightness in this sense.


Keywords: Quantified conjunctive queries • Posets • Parameterized complexity

## 1 Introduction

Motivation. The model checking problem for first-order logic is the problem of deciding whether a given first-order sentence is true in a given finite structure; it encompasses a wide range of fundamental combinatorial problems. The problem is trivially decidable in $O\left(n^{k}\right)$ time, where $n$ is the size of the structure and $k$ is the size of the sentence, but it is not polynomial-time decidable or even fixedparameter tractable when parameterized by $k$ (under complexity assumptions in classical and parameterized complexity, respectively).

Restrictions of the model checking problem to fixed classes of structures or sentences have been intensively investigated from the perspective of parameterized algorithms and complexity [5,10,11]. In particular, starting from seminal work by Courcelle [6] and Seese [15], structural properties of graphs sufficient for fixed-parameter tractability of model checking have been identified. An important outcome of this research is the understanding of the interplay between structural properties of graphs and the expressive power of first-order logic, most notably the interplay between sparsity and locality, culminating in the
recent result by Grohe, Kreutzer, and Siebertz that model checking first-order logic on classes of nowhere dense graphs is fixed-parameter tractable [12,13]. On graph classes closed under subgraphs the result is known to be tight; at the same time, there are classes of somewhere dense graphs (not closed under subgraphs) with fixed parameter tractable first-order (and even monadic second-order) logic model checking; the prominent examples are graph classes of bounded cliquewidth solved by Courcelle et al. [7].

In this paper, we investigate posets (short for partially ordered sets). Posets form a fundamental class of combinatorial objects [9] and may be viewed as reflexive, antisymmetric, and transitive directed graphs. Besides their naturality, our motivation towards posets is that they challenge our current model checking knowledge; indeed, posets are somewhere dense (but not closed under substructures) and have unbounded clique-width [1, Proposition 5]. Therefore, not only are they not covered by the aforementioned results [7,12], but most importantly, it seems likely that new structural ideas and algorithmic techniques are needed to understand and conquer first-order logic on posets.

In recent work, we started the investigation of first-order logic model checking on finite posets, and obtained a parameterized complexity classification of existential and universal logic (first-order sentences in prefix form built using only existential or only universal quantifiers) with respect to classes of posets in a hierarchy generated by basic poset invariants, including for instance width and depth [1]. ${ }^{1}$ In particular, as articulated more precisely in [1], a complete understanding of the first-order case reduces to understanding the parameterized complexity of model checking first-order logic on bounded width posets (the width of a poset is the maximum size of a subset of pairwise incomparable elements); these classes are hindered by the same obstructions as general posets, since already posets of width 2 have unbounded clique-width [1, Proposition 5].

Contribution. In this paper we push the tractability frontier traced in [1] closer towards full first-order logic, by proving that model checking (quantified) conjunctive positive logic (first-order sentences built using only conjunction as Boolean connective) is tractable on bounded width posets. ${ }^{2}$ The problem of model checking conjunctive positive logic on finite structures, also known as the quantified constraint satisfaction problem, has been previously studied with various motivations in various settings [3,5]; somehow surprisingly, conjunctive logic is also capable of expressing rather interesting poset properties (as sampled in Proposition 2).

More precisely, our contribution is twofold. First, we identify conjunctive positive logic as a minimal syntactic fragment of first-order logic that allows for full quantification, and has computationally hard expression complexity on posets; namely, we prove that there exists a finite poset where model checking (quantified) conjunctive positive logic is NP-hard (Theorem 1). Next, as our

[^19]main algorithmic result, we establish that model checking conjunctive positive logic on finite posets, parameterized by the width of the poset and the size of the sentence, is fixed-parameter tractable with an elementary parameter dependence (Theorem 2). The aforementioned fact that model checking conjunctive positive logic is already NP-hard on a fixed poset justifies the relaxation to fixed-parameter tractability by showing that, if we insist on polynomial-time algorithms, any structural property of posets (captured by the boundedness of a numeric invariant) is negligible.

Informally, the idea of our algorithm is the following. First, given a poset $\mathbf{P}$ and a sentence $\phi$, we rewrite the sentence in a simplified form (which we call a reduced form), equisatisfiable on $\mathbf{P}$ (Proposition 1). Next, using the properties of reduced forms, we define a syntactic notion of "depth" of a variable in $\phi$ and a semantic notion of "depth" of a subset of $\mathbf{P}$, and we prove that $\mathbf{P} \models \phi$ if and only if $\mathbf{P}$ verifies $\phi$ upon "relativizing" variables to subsets of matching depth (Lemmas 1 and 2). The key fact is that the size of the subsets of $\mathbf{P}$ used to relativize the variables of $\phi$ is bounded above by the width of $\mathbf{P}$ and the size of $\phi$ (Lemma 3), from which the main result follows (Theorem 2). We remark that the approach outlined above differs significantly from the algebraic approach used in [1]; moreover, both stages make essential use of the restriction that conjunction is the only Boolean connective allowed in the sentences.

It follows immediately that model checking conjunctive positive logic on classes of finite posets of bounded width, parameterized by the size of the sentence, is fixedparameter tractable (Corollary 1). On the other hand, there exist classes of finite posets of bounded depth (the depth of a poset is the maximum size of a subset of pairwise comparable elements) and classes of finite posets of bounded cover-degree (the cover-degree of a poset is the degree of its cover relation) where model checking conjunctive positive logic is shown to be coW[2]-hard and hence not fixed parameter tractable, unless the exponential time hypothesis [8] fails, see Proposition 3. Combined with the algorithm by Seese [15], these facts complete the parameterized complexity classification of the investigated poset invariants, as depicted in Fig. 1.


Fig. 1. On all classes of posets bounded under invariants in the gray region, model checking conjunctive positive logic is fixed-parameter tractable; on some classes of posets bounded under the remaining invariants, the problem is not fixed-parameter tractable unless FPT $=\operatorname{coW}[2]$.

The classification of conjunctive positive logic in this paper matches the classification of existential logic in [1], and further emphasizes the quest for a classification of full first-order logic on bounded width posets. We believe that the work presented in this paper and [1] enlightens the spectrum of phenomena that a fixed-parameter tractable algorithm for model checking the full first-order logic on bounded width posets, if it exists, has to capture.

Throughout the paper, we mark with $\star$ all statements whose proofs are omitted; we refer to [2] for a full version.

## 2 Preliminaries

For all integers $k \geq 1$, we let $[k]$ denote the set $\{1, \ldots, k\}$. We focus on relational first-order logic. A vocabulary $\sigma$ is a set of constant symbols and relation symbols; each relation symbol is associated to a natural number called its arity; we let $\operatorname{ar}(R)$ denote the arity of $R \in \sigma$. All vocabularies considered in this paper are finite.

An atom $\alpha$ (over vocabulary $\sigma$ ) is an equality $t=t^{\prime}$ or an application of a predicate $R t_{1} \ldots t_{\operatorname{ar}(\mathrm{R})}$, where $t, t^{\prime}, t_{1}, \ldots, t_{\operatorname{ar}(\mathrm{R})}$ are variable symbols (in a fixed countable set) or constant symbols, and $R \in \sigma$. We let $\mathcal{F O}$ denote the class of first-order sentences.

A structure $\mathbf{A}$ (over $\sigma$ ) is specified by a nonempty set $A$, called the universe of the structure, an element $c^{\mathbf{A}} \in A$ for each constant symbol $c \in \sigma$, and a relation $R^{\mathbf{A}} \subseteq A^{\text {ar }}(R)$ for each relation symbol $R \in \sigma$. Given a structure $\mathbf{A}$ and $B \subseteq A$ such that $\left\{c^{\mathbf{A}} \mid c \in \sigma\right\} \subseteq B$, we denote by $\left.\mathbf{A}\right|_{B}$ the substructure of $\mathbf{A}$ induced by $B$, defined as follows: the universe of $\left.\mathbf{A}\right|_{B}$ is $B,\left.c^{\mathbf{A}}\right|_{B}=c^{\mathbf{A}}$ for each $c \in \sigma$, and $R^{\left.\mathbf{A}\right|_{B}}=R^{\mathbf{A}} \cap B^{\text {ar }}(R)$ for all $R \in \sigma$. A structure is finite if its universe is finite and trivial if its universe is a singleton. All structures considered in this paper are finite and nontrivial.

For a structure $\mathbf{A}$ and a sentence $\phi$ over the same vocabulary, we write $\mathbf{A}=\phi$ if the sentence $\phi$ is true in the structure $\mathbf{A}$. When $\mathbf{A}$ is a structure, $f$ is a mapping from the variables to the universe of $\mathbf{A}$, and $\psi\left(x_{1}, \ldots, x_{n}\right)$ is a formula over the vocabulary of $\mathbf{A}$, we write $\mathbf{A}, f \models \psi$ or (liberally) $\mathbf{A} \models \psi\left(f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right)$ to indicate that $\psi$ is satisfied in $\mathbf{A}$ under $f$.

We refer the reader to [8] for the standard algorithmic setup of the model checking problem, and for standard notions in parameterized complexity theory. As for notation, the model checking problem for a class of $\sigma$-structures $\mathcal{C}$ and a class of $\sigma$-sentences $\mathcal{L} \subseteq \mathcal{F O}$ is denoted by $\operatorname{MC}(\mathcal{C}, \mathcal{L})$; it is the problem of deciding, given $(\mathbf{A}, \phi) \in \mathcal{C} \times \mathcal{L}$, whether $\mathbf{A} \models \phi$. We let $\|(\mathbf{A}, \phi)\|,\|\mathbf{A}\|$, and $\|\phi\|$ denote, respectively, the size of the (encoding of the) instance $(\mathbf{A}, \phi)$, the structure $\mathbf{A}$, and the sentence $\phi$. The parameterization of an instance ( $\mathbf{A}, \phi$ ) returns $\|\phi\|$.

Conjunctive Positive Logic. In this paper, we study the (quantified) conjunctive positive fragment of first-order logic, in symbols $\mathcal{F} \mathcal{O}(\forall, \exists, \wedge)$, containing firstorder sentences built using only logical symbols in $\{\forall, \exists, \wedge\}$.

A conjunctive positive sentence is in alternating prefix form if it has the form

$$
\begin{equation*}
\phi=\forall x_{1} \exists y_{1} \ldots \forall x_{l} \exists y_{l} C\left(x_{1}, y_{1}, \ldots, x_{l}, y_{l}\right) \tag{1}
\end{equation*}
$$

where $l \geq 0$ and $C\left(x_{1}, y_{1}, \ldots, x_{l}, y_{l}\right)$ is a conjunction of atoms whose variables are contained in $\left\{x_{1}, y_{1}, \ldots, x_{l}, y_{l}\right\}$; it is possible to reduce any conjunctive positive sentence to a logically equivalent conjunctive positive sentence of form (1) in polynomial time. For a simpler exposition, every conjunctive positive sentence considered in this paper is assumed to be given in alternating prefix form (or is implicitly reduced to that form if required by the context).

Let $\sigma$ be a relational vocabulary. Let $\mathbf{A}$ be a $\sigma$-structure and let $\phi$ be a conjunctive positive $\sigma$-sentence as in (1). It is well known that the truth of $\phi$ in A can be characterized in terms of the Hintikka (or model checking) game on $\mathbf{A}$ and $\phi$. The game is played by two players, Abelard (male, the universal player) and Eloise (female, the existential player), as follows. For increasing values of $i$ from 1 to $l$, Abelard assigns $x_{i}$ to an element $a_{i} \in A$, and Eloise assigns $y_{i}$ to an element $b_{i} \in A$; the sequence $\left(a_{1}, b_{1}, \ldots, a_{l}, b_{l}\right)$ is called a play on $\mathbf{A}$ and $\phi$, where $\left(a_{1}, \ldots, a_{l}\right)$ and $\left(b_{1}, \ldots, b_{l}\right)$ are the plays by Abelard and Eloise respectively; Eloise wins if and only if $\mathbf{A} \models C\left(a_{1}, b_{1}, \ldots, a_{l}, b_{l}\right)$.

A strategy for Eloise (in the Hintikka game on $\mathbf{A}$ and $\phi$ ) is a sequence $\left(g_{1}, \ldots, g_{l}\right)$ of functions of the form $g_{i}: A^{i} \rightarrow A$, for all $i \in[l]$; it beats a play $f:\left\{x_{1}, \ldots, x_{l}\right\} \rightarrow A$ by Abelard if $\mathbf{A} \models C\left(f\left(x_{1}\right), g_{1}\left(f\left(x_{1}\right)\right), \ldots, f\left(x_{i}\right), g_{i}\left(f\left(x_{1}\right)\right.\right.$, $\left.\ldots, f\left(x_{i}\right)\right), \ldots$ ), where $i \in[l]$. A strategy for Eloise is winning (in the Hintikka game on $\mathbf{A}$ and $\phi$ ) if it beats all Abelard plays. It is well known (and easily verified) that $\mathbf{A} \models \phi$ if and only if Eloise has a winning strategy (in the Hintikka game on A and $\phi$ ).

For $X_{1}, Y_{1}, \ldots, X_{l}, Y_{l} \subseteq A$, we denote by

$$
\begin{equation*}
\phi^{\prime}=\left(\forall x_{1} \in X_{1}\right)\left(\exists y_{1} \in Y_{1}\right) \ldots\left(\forall x_{l} \in X_{l}\right)\left(\exists y_{l} \in Y_{l}\right) C\left(x_{1}, y_{1}, \ldots, x_{l}, y_{l}\right), \tag{2}
\end{equation*}
$$

the relativization in $\phi$ of variable $x_{i}$ to $X_{i}$ and $y_{i}$ to $Y_{i}$ for all $i \in[l]$, and liberally write $\mathbf{A} \models \phi^{\prime}$ meaning that $\phi^{\prime}$ is satisfied in the intended expansion of $\mathbf{A}$. It is readily verified that, if $\phi^{\prime}$ is as in (2), then $\mathbf{A} \models \phi^{\prime}$ if and only if, in the Hintikka game on $\mathbf{A}$ and $\phi$, Eloise has a strategy of the form $g_{i}: X_{1} \times \cdots \times X_{i} \rightarrow Y_{i}$ for all $i \in[l]$, beating all plays $f$ by Abelard such that $f\left(x_{i}\right) \in X_{i}$ for all $i \in[l]$.

Partially Ordered Sets. We refer the reader to [4] for the few standard notions in order theory used in the paper but not defined below.

A structure $\mathbf{G}=\left(G, E^{\mathbf{G}}\right)$ with $\operatorname{ar}(\mathrm{E})=2$ is called a digraph. Two digraphs $\mathbf{G}$ and $\mathbf{H}$ are isomorphic if there exists a bijection $f: G \rightarrow H$ such that for all $g, g^{\prime} \in G$ it holds that $\left(g, g^{\prime}\right) \in E^{\mathbf{G}}$ if and only if $\left(f(g), f\left(g^{\prime}\right)\right) \in E^{\mathbf{H}}$. The degree of $g \in G$, in symbols degree $(\mathrm{g})$, is equal to $\mid\left\{\left(g^{\prime}, g\right) \in E^{\mathbf{G}} \mid g^{\prime} \in G\right\} \cup\left\{\left(g, g^{\prime}\right) \in\right.$ $\left.E^{\mathbf{G}} \mid g^{\prime} \in G\right\} \mid$, and the degree of $\mathbf{G}$, in symbols degree $(\mathbf{G})$, is the maximum degree attained by the elements of $\mathbf{G}$.

A digraph $\mathbf{P}=\left(P, \leq^{\mathbf{P}}\right)$ is a partially ordered set (in short, a poset) if $\leq \mathbf{P}$ is a reflexive, antisymmetric, and transitive relation over $P$. For all $Q \subseteq P$, we let $\min ^{\mathbf{P}}(Q)$ and $\max ^{\mathbf{P}}(Q)$ denote, respectively, the set of minimal and maximal
elements in the substructure of $\mathbf{P}$ induced by $Q$; we also write $\min (\mathbf{P})$ instead of $\min ^{\mathbf{P}}(P)$, and $\max (\mathbf{P})$ instead of $\max ^{\mathbf{P}}(P)$. For all $Q \subseteq P$, we let $(Q]^{\mathbf{P}}$, respectively $[Q)^{\mathbf{P}}$, denote the downset, respectively upset, of $\mathbf{P}$ induced by $Q$. Let $\mathbf{P}$ be a poset and let $p, q \in P$. We write $p \prec^{\mathbf{P}} q$ if $q$ covers $p$ in $\mathbf{P}$, and $p \|^{\mathbf{P}} q$ if $p$ and $q$ are incomparable in $\mathbf{P}$. If $\mathcal{P}$ is a class of posets, we let $\operatorname{cover}(\mathcal{P})=$ $\{\operatorname{cover}(\mathbf{P}) \mid \mathbf{P} \in \mathcal{P}\}$, where $\operatorname{cover}(\mathbf{P})=\left\{(\mathrm{p}, \mathrm{q}) \mid \mathrm{p} \prec^{\mathbf{P}} \mathrm{q}\right\}$.

We introduce a family of poset invariants. Let $\mathbf{P}$ be a poset. The size of $\mathbf{P}$ is $|P|$. The depth of $\mathbf{P}, \operatorname{depth}(\mathbf{P})$, is the maximum size of a chain in $\mathbf{P}$. The width of $\mathbf{P}$, width $(\mathbf{P})$, is the maximum size of an antichain in $\mathbf{P}$. The degree of $\mathbf{P}$, degree $(\mathbf{P})$, is the degree of $\mathbf{P}$ as a digraph. The cover-degree of $\mathbf{P}$, cover-degree $(\mathbf{P})$, is the degree of the cover relation of $\mathbf{P}$, that is, degree $(\operatorname{cover}(\mathbf{P}))$. We say that a class of posets $\mathcal{P}$ is bounded w.r.t. the poset invariant inv if there exists $b \in \mathbb{N}$ such that $\operatorname{inv}(\mathcal{P}) \leq \mathrm{b}$ for all $\mathbf{P} \in \mathcal{P}$. The above poset invariants are ordered as in Fig. 1, where inv $\leq$ inv $^{\prime}$ if and only if: $\mathcal{P}$ is bounded w.r.t. inv implies $\mathcal{P}$ is bounded w.r.t. inv $^{\prime}$ for every class of posets $\mathcal{P}$ [1, Proposition 3].

## 3 Expression Hardness

In this section we prove that conjunctive positive logic on posets is NP-hard in expression complexity. Let $\mathbf{B}=\left(B, \leq^{\mathbf{B}}\right)$ be the bowtie poset defined by the universe $B=\{0,1,2,3\}$ and the covers $0,2 \prec^{\mathbf{B}} 1,3$; see Fig. 2.

Theorem 1. $\operatorname{MC}(\{\mathbf{B}\}, \mathcal{F} \mathcal{O}(\forall, \exists, \wedge))$ is NP-hard.
Proof. Let $\tau=\{\leq\}$ and $\sigma=\tau \cup\left\{c_{0}, c_{1}, c_{2}, c_{3}\right\}$ be vocabularies where $\leq$ is a binary relation symbol and $c_{i}$ is a constant symbol $(i \in B)$. Let $\mathcal{F} \mathcal{O}_{\sigma}(\exists, \wedge)$ contain first-order sentences built using only logical symbols in $\{\exists, \wedge\}$ and nonlogical symbols in $\sigma ; \mathcal{F} \mathcal{O}_{\tau}(\forall, \exists, \wedge)$ is described similarly. Let $\mathbf{B}^{*}$ be the $\sigma$-structure such that $B^{*}=B,\left(B^{*}, \leq^{\mathbf{B}^{*}}\right)$ is isomorphic to $\mathbf{B}$ under the identity mapping, and $c_{i}^{\mathbf{B}^{*}}=i$ for all $i \in B$.

By [14, Theorem 2, Case $n=2]$, the problem $\operatorname{MC}\left(\left\{\mathbf{B}^{*}\right\}, \mathcal{F} \mathcal{O}_{\sigma}(\exists, \wedge)\right)$ is NP-hard. It is therefore sufficient to give a polynomial-time many-one reduction from $\operatorname{MC}\left(\left\{\mathbf{B}^{*}\right\}, \mathcal{F} \mathcal{O}_{\sigma}(\exists, \wedge)\right)$ to $\operatorname{MC}\left(\{\mathbf{B}\}, \mathcal{F} \mathcal{O}_{\tau}(\forall, \exists, \wedge)\right)$. The idea of the reduction is to simulate the constants in $\sigma$ by universal quantification and additional variables; the details follow.

Let $\psi$ be an instance of $\operatorname{MC}\left(\left\{\mathbf{B}^{*}\right\}, \mathcal{F} \mathcal{O}_{\sigma}(\exists, \wedge)\right)$, and let $\left\{x_{i}, y_{i}, w_{i} \mid i \in B\right\}$ be a set of 12 fresh variables (not occurring in $\psi$ ). Let $\psi^{\prime}$ be the $\mathcal{F} \mathcal{O}_{\tau}(\exists, \wedge)$-sentence obtained from $\psi$ by replacing atoms of the form $c_{i} \leq u$ and $u \leq c_{i}$, respectively, by atoms of the form $w_{i} \leq u$ and $u \leq w_{i}$ (where $c_{i}$ is a constant in $\sigma$ and $u, w_{i}$ are variables). Let $\alpha$ be the conjunction of atoms defined by (see Fig. 2)

$$
\left\{w_{0}, w_{2}\right\} \leq\left\{w_{1}, w_{3}\right\} \wedge \bigwedge_{j \in\{0,2\}}\left\{x_{j}\right\} \leq\left\{y_{j}, w_{j}\right\} \wedge \bigwedge_{j \in\{1,3\}}\left\{y_{j}, w_{j}\right\} \leq\left\{x_{j}\right\}
$$

where, for sets of variables $S$ and $S^{\prime}$, the notation $S \leq S^{\prime}$ denotes the conjunction of atoms of the form $s \leq s^{\prime}$ for all $\left(s, s^{\prime}\right) \in S \times S^{\prime}$.


Fig. 2. The Hasse diagrams of the bowtie poset $\mathbf{B}$ (left) and of the representation $\mathbf{M}_{\alpha}$ of the formula $\alpha$ (right, see Sect. 4 for the interpretation of $\mathbf{M}_{\alpha}$ ) used in Theorem 1. The idea of the reduction is to simulate the constant $c_{i}$ in $\psi \in \mathcal{F} \mathcal{O}_{\sigma}(\exists, \wedge)$, interpreted on the element $i \in B$, by the variable $w_{i}$ in $\phi \in \mathcal{F} \mathcal{O}_{\tau}(\forall, \exists, \wedge)$, where $i \in\{0,1,2,3\}$.

We finally define the $\mathcal{F} \mathcal{O}_{\tau}(\forall, \exists, \wedge)$-sentence $\phi$ by putting $\phi=\forall y_{0} \ldots \forall y_{3} \exists x_{0} \ldots$ $\exists x_{3} \exists w_{0} \ldots \exists w_{3}\left(\alpha \wedge \psi^{\prime}\right)$. The reduction is clearly feasible in polynomial time; we now prove that the reduction is correct, that is, $\mathbf{B}^{*} \models \psi$ if and only if $\mathbf{B} \models \phi$.

An assignment $f:\left\{y_{0}, y_{1}, y_{2}, y_{3}\right\} \rightarrow B$ is said to be nontrivial if $\left\{f\left(y_{0}\right)\right.$, $\left.f\left(y_{2}\right)\right\}=\{0,2\}$ and $\left\{f\left(y_{1}\right), f\left(y_{3}\right)\right\}=\{1,3\}$, and trivial otherwise; in particular, nontrivial assignments are bijective.

Claim 1. ( $\star$ ) $\mathbf{B}, f \models \exists x_{0} \ldots x_{3} w_{0} \ldots w_{3}\left(\alpha \wedge \psi^{\prime}\right)$ for all trivial assignments $f$.
Claim 2. (*) Let $f$ be a nontrivial assignment. The following are equivalent.
(i) $\mathbf{B}, f \vDash \exists x_{0} \ldots x_{3} w_{0} \ldots w_{3}\left(\alpha \wedge \psi^{\prime}\right)$.
(ii) $\mathbf{B}^{*} \models \psi$.

We conclude the proof by showing that $\mathbf{B}^{*} \models \psi$ if and only if $\mathbf{B} \models \phi$. If $\mathbf{B} \not \models \phi$, then there exists an assignment $f$ such that $\mathbf{B}, f \not \vDash \exists x_{0} \ldots \exists x_{3} \exists w_{0} \ldots \exists w_{3}\left(\alpha \wedge \psi^{\prime}\right)$; by Claim $1, f$ is nontrivial. Then $\mathbf{B}^{*} \not \vDash \psi$ by Claim 2. Conversely, if $\mathbf{B} \models \phi$, then in particular $\mathbf{B}, f \models \exists x_{0} \ldots \exists x_{3} \exists w_{0} \ldots \exists w_{3}\left(\alpha \wedge \psi^{\prime}\right)$ for all nontrivial assignments $f$, and hence $\mathbf{B}^{*} \models \psi$ by Claim 2 .

## 4 Reduced Forms

In this section, we introduce reduced forms for conjunctive positive sentences on posets and prove that, given a poset $\mathbf{P}$ and a sentence $\phi$, a reduced form for $\phi$ is easy to compute and equivalent to $\phi$ on $\mathbf{P}$.

In the rest of this section, $\sigma=\{\leq\}$ is the vocabulary of posets, and $\phi$ is a conjunctive positive $\sigma$-sentence as in (1). Since $\phi$ will be evaluated on posets, where the formulas $x \leq y \wedge y \leq x$ and $x=y$ are equivalent, we assume that no atom of the form $x=y$ occurs in $\phi$; otherwise, such an atom can be replaced by the formula $x \leq y \wedge y \leq x$ maintaining logical equivalence.

We represent $\phi$ by the pair $\left(\mathbf{Q}_{\phi}, \mathbf{M}_{\phi}\right)$, where $\mathbf{Q}_{\phi}=\left(Q_{\phi}, E^{\mathbf{Q}_{\phi}}\right)$ and $\mathbf{M}_{\phi}=$ $\left(M_{\phi}, E^{\mathbf{M}_{\phi}}\right)$ are digraphs encoding the prefix and the matrix of $\phi$ respectively, as follows. The universes are $Q_{\phi}=M_{\phi}=\left\{x_{1}, y_{1}, \ldots, x_{l}, y_{l}\right\}$; we let $M_{\phi}^{\forall}=$ $\left\{x_{1}, \ldots, x_{l}\right\}$ and $M_{\phi}^{\exists}=\left\{y_{1}, \ldots, y_{l}\right\}$ denote, respectively, the set of universal and existential variables in $\phi$. The structure $\mathbf{Q}_{\phi}$ is a chain with cover relation $x_{1} \prec^{\mathbf{Q}_{\phi}} y_{1} \prec^{\mathbf{Q}_{\phi}} \ldots \prec^{\mathbf{Q}_{\phi}} x_{l} \prec^{\mathbf{Q}_{\phi}} y_{l}$. The structure $\mathbf{M}_{\phi}$ is defined by the edge relation $E^{\mathbf{M}_{\phi}}=\{(x, y) x \leq y$ is an atom of $\phi\}$. We say that $\phi$ is in reduced form if:
(i) $\mathbf{M}_{\phi}$ is a poset;
(ii) the substructure of $\mathbf{M}_{\phi}$ induced by $M_{\phi}^{\forall}$ is an antichain;
(iii) for all distinct $x$ and $x^{\prime}$ in $M_{\phi}^{\forall}$, it holds that $[x)^{\mathbf{M}_{\phi}} \cap\left[x^{\prime}\right)^{\mathbf{M}_{\phi}}=(x]^{\mathbf{M}_{\phi}} \cap$ $\left(x^{\prime}\right]^{\mathbf{M}_{\phi}}=\emptyset ;$
(iv) for all $x \in M_{\phi}^{\forall}$ and all $y \in M_{\phi}^{\exists} \cap\left((x]^{\mathbf{M}_{\phi}} \cup[x)^{\mathbf{M}_{\phi}}\right)$, it holds that $x<^{\mathbf{Q}_{\phi}} y$.

Let $\phi \in \mathcal{F} \mathcal{O}(\forall, \exists, \wedge)$. For all $Z \subseteq M_{\phi}$, we let $\left.\phi\right|_{Z}$ denote the conjunctive positive sentence represented by $\left(\mathbf{Q}_{\phi}\left|Z, \mathbf{M}_{\phi}\right|_{Z}\right)$. It is readily observed that, for all $Z \subseteq M_{\phi}$, it holds that $\left.\phi \models \phi\right|_{Z}$.

Proposition 1. ( $\star$ ) Let $\mathcal{P}$ be a class of posets. There exists a polynomial-time algorithm that, given an instance $(\mathbf{P}, \phi)$ of $\operatorname{MC}(\mathcal{P}, \mathcal{F} \mathcal{O}(\forall, \exists, \wedge))$, either correctly rejects, or returns a sentence $\phi^{\prime} \in \mathcal{F} \mathcal{O}(\forall, \exists, \wedge)$ in reduced form such that $\mathbf{P}=\phi^{\prime}$ if and only if $\mathbf{P} \models \phi$.

## 5 Fixed-Parameter Tractability

In this section, we prove that model checking conjunctive positive logic is fixedparameter tractable parameterized by the size of the sentence and the width of the poset; it follows, in particular, that model checking conjunctive positive logic is fixed-parameter tractable (parameterized by the size of the sentence) on classes of posets of bounded width. We refer the reader to the introduction for an informal outline of the proof idea.

In the rest of this section, $\sigma=\{\leq\}$ is the vocabulary of posets, $\mathbf{P}$ is a poset and $\phi=\left(\mathbf{Q}_{\phi}, \mathbf{M}_{\phi}\right)$ is a conjunctive positive $\sigma$-sentence as in (1) satisfying clauses (i) and (ii) of the definition of reduced form.

### 5.1 Depth in the Sentence

Using the fact that $\phi$ is in reduced form, we define the following. For all $y \in$ $M_{\phi}^{\exists}$ : lower-depth $(y)=\operatorname{depth}\left(\left.\mathbf{M}_{\phi}\right|_{(y]^{\mathbf{M}_{\phi}}}\right)$; upper-depth $(y)=\operatorname{depth}\left(\left.\mathbf{M}_{\phi}\right|_{[y)^{\mathbf{M}_{\phi}}}\right)$. In words, lower-depth $(y)$ is the size of the largest chain in the substructure of $\mathbf{M}_{\phi}$ induced by the downset of $y$ in $\mathbf{M}_{\phi}$, and upper-depth $(y)$ is the size of the largest chain in the substructure of $\mathbf{M}_{\phi}$ induced by the upset of $y$ in $\mathbf{M}_{\phi}$.

Next, we define a partition of $M_{\phi}^{\exists}$ into two blocks $L_{\phi}$ and $U_{\phi}$, the lower and upper variables respectively, as follows. For all $y \in M_{\phi}^{\exists}$ let $y \in L_{\phi}$ if and only if there either exists $x \in M_{\phi}^{\forall}$ such that $y \leq^{\mathbf{M}_{\phi}} x$, or $y \|^{\mathbf{M}_{\phi}} x$ for all
$x \in M_{\phi}^{\forall}$ and lower-depth $(y) \leq$ upper-depth $(y)$. Similarly, $y \in U_{\phi}$ if and only if there either exists $x \in M_{\phi}^{\forall}$ such that $y \geq^{\mathbf{M}_{\phi}} x$, or $y \|^{\mathbf{M}_{\phi}} x$ for all $x \in M_{\phi}^{\forall}$ and lower-depth $(y)>$ upper-depth $(y)$. In words, an existential variable $y$ in $\phi$ is lower if and only if it is below a universal variable in the matrix of $\phi$, or is incomparable to all universal variables in the matrix of $\phi$ but "closer" to the bottom of the matrix of $\phi$ in that lower-depth $(y) \leq$ upper-depth $(y)$; a similar idea drives the definition of upper variables.

Finally we define, for all $y \in M_{\phi}^{\exists}$ : depth $(y)=\operatorname{lower-depth}(y)$ if $y \in L_{\phi}$, and $\operatorname{depth}(y)=\operatorname{upper}-\operatorname{depth}(y)$ if $y \in U_{\phi}$; in words, the depth of a lower variable is its "distance" from the bottom as measured by lower-depth $(y)$, and similarly for upper variables.

### 5.2 Depth in the Structure

Relative to the poset $\mathbf{P}$, we define, for all $i \geq 0$, the set $P_{i}$ as follows.
$-L_{0}=\min (\mathbf{P}), U_{0}=\max (\mathbf{P}) \backslash L_{0}$, and $P_{0}=L_{0} \cup U_{0}$.

- Let $i \geq 1$, and let $R \subseteq P_{i-1}$ be such that $R \cap L_{i-1}$ is downward closed in $\left.\mathbf{P}\right|_{L_{i-1}}$ (that is, for all $l, l^{\prime} \in L_{i-1}$, if $l \in R \cap L_{i-1}$ and $l^{\prime} \leq^{\mathbf{P}} l$, then $l^{\prime} \in R$ ) and $R \cap U_{i-1}$ is upward closed in $\left.\mathbf{P}\right|_{U_{i-1}}$ (that is, for all $u, u^{\prime} \in U_{i-1}$, if $u \in R \cap U_{i-1}$ and $u \leq^{\mathbf{P}} u^{\prime}$, then $u^{\prime} \in R$ ). Let

$$
P_{i-1, R}=\left\{\begin{array}{l|l}
p \in P & \begin{array}{l}
\text { for all } l \in L_{i-1}, l \leq_{\mathbf{P}} p \text { if and only if } l \in R \\
\text { for all } u \in U_{i-1}, p \leq^{\mathbf{P}} u \text { if and only if } u \in R
\end{array}
\end{array}\right\}
$$

in words, $p \in P_{i-1, R}$ if and only if the elements in $L_{i-1}$ below $p$ are exactly those in $R \cap L_{i-1}$ (and the elements in $L_{i-1} \backslash R$ are incomparable to $p$ ) and the elements in $U_{i-1}$ above $p$ are exactly those in $R \cap U_{i-1}$ (and the elements in $U_{i-1} \backslash R$ are incomparable to $p$ ). We now define $P_{i}=L_{i} \cup U_{i}$ where $L_{i}$ and $U_{i}$ are as follows:

$$
L_{i}=L_{i-1} \cup \bigcup_{R \subseteq P_{i-1}} \min ^{\mathbf{P}}\left(P_{i-1, R}\right), U_{i}=\left(U_{i-1} \cup \bigcup_{R \subseteq P_{i-1}} \max ^{\mathbf{P}}\left(P_{i-1, R}\right)\right) \backslash L_{i} .
$$

Let $p \in P$. Let $i \geq 0$ be minimum such that $p \in P_{i}$ (note that for every $p \in P$ such minimum $i$ exists, and $L_{i} \cap U_{i}=\emptyset$ by construction). If $p \in L_{i}$, then $p \in L_{\mathbf{P}}$ and lower-depth $(p)=i$ and if $p \in U_{i}$, then $p \in U_{\mathbf{P}}$ and upper-depth $(p)=i$. Note that $L_{\mathbf{P}}$ and $U_{\mathbf{P}}$ partition $P$ into two blocks containing the lower and upper elements respectively. Finally we define, for all $p \in P: \operatorname{depth}(p)=\operatorname{lower}-\operatorname{depth}(p)$, if $p \in L_{\mathbf{P}}$, and $\operatorname{depth}(p)=\operatorname{upper}-\operatorname{depth}(p)$, if $p \in U_{\mathbf{P}}$.

### 5.3 Depth Restricted Game

We now establish and formalize the relation between the depth in $\phi$ and the depth in $\mathbf{P}$ (see Lemma 1); this is the key combinatorial fact underlying the model checking algorithm.

Relative to the Hintikka game on $\mathbf{P}$ and $\phi$, we define the following. A pair $(y, p) \in M_{\phi}^{\exists} \times P$ is depth respecting if $(y, p) \in\left(L_{\phi} \times L_{\mathbf{P}}\right) \cup\left(U_{\phi} \times U_{\mathbf{P}}\right)$ and $\operatorname{depth}(p) \leq \operatorname{depth}(y)$. A strategy $\left(g_{1}, \ldots, g_{l}\right)$ for Eloise is depth respecting if, for all $i \in[l]$ and all plays $f:\left\{x_{1}, \ldots, x_{l}\right\} \rightarrow P$ by Abelard, the pair $\left(y_{i}, g_{i}\left(f\left(x_{1}\right), \ldots, f\left(x_{i}\right)\right)\right)$ is depth respecting.

Let $b \geq 0$ be the maximum depth of a variable in $\phi$. A play $f:\left\{x_{1}, \ldots, x_{l}\right\} \rightarrow$ $P$ by Abelard is bounded depth if, for all $i \in[l]$, it holds that $f\left(x_{i}\right) \in P_{b+1}$.

Lemma 1. The following are equivalent (w.r.t. the Hintikka game on $\mathbf{P}$ and $\phi$ ).
(i) Eloise has a winning strategy.
(ii) Eloise has a depth respecting winning strategy.
(iii) Eloise has a depth respecting strategy beating all bounded depth Abelard plays.

Proof. $(i i) \Rightarrow(i i i)$ is trivial. We prove $(i) \Rightarrow(i i)$ and $(i i i) \Rightarrow(i)$.
$(i) \Rightarrow(i i)$ : Let $\mathbf{g}=\left(g_{1}, \ldots, g_{l}\right)$ be a winning strategy for Eloise. Let the Abelard play $f:\left\{x_{1}, \ldots, x_{l}\right\} \rightarrow P$ and the existential variable $y_{j} \in M_{\phi}^{\exists}$ be a minimal witness that the above winning strategy for Eloise is not depth respecting, in the following sense: $\left(y_{j}, g_{j}\left(f\left(x_{1}\right), \ldots, f\left(x_{j}\right)\right)\right)$ is not depth respecting, but for all $f^{\prime}:\left\{x_{1}, \ldots, x_{l}\right\} \rightarrow P$ and all $y_{j^{\prime}} \in M_{\phi}^{\exists}$ such that either $y_{j}, y_{j^{\prime}} \in L_{\phi}$ and lower-depth $\left(y_{j^{\prime}}\right)<\operatorname{lower}-\operatorname{depth}\left(y_{j}\right)$, or $y_{j}, y_{j^{\prime}} \in U_{\phi}$ and upper-depth $\left(y_{j^{\prime}}\right)<$ upper-depth $\left(y_{j}\right)$, it holds that $\left(y_{j^{\prime}}, g_{j}\left(f^{\prime}\left(x_{1}\right), \ldots, f^{\prime}\left(x_{j}\right)\right)\right)$ is depth respecting.

We define a strategy $\mathbf{g}^{\prime}=\left(g_{1}, \ldots, g_{j-1}, g_{j}^{\prime}, g_{j+1}, \ldots, g_{l}\right)$ for Eloise such that $g_{j}^{\prime}$ restricted to $P^{j} \backslash\left\{\left(f\left(x_{1}\right), \ldots, f\left(x_{j}\right)\right)\right\}$ is equal to $g_{j}$ (in other words, $g_{j}^{\prime}$ differs from $g_{j}$ only in the move after $\left.f:\left\{x_{1}, \ldots, x_{l}\right\} \rightarrow P\right)$, and $\left(y_{j}, g_{j}^{\prime}\left(f\left(x_{1}\right), \ldots, f\left(x_{j}\right)\right)\right)$ is depth respecting. There are two cases to consider, depending on whether $y_{j} \in L_{\phi}$ or $y_{j} \in U_{\phi}$. We prove the statement in the former case; the argument is symmetric in the latter case.

So, assume $y_{j} \in L_{\phi}$. Let $g_{j}\left(f\left(x_{1}\right), \ldots, f\left(x_{j}\right)\right)=p$ and $i=\operatorname{depth}\left(y_{j}\right)$. Let $R \subseteq P_{i-1}$ (with $R \cap L_{i-1}$ downward closed in $\left.\mathbf{P}\right|_{L_{i-1}}$ and $R \cap U_{i-1}$ upward closed in $\left.\mathbf{P}\right|_{U_{i-1}}$ ) be such that, for all $l \in L_{i-1}$ and $u \in U_{i-1}$, it holds that $l \leq^{\mathbf{P}} p$ if and only if $l \in R$ and $p \leq^{\mathbf{P}} u$ if and only if $u \in R$. Hence $p \in P_{i-1, R}$. Then there exists $m \in \min ^{\mathbf{P}}\left(P_{i-1, R}\right)$ such that $m \leq \mathbf{P} p$. By construction we have $\operatorname{depth}(m)=i$. Let $g_{j}^{\prime}: P^{j} \rightarrow P$ be exactly as $g_{j}$ with the exception that $g_{j}^{\prime}\left(f\left(x_{1}\right), \ldots, f\left(x_{j}\right)\right)=m$; note that the pair $\left(y_{j}, m\right)$ is depth respecting.

Claim 3. ( $\star$ ) Let $f^{\prime}$ be any play by Abelard. Then $\mathbf{g}^{\prime}=\left(g_{1}, \ldots, g_{j}^{\prime}, \ldots, g_{l}\right)$ beats $f^{\prime}$ in the Hintikka game on $\mathbf{P}$ and $\phi$.

We obtain a depth respecting winning strategy for Eloise by iterating the above argument thanks to Claim 5 .
$($ iii $) \Rightarrow(i)$ : Let $b \geq 0$ be the maximum depth of a variable in $\phi$, and let $\mathbf{g}=\left(g_{1}, \ldots, g_{l}\right)$ be a depth respecting strategy for Eloise beating all bounded depth plays by Abelard. We define a strategy $\mathbf{g}^{\prime}=\left(g_{1}^{\prime}, \ldots, g_{l}^{\prime}\right)$ for Eloise, as follows.

Let $f:\left\{x_{1}, \ldots, x_{l}\right\} \rightarrow P$ be a play by Abelard, say $f\left(x_{i}\right)=p_{i}$ for all $i \in[l]$. Let $i \in[l]$ and let $R_{i} \subseteq P_{b}$ (with $R_{i} \cap L_{b-1}$ downward closed in $\left.\mathbf{P}\right|_{L_{b-1}}$ and $R_{i} \cap U_{b-1}$ upward closed in $\left.\mathbf{P}\right|_{U_{b-1}}$ ) be such that for all $l \in L_{b}$, it holds that $l \leq^{\mathbf{P}} p_{i}$ if and only if $l \in R_{i}$ and for all $u \in U_{b}$, it holds that $p_{i} \leq^{\mathbf{P}} u$ if and only if $u \in R_{i}$. By construction, there exists $r_{i} \in P_{b+1}$ such that for all $l \in L_{b}$, it holds that $l \leq \mathbf{P} r_{i}$ if and only if $l \leq \mathbf{P} p_{i}$ and for all $u \in U_{b}$, it holds that $r_{i} \leq^{\mathbf{P}} u$ if and only if $p_{i} \leq^{\mathbf{P}} u$. Let $f^{\prime}:\left\{x_{1}, \ldots, x_{l}\right\} \rightarrow P$ be the bounded depth play by Abelard defined by $f^{\prime}\left(x_{i}\right)=r_{i}$ for all $i \in[l]$. Finally define, for all $i \in[l]$, $g_{i}^{\prime}\left(f\left(x_{1}\right), \ldots, f\left(x_{i}\right)\right)=g_{i}\left(f^{\prime}\left(x_{1}\right), \ldots, f^{\prime}\left(x_{i}\right)\right)$.
Claim 4. $(\star) \mathbf{g}^{\prime}=\left(g_{1}^{\prime}, \ldots, g_{l}^{\prime}\right)$ is a winning strategy for Eloise.
This concludes the proof of the lemma.

### 5.4 Fixed-Parameter Tractability

The following two lemmas allow to establish the correctness (Lemma 2, relying on Lemma 1) and the tractability (Lemma 3) of the presented model checking algorithm, respectively.

Lemma 2. ( $\star$ ) Let $b \geq 0$ be the maximum depth of a variable in $\phi$. Let $D=$ $P_{b+1}$ and, for all $i \in[l]$, let

$$
D_{i}= \begin{cases}L_{\operatorname{depth}\left(y_{i}\right)}, & \text { if } y_{i} \in L_{\phi} \\ U_{\operatorname{depth}\left(y_{i}\right)}, & \text { if } y_{i} \in U_{\phi}\end{cases}
$$

Then, $\mathbf{P} \models \phi$ if and only if $\mathbf{P} \models\left(\forall x_{1} \in D\right)\left(\exists y_{1} \in D_{1}\right) \ldots\left(\forall x_{l} \in D\right)\left(\exists y_{l} \in D_{l}\right) C$.
Lemma 3. ( $\star$ ) Let $w=\operatorname{width}(\mathbf{P})$ and let $k \geq 0$. Then, $\left|P_{k}\right| \leq 2 w^{(3 w)^{k}}$.
We are now ready to describe the announced algorithm. The underlying idea is that the characterization in Lemma 2 is checkable in fixed-parameter tractable time since $\left|D_{i}\right| \leq|D|$ for all $i \in[l]$, and $|D|$ is bounded above by a computable function of width $(\mathbf{P})$ and $\|\phi\|$.

Theorem 2. ( $\star$ ) There exists an algorithm that, given a poset $\mathbf{P}$ and a sentence $\phi \in \mathcal{F} \mathcal{O}(\forall, \exists, \wedge)$, decides whether $\mathbf{P} \models \phi$ in

$$
\exp _{w}^{4}(O(k)) \cdot n^{O(1)}
$$

time, where $w=\operatorname{width}(\mathbf{P}), k=\|\phi\|$, and $n=\|(\mathbf{P}, \phi)\|$.
Corollary 1. Let $\mathcal{P}$ be a class of posets of bounded width. Then, the problem $\mathrm{MC}(\mathcal{P}, \mathcal{F} \mathcal{O}(\forall, \exists, \wedge))$ is fixed-parameter tractable.

## 6 Fixed-Parameter Intractability

In this section, we prove that model checking conjunctive positive logic on classes of bounded depth and bounded cover-degree posets is coW[2]-hard, and hence unlikely to be fixed-parameter tractable [8].

We first observe the following. Let $\phi_{k}$ be the $\mathcal{F} \mathcal{O}(\forall, \exists, \wedge)$-sentence $(k \geq 1)$

$$
\begin{equation*}
\forall x_{1} \ldots \forall x_{k} \exists y_{1} \ldots \exists y_{k} \exists w\left(\bigwedge_{i \in[k]} y_{i} \leq x_{i} \wedge \bigwedge_{i \in[k]} y_{i} \leq w\right) \tag{3}
\end{equation*}
$$

Proposition 2. ( $\star$ ) For every poset $\mathbf{P}$ and $k \geq 1, \mathbf{P} \vDash \phi_{k}$ iff for every $k$ elements $p_{1}, \ldots, p_{k} \in \min (\mathbf{P})$, there exists $u \in P$ such that $p_{1}, \ldots, p_{k} \leq^{\mathbf{P}} u$.

We now describe the reductions. Let $\mathcal{H}$ be the class of hypergraphs (a hypergraph is a $\sigma$-structure $\mathbf{H}$ such that $U^{\mathbf{H}} \neq \emptyset$ for all $U$ in a unary vocabulary $\sigma$ ). For the depth invariant, we define a function $d$ from $\mathcal{H}$ to a class of posets of depth at most 2 where $d(\mathbf{H})=\mathbf{P}$ such that: $\min (\mathbf{P})=H ; \max (\mathbf{P})=\sigma ; h \prec^{\mathbf{P}} U$ for all $h \in \min (\mathbf{P})$ and $U \in \max (\mathbf{P})$ such that $h \notin U^{\mathbf{H}}$. For the cover-degree invariant, we similarly define a function $c$ from $\mathcal{H}$ to a class of posets with cover graphs of degree at most 3 (see [2] for details). We then use Proposition 2 to obtain:

Proposition 3. (夫) Let $r \in\{c, d\}$. Then, $\operatorname{MC}(\{r(\mathbf{H}) \mid \mathbf{H} \in \mathcal{H}\}, \mathcal{F} \mathcal{O}(\forall, \exists, \wedge))$ is co W[2]-hard.

## 7 Conclusion

We provided a parameterized complexity classification of the problem of model checking quantified conjunctive queries on posets with respect to the invariants in Fig. 1; in particular, we push the tractability frontier of the model checking problem on bounded width posets closer towards the full first-order logic. The question of whether first-order logic is fixed-parameter tractable on bounded width posets remains open.
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#### Abstract

A commonly studied means of parameterizing graph problems is the deletion distance from triviality [10], which counts vertices that need to be deleted from a graph to place it in some class for which efficient algorithms are known. In the context of graph isomorphism, we define triviality to mean a graph with maximum degree bounded by a constant, as such graph classes admit polynomial-time isomorphism tests. We generalise deletion distance to a measure we call elimination distance to triviality, based on elimination trees or tree-depth decompositions. We establish that graph canonisation, and thus graph isomorphism, is FPT when parameterized by elimination distance to bounded degree, generalising results of Bouland et al. [2] on isomorphism parameterized by tree-depth.


## 1 Introduction

The graph isomorphism problem ( GI ) is the problem of determining, given a pair of graphs $G$ and $H$, whether they are isomorphic. This problem has an unusual status in complexity theory as it is neither known to be in P nor known to be NP-complete, one of the few natural problems for which this is the case. Polynomial-time algorithms are known for a variety of special classes of graphs. Many of these lead to natural parameterizations of GI by means of structural parameters of the graphs. For instance, it is known that GI is in XP parameterized by the genus of the graph $[7,17]$, by maximum degree $[1,14]$ and by the size of the smallest excluded minor [19], or more generally, the smallest excluded topological minor [9]. For each of these parameters, it remains an open question whether the problem is FPT. On the other hand, GI has been shown to be FPT when parameterized by eigenvalue multiplicity [5], tree distance width [22], the maximum size of a simplicial component $[20,21]$ and minimum feedback vertex set [11]. Bouland et al. [2] showed that the problem is FPT when parameterized by the tree depth of a graph and in a recent advance on this, Lokshtanov et al. [13] have announced that it is also FPT parameterized by tree width.

Our main result extends the results of Bouland et al. and is incomparable with that of Lokshtanov et al. We show that graph canonisation is FPT parameterized

[^20]by elimination distance to degree $d$, for any constant $d$. The structural graph parameter we introduce is an instance of what Guo et al. [10] call distance to triviality and it may be of interest in the context of other graph problems.

To put this parameter in context, consider the simplest notion of distance to triviality for a graph $G$ : the number $k$ of vertices of $G$ that must be deleted to obtain a graph with no edges. This is, of course, just the size of a minimal vertex cover in $G$ and is a parameter that has been much studied (see for instance [6]). Indeed, it is also quite straightforward to see that GI is FPT when parameterized by vertex cover number. Consider two ways this observation might be strengthened. The first is to relax the notion of what we consider to be "trivial". For instance, as there is for each $d$ a polynomial time algorithm deciding GI among graphs with maximum degree $d$, we may take this as our trivial base case. We then parameterize $G$ by the number $k$ of vertices that must be deleted to obtain a subgraph of $G$ with maximum degree $d$. This yields the parameter deletion distance to bounded degree, which we consider in Sect. 3 below. Alternatively, we relax the notion of "distance" so that rather than considering the sequential deletion of $k$ vertices, we consider the recursive deletion of vertices in a tree-like fashion. To be precise, say that a graph $G$ has elimination distance $k+1$ from triviality if, in each connected component of $G$ we can delete a vertex so that the resulting graph has distance $k$ to triviality. If triviality is understood to mean the empty graph, this just yields a definition of the tree depth of $G$. In our main result, we combine these two approaches by parameterizing $G$ by the elimination distance to triviality, where a graph is trivial if it has maximum degree $d$. We show that, for any fixed $d$, this gives a structural parameter on graphs for which graph canonisation is FPT. Along the way, we establish a number of characterisations of the parameter that may be interesting in themselves. The key idea in the proof is the separation of any graph of elimination distance $k$ to degree $d$ into two subgraphs, one of which has degree bounded by $d$ and the other tree-depth bounded by a function of $k$ and $d$, in a canonical way.

A central technique used in the proof is to construct, from a graph $G$, a term (or equivalently a labelled, ordered tree) $T_{G}$ that is an isomorphism invariant of the graph $G$. It should be noted that this general method is widely deployed in practical isomorphism tests such as McKay's graph isomorphism testing program "nauty" $[15,16]$. The recent advance by Lokshtanov et al. [13] is also based on such an approach.

In Sect. 2 we recall some definitions from graph theory and parameterized complexity theory. Section 3 introduces the notion of deletion distance to bounded degree and presents a kernelisation procedure that allows us to decide isomorphism. In Sect. 4 we introduce the main parameter of our paper, elimination distance to bounded degree, and establish its key properties. The main result on FPT graph canonisation is established in Sect. 5. Due to limitations of space, proofs of several key lemmas are deferred to the full version of this paper, which may be found at arxiv:1406.4718.

## 2 Preliminaries

Parameterized complexity theory is a two-dimensional approach to the study of the complexity of computational problems. A language (or problem) $L$ is a set of strings $L \subseteq \Sigma^{*}$ over a finite alphabet $\Sigma$. A parameterization is a function $\kappa: \Sigma^{*} \rightarrow \mathbb{N}$. We say that $L$ is fixed-parameter tractable with respect to $\kappa$ if we can decide whether an input $x \in \Sigma^{*}$ is in $L$ in time $O\left(f(\kappa(x)) \cdot|x|^{c}\right)$, where $c$ is a constant and $f$ is some computable function. For a thorough discussion of the subject we refer to the books by Downey and Fellows [4], Flum and Grohe [8] and Niedermeier [18].

A graph $G$ is a set of vertices $V(G)$ and a set of edges $E(G) \subseteq V(G) \times V(G)$. We will usually assume that graphs are loop-free and undirected, i.e. that $E$ is irreflexive and symmetric. If $E$ is not symmetric, we call $G$ a directed graph. We mostly follow the notation in Diestel's book [3].

If $v \in G$ and $S \subseteq V(G)$, we write $E_{G}(v, S)$ for the set of edges $\{v w \mid w \in S\}$ between $v$ and $S$.

The neighbourhood of a vertex $v$ is $N_{G}(v):=\{w \in V(G) \mid v w \in E(G)\}$. The degree of a vertex $v$ is the size of its neighbourhood $\operatorname{deg}_{G}(v):=\left|N_{G}(v)\right|$. For a set of vertices $S \subseteq V(G)$ its neighbourhood is defined to be $N_{G}(S):=$ $\bigcup_{v \in S} N_{G}(v)$. The degree of a graph $G$ is the maximal degree of its vertices $\Delta(G):=\max \left\{\operatorname{deg}_{G}(v) \mid v \in V(G)\right\}$. If it is clear from the context what the graph is, we will sometimes omit the subscript.

Let $H$ be a subgraph of $G$ and $v, w \in V(G)$. A path through $H$ from $w$ to $v$ is a path $P$ from $w$ to $v$ in $G$ with all vertices, except possibly the endpoints, in $V(H)$, i.e. $(V(P) \backslash\{v, w\}) \subseteq V(H)$.

A ( $k$-) colouring of a graph $G$ is a map $c: V(G) \rightarrow\{1, \ldots, k\}$ for some $k \in \mathbb{N}$. We call a graph together with a colouring a coloured graph. Two coloured graphs $G, G^{\prime}$ with respective colourings $c: V(G) \rightarrow\{1, \ldots, k\}, c^{\prime}: V\left(G^{\prime}\right) \rightarrow\{1, \ldots, k\}$ are isomorphic if there is a bijection $\phi: V(G) \rightarrow V\left(G^{\prime}\right)$
such that:

- for all $v, w \in V(G)$ we have that $v w \in E(G)$ if and only if $\phi(v) \phi(w) \in E\left(G^{\prime}\right)$;
- for all $v \in V(G)$, we have that $c(v)=c^{\prime}(\phi(v))$.

Note that we require the colour classes to match exactly, and do not allow a permutation of the colour classes.

Let C be a class of (coloured) graphs closed under isomorphism. A canonical form for C is a function $F: \mathrm{C} \rightarrow \mathrm{C}$ such that

- for all $G \in \mathrm{C}$, we have that $F(G) \cong G$;
- for all $G, H \in \mathrm{C}$, we have that $G \cong H$ if, and only if, $F(G)=F(H)$.

A partial order is a binary relation $\leq$ on a set $S$ which is reflexive, antisymmetric and transitive. If $\leq$ is a partial order on $S$, and for each element $a \in S$, the set $\{b \in S \mid b \leq a\}$ is totally ordered by $\leq$, we say $\leq$ is a tree order. (Note that the covering relation of a tree order is not necessarily a tree, but may be a forest.)

Definition 2.1. An elimination order $\leq$ is a tree order on the vertices of a graph $G$, such that for each edge $u v \in E(G)$ we have either $u \leq v$ or $v \leq u$.

We say that an order has height $k$ if the length of the longest chain in it is $k$.
Isomorphism on (coloured) bounded degree graphs. Luks [14] proved that isomorphism of bounded degree graphs can be decided in polynomial time, and Babai and Luks [1] give a polynomial-time canonisation algorithm for bounded degree graphs. These results can be extended to coloured graphs by means of an easy reduction (which can be found in the full version of this paper). Thus, we have:

Theorem 2.2. Let C be a class of (coloured) bounded degree graphs closed under isomorphism. Then there is a canonical form $F$ for C that allows us to compute $F(G)$ in polynomial time.

## 3 Deletion Distance to Bounded Degree

We first study the notion of deletion distance to bounded degree and establish in this section that graph isomorphism is FPT with this parameter. Though the result in this section is subsumed by the more general one in Sect. 5 , it provides a useful warm-up and a tighter, polynomial kernel. In the present warm-up we only give an algorithm for the graph isomorphism problem, though the result easily holds for canonisation as well (and this follows from the more general result in Sect.5). The notion of deletion distance to bounded degree is a particular instance of the general notion of distance to triviality introduced by Guo et al. [10]. In the context of graph isomorphism, we have chosen triviality to mean graphs of bounded degree.

Definition 3.1. A graph $G$ has deletion distance $k$ to degree $d$ if there are $k$ vertices $v_{1}, \ldots, v_{k} \in V(G)$ such that $G \backslash\left\{v_{1}, \ldots, v_{k}\right\}$ has degree $d$. We call the set $\left\{v_{1}, \ldots, v_{k}\right\}$ a $d$-deletion set.

Remark 3.2. To say that $G$ has deletion distance 0 from degree $d$ is just to say that $G$ has maximum degree $d$. Also note that if $d=0$, then the $d$-deletion set is just a vertex cover and the minimum deletion distance the vertex cover number of $G$.

We show that isomorphism are fixed-parameter tractable on such graphs parameterized by $k$ with fixed degree $d$; in particular we give a procedure that computes a polynomial kernel in linear time.

Theorem 3.3. For any graph $G$ and integers $d, k>0$, we can identify in linear time a subgraph $G^{\prime}$ of $G$, a set of vertices $U \subseteq V\left(G^{\prime}\right)$ with $|U|=O\left(k(k+d)^{2}\right)$ and $a k^{\prime} \leq k$ such that: $G$ has deletion distance $k$ to degree $d$ if and only if $G^{\prime}$ has deletion distance $k^{\prime}$ to $d$ and, moreover, if $G^{\prime}$ has deletion distance at most $k^{\prime}$, then any minimum size d-deletion set for $G^{\prime}$ is contained in $U$.

Proof. Let $H:=\{v \in V(G) \mid \operatorname{deg}(v)>k+d\}$. Now, if $R$ is a minimum size $d$-deletion set for $G$ and $G$ has deletion distance at most $k$ to degree $d$, then $|R| \leq k$ and the vertices in $V(G \backslash R)$ have degree at most $k+d$ in $G$. So $H \subseteq R$. This means that if $|H|>k$, then $G$ must have deletion distance greater than $k$ to degree $d$ and in that case we let $G^{\prime}:=G, k^{\prime}:=k$ and $U=\emptyset$.

Otherwise let $G^{\prime}:=G \backslash H$ and $k^{\prime}:=k-|H|$. We have shown that every $d$-deletion set of size at most $k$ must contain $H$. Thus $G$ has deletion distance $k$ to degree $d$ if and only if $G^{\prime}$ has deletion distance $k^{\prime}$ to degree $d$.

Let $S:=\left\{v \in V\left(G^{\prime}\right) \mid \operatorname{deg}_{G^{\prime}}(v)>d\right\}$ and $U:=S \cup N_{G^{\prime}}(S)$. Let $R^{\prime} \subseteq V\left(G^{\prime}\right)$ be a minimum size $d$-deletion set for $G^{\prime}$. We show that $R^{\prime} \subseteq U$. Let $v \notin U$. Then by the definition of $U$ we know that $\operatorname{deg}_{G^{\prime}}(v) \leq d$ and all of the neighbours of $v$ have degree at most $d$ in $G^{\prime}$. So if $v \in R^{\prime}$, then $G \backslash\left(R^{\prime} \backslash\{v\}\right)$ also has maximal degree $d$, which violates that $R^{\prime}$ is of minimum size. Thus $v \notin R^{\prime}$.

Note that the vertices in $G^{\prime} \backslash\left(R^{\prime} \cup N\left(R^{\prime}\right)\right)$ have the same degree in $G^{\prime}$ as in $G$ and thus all have degree at most $d$. So $S \subseteq R^{\prime} \cup N\left(R^{\prime}\right)$ and thus $|U| \leq k^{\prime}+k^{\prime}(k+d)+k^{\prime}(k+d)^{2}=O\left(k(k+d)^{2}\right)$.

Finally, the sets $H$ and $U$ defined as above can be found in linear time, and $G^{\prime}, k^{\prime}$ can be computed from $H$ in linear time.

Remark 3.4. Note that if $U=\emptyset$ and $k^{\prime}>0$, then there are no $d$-deletion sets of size at most $k^{\prime}$.

Next we see how the kernel $U$ can be used to determine whether two graphs with deletion distance $k$ to degree $d$ are isomorphic by reducing the problem to isomorphism of coloured graphs of degree at most $d$.

Suppose we are given two graphs $G$ and $H$ with $d$-deletion sets $S=\left\{v_{1}, \ldots, v_{k}\right\}$ and $T=\left\{w_{1}, \ldots, w_{k}\right\}$ respectively. Further suppose that the map $v_{i} \mapsto w_{i}$ is an isomorphism on the induced subgraphs $G[S]$ and $H[T]$. We can then test if this map can be extended to an isomorphism from $G$ to $H$ using Theorem 2.2. To be precise, we define the coloured graphs $G^{\prime}$ and $H^{\prime}$ which are obtained from $G \backslash S$ and $H \backslash T$ respectively, by colouring vertices. A vertex $u \in V\left(G^{\prime}\right)$ gets the colour $\left\{i \mid v_{i} \in N_{G}(u)\right\}$, i.e. the set of indices of its neighbours in $S$. Vertices in $H^{\prime}$ are similarly coloured by the sets of indices of their neighbours in $T$. It is clear that $G^{\prime}$ and $H^{\prime}$ are isomorphic if, and only if, there is an isomorphism between $G$ and $H$, extending the fixed map between $S$ and $T$. The coloured graphs $G^{\prime}$ and $H^{\prime}$ have degree bounded by $d$, so Theorem 2.2 gives us a polynomial-time isomorphism test on these graphs.

Now, given a pair of graphs $G$ and $H$ which have deletion distance $k$ to degree $d$, let $A$ and $B$ be the sets of vertices of degree greater than $k+d$ in the two graphs respectively. Also, let $U$ and $V$ be the two kernels in the graphs obtained from Theorem 3.3. Thus, any $d$-deletion set in $G$ contains $A$ and is contained in $A \cup U$ and similarly, any $d$-deletion set for $H$ contains $B$ and is contained in $B \cup V$. Therefore to test $G$ and $H$ for isomorphism, it suffices to consider all $k$-element subsets $S$ of $A \cup U$ containing $A$ and all $k$-element subsets $T$ of $B \cup V$ containing $B$, and if they are $d$-deletion sets for $G$ and $H$, check for all $k$ ! maps
between them whether the map can be extended to an isomorphism from $G$ to $H$. As $d$ is constant this takes time $O^{*}\left(\binom{k^{3}}{k}^{2} \cdot k!\right)$, which is $O^{*}\left(2^{7 k \log k}\right)$.

## 4 Elimination Distance to Bounded Degree

In this section we introduce a new structural parameter for graphs. We generalise the idea of deletion distance to triviality by recursively allowing deletions from each component of the graph. This generalises the idea of elimination height or tree-depth, and is equivalent to it when the notion of triviality is the empty graph. In the context of graph isomorphism and canonisation we again define triviality to mean bounded degree, so we look at the elimination distance to bounded degree.
Definition 4.1. The elimination distance to degree $d$ of a graph $G$ is defined as follows:

$$
e d_{d}(G):= \begin{cases}0, & \text { if } \Delta(G) \leq d ; \\ 1+\min \left\{e d_{d}(G \backslash v) \mid v \in V(G)\right\}, & \text { if } \Delta(G)>d \text { and } G \text { is connected; } \\ \max \left\{e d_{d}(H) \mid H \text { a connected component of } G\right\}, & \text { otherwise. }\end{cases}
$$

We first introduce other equivalent characterisations of this parameter. (The proofs of equivalence are omitted due to lack of space and can be found in the full version of the paper.) If $G$ is a graph that has elimination distance $k$ to degree $d$, then we can associate a certain tree order $\leq$ with it:

Definition 4.2. A tree order $\leq$ on $V(G)$ is an elimination order to degree $d$ for $G$ if for each $v \in V(G)$ the set

$$
S_{v}:=\{u \in V(G) \mid u v \in E(G) \text { and } u \not \leq v \text { and } v \not \leq u\}
$$

satisfies either:
$-S_{v}=\emptyset$; or

- $v$ is $\leq$-maximal, $\left|S_{v}\right| \leq d$, and for all $u \in S_{v}$, we have $\{w \mid w<u\}=\{w \mid$ $w<v\}$.

Remark 4.3. Note that if $S_{v}=\emptyset$ for all $v \in V(G)$, then an elimination order to degree $d$ is just an elimination order, in the sense of Definition 2.1.

Proposition 4.4. A graph $G$ has $e_{d}(G) \leq k$ if, and only if, there is an elimination order $\leq$ to degree $d$ of height $k$ for $G$.

We can split a graph with an elimination order to degree $d$ in two parts: one of low degree, and one with an elimination order defined on it. So if $G$ is a graph that has elimination distance $k$ to degree $d$, we can associate an elimination order $\leq$ for a subgraph $H$ of $G$ of height $k$ with $G$, so that each component of $G \backslash V(H)$ has degree at most $d$ and is connected to $H$ in a certain way:

Proposition 4.5. Let $G$ be a graph and $\leq$ an elimination order to degree $d$ for $G$ of height $k$. If $A$ is the set of vertices in $V(G)$ that are not $\leq-m a x i m a l$, then:

1. $\leq$ restricted to $A$ is an elimination order of height $k$ of $G[A]$; and
2. $G \backslash A$ has degree at most $d$;
3. if $C$ is the vertex set of a component of $G \backslash A$, and $u, v \in A$ are $\leq$-incomparable, then either $E(u, C)=\emptyset$ or $E(v, C)=\emptyset$.

We also have a converse to the above in the following sense.
Proposition 4.6. Suppose $G$ is a graph with $A \subseteq V(G)$ a set of vertices and $\leq_{A}$ an elimination order of $G[A]$ of height $k$, such that:

1. $G \backslash A$ has degree at most $d$;
2. if $C$ is the vertex set of a component of $G \backslash A$, and $u, v \in A$ are incomparable, then either $E(u, C)=\emptyset$ or $E(v, C)=\emptyset$.

Then, $\leq_{A}$ can be extended to an elimination order to degree $d$ for $G$ of height $k+1$.

Remark 4.7. In the following, given a graph $G$ and an elimination order to degree $d, \leq$, we call the subgraph of $G$ induced by the non-maximal elements of the order $\leq$ the non-maximal subgraph of $G$ under $\leq$.

These alternative characterisations are very useful. In the following series of lemmas, we use them to construct a canonical elimination order to degree $d$ of $G$, based on an elimination order of a graph we call the torso of $G$, which consists of the high-degree vertices of $G$, along with some additional edges. (Due to the lack of space we again omit proofs. These proofs can be found in the full version of the paper.)

Lemma 4.8. Let $G$ be a graph with maximal degree $\Delta(G) \leq k+d$. Let $\leq$ be an elimination order to degree $d$ of height $k$ of $G$ with non-maximal subgraph $H$.

Then $H^{\prime}=G\left[V(H) \cup\left\{v \in V(G) \mid \operatorname{deg}_{G}(v)>d\right\}\right]$ has an elimination order $\sqsubseteq$ of height at most $k(k+d+1)$ that can be extended to an elimination order to degree $d$ of $G$.

Lemma 4.9. Let $G$ be a graph. Let $\leq$ be an elimination order to degree $d$ of $G$ of height $k$ with non-maximal subgraph $H$, such that $H$ contains all vertices of degree greater than $d$.

Then $H^{\prime}=G\left[\left\{v \in V(H) \mid \operatorname{deg}_{G}(v)>d\right\}\right]$ has an elimination order $\sqsubseteq$ of height at most $k((k+1) d)^{2^{k}}$ that can be extended to an elimination order to degree $d$ of $G$ of height $k((k+1) d)^{2^{k}}+1$.

Next we introduce the notion of $d$-degree torso and prove that it captures the properties that we require of an elimination tree to degree $d$.

Definition 4.10. Let $G$ be a graph, let $d>0$ and let $H$ be the induced subgraph of $G$ containing the vertices of degree larger than $d$. The $d$-degree torso of $G$ is the graph $C$ obtained from $H$ by adding an edge between two vertices $u, v \in H$ if there is a path through $G \backslash V(H)$ from $u$ to $v$ in $G$.

Lemma 4.11. Let $G$ be a graph and let $C$ be the d-degree torso of $G$. Let $H=$ $G[V(C)]$ and let $\leq$ be an elimination order for $H$. Then $\leq i s$ an elimination order for $C$ of height $h$ if, and only if, $\leq$ can be extended to an elimination order to degree $d$ for $G$ of height $h+1$.

Lemma 4.12. Let $G$ be a graph with elimination distance $k$ to degree $d$ and maximum degree $\Delta(G) \leq k+d$. Let $C$ be the d-degree torso of $G$ and let $\leq$ be a minimum height elimination order for $C$. Then $\leq$ has height at most

$$
k(k+d+1)((k(k+d+1)+1) d)^{2^{k(k+d+1)}} .
$$

We are ready to prove the main result now:
Theorem 4.13. Let $G$ be a graph that has elimination distance $k$ to degree $d$. Let $\leq$ be a minimum height elimination order of the $d$-degree torso $G$. Then $\leq$ can be extended to an elimination order to degree $d$ of $G$ of height

$$
k((k+1)(k+d))^{2^{k}}+k(1+k+d)(k(1+k+2 d))^{2^{k(1+k+d)}}+1 .
$$

Proof. We show that the $d$-degree torso of $G$ has an elimination order of height at most $k((k+1)(k+d))^{2^{k}}+k(1+k+d)(k(1+k+2 d))^{2^{k(1+k+d)}}$. The Theorem then follows by Lemma 4.11.

Let $C$ be the $(k+d)$-degree torso of $G$. We first show that the tree-depth of $C$ is bounded by $k((k+1)(k+d))^{2^{k}}$. To see this, let $\sqsubseteq$ be an elimination order to degree $d$ of $G$ of minimum height with non-maximal subgraph $H$. Note that $H$ contains all vertices of degree greater than $k+d$, because vertices in $G \backslash V(H)$ are adjacent to at most $k$ vertices in $H$.

Let $H^{\prime}=G\left[\left\{v \in V(H) \mid \operatorname{deg}_{G}(v)>k+d\right\}\right]$. By Lemma 4.9, the subgraph $H^{\prime}$ has an elimination order $\preceq$ of depth at most $h:=k((k+1)(k+d))^{2^{k}}$ that can be extended to an elimination order to degree $k+d$ of $G$ of height $h+1$. Note that $V\left(H^{\prime}\right)=V(C)$, so by Lemma 4.11, the order $\preceq$ is an elimination order for $C$. Let $\preceq^{\prime}$ denote its extension to $G$.

Let $Z$ be a component of $G \backslash V\left(H^{\prime}\right)$ and let $C_{Z}$ be the $d$-degree torso of $Z$. By Lemma 4.12, there is an elimination order $\preceq_{Z}$ for $C_{Z}$ of height at most $k(k+d+1)((k(k+d+1)+1) d)^{2^{k(k+d+1)}}$. Let $v_{Z}$ be the $\preceq$-maximal element in $C$ such that there is a $w \in C_{Z}$ with $v_{Z} \preceq^{\prime} w$. Define

$$
\begin{aligned}
\leq^{\prime}:= & \preceq \cup \bigcup_{Z} \preceq \preceq_{Z} \\
& \cup \bigcup_{Z}\left\{(v, w) \mid v \preceq^{\prime} v_{Z}, w \in C_{Z}\right\} \\
& \cup \bigcup_{Z}\left\{(v, w) \mid v \preceq^{\prime} v_{Z} \text { or } v \in C_{Z}, w \in \hat{C}, \hat{C} \text { a component of } Z \backslash V\left(C_{Z}\right), E(v, \hat{C}) \neq \emptyset\right\} .
\end{aligned}
$$

Observe that $C \cup \bigcup_{Z} C_{Z}$ is a subgraph of the $d$-degree torso of $G$. Thus $\leq^{\prime}$ is an elimination order for the $d$-degree torso of $G$. The height of $\leq^{\prime}$ is bounded by

$$
t d(C)+\max \left\{t d\left(C_{Z}\right)\right\}_{Z} \leq k((k+1)(k+d))^{2^{k}}+k(1+k+d)(k(1+k+2 d))^{2^{k(1+k+d)}} .
$$

## 5 Canonisation Parameterized by Elimination Distance to Bounded Degree

In this section we show that graph canonisation, and thus graph isomorphism, is FPT parameterized by elimination distance to bounded degree. The main idea is to construct a labelled directed tree $T_{G}$ from a graph $G$ (of elimination distance $k$ to degree $d$ ) that is an isomorphism invariant for $G$. From the labelled tree $T_{G}$ we obtain a canonical labelled tree using the tree canonisation algorithm from Lindell [12]. In the last step we construct a canonical form of $G$ from the canonical labelled tree.

The tree $T_{G}$ is obtained from $G$ by taking a tree-depth decomposition of the $d$-degree torso of $G$ and labelling the nodes with the isomorphism types of the low-degree components that attach to them. The tree-depth decomposition of a graph is just the elimination order in tree form. We formally define it as follows:

Definition 5.1. Given a graph $H$ and an elimination order $\leq$ on $H$, the treedepth decomposition associated with $\leq$ is the directed tree with nodes $V(H)$ and an arc $a \rightarrow b$ if, and only if, $a<b$ and there is no $c$ such that $a<c<b$.

Remark 5.2. The tree-depth decomposition corresponding to an elimination order is what, in the language of partial orders, is known as its covering relation.

Note that, in general, the tree-depth decomposition of a graph that is not connected may be a forest. By results of Bouland et al. [2], we can construct a canonical tree-depth decomposition of an $n$-vertex graph of tree-depth $k$ in time $f(k) \cdot n^{c}$ for some comuptable $f$ and constant $c$.

Before defining $T_{G}$ formally, we need one piece of terminology.
Definition 5.3. Let $G$ be a graph and let $\leq$ be a tree order for $G$. The level of a vertex $v \in V(G)$ is the length of the chain $\{w \in V(G) \mid w \leq v\}$. We denote the level of $v$ by level $\leq(v)$.

Given a graph $G$ of elimination distance $k$ to degree $d$, let $C$ be the $d$-degree torso of $G$, let $T$ be a canonical tree-depth decomposition of $C$ and $\leq$ the corresponding elimination order. Let $Z$ be a component of $G \backslash C$. We let $Z^{C}$ denote the coloured graph that is obtained by colouring each vertex $v$ in $Z$ by the colour $\{i \mid u v \in$ $E(G)$ for some $u \in C$ with level $\left._{\leq}(u)=i\right\}$. We write $F\left(Z^{C}\right)$ for the canonical form of this coloured graph given by Theorem 2.2. Note that, by the definition of elimination distance, there is, for each $Z$ and $i$ at most one vertex $u \in C$ with level $_{\leq}(u)=i$ which is in $N_{G}(Z)$.

We are now ready to define the labelled tree $T_{G}$. The nodes of $T_{G}$ are the nodes of $T$ together with a new node $r$, and the arcs are the arcs of $T$ along with new arcs from $r$ to the root of each tree in $T$. Define, for each node $u$ of $T_{G}, \mathcal{Z}_{u}$ to be the set $\left\{Z \mid Z\right.$ is a component of $G \backslash C$ with $u \leq$-maximal in $\left.C \cap N_{G}(Z)\right\}$ (if $u \neq r$ ) and $\left\{Z \mid Z\right.$ is a component of $G \backslash C$ with $\left.C \cap N_{G}(Z)=\emptyset\right\}$ (if $u=r$ ). Each node $u$ in $T$ carries a label consisting of two parts:
$-L_{w}:=\{\operatorname{level}(w) \mid w<u$ and $u w \in E(G)\}$; and

- the multiset $\left\{F\left(Z^{C}\right) \mid Z \in \mathcal{Z}_{u}\right\}$.

Proposition 5.4. For any graphs $G$ and $G^{\prime}, T_{G}$ and $T_{G^{\prime}}$ are isomorphic labelled trees if, and only if, $G \cong G^{\prime}$.

Proof. If $G \cong G^{\prime}$ then, by construction, their $d$-degree torsos induce isomorphic graphs. The canonical tree-depth decomposition of Bouland et al. then produces isomorphic directed trees and the isomorphism must preserve the labels that encode the rest of the graphs $G$ and $G^{\prime}$ respectively.

For the converse direction, suppose we have an isomorphism $\phi$ between the labelled trees $T_{G}$ and $T_{G^{\prime}}$. Since the label $L_{u}$ of any node $u$ encodes all ancestors of $u$ which are neighbours, $\phi$ must preserve all edges and non-edges in the $d$ degree torso $C$ of $G$. To extend $\phi$ to all of $G$, for each node $u$ in $T_{G}$, let $\beta_{u}$ be a bijection from $\mathcal{Z}_{u}$ to the corresponding set $\mathcal{Z}_{\phi(u)}$ of components of $G^{\prime} \backslash C^{\prime}$, such that $F\left(Z^{C}\right)=F\left(\beta_{u}(Z)^{C^{\prime}}\right)$ (such a bijection exists as $u$ and $\phi(u)$ carry the same label). Thus, in particular, there is an isomorphism between $Z^{C}$ and $\beta_{u}(Z)^{C^{\prime}}$, since they have the same canonical form. We define, for each $v \in V(G) \backslash C, \phi(v)$ to be the image of $v$ under the isomorphism taking the component $Z$ containing $v$ to $\beta_{u}(Z)$. Note that this gives a well-defined function on $V(G)$, because for each such $v$, there is exactly one node $u$ of $T_{G}$ such that the component containing $v$ is in $\mathcal{Z}_{u}$. We claim that $\phi$ is now an isomorphism from $G$ to $G^{\prime}$. Let $v w$ be an edge of $G$. If both $v$ and $w$ are in $C$, then either $v<w$ or $w<v$. Assume, without loss of generality, that it is the former. Then, level $(v) \in L_{w}$ in the label of $w$ in $T_{G}$ and since $\varphi$ is a label-preserving isomorphism from $T_{G}$ to $T_{G^{\prime}}, \varphi(v) \varphi(w)$ is an edge in $G^{\prime}$. If both $v$ and $w$ are in $G \backslash C$, then there is some component $Z$ of $G \backslash C$ that contains them both. Since $\varphi$ maps $Z$ to an isomorphic component of $G^{\prime} \backslash C^{\prime}, \varphi(v) \varphi(w) \in E\left(G^{\prime}\right)$. Finally, suppose $v$ is in $C$ and $w$ in $G \backslash C$ and let $Z$ be the component containing $w$. Then $i:=\operatorname{level}(v)$ is part of the colour of $w$ in $Z^{C}$ and hence part of the colour of $\varphi(w)$ in the corresponding component of $G^{\prime} \backslash C^{\prime}$. Moreover, if $u$ is the $\leq$-maximal element in $C \cap N_{G}(Z)$, then we must have $v \leq u$. Thus $\varphi(v)$ is the unique element of level $i$ in $C^{\prime} \cap N_{G^{\prime}}\left(\beta_{u}(Z)\right)$ and we conclude that $\varphi(v) \varphi(w) \in E\left(G^{\prime}\right)$. By a symmetric argument, we have that for any edge $v w \in E\left(G^{\prime}\right), \phi^{-1}(v) \phi^{-1}(w) \in E(G)$ and we conclude that $\phi$ is an isomorphism.

With this, we are able to establish our main result.
Theorem 5.5. Graph Canonisation is FPT parameterized by elimination distance to bounded degree.

Proof. Suppose we are given a graph $G$ with $|V(G)|=n$. We first compute the $d$-degree torso $C$ of $G$ in $O\left(n^{4}\right)$ time. Using the result from Bouland et. al. [2, Theorem 11], we can find a canonical tree-depth decomposition for $C$ in time $O\left(h(k) n^{3} \log (n)\right)$ for some computable function $h$. To compute the labels of the nodes in the trees (and hence obtain) $T_{G}$, we determine, for each $u \in C$, the set $\{\operatorname{level}(w) \mid w<u$ and $u w \in E(G)\}$. This can be done in time $O\left(n^{2}\right)$.

Then, we find the components of $G \backslash C$, and colour the vertices with the levels of their neighbours in $C$. This can be done in $O\left(n^{2}\right)$ time. Finally, we compute for each coloured component $Z^{C}$ the canonical representative $F\left(Z^{C}\right)$ which, by Theorem 2.2 can be done in polynomial time (where the degree of the polynomial depends on $d$ ).

Having obtained $T_{G}$, we compute the canonical form $T_{G}^{\prime}$ in linear time using Lindell's canonisation algorithm [12]. Using the labels of $T_{G}^{\prime}$ one can, in linear time, construct a graph $G^{\prime}$ such that $T\left(G^{\prime}\right)=T_{G}^{\prime}$. By Proposition 5.4, this is a canonical form $G^{\prime}$ of $G$.

Corollary 5.6. Graph Isomorphism is FPT parameterized by elimination distance to bounded degree.

## 6 Conclusion

We introduce a new way of parameterizing graphs by their distance to triviality, i.e. by elimination distance. In the particular case of graph canonisation, and thus also graph isomorphism, taking triviality to mean graphs of bounded degree, we show that the problem is FPT.

A natural question that arises is what happens when we take other classes of graphs for which graph isomorphism is known to be tractable as our "trivial" classes. For instance, what can we say about GI when parameterized by elimination distance to planar graphs? Unfortunately techniques such as those deployed in the present paper are unlikely to work in this case. Our techniques rely on identifying a canonical subgraph which defines an elimination tree into the trivial class. In the case of planar graphs, consider graphs which are subdivisions of $K_{5}$, each of which is deletion distance 1 away from planarity. However the deletion of any vertex yields a planar graph and it is therefore not possible to identify a canonical such vertex.

More generally, the notion of elimination distance to triviality seems to offer promise for defining tractable parameterizations for many graph problems other than isomorphism. This is a direction that bears further investigation.

It is easy to see that if a class of graphs $C$ is characterised by a finite set of excluded minors, that the class $\hat{C}$ of graphs with bounded elimination distance to $C$ is characterised by a finite set of excluded minors as well. An interesting question is whether we can, given the set of excluded minors for $C$, compute the excluded minors for $\hat{C}$ as well?
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#### Abstract

The input of the Tropical Connected Set problem is a vertexcolored graph $G=(V, E)$ and the task is to find a connected subset $S \subseteq$ $V$ of minimum size such that each color of $G$ appears in $S$. This problem is known to be NP-complete, even when restricted to trees of height at most three. We show that Tropical Connected Set on trees has no subexponential-time algorithm unless the Exponential Time Hypothesis fails. This motivates the study of exact exponential algorithms to solve Tropical Connected Set. We present an $\mathcal{O}^{*}\left(1.5359^{n}\right)$ time algorithm for general graphs and an $\mathcal{O}^{*}\left(1.2721^{n}\right)$ time algorithm for trees.


## 1 Introduction

Problems on vertex-colored graphs have been widely studied, notably the Graph Motif problem which was introduced in 1994 by McMorris et al. [17]. This problem is motivated by applications in biology and metabolic networks [16,19]. Graph Motif is a decision problem asking whether a given vertex-colored graph $G=(V, E)$ has a connected subset $S$ of vertices such that there is bijection between $S$ and a multiset of colors; the latter being part of the input. Equivalently, the question is whether a vertex-colored graph given with a vector of multiplicities of the colors of $G$ has a connected vertex set $S$ such that each color appears in $S$ with its required multiplicity. As an immediate consequence, the size of a solution $S$ is given by the input.

Fellows et al. proved that Graph Motif is NP-complete, even if the multiset of colors is actually a set and if the graph is a tree of maximum degree three [9]. They also proved that this problem is NP-complete even if the multiset contains only two colors and if the graph is bipartite of maximum degree four [9]. Many variants of the Graph Motif problem have been studied; typical contributions being NPhardness proofs and fixed-parameter tractable algorithms $[4,9,10,14,16]$. To the best of our knowledge, the unique paper to study exact exponential time algorithms for a variant of Graph Motif is the one by Dondi et al. [8].

In this paper we study the exact complexity of another variant of the Graph Motif problem, i.e. the optimization problem Tropical Connected Set. Let $G=$ $(V, E)$ be a graph and let $c$ be a (not necessarily proper) vertex coloring assigning to each vertex of $G$ a color, i.e. a positive integer. By $C$ we denote the set of colors of the vertices of $G$. Now $S \subseteq V$ is a tropical set of the vertex-colored graph $G$ if all colors of $G$ appear in $S$. The problem Tropical Connected Set takes as input a vertex-colored graph and the task is to find a tropical connected subset of vertices $S$ of minimum size. The study of tropical connected sets was initiated by Angles d'Auriac et al. [3]. With a reduction from the well-known NP-complete problem Dominating Set, Angles d'Auriac et al. have shown that finding a minimum tropical connected set is NP-complete, even when restricted to trees of height three [3].

Using their reduction, we first show that Tropical Connected Set on trees has no subexponential-time algorithm unless the Exponential Time Hypothesis fails (Sect. 3); thus the existence of such a subexponential-time algorithm is considered unlikely. This provides the following motivation for studying the exact complexity of Tropical Connected Set. Many NP-hard graph problems when restricted to trees are polynomial-time solvable; often they are fixed-parameter tractable when parameterized by treewidth, based on [6]. Also NP-hard graph problems on planar graphs and even graphs of bounded genus often can be solved by subexponential-time parameterized algorithms $[7,13]$. Thus, if a problem is not subexponential-time solvable on trees, what kind of fast exponential algorithm on trees, or even general graphs can we expect; a $\mathcal{O}^{*}\left(\alpha^{n}\right)$ time algorithm with $\alpha \geq 1$ much smaller than 2 , or even $\alpha$ close to 1 ? Our main contributions are two fast exact exponential algorithms solving the NP-hard problem Tropical Connected Set. The algorithm for general graphs has running time $\mathcal{O}^{*}\left(1.5359^{n}\right)$ and uses algorithms for the NP-hard problems Connected red-blue dominating SET and Steiner tree as subroutines (Sect. 4). The branching algorithm for trees has running time $\mathcal{O}^{*}\left(1.2721^{n}\right)$ and heavily exploits structural properties of trees (Sect.5).

Proofs not given in this version will be provided in the full version of this paper.

## 2 Preliminaries

Throughout this paper, we denote by $G=(V, E)$ an undirected graph, and by $T=(V, E)$ an undirected tree with vertex set $V$ and edge set $E$. We adopt the convention $n=|V|$ and $m=|E|$. For a subset $X \subseteq V$ of vertices, we denote by $G[X]$ the subgraph of $G$ induced by $X$. For a vertex $v \in V$ of $G$, we denote by $N(v)$ the set of all neighbors of $v$; and we let $N[v]=N(v) \cup\{v\}$. For every $X \subseteq V$, we denote by $N[X]=\bigcup_{x \in X} N[x]$ the closed neighbourhood of $X$, and by $N(X)=N[X] \backslash X$ the open neighbourhood of $X$. A vertex set $S \subseteq V$ of $G$ is connected if the subgraph $G[S]$ is connected. Let $G=(V, E)$ be a graph, and let $c: V \rightarrow \mathbb{N}$ be a (not necessarily proper) coloring of $G$. Then we call $(G, c)$ a vertex-colored graph and $C=\{c(v): v \in V\}$ the set of colors of $G$. For a subset
of vertices $S$ of a vertex-colored graph $(G, c)$, we denote by $c(S)=\{c(v): v \in S\}$ the set of colors of $S$, and we call $S$ tropical if $c(S)=C$.

We denote by $l_{1}(G)$ the number of colors appearing exactly once in a vertexcolored graph $(G, c)$, and by $l_{2}(G)$ the number of colors appearing at least twice in $(G, c)$. A connected component $G[B]$ of a disconnected graph $G=(V, E)$ has a tropical connected set if and only if all colors of the graph $G$ appear in $B \subseteq V$. Hence ( $G, c$ ) has no tropical connected set if and only if none of its components contains all colors of $G$. Thus we may consider only connected graphs.

Throughout our paper all graphs and trees are vertex-colored and often denoted by $G$ and $T$ instead of $(G, c)$ and $(T, c)$. In this paper, we focus on the Tropical connected set problem:

Tropical connected set
Input: Graph $G=(V, E)$ with a coloring $c: V \rightarrow \mathbb{N}$ and set of colors $C$. Question: Find a minimum size subset $S \subseteq V$ such that $G[S]$ is connected, and $S$ contains at least one vertex of each color in $C$.

## 3 No Subexponential-Time Algorithm for Trees

We show that Tropical connected set on trees of height at most 3 admits no subexponential-time algorithm unless the Exponential Time Hypothesis (short ETH) fails. ETH has been defined by Impagliazzo et al. [15]. On one hand it is considered unlikely that ETH fails, and on the other hand a proof of ETH would have many important consequences in complexity theory. The non existence of a subexponential-time algorithm under the assumption of ETH stresses the significance of designing an exact algorithm running in time $\mathcal{O}^{*}\left(\alpha^{n}\right)$ (for some fixed constant $\alpha$ much smaller than 2). The result is achieved by combining a reduction from Dominating set to Tropical connected set described in [3], and a proof that Dominating Set admits no subexponential-time algorithm on graphs with maximum degree 6 given in [12].

Theorem 1. The Tropical connected set problem on trees of height at most 3 admits no subexponential-time algorithm, unless SNP $\subseteq$ SUBEXP, which would imply that the Exponential Time Hypothesis fails.

Proof. Angles d'Auriac et al. [3] proved that Tropical connected set is NPcomplete even on trees of height at most 3, by a reduction from Dominating SET. For the sake of completeness, we briefly recall the construction used in their proof.

Given an input graph $G=(V, E)$, instance for Dominating set, we construct a vertex-colored tree $(T, c)$ as follows. Consider an arbitrary ordering $\sigma: V \rightarrow \mathbb{N}$ on the vertices of $G$. Initially, $T$ contains a unique vertex $r$ colored $R \notin\{0,1, \ldots,|V|\}$. Now, for every vertex $v \in V(G)$, add to $T$ a star whose center is colored $\sigma(v)$, with one leaf colored $\sigma(u)$ for every neighbor $u$ of $v$ in $G$, and an extra leaf colored 0 linked to the vertex $r$ of $T$. See Fig. 1.

Now, let us refer to Fomin et al. [12] who proved that Dominating set admits no subexponential-time algorithm on graphs with maximum degree 6,


Fig. 1. The reduction from Dominating set to Tropical connected set [3].
unless SNP $\subseteq$ SUBEXP. Observe that given an input graph $G=(V, E)$ of maximum degree 6, instance for Dominating set, the reduction from Dominating set to Tropical connected set described above yields a tree $T$, instance for Tropical connected set, of height 3 and containing at most $8 n+1=\mathcal{O}(n)$ vertices. Thus a subexponential-time algorithm for Tropical CONNECTED SET on trees of maximum height 3 would yield a subexponentialtime algorithm for Dominating set on graphs with maximum degree 6 , hence implying that SNP $\subseteq$ SUBEXP; and the latter implies that ETH fails [15].

The fact that there is no subexponential-time algorithm for Tropical conNECTED SET on trees unless ETH fails, triggered our interest in constructing fast exponential time algorithms for Tropical connected set on trees as well as on general graphs.

## 4 An Exact Exponential Algorithm for General Graphs

This section is devoted to the design and analysis of an exact algorithm for TropiCAL CONNECTED SET. A naive brute-force algorithm would solve this problem in $\mathcal{O}^{*}\left(2^{n}\right)$ time. Using reductions to the NP-hard problems Connected redblue dominating set and Steiner tree and by balancing the corresponding algorithms, we design an algorithm computing a minimum tropical connected set in time $\mathcal{O}^{*}\left(1.5359^{n}\right)$.

Let us recall the definition of these two problems:

## Steiner tree

Input: Graph $G=(V, E)$, weight function $w: E \rightarrow \mathbb{N}$, set of terminals $K \subseteq V$. Question: Find a connected subtree $T=\left(V^{\prime}, E^{\prime}\right)$ of $G$, with $V^{\prime} \subseteq V$ and $E^{\prime} \subseteq E$, such that $K \subseteq V^{\prime}$ and $\sum_{e \in E^{\prime}} w(e)$ is minimum.

## Connected red-blue dominating set

Input: Graph $G=(R \cup B, E)$ where vertices are colored either red (vertices in $R$ ) or blue (vertices in $B$ ).
Question: Find the smallest subset $S \subseteq R$ of red vertices such that $G[S]$ is connected, and every vertex in $B$ has at least one neighbor in $S$, that is $B \subseteq$ $N(S)$.

The currently best known exact algorithms (for our purposes) solving STEINER tree and Connected red-blue dominating set are due to Nederlof [18] and

Abu-Khzam et al. [1] respectively. Their running times are $\mathcal{O}^{*}\left(W \cdot 2^{|K|}\right)$ (where $K$ is the set of terminals and $W$ the maximum weight of the input) and $\mathcal{O}^{*}\left(1.36443^{n}\right)$.

Now we define a construction that will be used by our algorithms to reduce Tropical connected set to Steiner tree and Connected red-blue dominating set. Let $G=(V, E)$ be a graph, let $c$ be a coloring of $G$ and $C$ the set of colors of $G$. First the graph $G^{\prime}=\left(R^{\prime} \cup B^{\prime}, E^{\prime}\right)$ to be used to reduce Tropical connected set to Steiner tree (see Lemma 1) is defined as follows: $R^{\prime}=\left\{v^{\prime} \mid v \in V\right\}, B^{\prime}=\left\{r_{i} \mid i \in C\right\}, E^{\prime}=\left\{u^{\prime} v^{\prime} \mid u v \in E\right\} \cup\left\{v^{\prime} r_{i} \mid\right.$ $v$ is of color $i$ in G$\}$.

Secondly we construct the graph $G "=\left(R " \cup B ", E^{\prime \prime}\right)$ to be used to reduce Tropical connected set to Connected red-blue dominating set (see Lemma 2). Initially, set $R^{\prime \prime}=R^{\prime}, B^{\prime \prime}=B^{\prime}$ and $E "=E^{\prime}$. For every vertex $v \in V$ whose color appears exactly once in $G$, move the corresponding vertex $v^{\prime}$ from $R "$ to $B "$, and remove the vertex $r_{i}$ from $B "$, where $c(v)=i$ in $G$. After this step, let $B_{1}, \ldots, B_{p}$ be the components of the subgraph induced in $G "[B "]$ by those vertices that had been moved to $B "$. For each $i=1,2, \ldots p$, contract the component $B_{i}$ in $G^{\prime \prime}[B "]$ so that it remains only one vertex and call this vertex $b_{i}$. Note that after all contractions, $B$ " is now an independent set of $G^{\prime \prime}$. Finally for all $b_{i}, 1 \leq i \leq p$, turn the neighborhood $N_{G^{\prime \prime}}\left(b_{i}\right) \subseteq R$ " into a clique by adding corresponding edges. It is worth mentioning that this construction can be done in polynomial time.

Now we describe three ways to solve Tropical connected set: by bruteforce, via Steiner tree and via Connected red-blue dominating set.

Brute-force. Let $(G, c)$ be an instance of Tropical connected set. Our brute-force algorithm first computes the set $U$ of all vertices having a color appearing only once in $G$ (forced to be in any tropical set). Then for every $A \subseteq V \backslash U$ verify in polynomial time whether $U \cup A$ is a tropical connected set and compute the minimum size of (such) a tropical connected set. This algorithm runs in time $\mathcal{O}^{*}\left(2^{n-l_{1}(G)}\right)$.
Using Steiner tree. Tropical connected set can easily be reduced to Steiner tree as follows. Let $(G, c)$ be an instance of Tropical connected Set. We construct an instance $\left(G^{\prime}, w, K\right)$ for Steiner tree, where $G^{\prime}=\left(R^{\prime} \cup\right.$ $\left.B^{\prime}, E^{\prime}\right)$ is the graph constructed above and the terminal set $K=B^{\prime}$. Note that $|K|=\left|B^{\prime}\right|=|C|$. The weight function is defined as follows: $w(e)=n=|V|$ for every $e \in E\left(G^{\prime}\right)$ incident to a vertex of $B^{\prime}$, and $w(e)=1$ for every edge $e=u^{\prime} v^{\prime}$ with $u^{\prime}, v^{\prime} \in R^{\prime}$.

Lemma 1. The vertex-colored graph $(G, c)$ admits a tropical connected set of size $k$ if and only if $\left(G^{\prime}, w, B^{\prime}\right)$ admits a Steiner tree of weight $k^{\prime}=k-1+|C| n$.

Using the exact algorithm of Nederlof [18] to solve Steiner tree in $\mathcal{O}^{*}\left(W 2^{k}\right)$ time (with $k$ the number of terminals and maximum weight $W=n$ ), this reduction yields an algorithm solving Tropical connected set in $\mathcal{O}^{*}\left(2^{|C|}\right)$ time.
Using Connected red-blue dominating set. Tropical connected set can be reduced to Connected red-blue dominating set as follows.

Let $(G, c)$ be an instance of Tropical connected set. We construct an instance $G "=\left(R " \cup B ", E^{\prime \prime}\right)$ of Connected Red-blue dominating Set where $G^{\prime \prime}$ is the graph constructed above, $R "$ set of red and $B$ " set of blue vertices.

Lemma 2. $(G, c)$ admits a tropical connected set of size $k$ if and only if $G^{\prime \prime}=$ $(R " \cup B ", E ")$ admits a connected red-blue dominating set of size $k^{\prime}=k-l_{1}(G)$.

Proof. In the proof we identify a vertex $v$ in $G$ and its copy $v^{\prime}$ in $G^{\prime \prime}$.
Let $S$ be a tropical connected set of $G$ of size $k$. Let $U$ be the (possibly empty) set of vertices having a color appearing only once in $G$. Clearly $U \subseteq S$. We claim that $D=S \backslash U$ is a connected red-blue dominating set of $G^{\prime \prime}$. By construction, $B_{1}, B_{2}, \ldots, B_{p}$ are the connected components of $G[U]$, and for each $i \in\{1,2, \ldots, p\}$, the connected set $B_{i}$ of $G$ is contracted to $b_{i}$ in $G^{\prime \prime}$. Since $S$ is connected in $G,(S \backslash U) \cup\left\{b_{1}, b_{2}, \ldots, b_{p}\right\}$ is connected in $G^{\prime \prime}$ since we contract connected sets in $G$. Now when removing $\left\{b_{1}, b_{2}, \ldots, b_{p}\right\}$ from $(S \backslash U) \cup$ $\left\{b_{1}, b_{2}, \ldots, b_{p}\right\}$ we obtain $D$. Consider the induced subgraphs in $G^{\prime \prime}$. Since by construction of $G^{\prime \prime}$ for every $b_{i}$ the neighbours of $b_{i}$ form a clique in $G^{\prime \prime}$, removal of a vertex $b_{i}$ cannot make the set $D$ disconnected. Hence $D$ is connected in $G^{\prime \prime}$. Finally by construction, $D \subseteq R "$ and $N(D) \cap B$ " contains all vertices $r_{i} \in B$ " with a color $i$ appearing at least twice in $G$. Since $S$ is connected in $G$ and $\left\{b_{1}, b_{2}, \ldots, b_{p}\right\} \subseteq B$ " is an independent set of $G$ ", every vertex of $\left\{b_{1}, b_{2}, \ldots, b_{p}\right\}$ has a neighbour in $D$. Hence $D$ is red-blue dominating in $G^{\prime \prime}$. Summarizing, $D$ is a connected red-blue dominating set of $G$ " such that $|D|=|S|-|U|=$ $k-l_{1}(G)=k^{\prime}$.

Conversely, let $D \subseteq R$ " be a red-blue dominating set of $G$ " such that $|D|=$ $k^{\prime}=k-l_{1}(G)$. By construction of $G^{\prime \prime}$ and since $D$ is a red-blue dominating set, for every $i=1,2, \ldots, p$, the set $D$ contains at least one vertex of $N\left(b_{i}\right) \cap R$ " in $G^{\prime \prime}$. Consequently $D \cup \bigcup_{i=1}^{p} B_{i}$ is a connected set in $G^{\prime}$, and also in $G$. To see this recall that for every $i$, the vertex $b_{i}$ is obtained by contracting the connected set $B_{i}$. Furthermore $D \cup \bigcup_{i=1}^{p} B_{i}$ is tropical since it contains all vertices of $G$ with a color appearing once in $G$, and $D$ dominates $B " \backslash \bigcup_{i=1}^{p} B_{i}$, i.e. $D$ contains a vertex of each color appearing at least twice. Hence $D \cup \cup_{i=1}^{p} B_{i}$ is a tropical connected set in $G$ of size $k^{\prime}+l_{1}(G)=k$.

The exact algorithm due to Abu-Khzam et al. [1] solves Connected red-blue dominating set in time $\mathcal{O}^{*}\left(1.36443^{n}\right)$. Hence our reduction yields an algorithm solving Tropical connected set on $(G, c)$ in $\mathcal{O}^{*}\left(1.36443^{n+l_{2}(G)}\right)$ time.

Balancing three algorithms. We are now ready to describe our exact algorithm for Tropical connected set on general graphs, by balancing between Steiner tree, Connected red-blue dominating set, and a brute-force algorithm depending on the value of $l_{1}(G)$ (see Fig. 2). Let ( $G, c$ ) be the instance of Tropical connected set.

- If $l_{1}(G)<0.23814 \cdot n$, then reduce to Steiner tree and use the algorithm of Nederlof [18] on ( $G^{\prime}, w, K$ ); this yields an algorithm solving Tropical CONNECTED SET in $\mathcal{O}^{*}\left(2^{|C|}\right)$ time. Notice that in this case, $|C|=l_{1}(G)+$ $l_{2}(G)<0.23814 \cdot n+\frac{1-0.23814}{2} \cdot n=0.61907 \cdot n$.


Fig. 2. Representation of the algorithms running time by a dark curve. The $x$-axis corresponds to the ratio $\alpha=\frac{l_{1}(G)}{n}$, while the $y$-axis corresponds to the constant $c$ in the running time $\mathcal{O}^{*}\left(c^{n}\right)$. Point a corresponds to $\alpha=0.23814$; point b to $\alpha=\frac{1}{3}$; point c to $\alpha=0.42218$. Our algorithms running time $\mathcal{O}^{*}\left(1.5359^{n}\right)$ is achieved for $\mathrm{a}=0.23814$.

- If $0.23814 \cdot n \leq l_{1}(G) \leq 0.42218 \cdot n$, then reduce to Connected redblue dominating set and use the algorithm of Abu-Khzam et al. [1] on $G^{\prime \prime}$; this yields an algorithm solving Tropical connected set in time $\mathcal{O}^{*}\left(1.36443^{n+l_{2}(G)}\right)$. Notice that in this case, $n+l_{2}(G) \leq n+\frac{1}{2} \cdot n-\frac{1}{2} \cdot l_{1}(G) \leq$ $1.38093 \cdot n$.
- If $0.42218 \cdot n<l_{1}(G)$, then use the brute-force algorithm on $(G, c)$; this yields an algorithm solving Tropical connected set in $\mathcal{O}^{*}\left(2^{n-l_{1}(G)}\right)$ time. Notice that $n-l_{1}(G) \leq(1-0.42218) \cdot n=0.57782 \cdot n$.

We establish an exact exponential algorithm which needs only polynomial space since all three algorithms used need only polynomial space. It is worth mentioning that Brute-force is not needed to achieve the claimed running time.

Theorem 2. The Tropical connected set problem on general graphs can be solved in time $\mathcal{O}^{*}\left(1.5359^{n}\right)$ and polynomial space.

## 5 An Exact Exponential Algorithm for Trees

The problem of finding a minimum tropical connected set on trees of height at most three is NP-hard [3], and has no subexponential-time algorithm unless ETH fails, as shown in Sect. 3. The main result of this section is a branching algorithm to compute a minimum tropical connected set on trees in time $\mathcal{O}^{*}\left(1.2721^{n}\right)$. Branching algorithms are a main tool to design exact exponential algorithms. For an introduction to branching algorithms we refer to [11]. We shortly summarize the main ideas in the design and analysis of branching algorithms. Firstly, such an algorithm solves instances of a problem by recursively branching into instances of subproblems of smaller sizes; thereby using branching and reduction rules. The execution of a branching algorithm can be illustrated by a search tree. Secondly, we shortly summarize how time analysis of such algorithms is done.
Time analysis. The running time of a branching algorithm is usually obtained by upper bounding the maximum number of vertices in a search tree. To do this,
let $T(n)$ be an upper bound for the running time of the algorithm when applied to any instance of size $n$. Consider any branching rule. Assume the sizes of the subproblems when applying this rule to any instance of size $n$ are at most $n-t_{1}, \ldots, n-t_{b}$. Then we say that the rule has branching vector $\left(t_{1}, \ldots, t_{b}\right)$. The running time $T(n)$ satisfies the recurrence $T(n) \leq \sum_{i=1}^{b} T\left(n-t_{i}\right)$. It is well-known that all basic solutions of the corresponding homogeneous linear recurrence are of the form $\lambda^{n}$, where $\lambda$ is a complex number. For the running time analysis we need the largest value of $\lambda$ which is known to be the unique positive real root of the polynomial $\lambda^{n}-\sum_{i=1}^{b} \lambda^{n-t_{i}}$, called branching number of $\left(t_{1}, \ldots, t_{b}\right)$; often denoted by $\tau\left(t_{1}, \ldots, t_{b}\right)$. If different branching rules are applied and different branching vectors are involved at different steps of an algorithm, then the branching vector with the largest branching number, say $\lambda_{\max }$, implies an upper bound of $O^{*}\left(\left(\lambda_{\max }\right)^{n}\right)$ for the running time of the algorithm. In our presentation we shall carefully analyze the branching vectors, provide them in Fig. 3, and give their branching numbers without details on calculations.

Notation. Let $T=(V, E)$ be a tree and $(T, c)$ an instance of Tropical CONNECTED SET. In the rest of this section, we consider $T$ as a tree rooted at a distinguished vertex $r \in V$. For a given vertex $v$, we denote by $T(v)$ the subtree of $T$ rooted at $v$, and by $|T(v)|$ its number of vertices. We denote by $\operatorname{path}(v, r)=\left(x_{0}, x_{1}, \ldots, x_{k}\right)$ the vertex set of the unique path in the tree $T$ from the vertex $v=x_{0}$ to the root $r=x_{k}$ in $T$. By $d(v, w)$ we denote the length of the unique and thus shortest path from $v$ to $w$ in $T$. Let $S \subseteq V$ be a connected subset of $T$ and $v \in V$, then we denote by $d(v, S)$ the distance from $v$ to $S$ in $T$, i.e. $d(v, S)=\min _{s \in S} d(v, s)$ the shortest length of a path from $v$ to any vertex $s$ of $S$. Observe that $d(v, S)=0$ for all $v \in S$, and that $d(v, S)=1$ for all $v \in N(S)$. For a vertex $v \in(V \backslash\{r\})$, we denote by $p(v)$ the parent of $v$ in the rooted tree $T$. A vertex $v \in V$ is called a leaf of the rooted tree $T$ if $|T(v)|=1$, otherwise $v$ is called an internal of $T$. Finally, for an internal $v \in V$, we denote by $s_{1}(v), \ldots, s_{k}(v), k \geq 1$, the children of $v$ in $T$.

Instances and subproblems. As already mentioned branching algorithms recursively solve subproblems by applying reduction and branching rules. Given a (rooted) tree $T=(V, E)$ with a coloring $c$ and set of colors $C$ as an input of Tropical connected set, $T, c$ and $C$ are global for our recursive algorithm. Now we define an instance of a subproblem as a 3 -partition $(S, F, D)$ of $V$. For such an instance $(S, F, D)$ the task is to find a tropical connected set $S^{*}$ of $(T, c)$ such that $S \subseteq S^{*}, S^{*} \cap D=\emptyset$ and the size of $S^{*}$ is minimum. We call such a vertex set $S^{*}$ a solution of $(S, F, D)$. Finally such an instance $(S, F, D)$ is defined as follows.

- $S$ is the set of selected vertices, i.e. those vertices that have already been chosen as being a subset of any solution.
- $F$ is the set of free vertices, i.e. no decision has been made whether they are in $S$ or $D$.
- $D$ is the set of discarded vertices, i.e. those vertices that cannot belong to any solution.

As will become clear later, the construction of our algorithm implies that an instance $(S, F, D)$ always satisfies the following properties: (i) the root $r$ of $T$ belongs to $S$, (ii) $S$ and $S \cup F$ are connected sets of $T$, and (iii) for every $v \in D$ all vertices of $T(v)$ also belong to $D$. Finally for any instance $(S, F, D)$, we denote by $T^{\prime}$ the subtree induced by $S \cup F$ and we denote by $C^{\prime} \subseteq C$ the set of those colors that do not already appear in $S: C^{\prime}=C \backslash c(S)$.
Description of algorithm. The following two procedures are used in the reduction and branching rules of our algorithm when applied to any instance $(S, F, D)$ to obtain new instances and subproblems. Let $v \in F$. Note that selecting $v$ implies to also add all free vertices of $\operatorname{path}(v, r)$ to $S$, since otherwise no superset set of $S \cup\{v\}$ will be connected, and that for the same reason, discarding $v$ implies that all vertices of $T(v)$ are also moved to $D$.
$\operatorname{ADD}(v)$ adds all free vertices of path $(v, r)$ to $S$, also removes them from $F$, and removes all colors of path $(v, r)$ from $C^{\prime}$.
$\operatorname{RMV}(v)$ removes all free vertices of $T(v)$ from $F$, and adds them to $D$, while $C^{\prime}$ remains unchanged.

Let $X \subseteq F$. To ease notation, we write $\operatorname{ADD}(\mathrm{X})$ to denote applying $\operatorname{ADD}(v)$ for all $v \in X$ (order does not matter). Similarly, we write RMV(X) to denote applying $\operatorname{RMV}(v)$ for all $v \in X$ (again order does not matter).

Now we describe our branching algorithm to compute a minimum tropical connected set on trees which runs in time $O^{*}\left(1.2721^{n}\right)$. Let $T=(V, E)$ be the input tree, $c$ its vertex coloring and $C$ the set of colors of $T$. For each $v \in V$, we consider the tree $T$ rooted at $v$ and we apply the branching algorithm to the instance $(S, F, D)=(\{v\}, V \backslash\{v\}, \emptyset)$. Note that the root always belongs to $S$. Therefore a minimum tropical connected set of $(T, c)$ is a solution of $(\{v\}, V \backslash\{v\}, \emptyset)$ of minimum size, taken over all $v \in V$. To describe our branching algorithm, let $(S, F, D)$ be any instance: an initial one with $F=V \backslash\{v\}$ or one obtained by a sequence of recursive calls. In Fig. 3 a listing of the reduction and branching rules of our algorithm is given. Also we assign to each branching rule its branching vector. The details of the case analysis are given in Theorem 3. As is common, the rules are listed in the order in which they have to be applied, i.e. a rule can only be applied to an instance if all previous ones cannot be applied.

Analysis of algorithm. In Lemma 3 and Theorem 3, we prove the correctness of the reduction and branching rules given in Fig. 3.

Lemma 3. The reduction rules of the branching algorithm TCS-Tree are safe.
Proof. Let $(S, F, D)$ be any instance of a subproblem and $C^{\prime}=C \backslash c(S)$. We denote by $S^{*}$ a solution of $(S, F, D)$. Hence $S^{*}$ is a tropical connected set satisfying $S \subseteq S^{*}$ and $D \cap S^{*}=\emptyset$ and being of minimum size among all such sets, if there is one.

## Algorithm TCS-Tree $(S, F, D)$ <br> Reduction rules.

R0.1. If $C^{\prime}=\emptyset$, then STOP: $S$ is a tropical connected set of $T$.
R0.2. If $F=\emptyset$, then STOP: there is no solution for this instance.
R1. If there is $v \in F, v$ a leaf of $T^{\prime}$, such that $c(v) \notin C^{\prime}$, then $\operatorname{RMv}(v)$.
R2. If there is $v \in F$ such that $c(v) \in C^{\prime}$ and for every $u \in F \backslash\{v\}, c(v) \neq c(u)$, then $\operatorname{ADD}(v)$.
R3. If there is $v \in F, v$ a leaf of $T^{\prime}$, such that there exists $u \in F \backslash\{v\}$, such that $c(u)=c(v)$ and $d(u, S)=1$, then $\operatorname{RMv}(v)$.
R4. If there is $v \in F, v$ a leaf of $T^{\prime}$, such that there exists $u \in F \backslash\{v\}$, with $c(u)=c(v)$ such that $d(u, \operatorname{path}(v, r)) \leq 1$, then $\operatorname{RMV}(v)$.
R5. If there is $u \in F$, such that there is a leaf $v$ of $T^{\prime}, v \in S$, with $c(u)=c(v)$, then $\operatorname{RMV}(u)$.
R6. If all vertices in $F$ are leaves in $T^{\prime}$, then $\operatorname{ADD}(v)$, for any $v \in F$.
Branching rules. Each of the branching rules creates two subproblems. We write $\left\langle\mathcal{O}_{1} \| O_{2}\right\rangle$ to express that the algorithm branches into 2 subinstances, where the set of operations $\mathcal{O}_{i}$ is applied to instance $(S, F, D)$ to obtain the $i$ th subinstance.

B1. If there is a free vertex $v \in F, v$ leaf of $T^{\prime}$ with $d(v, S) \geq 4$, then the algorithm distinguishes three cases.
(a) If there are two internals $v^{\prime}$ and $v^{\prime \prime}$ in $F$ satisfying $c(v)=c\left(v^{\prime}\right)=c\left(v^{\prime \prime}\right)$ : $\left\langle\left\{\operatorname{ADD}(v), \operatorname{RMV}\left(\left\{v^{\prime}, v^{\prime \prime}\right\}\right)\right\} \| \operatorname{RMV}(v)\right\rangle \quad(\mathbf{7}, \mathbf{1})$
(b) If there is one leaf $v^{\prime} \in F$ of $T^{\prime}$ satisfying $c(v)=c\left(v^{\prime}\right):\left\langle\left\{\operatorname{ADD}(p(v)), \operatorname{RMV}\left(v^{\prime}\right)\right\} \|\right.$ $\operatorname{RMV}(p(v))\rangle \quad(4,2)$
(c) If there is a unique internal $v^{\prime} \in F$ of $T^{\prime}$ satisfying $c(v)=c\left(v^{\prime}\right):\left\langle\left\{\operatorname{ADD}(v), \operatorname{RMV}\left(v^{\prime}\right)\right\} \|\right.$ $\left.\left\{\operatorname{RMV}(v), \operatorname{ADD}\left(v^{\prime}\right)\right\}\right\rangle$
B2. If there is a vertex $v \in F$ such that $v$ is a leaf of $T^{\prime}$ and $d(v, S)=3$, then the algorithm distinguishes four cases.
(a) If there are two leaves $v^{\prime}, v^{\prime \prime} \in F$ of $T^{\prime}$ satisfying $c(v)=c\left(v^{\prime}\right)=c\left(v^{\prime \prime}\right)$ : $\left\langle\left\{\operatorname{ADD}(p(v)), \operatorname{RMV}\left(\left\{v^{\prime}, v^{\prime \prime}\right\}\right)\right\} \| \operatorname{RMV}(p(v))\right\rangle \quad(\mathbf{4}, \mathbf{2})$
(b) If there are two internals $v^{\prime}, v^{\prime \prime} \in F$ of $T^{\prime}$ satisfying $c(v)=c\left(v^{\prime}\right)=c\left(v^{\prime \prime}\right)$ : $\left\langle\left\{\operatorname{ADD}(v), \operatorname{RMV}\left(\left\{v^{\prime}, v^{\prime \prime}\right\}\right)\right\} \| \operatorname{RMV}(v)\right\rangle \quad(\mathbf{7}, \mathbf{1})$
(c) If there is a leaf $v^{\prime} \in F$ and an internal $v^{\prime \prime} \in F$ of $T^{\prime}$ satisfying $c(v)=c\left(v^{\prime}\right)=c\left(v^{\prime \prime}\right)$ : $\left\langle\left\{\operatorname{ADD}\left(v^{\prime \prime}\right), \operatorname{RMV}\left(\left\{v, v^{\prime}\right\}\right)\right\} \| \operatorname{RMV}\left(v^{\prime \prime}\right)\right\rangle \quad(\mathbf{4}, \mathbf{2})$
(d) If there is a unique vertex $v^{\prime} \in F$ of $T^{\prime}$ satisfying $c(v)=c\left(v^{\prime}\right):\left\langle\left\{\operatorname{ADD}(v), \operatorname{RMv}\left(v^{\prime}\right)\right\} \|\right.$ $\left.\left\{\operatorname{RMV}(v), \operatorname{ADD}\left(v^{\prime}\right)\right\}\right\rangle \quad(\mathbf{4}, \mathbf{3})$
B3. If there is a free vertex $v \in F, v$ leaf of $T^{\prime}$ with $d(v, S)=2$, then the algorithm distinguishes two cases.
(a) If there are $k \geq 2$ vertices $v_{1}, \ldots, v_{k} \in F$ of $T^{\prime}$ satisfying $c(v)=c\left(v_{1}\right)=\ldots=c\left(v_{k}\right)$ : $\left\langle\left\{\operatorname{ADD}(p(v), v), \operatorname{RMV}\left(\left\{v_{1}, \ldots, v_{k}\right\}\right)\right\} \| \operatorname{RMV}(p(v))\right\rangle \quad(\mathbf{4}, \mathbf{2})$
(b) If there is a unique vertex $v^{\prime} \in F$ of $T^{\prime}$ satisfying $c(v)=c\left(v^{\prime}\right)$ : $\left\langle\left\{\operatorname{ADD}(\{p(v), v\}), \operatorname{RMV}\left(v^{\prime}\right)\right\} \|\left\{\operatorname{RMV}(p(v)), \operatorname{ADD}\left(v^{\prime}\right)\right\}\right\rangle \quad(\mathbf{3}, \mathbf{4})$

Fig. 3. Reduction rules, branching rules and branching vectors. The largest branching number is $\tau(4,2) \leq 1.2721$.

R0.1. Let $C^{\prime}=\emptyset$. Due to the properties of instances, $G[S]$ is connected, and as $C^{\prime}=\emptyset, S$ is tropical. Hence $S$ is a tropical connected set of $T$ and $S$ is a solution of $(S, F, D)$.
R0.2. Let $C^{\prime} \neq \emptyset$ and $F=\emptyset$. By the properties of instances, $G[S]$ is a connected set of $T$. However, since $C^{\prime} \neq \emptyset, S$ is not tropical. Since $S$ cannot be extended, $(S, F, D)$ has no solution.
R1. Let $v \in F$ be a leaf of $T^{\prime}=T[S \cup F]$ such that $c(v) \notin C^{\prime}$. Let $v^{\prime} \in S$ with $c(v)=c\left(v^{\prime}\right)$. Suppose $S^{*}$ is a solution of $(S, F, D)$. Assume that $v \in S^{*}$. Since $S \subseteq S^{*}$ and $v^{\prime} \in S$, we also have $v^{\prime} \in S^{*}$. Clearly $S^{*} \backslash\{v\}$ is tropical and a connected set. Hence $S^{*}$ is not a solution of $(S, F, D)$, contradiction. Thus we may safely discard $v$ and apply $\operatorname{RMV}(v)$.
R2. Let $v \in F$ be the unique vertex in $F$ of color $c(v) \in C^{\prime}$. Hence any solution $S^{*}$ of $(S, F, D)$ must contain $v$ to be tropical. Thus we may safely apply $\operatorname{ADD}(v)$.
R3. Let $v \in F$ be a leaf of $T^{\prime}=T[S \cup F]$, and let $u \in F$ such that $c(u)=c(v)$ and $d(u, S)=1$. Assume that $v \in S^{*}$ for a solution $S^{*}$ of $(S, F, D)$. If $S^{*}$ contains $u$, then $S^{*}$ is not minimum, since $S^{*} \backslash\{v\}$ is tropical and connected. If $S^{*}$ does not contain $u$, then $\left(S^{*} \backslash\{v\}\right) \cup\{u\}$ is tropical and connected too. Hence, if there is a solution containing $v$, then there is also a solution not containing $v$. Thus it is safe to apply $\operatorname{RMV}(v)$.
R4. Let $v \in F$ be a leaf of $T^{\prime}$ and let $u \in F$ with $c(u)=c(v)$ and $d(u$, path $(v, r)) \leq 1$. Let $S^{*}$ be a solution containing $v$. If $u \in \operatorname{path}(v, r)$, then $S^{*} \backslash\{v\}$ is tropical connected, and so $S^{*}$ is not a solution, contradiction. If $u \notin \operatorname{path}(v, r)$, then there is an $x \in \operatorname{path}(v, r), x \neq v$, such that $x u \in E$. Moreover, since $S^{*}$ is connected, $v \in S^{*}$ implies $x \in S^{*}$. Thus $\left(S^{*} \backslash\{v\}\right) \cup\{u\}$ is tropical and connected. Hence there is a solution not containing $v$ and we safely apply $\operatorname{RMV}(v)$.
R5. Let $u \in F$ and $v$ be a leaf of $T^{\prime}$, and $v \in S$ with $c(u)=c(v)$. Let $S^{*}$ be any solution of $(S, F, D)$ containing a vertex $x \in T^{\prime}(u)$. Observe that $u \in \operatorname{path}(x, r)$. Now $r, x \in S^{*}$ and $S^{*}$ is connected implies $u \in S^{*}$. Clearly, $v \in S$ implies $v \in S^{*}$ and together with $u \in S^{*}$ we obtain $S^{*} \backslash\{v\}$ is tropical and connected, contradicting $v \in S$. Hence $u \notin S^{*}$ and we may safely apply $\operatorname{RMV}(u)$.
R6. When this rule applies, then any subset of leaves of $T^{\prime}$ with pairwise different colors can be added to $S$ to obtain a solution $S^{*}$. Hence adding any leaf of $T^{\prime}$ to $S$ is safe.

The correctness of the branching rules and the time analysis including the determination of the branching vectors will be given in the full version. Combined with Lemma 3 we obtain

Theorem 3. Our branching algorithm TCS-Tree computes a minimum tropical connected set of a tree in time $\mathcal{O}^{*}\left(1.2721^{n}\right)$.
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#### Abstract

Given an edge-weighted directed graph $G=(V, E)$ on $n$ vertices and a set $T=\left\{t_{1}, t_{2}, \ldots t_{p}\right\}$ of $p$ terminals, the objective of the Strongly Connected Steiner Subgraph (SCSS) problem is to find an edge set $H \subseteq E$ of minimum weight such that $G[H]$ contains a $t_{i} \rightarrow t_{j}$ path for each $1 \leq i \neq j \leq p$. The problem is NP-hard, but Feldman and Ruhl [FOCS '99; SICOMP '06] gave a novel $n^{O(p)}$ algorithm for the $p$ SCSS problem.

In this paper, we investigate the computational complexity of a variant of 2-SCSS where we have demands for the number of paths between each terminal pair. Formally, the 2 -SCSS- $\left(k_{1}, k_{2}\right)$ problem is defined as follows: given an edge-weighted directed graph $G=(V, E)$ with weight function $\omega: E \rightarrow \mathbb{R}_{\geq 0}$, two terminal vertices $s, t$, and integers $k_{1}, k_{2}$; the objective is to find a set of $k_{1}$ paths $F_{1}, F_{2}, \ldots, F_{k_{1}}$ from $s \rightsquigarrow t$ and $k_{2}$ paths $B_{1}, B_{2}, \ldots, B_{k_{2}}$ from $t \rightsquigarrow s$ such that $\sum_{e \in E} \omega(e) \cdot \phi(e)$ is minimized, where $\phi(e)=\max \left\{\left|\left\{i: i \in\left[k_{1}\right], e \in F_{i}\right\}\right| ;\left|\left\{j: j \in\left[k_{2}\right], e \in B_{j}\right\}\right|\right\}$. For each $k \geq 1$, we show the following: - The 2-SCSS- $(k, 1)$ problem can be solved in $n^{O(k)}$ time. - A matching lower bound for our algorithm: the 2-SCSS- $(k, 1)$ problem does not have an $f(k) \cdot n^{o(k)}$ algorithm for any computable function $f$, unless the Exponential Time Hypothesis (ETH) fails. Our algorithm for 2-SCSS- $(k, 1)$ relies on a structural result regarding the optimal solution followed by using the idea of a "token game" similar to that of Feldman and Ruhl. We show with an example that the structural


[^21]result does not hold for the 2 -SCSS- $\left(k_{1}, k_{2}\right)$ problem if $\min \left\{k_{1}, k_{2}\right\} \geq 2$. Therefore 2 -SCSS- $(k, 1)$ is the most general problem one can attempt to solve with our techniques. To obtain the lower bound matching the algorithm, we reduce from a special variant of the Grid Tiling problem introduced by Marx [FOCS '07; ICALP '12].

## 1 Introduction

The Steiner Tree (ST) problem is one of the earliest and most fundamental problems in combinatorial optimization: given an undirected edge-weighted graph $G=(V, E)$ with edge weights $c: E \rightarrow \mathbb{R}^{+}$and a set $T \subseteq V$ of terminals, the objective is to find a tree $S$ of minimum $\operatorname{cost} c(S):=\sum_{e \in S} c(e)$ which spans all the terminals. The Steiner Tree problem is believed to have been first formally defined by Gauss in a letter in 1836. In the directed version of the ST problem, called Directed Steiner Tree (DST), we are also given a root vertex $r$ and the objective is to find a minimum size arborescence in the directed graph which connects the root $r$ to each terminal from $T$. An easy reduction from Set Cover shows that the DST problem is also NP-complete.

Steiner-type of problems arise in the design of networks. Since many networks are symmetric, the directed versions of Steiner type of problems were mostly of theoretical interest. However in recent years, it has been observed [13] that the connection cost in various networks such as satellite or radio networks are not symmetric. Therefore, directed graphs form the most suitable model for such networks. In addition, Ramanathan [13] also used the DST problem to find low-cost multicast trees, which have applications in point-to-multipoint communication in high bandwidth networks. A generalization of the DST problem is the Strongly Connected Steiner Subgraph (SCSS) problem. In the p-SCSS problem, given a directed graph $G=(V, E)$ and a set $T=\left\{t_{1}, t_{2}, \ldots, t_{p}\right\}$ of $p$ terminals the objective is to find a set $S \subseteq V$ such that $G[S]$ contains a $t_{i} \rightarrow t_{j}$ path for each $1 \leq i \neq j \leq p$. The best known approximation ratio in polynomial time for SCSS is $p^{\epsilon}$ for any $\epsilon>0$ [2]. A result of Halperin and Krauthgamer [8] implies SCSS has no $\Omega\left(\log ^{2-\epsilon} n\right)$-approximation for any $\epsilon>0$, unless NP has quasi-polynomial Las Vegas algorithms.

The 2-SCSS- $\left(k_{1}, k_{2}\right)$ Problem: We define the following generalization of the 2-SCSS problem:
2-SCSS- $\left(k_{1}, k_{2}\right)$
Input: An edge-weighted digraph $G=(V, E)$ with weight function $\omega: E \rightarrow$
$\mathbb{R}_{\geq 0}$, two terminal vertices $s, t$, and integers $k_{1}, k_{2}$
Question: Find a set of $k_{1}$ paths $F_{1}, F_{2}, \ldots, F_{k_{1}}$ from $s \rightsquigarrow t$ and $k_{2}$ paths
$B_{1}, B_{2}, \ldots, B_{k_{2}}$ from $t \rightsquigarrow s$ such that $\sum_{e \in E} \omega(e) \cdot \phi(e)$ is minimized where
$\phi(e)=\max \left\{\left|\left\{i: 1 \leq i \leq k_{1}, e \in F_{i}\right\}\right| ;\left|\left\{j: 1 \leq j \leq k_{2}, e \in B_{j}\right\}\right|\right\}$.

Observe that 2-SCSS- $(1,1)$ is the same as the 2-SCSS problem. The definition of the 2-SCSS- $\left(k_{1}, k_{2}\right)$ problem allows us to potentially choose the same edge
multiple times, but we have to pay for each time we use it in a path between a given terminal pair. This can be thought of as "buying disjointness" by adding parallel edges. In large real-world networks, it might be more feasible to modify the network by adding some parallel edges to create disjoint paths than finding disjoint paths in the existing network. Teixira et al. [14, 15] model path diversity in Interner Service Provider (ISP) networks and the Sprint network by disjoint paths between two hosts. There have been several patents [7,12] attempting to design multiple paths between the components of Google Data Centers.

The 2-SCSS- $\left(k_{1}, k_{2}\right)$ problem is a special case of the Directed Survivable Network Design (Dir-Cap-SNDP) problem [6] in which we are given an directed multigraph with costs and capacities on the edges, and the question is to find a minimum cost subset of edges that satisfies all pairwise minimum-cut requirements. In the 2 -SCSS- $\left(k_{1}, k_{2}\right)$ problem, we do not require disjoint paths. As observed in Chakrabarty et al. [1] and Goemans et al. [6], the Dir-CapSNDP problem becomes much easier to approximate if we allow taking multiple copies of each edge.

### 1.1 Our Results and Techniques

In this paper, we consider the 2-SCSS- $(k, 1)$ problem parameterized by $k$, which is the sum of all the demands. To the best of our knowledge, we are unaware of any non-trivial exact algorithms for a version of the SCSS problem with demands between the terminal pairs. Our main algorithmic result is the following:

Theorem 1. The 2-SCSS- $(k, 1)$ problem can be solved in $n^{O(k)}$ time.
Our algorithm proceeds as follows: In Sect. 2.1 we first show that there is an optimal solution for the 2-SCSS- $(k, 1)$ problem which satisfies a structural property which we call as reverse-compatibility. Then in Sect. 2.2 we introduce a "Token Game" (similar to that of Feldman and Ruhl [5], and show that it can be solved in $n^{O(k)}$. Finally in Sect.2.3, using the existence of an optimal solution satisfying reverse-compatibility, we give a reduction from the 2 -SCSS- $(k, 1)$ problem to the Token Game which gives an $n^{O(k)}$ algorithm for the 2-SCSS- $(k, 1)$ problem. This algorithm also generalizes the result of Feldman and Ruhl [5] for 2-SCSS, since 2 -SCSS is equivalent to 2-SCSS-(1, 1). In Sect. 2.4, we show with an example (see Fig. 3) that the structural result does not hold for the 2-SCSS$\left(k_{1}, k_{2}\right)$ problem if $\min \left\{k_{1}, k_{2}\right\} \geq 2$. Therefore, 2 -SCSS- $(k, 1)$ is the most general problem one can attempt to solve with our technique.

Theorem 1 does not rule out the possibility that the 2 -SCSS- $(k, 1)$ problem is actually solvable in polynomial time. Our main hardness result rules out this possibility by showing that our algorithm is tight in the sense that the exponent of $O(k)$ is best possible.

Theorem 2. The 2-SCSS- $(k, 1)$ problem is W[1]-hard parameterized by $k$. Moroever, under the ETH, the 2-SCSS- $(k, 1)$ problem cannot be solved in $f(k)$. $n^{o(k)}$ time for any function $f$ where $n$ is the number of vertices in the graph.

We reduce from the Grid Tiling problem formulated in the pioneering work of Marx [9]:

```
\(k \times k\) Grid Tiling
Input: Integers \(k, n\), and \(k^{2}\) non-empty sets \(S_{i, j} \subseteq[n] \times[n]\) where \(i, j \in[k]\)
Question: For each \(1 \leq i, j \leq k\) does there exist a value \(s_{i, j} \in S_{i, j}\) such that
- If \(s_{i, j}=(x, y)\) and \(s_{i, j+1}=\left(x^{\prime}, y^{\prime}\right)\) then \(x=x^{\prime}\).
- If \(s_{i, j}=(x, y)\) and \(s_{i+1, j}=\left(x^{\prime}, y^{\prime}\right)\) then \(y=y^{\prime}\).
```

The Grid Tiling problem has turned to be a convenient starting point for parameterized reductions for planar problems, and has been used recently in various $\mathrm{W}[1]$-hardness proofs on planar graphs $[4,10,11]$. Under the ETH, Chen et al. [3] showed that $k$-Clique ${ }^{1}$ does not admit an algorithm running in time $f(k) \cdot n^{o(k)}$ for any function $f$. Marx [9] gave a reduction from $k$-Clique to $k \times k$ Grid Tiling. In Sect. 3, we give a reduction from $k \times k$ Grid Tiling to 2-SCSS- $(k, 1)$. Since the parameter blowup is linear, the $f(k) \cdot n^{o(k)}$ lower bound for Grid Tiling from [9] transfers to 2-SCSS- $(k, 1)$. In fact, the reduction in [9] from $k$-Clique to $k \times k$ Grid Tiling actually shows the hardness of a special case of the Grid Tiling problem where the sets are constructed as follows: given a graph $G=(V, E)$ for the $k$-CLIQUE problem with $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ we set $S_{i, i}=\{(j, j): 1 \leq j \leq[n]\}$ for each $i \in[k]$ and $S_{i, f}=\{(j, \ell): 1 \leq j \neq$ $\left.\ell \leq n,\left(v_{j}, v_{\ell}\right) \in E\right\}$ for each $1 \leq i \neq f \leq k$. We call this as the Grid Tiling* problem and actually give a reduction from this problem to 2 - $\operatorname{SCSS}-(k, 1)$. To the best of our knowledge, this is the first use of the special structure of Grid Tiling* in a W[1]-hardness proof.

In the full version of the paper, we show that the edge-weighted and the vertex-weighted variants of 2 - $\operatorname{SCSS}-\left(k_{1}, k_{2}\right)$ are computationally equivalent. Therefore, henceforth we consider only the edge-weighted version of 2-SCSS$\left(k_{1}, k_{2}\right)$.

## 2 An $n^{O(k)}$ Algorithm for $2-\operatorname{SCSS}-(k, 1)$

In this section we describe an algorithm for the 2 -SCSS- $(k, 1)$ problem running in $n^{O(k)}$ time where $n$ is the number of vertices in the graph. First in Sect. 2.1 we present a structural property called as reverse compatibility for one optimal solution of this problem. Next we define a Token Game in Sect. 2.2 and provide an $n^{O(k)}$ algorithm to solve the game. Finally, in Subsect. 2.3 we present an algorithm that finds the optimum solution of 2 - $\operatorname{SCSS}-(k, 1)$ in time $n^{O(k)}$ via a reduction to the Token Game problem.

### 2.1 Structural Lemma for 2-SCSS- $(k, 1)$

For simplicity, we replace each edge $e$ of the input graph $G$ with $k$ copies $e_{1}, e_{2}, \ldots, e_{k}$, each having the same cost as that of $e$. Let the new graph constructed in this way be $G^{\prime}$. In $G$, different $s \rightsquigarrow t$ paths must pay each time they
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Fig. 1. Let $F$ be a $s \rightsquigarrow t$ path given by $s \rightarrow u \rightarrow v \rightarrow w \rightarrow y \rightarrow z \rightarrow t$ and $B$ be a $t \rightsquigarrow s$ path given by $t \rightarrow y \rightarrow z \rightarrow u \rightarrow v \rightarrow s$. The two paths $P_{1}$ and $P_{2}$ shown in blue are the maximal common sub-paths between $F$ and $B$. From Definition 1, it follows that $F$ and $B$ are path-reverse-compatible since $B$ first sees $P_{2}$ and then $P_{1}$ (colour figure online).
use different copies of the same edge. We can alternately view this as the $s \rightsquigarrow t$ paths in $G^{\prime}$ being edge-disjoint.

Definition 1 (path-reverse-compatible). Let $F$ be a $s \rightsquigarrow t$ path and $B$ be a $t \rightsquigarrow s$ path. Let $\left\{P_{1}, P_{2}, \ldots, P_{d}\right\}$ be the set of maximal sub-paths that $F$ and $B$ share and for all $j \in[d], P_{j}$ is the $j$-th sub-path as seen while traversing $F$. We say the pair $(F, B)$ is path-reverse-compatible if for all $j \in[d], P_{j}$ is the $(d-j+1)$-th sub-path that is seen while traversing $B$, i.e., $P_{j}$ is the $j$-th sub-path that is seen while traversing $B$ backward.

See Fig. 1 for an illustration of path-reverse-compatibility.
Definition 2 (reverse-compatible). Let $\boldsymbol{F}=\left\{F_{1}, F_{2}, \ldots, F_{d}\right\}$ be a set of $s \rightsquigarrow$ $t$ paths and b be a $t \rightsquigarrow s$ path. We say $(\boldsymbol{F}, B)$ is reverse-compatible, if for all $1 \leq i \leq d$ the pair $\left(F_{i}, B\right)$ is path-reverse-compatible.

The next lemma shows that there exists an optimum solution for 2-SCSS- $(k, 1)$ which is reverse-compatible.

Lemma 1 (structurallemma). There exists an optimum solution for 2-SCSS$(k, 1)$ which is reverse-compatible.

Proof In order to prove this lemma, we first introduce the notion of rank of a solution for 2-SCSS- $(k, 1)$. Later, we show that an optimum solution of 2-SCSS$(k, 1)$ with the minimum rank is reverse-compatible.

Definition 3. Let $\boldsymbol{F}=\left\{F_{1}, F_{2}, \ldots, F_{k}\right\}$ be a set of paths form $s \rightsquigarrow t$, and $B$ be a path from $t \rightsquigarrow s$. For each $i \in[k]$, let $d_{i}$ be the number of maximal sub-paths that $B$ and $F_{i}$ share. The rank of $(\boldsymbol{F}, B)$ is given by

$$
\mathcal{R}(\boldsymbol{F}, B)=\sum_{i=1}^{k} d_{i}
$$

Let $(\mathbf{F}, B)$ be an optimum solution of 2 - $\operatorname{SCSS}-(k, 1)$ with the minimum rank. Assume for the sake of contradiction that $(\mathbf{F}, B)$ is not reverse-compatible, i.e., there exists some $F_{i} \in \mathbf{F}$ such that $\left(F_{i}, B\right)$ is not path-reverse-compatible. From Definition 1, this means that $F_{i}$ and $B$ share two maximal sub-paths $u \rightarrow v$


Fig. 2. Let the $u \rightsquigarrow y$ sub-path of $F_{i}$ be a $u \rightsquigarrow v \rightsquigarrow w \rightsquigarrow z \rightsquigarrow x \rightsquigarrow y$ and the $u \rightsquigarrow y$ sub-path of $B$ be $u \rightsquigarrow v \rightsquigarrow q \rightsquigarrow r \rightsquigarrow x \rightsquigarrow y$. From Definition 1, it follows that $F_{i}$ and $B$ are not path-reverse-compatible since they both first see $u \rightsquigarrow v$ and then see $x \rightsquigarrow y$.
and $x \rightarrow y$, and at the same time $F_{i}$ and $B$ both contain $u \rightarrow y$ sub-paths (see Fig. 2).

We replace the $u \rightarrow y$ sub-path of $B$ by the $u \rightarrow y$ sub-path of $F_{i}$. On one hand, $B$ shares all of the $u \rightarrow y$ sub-path with $F_{i}$. Thus, this change does not increase the cost of the network, therefore it remains an optimum solution. On the other hand, by this change, the sub-paths $u \rightarrow v$ and $x \rightarrow y$ join. Hence, $d_{i}$ decreases by 1 . Also, since the forward paths are edge-disjoint, after the change all other $d_{j}$ 's remain same (for $i \neq j$ ) since $B$ shares the whole $u \rightarrow y$ sub-path with only $F_{i}$. Therefore, this change strictly decreases the rank of the solution. Existence of an optimum solution with a smaller rank contradicts the selection of $(\mathbf{F}, B)$ and completes the proof.

### 2.2 The Token Game

In the token game, we are given a graph $G$, a set of tokens $\mathcal{T}$, vertices $s$ and $t$, a set of moves $\mathcal{M}$, and a cost function $\hat{C}: \mathcal{M} \rightarrow \mathbb{R}$. Each move $m \in \mathcal{M}$ consists of a set of triples $\left(t_{i}, u_{i}, v_{i}\right)$ where $t_{i} \in \mathcal{T}$ is a token, and $u_{i}$ and $v_{i}$ are vertices of the graph. In order to apply a move $m=\left\{\left(t_{1}, u_{1}, v_{1}\right),\left(t_{2}, u_{2}, v_{2}\right), \ldots,\left(t_{d}, u_{d}, v_{d}\right)\right\}$ to a state of the game, each token $t_{i}$ should be on vertex $u_{i}$ for all $1 \leq i \leq d$ and after applying this move, for every triple $\left(t_{i}, u_{i}, v_{i}\right) \in m$ token $t_{i}$ will be transported to the vertex $v_{i}$. For each $m \in \mathcal{M}, \hat{C}(m)$ specifies the cost of applying $m$ to the game. Initially, all of the tokens are placed on vertex $s$. In each step, we apply a move $m \in \mathcal{M}$ to the game with cost $\hat{C}(m)$ and the goal is to transport all of the tokens to the vertex $t$ with minimum cost.

In the following, we present an algorithm to solve an instance $\langle G, s, t, \mathcal{T}, \mathcal{M}, \hat{C}\rangle$ of the Token game in time $\mathcal{O}\left(n^{|\mathcal{T}|} \cdot|\mathcal{M}| \cdot \log \left(n^{|\mathcal{T}|}\right)\right)$, where $n$ is the number of the vertices of $G$.

Lemma $2[\star]^{2}$ (algorithm for Token Game). There exists an algorithm which solves the Token game in time $\mathcal{O}\left(n^{|\mathcal{T}|}|\mathcal{M}| \log \left(n^{|\mathcal{T}|}\right)\right)$.
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### 2.3 Reduction to the Token Game

Here, we provide a reduction from the 2-SCSS- $(k, 1)$ problem to the Token game. As a consequence, we show that one can use the presented algorithm in Subsect. 2.2 to solve 2 - $\operatorname{SCSS}-(k, 1)$ in time $\mathcal{O}\left(n^{\mathcal{O}(k)}\right)$.

Let $I=\langle G, s, t\rangle$ be an instance of the 2 -SCSS- $(k, 1)$. We reduce $I$ to an instance $\operatorname{Cor}(I)=\left\langle G^{\prime}, s^{\prime}, t^{\prime}, \mathcal{T}, \mathcal{M}, \hat{C}\right\rangle$ of the Token Game problem where $G=$ $G^{\prime}, s=s^{\prime}, t=t^{\prime}$ and $\mathcal{T}$ is a set of $k+1$ tokens $\left\{\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots, \mathcal{F}_{k}, \mathcal{B}\right\}$. Furthermore, $\mathcal{M}$ and $\hat{C}$ are constructed in the following way:

- For every edge $(u, v) \in E(G)$, we add $k$ moves $\left\{\left(\mathcal{F}_{i}, u, v\right)\right\}$ to $\mathcal{M}$ for all $1 \leq$ $i \leq k$. Cost of each move is equal to the length of its corresponding edge in $G$.
- For every edge $(u, v) \in E(G)$ with weight $w$, we add a move $\{(\mathcal{B}, v, u)\}$ to $\mathcal{M}$ with cost $w$.
- For every pair of vertices $u$ and $v$ in $G$, we add $k$ moves $\left\{\left(\mathcal{F}_{i}, u, v\right),(\mathcal{B}, v, u)\right\}$ to $\mathcal{M}$ for all $1 \leq i \leq k$. Cost of each move is equal to the distance of vertex $v$ from vertex $u$ in $G$.

Next we show that $\operatorname{OPT}(I)=\operatorname{OPT}(\operatorname{Cor}(I))$, where $\operatorname{OPT}(I)$ and $\operatorname{OPT}(\operatorname{Cor}(I))$ stand for the optimum solutions of $I$ and $\operatorname{Cor}(I)$ respectively. We do this by the following two lemmas:

Lemma 3. $[\star]$ For a given instance $I$ of the $2-\operatorname{SCSS}-(k, 1)$ we have $O P T(I) \geq$ $\operatorname{OPT}(\operatorname{Cor}(I))$.

Lemma 4. $[\star]$ For a given instance $I$ of the $2-\operatorname{SCSS}-(k, 1)$ we have $O P T(I) \leq$ $O P T(\operatorname{Cor}(I))$.

Theorem 3. $[\star]$ There exists an algorithm that solves the $2-S C S S-(k, 1)$ in time $\mathcal{O}\left(n^{\mathcal{O}(k)}\right)$.

### 2.4 Structural Lemma Fails for 2 -SCSS- $\left(k_{1}, k_{2}\right)$ if $\min \left\{k_{1}, k_{2}\right\} \geq 2$

In the 2-SCSS- $\left(k_{1}, k_{2}\right)$ problem we want $k_{1}$ paths from $s \rightsquigarrow t$ and $k_{2}$ paths from $t \rightsquigarrow s$. So, we define a natural generalization of Definition 1 to reversecompatibility of a set of forward paths and a set of backward paths as follows.

Definition 4. Let $\boldsymbol{F}=\left\{F_{1}, F_{2}, \ldots, F_{k_{1}}\right\}$ be a set of $s \rightsquigarrow t$ paths and $\boldsymbol{B}=$ $\left\{B_{1}, B_{2}, \ldots, B_{k_{2}}\right\}$ be a set of $t \rightsquigarrow s$ paths. We say $(\boldsymbol{F}, \boldsymbol{B})$ is reverse-compatible, if for all $1 \leq i \leq k_{2},\left(\boldsymbol{F}, B_{i}\right)$ is reverse-compatible.

Figure 3 gives an instance of 2-SCSS-(2, 2) where no optimum solution is reversecompatible. The following lemma shows that Lemma 1 does not hold for the 2 -SCSS- $\left(k_{1}, k_{2}\right)$ problem when $\min \left\{k_{1}, k_{2}\right\} \geq 2$, i.e., Lemma 1 is in its most general form.
Lemma 5. The instance of 2 -SCSS- $(2,2)$ shown in Fig. 3 has no reversecompatible optimum solution.


Fig. 3. Each black edge has weight 1 and each red edge has weight 0 . Let the $u \rightsquigarrow y$ sub-path of $F_{i}$ be a $u \rightsquigarrow v \rightsquigarrow w \rightsquigarrow z \rightsquigarrow x \rightsquigarrow y$ and the $u \rightsquigarrow y$ sub-path of $B$ be $u \rightsquigarrow v \rightsquigarrow q \rightsquigarrow r \rightsquigarrow x \rightsquigarrow y$. From Definition 1, it follows that $F_{i}$ and $B$ are not path-reverse-compatible since they both first see $u \rightsquigarrow v$ and then see $x \rightsquigarrow y$ (colour figure online).

Proof. In Fig. 3, each black has weight 1 and each red edge has weight 0 . Note that the length of each shortest path from $s$ to $t$ is 7 , and there are exactly two such paths viz. $P_{1}:=s \rightarrow v_{1} \rightarrow v_{2} \rightarrow v_{3} \rightarrow v_{4} \rightarrow v_{5} \rightarrow v_{6} \rightarrow t$ and $P_{2}:=s \rightarrow u_{1} \rightarrow u_{2} \rightarrow u_{3} \rightarrow u_{4} \rightarrow u_{5} \rightarrow u_{6} \rightarrow t$. Thus, any optimum solution to 2 -SCSS- $(2,2)$ has cost at least 14 . In addition, if we select both $P_{1}$ and $P_{2}$ then we can select two paths $Q_{1}:=t \rightarrow u_{3} \rightarrow u_{4} \rightarrow s$ and $Q_{2}=t \rightarrow u_{1} \rightarrow$ $u_{2} \rightarrow v_{1} \rightarrow v_{2} \rightarrow v_{3} \rightarrow v_{4} \rightarrow v_{5} \rightarrow v_{6} \rightarrow u_{5} \rightarrow u_{6} \rightarrow s$ from $t$ to $s$ without any cost. Therefore, $\left(\left\{P_{1}, P_{2}\right\},\left\{Q_{1}, Q_{2}\right\}\right)$ is an optimum solution to 2-SCSS-(2, 2) with cost 14.

If we select paths $P_{1}$ and $P_{2}$ as forward paths, $\left(Q_{1}, Q_{2}\right)$ is the only pair of backward paths which is free. On the other hand, if we select one of $P_{1}$ or $P_{2}$ twice, then it is easy to see that there is no free backward path. Thus, $\left(\left\{P_{1}, P_{2}\right\},\left\{Q_{1}, Q_{2}\right\}\right)$ is the unique optimum solution to 2-SCSS-(2, 2). However, one can see that paths $P_{2}$ and $Q_{2}$ are not reverse-compatible since they see the common maximal sub-paths $u_{1} \rightarrow u_{2}$ and $u_{5} \rightarrow u_{6}$ in the same order.

## $3 f(k) \cdot n^{o(k)}$ Hardness for 2-SCSS-( $\left.k, 1\right)$

In this section we prove Theorem 2. We reduce from the Grid Tiling problem (see Sect. 1.1 for definition). Chen et al. [3] showed that for any function $f$ an $f(k) \cdot n^{o(k)}$ algorithm for CLIQUE implies ETH fails. Marx [9] gave the following reduction which transforms the problem of finding a $k$-CLIQUE into an instance of $k \times k$ Grid Tiling as follows: For a graph $G=(V, E)$ with $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ we build an instance $I_{G}$ of Grid Tiling

- For each $1 \leq i \leq k$, we have $(j, \ell) \in S_{i, i}$ if and only if $j=\ell$.
- For any $1 \leq i \neq j \leq k$, we have $(\ell, r) \in S_{i, j}$ if and only if $\left\{v_{\ell}, v_{r}\right\} \in E$.

It is easy to show that $G$ has a clique of size $k$ if and only if the instance $I_{G}$ of Grid Tiling has a solution. Therefore, assuming ETH, the following special case of $k \times k$ Grid Tiling also cannot be solved in time $f(k) \cdot n^{o(k)}$ for any computable function $f$.


Fig. 4. The instance of 2 -SCSS- $(k, 1)$ created from an instance of Grid Tiling*.

## $k \times k$ Grid Tiling*

Input: Integers $k, n$, and $k^{2}$ non-empty sets $S_{i, j} \subseteq[n] \times[n]$ where $1 \leq i, j \leq k$ such that for each $1 \leq i \leq k$, we have $(j, \ell) \in S_{i, i}$ if and only if $j=\ell$ Question: For each $1 \leq i, j \leq k$ does there exist a value $\gamma_{i, j} \in S_{i, j}$ such that

- If $\gamma_{i, j}=(x, y)$ and $\gamma_{i, j+1}=\left(x^{\prime}, y^{\prime}\right)$ then $x=x^{\prime}$.
- If $\gamma_{i, j}=(x, y)$ and $\gamma_{i+1, j}=\left(x^{\prime}, y^{\prime}\right)$ then $y=y^{\prime}$.

Consider an instance of Grid Tiling*. We now build an instance of edgeweighted 2 -SCSS- $(2 k-1,1)$ as shown in Fig. 4 . We consider $4 k$ special vertices: $\left(a_{i}, b_{i}, c_{i}, d_{i}\right)$ for each $i \in[k]$. We introduce $k^{2}$ red gadgets where each gadget is an $n \times n$ grid. Let weight of each black edge be 4 .

Definition 5. For each $1 \leq i \leq k$, an $a_{i} \rightsquigarrow b_{i}$ canonical path is a path from $a_{i}$ to $b_{i}$ which starts with a blue edge coming out of $a_{i}$, then follows a horizontal path of black edges and finally ends with a blue edge going into $b_{i}$. Similarly an $c_{j} \rightsquigarrow d_{j}$ canonical path is a path from $c_{j}$ to $d_{j}$ which starts with a blue edge coming out of $c_{j}$, then follows a vertically downward path of black edges and finally ends with a blue edge going into $d_{j}$.

For each $1 \leq i \leq k$, there are $n$ edge-disjoint $a_{i} \rightsquigarrow b_{i}$ canonical paths: let us call them $P_{i}^{1}, P_{i}^{2}, \ldots, P_{i}^{n}$ as viewed from top to bottom. They are named using magenta color in Fig. 4. Similarly we call the canonical paths from $c_{j}$ to $d_{j}$ as $Q_{j}^{1}, Q_{j}^{2}, \ldots, Q_{j}^{n}$ when viewed from left to right. For each $i \in[k]$ and $\ell \in[n]$ we assign a weight of $\Delta(n k-n i+n+1-\ell), \Delta(n i-n+\ell)$ to the first, last edges of $P_{i}^{\ell}$ (which are colored blue) respectively. Similarly for each $j \in[k]$ and $\ell \in[n]$ we assign a weight of $\Delta(n k-n j+n+1-\ell), \Delta(n j-n+\ell)$ to the first, last edges of $Q_{j}^{\ell}$ (which are colored blue) respectively. Thus the total weight of first and last blue edges on any canonical path is exactly $\Delta(n k+1)$. The idea is to choose $\Delta$ large enough such that in any optimum solution the paths between the terminals will be exactly the canonical paths. We will see that $\Delta=7 n^{6}$ will suffice for our reduction. Any canonical path uses two blue edges (which sum up to $\Delta(n k+1)),(k+1)$ black edges not inside the gadgets and $(n-1)$ black edges inside each gadget. Since the number of gadgets each canonical path visits is $k$ and the weight of each black edge is 4 , we have the total weight of any canonical path is $\alpha=\Delta(n k+1)+4(k+1)+4 k(n-1)$.

Intuitively the $k^{2}$ gadgets correspond to the $k^{2}$ sets in the Grid Tiling* instance. Let us denote the gadget which is the intersection of the $a_{i} \rightsquigarrow b_{i}$ paths and $c_{j} \rightsquigarrow d_{j}$ paths by $G^{i, j}$. If $i=j$, then we call $G^{i, j}$ as a symmetric gadget; else we call it as a asymmetric gadget. We perform the following modifications on the edges inside the gadget: (see Fig. 4)

- Symmetric Gadgets: For each $i \in[k]$, if $(x, y) \in S_{i, i}$ then we color green the vertex in the gadget $G_{i, i}$ which is the unique intersection of the canonical paths $P_{i}^{x}$ and $Q_{i}^{y}$. Then we add a shortcut as shown in Fig. 5. The idea is if both the $a_{i} \rightsquigarrow b_{i}$ path and $c_{i} \rightsquigarrow d_{i}$ path pass through the green vertex then the $a_{i} \rightsquigarrow b_{i}$ path can save a weight of 2 by using the green edge and a vertical


Fig. 5. Let $u, r$ be two consecutive vertices on the canonical path say $P_{i}^{\ell}$. Let $r$ be on the canonical path $Q_{j}^{\ell^{\prime}}$ and let $p$ be the vertex preceding it on this path. If $r$ is a green (respectively orange) vertex then we subdivide the edge ( $p, r$ ) by introducing a new vertex $q$ and adding two edges $(p, q)$ and $(q, r)$ of weight 2 . We also add an edge $(u, q)$ of weight 2 (respectively 3 ). The idea is if both the edges $(p, r)$ and $(u, r)$ were being used initially then now we can save a weight of 2 (respectively 1) by making the horizontal path choose $(u, q)$ and then we get $(q, r)$ for free, as it is already being used by the vertical canonical path (colour figure online).
downward edge ((which is already being used by $c_{j} \rightsquigarrow d_{j}$ canonical path)) to reach the green vertex, instead of paying a weight of 4 to use the horizontal edge reaching the green vertex.

- Aymmetric Gadgets: For each $i \neq j \in[k]$, if $(x, y) \in S_{i, j}$ then we color orange the vertex in the gadget $G_{i, i}$ which is the unique intersection of the canonical paths $P_{i}^{x}$ and $Q_{i}^{y}$. Then we add a shortcut as shown in Fig. 5. The idea is if both the $a_{i} \rightsquigarrow b_{i}$ path and $c_{j} \rightsquigarrow d_{j}$ path pass through the green vertex then the $a_{i} \rightsquigarrow b_{i}$ path can save a weight of 1 by using the orange edge of weight 3 followed by a vertical downward edge (which is already being used by $c_{j} \rightsquigarrow d_{j}$ canonical path) to reach the orange vertex, instead of paying a weight of 4 to use the horizontal edge reaching the green vertex.

From Fig. 4, it is easy to see that each canonical path has weight equal to $\alpha$.

### 3.1 Vertices and Edges Not Shown in Fig. 4

The following vertices and edges are not shown in Fig. 4 for sake of presentation:

- Add two vertices $s$ and $t$.
- For each $1 \leq i \leq k$, add an edge $\left(s, c_{i}\right)$ of weight 0 .
- For each $1 \leq i \leq k$, add an edge $\left(d_{i}, t\right)$ of weight 0 .
- Add edges $\left(t, a_{k}\right)$ and $\left(b_{1}, s\right)$ of weight 0 .
- For each $2 \leq i \leq k$, introduce two new vertices $e_{i}$ and $f_{i}$. We call these $2 k-2$ vertices as bridge vertices.
- For each $2 \leq i \leq k$, add a path $b_{i} \rightarrow e_{i} \rightarrow f_{i} \rightarrow a_{i-1}$. Set the weights of $\left(b_{i}, e_{i}\right)$ and $\left(f_{i}, a_{i-1}\right)$ to be zero.
- For each $2 \leq i \leq k$, set the weight of the edge ( $e_{i}, f_{i}$ ) to be $W$. We call these edges as connector edges. The idea is that we will choose $W$ large enough so that each connector edge is used exactly once in an optimum solution for 2-SCSS- $(k, 1)$. We will see later that $W=53 n^{9}$ suffices for our reduction.

We need a small technical modification: add one dummy row and column to the Grid Tiling* instance. Essentially, we now have a dummy index 1. So neither the first row nor the first column of any $S_{i, j}$ has any elements in the Grid Tiling* instance. That is, no green vertex or orange vertex can be in the first row or first column of any gadget. We now state two theorems which together give a reduction from Grid Tiling* to 2 -SCSS- $(k, 1)$. Let

$$
\begin{equation*}
\beta=2 k \cdot \alpha+W(k-1)-\left(k^{2}+k\right) \tag{1}
\end{equation*}
$$

Theorem 4. [ $\star$ ] Grid Tiling * has a solution if and only if OPT for 2-SCSS$(k, 1)$ is at most $\beta$.

### 3.2 Proof of Theorem 2

Proof. Theorem 4 implies the W[1]-hardness by giving a reduction which transforms the problem of $k \times k$ Grid Tiling* into an instance of 2 -SCSS- $(k, 1)$ where we want to find $k$ paths from $s \rightsquigarrow t$ and one path from $t \rightsquigarrow s$.

Chen et al. [3] showed for any function $f$ an $f(k) n^{o(k)}$ algorithm for Clique implies ETH fails. Composing the reduction of [9] from Clique to Grid Tiling*, along with our reduction from Grid Tiling* to 2 -SCSS- $(k, 1)$, we obtain under ETH there is no $f(k) n^{o(k)}$ algorithm for $2-\operatorname{SCSS}-(k, 1)$ for any function $f$. This shows that the $n^{O(k)}$ algorithm for 2-SCSS- $(k, 1)$ given in Sect. 2 is optimal.

## 4 Conclusions

In this paper, we studied the 2 - $\operatorname{SCSS}-(k, 1)$ problem and presented an algorithm which finds an optimum solution in time $n^{\mathcal{O}(k)}$, and that is asymptotically optimal under the ETH. This algorithm was based on the fact that there always exists an optimal solution for 2-SCSS- $(k, 1)$ that has the reverse-compatibility property. However, we show in Sect. 2.4 that the 2 - $\operatorname{SCSS}-\left(k_{1}, k_{2}\right)$ problem need not always have a solution which satisfies the reverse-compatibility property. Therefore, it remains an important challenging problem to find a similar structure and generalize our method to solve the 2 - $\operatorname{SCSS}-\left(k_{1}, k_{2}\right)$ problem.
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#### Abstract

We consider the complexity of the firefighter problem where a budget of $b \geq 1$ firefighters are available at each time step. This problem is proved to be NP-complete even on trees of degree at most three and $b=1[10]$ and on trees of bounded degree $b+3$ for any fixed $b \geq 2[3]$. In this paper, we provide further insight into the complexity landscape of the problem by showing a complexity dichotomy result with respect to the parameters pathwidth and maximum degree of the input graph. More precisely, we first prove that the problem is NP-complete even on trees of pathwidth at most three for any $b \geq 1$. Then we show that the problem turns out to be fixed parameter-tractable with respect to the combined parameter "pathwidth" and "maximum degree" of the input graph. Finally, we show that the problem remains NP-complete on very dense graphs, namely co-bipartite graphs, but is fixed-parameter tractable with respect to the parameter "cluster vertex deletion".


## 1 Introduction

The firefighter problem was introduced by Hartnell [13] and received considerable attention in a series of papers $[1,5,7,8,10,14-16,18,19]$. In its original version, a fire breaks out at some vertex of a given graph. At each time step, one vertex can be protected by a firefighter and then the fire spreads to all unprotected neighbors of the vertices on fire. The process ends when the fire can no longer spread. At the end all vertices that are not on fire are considered as saved. The objective is at each time step to choose a vertex which will be protected by a firefighter such that a maximum number of vertices in the graph is saved at the end of the process. In this paper, we consider a more general version which allows us to protect $b \geq 1$ vertices at each step (the value $b$ is called budget).

The original firefighter problem was proved to be NP-hard for bipartite graphs [18], cubic graphs [16] and unit disk graphs [11]. Finbow et al. [10] showed that the problem is NP-hard even on trees. More precisely, they proved the following dichotomy theorem: the problem is NP-hard even for trees of maximum degree three and it is solvable in polynomial-time for graphs with maximum degree three, provided that the fire breaks out at a vertex of degree at most two.

[^24]Furthermore, the problem is polynomial-time solvable for caterpillars and socalled P-trees [18]. Later, Bazgan et al. [3] extended the previous results by showing that the general firefighter problem is NP-hard even for trees of maximum degree $b+3$ for any fixed budget $b \geq 2$ and polynomial-time solvable on $k$-caterpillars. From the approximation point of view, the problem is $\frac{e}{e-1}$ approximable on trees $\left(\frac{e}{e-1} \approx 1.5819\right)$ [5] and it is not $n^{1-\varepsilon}$-approximable on general graphs for any $\varepsilon>0$ unless $P=N P$ [1]. Moreover for trees in which each non-leaf vertex has at most three children, the firefighter problem is 1.3997approximable [15]. Very recently, Costa et al. [7] extended the $\frac{e}{e-1}$-approximation algorithm on trees to the case where the fire breaks out at $f>1$ vertices and $b>1$ firefighters are available at each step. From a parameterized perspective, the problem is $\mathrm{W}[1]$-hard with respect to the natural parameters "number of saved vertices" and "number of burned vertices" [2]. Furthermore, it admits an $O\left(2^{\tau} k \tau\right)$-size kernel where $\tau$ is the minimum vertex cover of the input graph and $k$ the number of burned vertices [2]. Cai et al. [5] gave first fixed-parameter tractable algorithms and polynomial-size kernels for trees for each of the following parameters: "number of saved vertices", "number of saved leaves", "number of burned vertices", and "number of protected vertices".

In this paper, we provide a complexity dichotomy result of the problem with respect to the parameters maximum degree and pathwidth of the input graph. In Sect. 2, we first provide the formal definition of the problem as well as some preliminaries. In Sect. 3, we complete the hardness picture of the problem on trees by proving that it is also NP-complete on trees of pathwidth three. We note that the given proof is also a simpler proof of the NP-completeness of the problem on trees. In Sect.4, we devise a parameterized algorithm with respect to the combined parameter "pathwidth" and "maximum degree" of the input graph. In Sect. 5, we show that the problem is also NP-hard on co-bipartite graphs which are very dense graphs but fixed-parameter tractable with respect parameter "cluster vertex deletion" (cvd). This last result strengthen the previous $O\left(2^{\tau} k \tau\right)$ size kernel as it suppresses the dependence with $k$ and the cvd number is smaller than the vertex cover number. The conclusion is given in Sect.6. Due to space limitation, some proofs are deferred to a full version.

## 2 Preliminaries

Graph terminology. Let $G=(V, E)$ be an undirected graph of order $n$. For a subset $S \subseteq V, G[S]$ is the induced subgraph of $G$. The neighborhood of a vertex $v \in V$, denoted by $N(v)$, is the set of all neighbors of $v$. We denote by $N^{k}(v)$ the set of vertices which are at distance at most $k$ from $v$. The degree of a vertex $v$ is denoted by $\operatorname{deg}_{G}(v)$ and the maximum degree of the graph $G$ is denoted by $\Delta(G)$.

A linear layout of $G$ is a bijection $\pi: V \rightarrow\{1, \ldots, n\}$. For convenience, we express $\pi$ by the list $L=\left(v_{1}, \ldots, v_{n}\right)$ where $\pi\left(v_{i}\right)=i$. Given a linear layout $L$, we denote the distance between two vertices in $L$ by $d_{L}\left(v_{i}, v_{j}\right)=j-i$.


Fig. 1. The parameterized complexity of the Firefighter problem with respect to some structural graph parameters. An arc from a parameter $k_{2}$ to a parameter $k_{1}$ means that there exists some function $h$ such that $k_{1} \leq h\left(k_{2}\right)$. For any fixed budget, a dotted rectangle means fixed-parameter tractability for this parameter and a thick rectangle means NP-hardness even for constant values of this parameter.

The cutwidth $\operatorname{cw}(G)$ of $G$ is the minimum $k \in \mathbb{N}$ such that the vertices of $G$ can be arranged in a linear layout $L=\left(v_{1}, \ldots, v_{n}\right)$ in such a way that, for every $i \in\{1, \ldots, n-1\}$, there are at most $k$ edges between $\left\{v_{1}, \ldots, v_{i}\right\}$ and $\left\{v_{i+1}, \ldots, v_{n}\right\}$.

The bandwidth $\operatorname{bw}(G)$ of $G$ is the minimum $k \in \mathbb{N}$ such that the vertices of $G$ can be arranged in a linear layout $L=\left(v_{1}, \ldots, v_{n}\right)$ so that $\left|d_{L}\left(v_{i}, v_{j}\right)\right| \leq k$ for every edge $v_{i} v_{j}$ of $G$.

A path decomposition $\mathcal{P}$ of $G$ is a pair $(P, \mathcal{H})$ where $P$ is a path with node set $X$ and $\mathcal{H}=\left\{H_{x}: x \in X\right\}$ is a family of subsets of $V$ such that the following conditions are met

1. $\bigcup_{x \in X} H_{x}=V$.
2. For each $u v \in E$ there is an $x \in X$ with $u, v \in H_{x}$.
3. For each $v \in V$, the set of nodes $\left\{x: x \in X\right.$ and $\left.v \in H_{x}\right\}$ induces a subpath of $P$.

The width of a path decomposition $\mathcal{P}$ is $\max _{x \in X}\left|H_{x}\right|-1$. The pathwidth $\operatorname{pw}(G)$ of a graph $G$ is the minimum width over all possible path decompositions of $G$.

We may skip the argument of $\mathrm{pw}(G), \mathrm{cw}(G), \mathrm{bw}(G)$ and $\Delta(G)$ if the graph $G$ is clear from the context.

A star is a tree consisting of one vertex, called the center of the star, adjacent to all the other vertices.

Problem definition. We start with an informal explanation of the propagation process for the firefighter problem. Let $G=(V, E)$ be a graph of order $n$ with a vertex $s \in V$, let $b \in \mathbb{N}$ be a budget. At step $t=0$, a fire breaks out at vertex $s$
and $s$ starts burning. At any subsequent step $t>0$ the following two phases are performed in sequence:

1. Protection phase: The firefighter protects at most $b$ vertices not yet on fire.
2. Spreading phase: Every unprotected vertex which is adjacent to a burned vertex starts burning.

Burned and protected vertices remain burned and protected until the propagation process stops, respectively. The propagation process stops when in a next step no new vertex can be burned. We call a vertex saved if it is either protected or if all paths from any burned vertex to it contain at least one protected vertex. Notice that, until the propagation process stops, there is at least one new burned vertex at each step. This leads to the following obvious lemma.

Lemma 1. The number of steps before the propagation process stops is less or equal to the total number of burned vertices.

A protection strategy (or simply strategy) $\Phi$ indicates which vertices to protect at each step until the propagation process stops. Since there can be at most $n$ burned vertices, it follows from Lemma 1 that the propagation unfolds in at most $n$ steps. We are now in position to give the formal definition of the investigated problem.

The Firefighter problem:
Input: A graph $G=(V, E)$, a vertex $s \in V$, and positive integers $b$ and $k$.
Question: Is there a strategy for an instance ( $G, s, b, k$ ) with respect to budget $b$ such that at most $k$ vertices are burned if a fire breaks out at $s$ ?

When dealing with trees, we use the following observation which is a straightforward adaptation of the one by MacGillivray and Wang for the case $b>1$ [18, Sect. 4.1].

Lemma 2. Among the strategies that maximize the number of saved vertices (or equivalently minimize the number of burned vertices) for a tree, there exists one that protects vertices adjacent to a burned vertex at each time step.

Throughout the paper, we assume all graphs to be connected since otherwise we can simply consider the component where the initial burned vertex $s$ belongs to.

## 3 Firefighting on Path-Like Graphs

Finbow et al. [10] showed that the problem is NP-complete even on trees of degree at most three. However, the constructed tree in the proof has an unbounded pathwidth. In this section, we show that the Firefighter problem is NP-complete even on trees of pathwidth three. For that purpose we use the following problem.

The Cubic Monotone 1-In-3-Sat problem:
Input: A CNF formula with no negative literals in which every clause contains exactly three variables and every variable appears in exactly three clauses.
Question: Is there a 1-perfect satisfying assignment (a truth assignment such that each clause has exactly one true literal) for the formula?

The NP-completeness of the above problem is due to its equivalence with the NP-complete Exact Cover by 3-Sets problem [12].

Theorem 1. For any budget $b \geq 1$, the Firefighter problem is NP-complete even on trees of pathwidth three.

Proof. Clearly, Firefighter belongs to NP. Now we provide a polynomialtime reduction from Cubic Monotone 1-In-3-Sat. We start with the case where $b=1$ and later explain how to extend the proof for larger values of $b$.

In the proof, a guard-vertex is a star with $k$ leaves where the center is adjacent to a vertex of a graph. It is clear that if at most $k$ vertices can be burned, then the guard-vertex has to be saved.

Let $\phi$ be a formula of Cubic Monotone 1-In-3-Sat with $n$ variables $\left\{x_{1}, \ldots, x_{n}\right\}$ and $m$ initial clauses $\left\{c_{1}, \ldots, c_{m}\right\}$. Notice that we have $n=m$ since there is a total of $3 n=3 m$ literals in $\phi$. First, we extend $\phi$ into a new formula $\phi^{\prime}$ by adding $m$ new clauses as follows. For each clause $c_{j}$ we add the clause $\bar{c}_{j}$ by taking negation of each variable of $c_{j}$. A perfect satisfying assignment for $\phi^{\prime}$ is then a truth assignment such that each clause $c_{j}$ has exactly one true literal (1-perfect) and each clause $\bar{c}_{j}$ has exactly two true literals (2-perfect). Clearly, we have that $\phi$ has a 1-perfect satisfying assignment if and only if $\phi^{\prime}$ has a perfect one. To see this, observe that a clause $c_{j}$ has exactly one true literal if and only if $\bar{c}_{j}$ has two true literals.

Now we construct an instance $I^{\prime}=(T, s, 1, k)$ of Firefighter from $\phi^{\prime}$ as follows (see Fig. 2). We start with the construction of the tree $T$, the value of $k$ will be specified later.

- Start with a vertex set $\left\{s=u_{1}, u_{2}, \ldots, u_{p}\right\}$ and edges of $\left\{s u_{2}, u_{2} u_{3}, \ldots\right.$, $\left.u_{p-1} u_{p}\right\}$ where $p=2 n-1$ and add two degree-one vertices $v_{x_{i}}$ and $v_{\bar{x}_{i}}$ adjacent to $u_{2 i-1}$ for every $i \in\{1, \ldots, n\}$.

Then for each $i \in\{1, \ldots, n\}$ in two steps:

- Add a guard-vertex $g_{i}$ (resp. $\bar{g}_{i}$ ) adjacent to $v_{x_{i}}\left(\right.$ resp. $\left.v_{\bar{x}_{i}}\right)$.
- At each vertex $v_{x_{i}}$ (resp. $v_{\bar{x}_{i}}$ ) root a path of length $2 \cdot(n-i)$ at $v_{x_{i}}$ (resp. $v_{\bar{x}_{i}}$ ) in which the endpoint is adjacent to three degree-one vertices (called literalvertices) denoted by $\ell_{1}^{x_{i}}, \ell_{2}^{x_{i}}$, and $\ell_{3}^{x_{i}}$ (resp. $\ell_{1}^{\bar{x}_{i}}, \ell_{2}^{\bar{x}_{i}}$, and $\ell_{3}^{\bar{x}_{i}}$ ). Each literal-vertex corresponds to an occurence of the variable $x_{i}$ in an initial clause of $\phi$. Analogously, the literal-vertices $\ell_{1}^{\bar{x}_{i}}, \ell_{2}^{\bar{x}_{i}}$, and $\ell_{3}^{\bar{x}_{i}}$ represent the negative literal $\bar{x}_{i}$ that appears in the new clauses of $\phi^{\prime}$.


Fig. 2. An example of part of a tree constructed from the formula $\phi=\left(x_{1} \vee x_{3} \vee x_{6}\right) \wedge$ $\left(x_{1} \vee x_{2} \vee x_{3}\right) \wedge\left(x_{3} \vee x_{4} \vee x_{5}\right) \wedge\left(x_{2} \vee x_{4} \vee x_{5}\right) \wedge\left(x_{1} \vee x_{4} \vee x_{6}\right) \wedge\left(x_{2} \vee x_{6} \vee x_{5}\right)$. Guard vertices are represented by a dot within a circle.

Notice that each literal-vertex is at distance exactly $p+1$ from $s$.

- For each variable $x_{i}\left(\right.$ resp. $\left.\bar{x}_{i}\right), i \in\{1, \ldots, n\}$, there are exactly three clauses containing $x_{i}$ (resp. $\bar{x}_{i}$ ). Let $c_{j}$ (resp. $\left.\bar{c}_{j}\right), j \in\{1, \ldots, m\}$, be the first one of them. Then root a path $Q_{j}^{x_{i}}$ (resp. $Q_{j}^{\bar{x}_{i}}$ ) of length $3 \cdot(j-1)$ at $\ell_{1}^{x_{i}}$ (resp. $\left.\ell_{1}^{\bar{x}_{i}}\right)$, and add a guard-vertex $g_{j}^{x_{i}}$ adjacent to the endpoint of $Q_{j}^{x_{i}}$. To the endpoint of $Q_{j}^{\bar{x}_{i}}$ (i) add a degree-one vertex $d^{\bar{x}_{i}}$ (a dummy-vertex) and (ii) root a path $D_{j}^{\bar{x}_{i}}$ of length 3 where the last vertex of the path is a guard vertex $g_{j}^{\bar{x}_{i}}$. Repeat the same for the two other clauses with $x_{i}\left(\right.$ resp. $\left.\bar{x}_{i}\right)$ and $\ell_{2}^{x_{i}}, \ell_{3}^{x_{i}}$ (resp. $\left.\ell_{2}^{\bar{x}_{i}}, \ell_{3}^{\bar{x}_{i}}\right)$.

To finish the construction, set $k=p+\frac{n}{2}(11 n+7)$.
In what follows, we use Lemma 2 and thus we only consider strategies that protect a vertex adjacent to a burned vertex at each time step. Recall that the budget is set to one in the instance $I^{\prime}$. Now we show that there is a perfect satisfying assignment for $\phi^{\prime}$ if and only if there exists a strategy for $I^{\prime}$ such that at most $k$ vertices in $T$ are burned.
$" \Rightarrow$ " : Suppose that there is a perfect satisfying assignment $\tau$ for $\phi^{\prime}$. We define the following strategy $\Phi_{\tau}$ from $\tau$. At each step $t$ from 1 to $p+1$, if $t$ is odd then protect $v_{\bar{x}_{[t / 2\rceil}}$ if $x_{[t / 2\rceil}$ is true, otherwise protect $v_{x_{[t / 2\rceil}}$. If $t$ is even, then protect the guard-vertex $g_{\lceil t / 2\rceil}$ if $v_{\bar{x}^{[t / 2\rceil}}$ has been protected, otherwise protect $\bar{g}_{[t / 2\rceil}$. At the end of time step $p+1$, the number of burned vertices is exactly $p+\sum_{i=1}^{n}(3+$ $2(n-i)+1)=p+3 n+n^{2}$. Moreover, the literal-vertices that are burned in $T$ correspond to the true literals in $\phi^{\prime}$. Thus, by construction and since $\tau$ statisfies $\phi^{\prime}$, the vertices adjacent to a burning vertex are exactly one guardvertex $g_{1}^{x_{a}}$, two dummy vertices $d^{\bar{x}_{b}}, d^{\bar{x}_{c}}$ and $3 n-1$ other vertices where $x_{a} \vee x_{b} \vee x_{c}$ is the first clause, $a, b, c \in\{1, \ldots, n\}$. At step $p+2$, we must protect the guard vertex $g_{1}^{x_{a}}$. During the steps $p+3$ and $p+4$, the strategy must protect one vertex lying on the path $D_{1}^{\bar{x}_{b}}$ and $D_{1}^{\bar{x}_{c}}$, respectively. Thus $3(3 n-3)+5=9 n-4$ more vertices are burned at the end of step $p+4$. More generally, from time step $p+3(j-1)+2$ to $p+3(j-1)+4$, for some $j \in\{1, \ldots, m\}$, the strategy $\Phi_{\tau}$ must protect a guard-vertex $g_{j}^{x_{a}}$ and one vertex of each path $D_{j}^{\bar{x}_{b}}$ and $D_{j}^{\bar{x}_{c}}$, where $x_{a}, x_{b}, x_{c}$ appear in the clause $c_{j}, a, b, c \in\{1, \ldots, n\}$. Thus $9(n-(j-1))-4$ vertices get burned. It follows that the number of burned vertices from step $p+2$ to $p+3 m+1$ is $\sum_{j=1}^{m}[9(n-(j-1))-4]=\frac{9}{2} m(m+1)-4 m$. Putting all together, we arrive at a total of $p+3 n+n^{2}+\frac{9}{2} m(m+1)-4 m=p+\frac{n}{2}(11 n+7)=k$ burned vertices.
" $\Leftarrow$ ": Conversely, assume that there is no perfect satisfying assignment for $\phi^{\prime}$. Observe first that any strategy $\Phi$ for $I^{\prime}$ protects either $v_{x_{i}}$ or $v_{\bar{x}_{i}}$ for each $i \in$ $\{1, \ldots, n\}$. As a contradiction, suppose that there exists $i \in\{1, \ldots, n\}$ such that $\Phi$ does not protect $v_{x_{i}}$ and $v_{\bar{x}_{i}}$. Then in some time step both $v_{x_{i}}$ and $v_{\bar{x}_{i}}$ get burned. Hence, it is not possible to protect both $g_{i}$ and $\bar{g}_{i}$, and at least one will burn implying that more than $k$ vertices would burn, a contradiction. Furthermore, $v_{x_{i}}$ and $v_{\bar{x}_{i}}$ cannot be both protected, otherwise we would have protected a vertex not adjacent to a burned vertex at some step. Now consider the situation at the end of step $p+1$. By the previous observation, the literalvertices that are burned in $T$ can be interpreted as being the literals in $\phi^{\prime}$ set to true. As previously, the number of burned vertices so far is exactly $p+\sum_{i=1}^{n}(3+$ $2(n-i)+1)=p+3 n+n^{2}$. Let $n_{g}$ and $n_{d}$ be the number of guard-vertices and dummy-vertices adjacent to a burned vertex, respectively. As it follows from the previous construction, we know that $n_{g}=3-n_{d}$ with $0 \leq n_{g} \leq 3$ and $0 \leq n_{d} \leq 3$. We have the following possible cases:
(1) $n_{g}>1$. In this case, a guard-vertex gets burned, and hence more than $k$ vertices would burn.
(2) $n_{g}=1$. Let $g_{1}^{x_{a}}$ be that guard-vertex and let $d^{\bar{x}_{b}}, d^{\bar{x}_{c}}$ be the $n_{d}=3-n_{g}=2$ dummy-vertices where $x_{a}, x_{b}, x_{c}$ are variables of the first clause. At time step $p+2$, we must protect $g_{1}^{x_{a}}$. Furthermore, during the step $p+3$ (resp. $p+4$ ), any strategy must protect a vertex lying on the path $D_{1}^{\bar{x}_{b}}$ (resp. $D_{1}^{\bar{x}_{c}}$ ). Indeed, if a strategy does otherwise, then at least one guard-vertex $g_{1}^{\bar{x}_{b}}$ or $g_{1}^{\bar{x}_{c}}$ gets burned. Thus 2 dummy-vertices are burned.
(3) $n_{g}=0$. Hence we have exactly $n_{d}=3-n_{g}=3$ dummy-vertices $d^{\bar{x}_{a}}, d^{\bar{x}_{b}}, d^{\bar{x}_{c}}$ adjacent to burned vertices. Using a similar argument as before, we know
that during the step $p+2$ (resp. $p+3, p+4$ ), a strategy must protect a vertex lying on the path $D_{1}^{\bar{x}_{a}}$ (resp. $D_{1}^{\bar{x}_{b}}, D_{1}^{\bar{x}_{c}}$ ). Thus 3 dummy-vertices are burned.

Notice that at step $p+5$, we end up with a similar situation as in step $p+2$. Now consider an assignment for $\phi^{\prime}$. Since $\phi^{\prime}$ is not perfect satisfiable, therefore $\phi$ is not 1-perfect satisfiable as well. There are two possibilities:

- There exists a clause $c_{j}$ in $\phi$ with more than one true literal. Thus, we end up with case (1), and there is no strategy for $I^{\prime}$ such that at most $k$ vertices are burned.
- There is a clause $c_{j}$ in $\phi$ with only false literals. This corresponds to case (3), and the number of burned vertices would be at least $1+p+\frac{n}{2}(11 n+7)$ (at least one extra dummy-vertex gets burned) giving us a total of at least $k+1$ burned vertices. Hence there is no strategy for $I^{\prime}$ where at most $k$ vertices are burned.

It remains to prove that the pathwidth of $T$ is at most three. To see this, observe that any subtree rooted at $v_{x_{i}}$ or $v_{\bar{x}_{i}}$ has pathwidth two. Let $P_{x_{i}}$ and $P_{\bar{x}_{i}}$ be the paths of the path-decompositions of these subtrees, respectively. We construct the path-decomposition for $T$ as follows. For every $i \in\{1, \ldots, n-1\}$, define the node $B_{i}=\left\{u_{2 i-1}, u_{2 i}, u_{2 i+1}\right\}$. Extend all nodes of the paths $P_{x_{i}}$ and $P_{\bar{x}_{i}}$ to $P_{x_{i}}^{\prime}$ and $P_{\bar{x}_{i}}^{\prime}$ by adding the vertex $u_{2 i-1}$ inside it. Finally, connect the paths $P_{x_{1}}^{\prime}, P_{\bar{x}_{1}}^{\prime}$ and the node $B_{1}$ to form a path and continue in this way with $P_{x_{2}}^{\prime}, P_{\bar{x}_{2}}^{\prime}, B_{2}, P_{x_{3}}^{\prime}, P_{\bar{x}_{3}}^{\prime}, B_{3}, \ldots, B_{n-1}, P_{x_{n}}^{\prime}, P_{\bar{x}_{n}}^{\prime}$.

Finally, we consider the case where $b>1$. We start from the above reduction and alter the tree $T$ as follows. Let $w_{1}$ be the vertex $s$ (corresponding also to $u_{1}$ ). Add a path $\left\{w_{1} w_{2}, w_{2} w_{3}, \ldots, w_{5 n} w_{5 n+1}\right\}$ to $T$ together with $b-1$ guardvertices added to each $w_{i}$. First, one can easily check that the pathwidth remains unchanged, since the added component has pathwidth two and is only connected to the root $s$. Second, it can be seen that at each time step, only one firefighter can be placed "freely", as the other $b-1$ firefighters must protect $b-1$ guardvertices. It follows that we end up with a similar proof as above. This completes the proof.

As a side result, we also obtain the following.
Proposition 1. For any budget $b \geq 1$, the Firefighter problem is NP-complete even on line graphs.

## 4 Path-Like Graphs of Bounded Degree

As previously shown, for any fixed budget $b \geq 1$, the Firefighter problem is NP-complete on trees of bounded degree $b+3[3,10]$ and on trees of bounded pathwidth three (Theorem1). It is thus natural to ask for the complexity of the problem when both the degree and the pathwidth of the input graph are bounded. In what follows, we answer this question positively. A first step toward
this goal is to use the following combinatorial characterization of the number of burned vertices in a graph.

Theorem 2. Consider a graph of pathwidth pw and maximum degree $\Delta$. If the number of initially burned vertices is bounded by $f_{1}(\mathrm{pw}, \Delta)$ for some function $f_{1}$, then there exists a protection strategy such that at most $f_{2}(\mathrm{pw}, \Delta) \geq f_{1}(\mathrm{pw}, \Delta)$ vertices are burned for some function $f_{2}$.

Proof. First we prove the following claim: Consider a graph of cutwidth cw. If the number of initially burned vertices is bounded by $g_{1}(\mathrm{cw})$ for some function $g_{1}$, then there exists a protection strategy such that at most $g_{2}(\mathrm{cw}) \geq g_{1}(\mathrm{cw})$ vertices are burned for some function $g_{2}$. We will prove this by induction on cw .

The claim is obviously true when the cutwidth is 0 , since the graph cannot contain any edge. Suppose now that the claim is true for any graph of cutwidth at most $k, k>0$. We show that it also holds for a graph of cutwidth $k+1$. Let $H=(V, E)$ be such a graph and $F \subseteq V$ be the set of initially burned vertices with $|F| \leq g_{1}(\operatorname{cw}(H))$. Consider a linear layout $L=\left(v_{1}, \ldots, v_{n}\right)$ of $H$ such that for every $i=1, \ldots, n-1$, there are at most $k+1$ edges between $\left\{v_{1}, \ldots, v_{i}\right\}$ and $\left\{v_{i+1}, \ldots, v_{n}\right\}$. For every $s \in F$ and $i \geq 0$, we define inductively the following sets, where $R_{0}(s)=L_{0}(s)=\{s\}$

$$
R_{i}(s)= \begin{cases}\left\{s=v_{k}, v_{k+1}, \ldots, v_{k^{\prime}}\right\} & \text { if } \exists v_{k^{\prime}} \in N^{i}(s): v_{k^{\prime}}=\operatorname{argmax}_{v \in N^{i}(s)} d_{L}(s, v)  \tag{1}\\ R_{i-1}(s) & \text { otherwise }\end{cases}
$$

$$
L_{i}(s)= \begin{cases}\left\{s=v_{k}, v_{k-1}, \ldots, v_{k^{\prime}}\right\} & \text { if } \exists v_{k^{\prime}} \in N^{i}(s): v_{k^{\prime}}=\operatorname{argmin}_{v \in N^{i}(s)} d_{L}(s, v)  \tag{2}\\ L_{i-1}(s) & \text { otherwise }\end{cases}
$$

We are now in position to define the set $B_{i}(s)$, called a bubble, by $B_{i}(s)=$ $L_{i}(s) \cup R_{i}(s)$ for all $i \geq 0$. Informally speaking, the bubble $B_{i}(s)$ corresponds to the effect zone of $s$ after $i$ steps of propagation, i.e., every vertex that gets burned after $i$ steps (starting at $s$ ) must be inside the bubble $B_{i}(s)$. The idea of the proof is to show that every bubble can be "isolated" from the rest of the graph in a bounded number of steps by surrounding it with firefighters (see Fig. 3). We then show that the inductive hypothesis can be applied on each bubble, which will prove the claim. Let $s_{1}, s_{2} \in F$. We say that two bubbles $B_{i}\left(s_{1}\right)$ and $B_{i}\left(s_{2}\right)$ for some $i \geq 0$ overlap if $B_{i}\left(s_{1}\right) \cap B_{i}\left(s_{2}\right) \neq \emptyset$.

Let us consider an initially burned vertex $s \in F$ and its bubble $B_{2 \cdot \mathrm{cw}(H)}(s)$. Let $B_{2 \cdot \mathrm{cw}(H)}^{\prime}(s)$ be the union of $B_{2 \cdot \mathrm{cw}(H)}(s)$ with every other bubble $B_{2 \cdot \mathrm{cw}(H)}\left(s^{\prime}\right)$, $s^{\prime} \in F$, that overlap with $B_{2 \cdot \mathrm{cw}(H)}(s)$. By definition, we know that the number of edges with an endpoint in $B_{2 \cdot \mathrm{cw}(H)}^{\prime}(s)$ and the other one in $V \backslash B_{2 \cdot \mathrm{cw}(H)}^{\prime}(s)$ is less or equal to $2 \cdot \mathrm{cw}(H)$. Thus, we define the strategy that consists in protecting one vertex $v \in V \backslash B_{2 \cdot \mathrm{cw}(H)}^{\prime}(s)$ adjacent to a vertex in $B_{2 \cdot \mathrm{cw}(H)}^{\prime}(s)$ at each step $t=1, \ldots, 2 \cdot \mathrm{cw}(H)$. Let $F^{\prime}$ be the set of vertices burned at step $2 \cdot \mathrm{cw}(H)$. Since $\Delta(H) \leq 2 \cdot \mathrm{cw}(H)$, we deduce that $\left|F^{\prime}\right|$ is less or equal


Fig. 3. A linear layout of a graph of cutwidth two. Dashed ellipses represent the bubbles associated to an initially burned vertex $s$.
to $|F| \cdot \Delta(H)^{2 \cdot \mathrm{cw}(H)} \leq g_{1}(\mathrm{cw}(H)) \cdot(2 \cdot \mathrm{cw}(H))^{2 \cdot \mathrm{cw}(H)}$ hence bounded by a function of $\mathrm{cw}(H)$. Let us consider the subgraph $H^{\prime}=H\left[B_{2 \cdot \mathrm{cw}(H)}^{\prime}(s)\right]$. Observe that we can safely remove every edge $u v$ from $H^{\prime}$ for which $u, v \in F^{\prime}$. Indeed, such edge cannot have any influence during the subsequent steps of propagation. By the definition of a bubble and the overlapping of bubbles, this implies that the cutwidth of $H^{\prime}$ is decreased by one and thus is now at most $k$. Therefore, we can apply our inductive hypothesis to $H^{\prime}$ which tells us that there is a strategy for $H^{\prime}$ such that at most $g_{2}^{\prime}\left(\operatorname{cw}\left(H^{\prime}\right)\right)$ vertices are burned for some function $g_{2}^{\prime}$. By Lemma 1, this strategy uses at most $g_{2}^{\prime}\left(\mathrm{cw}\left(H^{\prime}\right)\right)$ steps to be applied. It follows that the number of burned vertices in $H$ after applying this strategy is at most the number of burned vertices from step 1 to the step $2 \cdot \mathrm{cw}(H)+g_{2}^{\prime}\left(\mathrm{cw}\left(H^{\prime}\right)\right)$ which is $|F| \cdot \Delta(H)^{2 \cdot \mathrm{cw}(H)+g_{2}^{\prime}\left(\mathrm{cw}\left(H^{\prime}\right)\right)} \leq g_{1}(\mathrm{cw}(H)) \cdot(2 \cdot \mathrm{cw}(H))^{2 \cdot \mathrm{cw}(H)+g_{2}^{\prime}\left(\mathrm{cw}\left(H^{\prime}\right)\right)}$ which is bounded by a function of $\mathrm{cw}(H)$. From now on, one can see that the previous argument can be applied iteratively to each bubble. Since the number of bubbles is bounded by $g_{1}(\mathrm{cw}(H))$ (there is at most one bubble for each vertex initially on fire), we deduce that the total number of burned vertices is bounded by $g_{2}(\mathrm{cw}(H))$ some function $g_{2}$. This concludes the proof of the claim.

We are now in position to prove the theorem. Let $G$ be a graph. Suppose that the number of initially burned vertices in $G$ is at most $f_{1}(\mathrm{pw}(G), \Delta(G))$ for some function $f_{1}$. We know that $\mathrm{pw}(G) \leq \mathrm{cw}(G)$ and $\Delta(G) \leq 2 \cdot \mathrm{cw}(G)$ [17]. Thus the number of burned vertices is at most $f_{1}^{\prime}(\operatorname{cw}(G))$ for some function $f_{1}^{\prime}$. From the above claim we deduce that there exists a strategy such that at most $f_{2}^{\prime}(\mathrm{cw}(G))$ vertices get burned. Since $\mathrm{cw}(G) \leq \mathrm{pw}(G) \cdot \Delta(G)[6]$, it follows that the number of burned vertices is bounded by $f_{2}(\operatorname{pw}(G), \Delta(G))$ for some function $f_{2}$.This completes the proof.

Remark 1. Notice that Theorem 2 is still valid even if the number of firefighters available at each step is not the same (for example if there are $b_{1}$ firefighters at time step one, $b_{2}$ firefighters during the second time step, etc.).

We are now in position to give the main result of this section.
Theorem 3. The Firefighter problem is fixed-parameter tractable with respect to the combined parameter "pathwidth" and "maximum degree" of the input graph.

From the proof of Theorem 2 and the fact that $\mathrm{cw}(G) \leq \frac{\mathrm{bw}(G)(\mathrm{bw}(G)+1)}{2}$ [4] for any graph $G$, we easily deduce the following theorem.

Theorem 4. The Firefighter problem is fixed-parameter tractable with respect to the parameter "cutwidth" and to the parameter "bandwidth".

## 5 Firefighting on Dense Graphs

As trees are the less dense graphs, it seems natural to ask for the tractability of the problem when the graph is essentially made up of cliques. In the following we show that even if the graph can be partitioned into two cliques (also known as a co-bipartite graph), the problem turns out to be NP-complete. Notice that the problem is trivial for cliques.

Theorem 5. The Firefighter problem is NP-complete and W[1]-hard for the parameter $k$ even on co-bipartite graphs.

We note that if the budget $b$ is fixed, then one can solve the problem in polynomial time on co-bipartite graphs. To see this, observe that there are at most 3 propagation steps in such a graph. Hence the total number of protected vertices is bounded by a constant, which implies that the problem is polynomial-time solvable [2].

As a final result, we show that the problem is fixed-parameter tractable with respect to the parameter cluster vertex deletion number, that is the minimum number of vertices that have to be deleted to get a disjoint union of complete graphs. We first discuss the motivation for this parameter. Whenever a problem is hard on graphs of bounded treewidth/pathwidth, it is a common research direction to ask for the parameterized complexity of the problem with respect to the larger parameter vertex cover. However, the class of graphs of small vertex cover is rather limited and, hence, looking for the complexity of the problem for parameters that generalize it tends to be a more relevant approach. Among them the cluster vertex deletion number appears to be an interesting intermediate parameterization between vertex cover and cliquewidth [9].

Theorem 6. For any fixed $b>0$, the Firefighter problem is fixed-parameter tractable with respect to the parameter "cluster vertex deletion".

## 6 Conclusion

The main result of this paper is that the Firefighter problem is NP-complete even on trees of pathwidth three but fixed-parameter tractable with respect to the combined parameter "pathwidth" and "maximum degree" of the input graph. The combination of these two results with the NP-completeness of the problem on trees of bounded degree [10] indicates that the complexity of the problem depends heavily on the degree and the pathwidth of the graph. We left as an open question whether the problem is polynomial-time solvable on graphs of pathwidth two.
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#### Abstract

Drucker [8] proved the following result: Unless the unlikely complexity-theoretic collapse coNP $\subseteq \mathrm{NP} /$ poly occurs, there is no $A N D$-compression for SAT. The result has implications for the compressibility and kernelizability of a whole range of NP-complete parameterized problems. We present a streamlined proof of Drucker's theorem.

An AND-compression is a deterministic polynomial-time algorithm that maps a set of SAT-instances $x_{1}, \ldots, x_{t}$ to a single SAT-instance $y$ of size poly $\left(\max _{i}\left|x_{i}\right|\right)$ such that $y$ is satisfiable if and only if all $x_{i}$ are satisfiable. The "AND" in the name stems from the fact that the predicate " $y$ is satisfiable" can be written as the AND of all predicates " $x_{i}$ is satisfiable". Drucker's theorem complements the result by Bodlaender et al. [3] and Fortnow and Santhanam [10], who proved the analogous statement for OR-compressions, and Drucker's proof not only subsumes their result but also extends it to randomized compression algorithms that are allowed to have a certain probability of failure.

Drucker [8] presented two proofs: The first uses information theory and the minimax theorem from game theory, and the second is an elementary, iterative proof that is not as general. In our proof, we realize the iterative structure as a generalization of the arguments of Ko [12] for Pselective sets, which use the fact that tournaments have dominating sets of logarithmic size. We generalize this fact to hypergraph tournaments. Our proof achieves the full generality of Drucker's theorem, avoids the minimax theorem, and restricts the use of information theory to a single, intuitive lemma about the average noise sensitivity of compressive maps. To prove this lemma, we use the same information-theoretic inequalities as Drucker.


## 1 Introduction

The influential "OR-conjecture" by Bodlaender et al. [3] asserts that $t$ instances $x_{1}, \ldots, x_{t}$ of SAT cannot be mapped in polynomial time to an instance $y$ of size poly $\left(\max _{i}\left|x_{i}\right|\right)$ so that $y$ is a yes-instance if and only if at least one $x_{i}$ is a yes-instance. Conditioned on the OR-conjecture, the "composition framework" of Bodlaender et al. [3] has been used to show that many different problems in parameterized complexity do not have polynomial kernels. Fortnow
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and Santhanam [10] were able to prove that the OR-conjecture holds unless coNP $\subseteq$ NP/poly, thereby connecting the OR-conjecture with a standard hypothesis in complexity theory.

The results of $[3,10]$ can be used not only to rule out deterministic kernelization algorithms, but also to rule out randomized kernelization algorithms with one-sided error, as long as the success probability is bigger than zero; this is the same as allowing the kernelization algorithm to be a coNP-algorithm. Left open was the question whether the complexity-theoretic hypothesis coNP $\nsubseteq \mathrm{NP} /$ poly (or some other hypothesis believed by complexity theorists) suffices to rule out kernelization algorithms that are randomized and have two-sided error. Drucker [8] resolves this question affirmatively; his results can rule out kernelization algorithms that have a constant gap in their error probabilities. This result indicates that randomness does not help to decrease the size of kernels significantly.

With the same proof, Drucker [8] resolves a second important question: whether the "AND-conjecture", which has also been formulated by Bodlaender et al. [3] analogous to the OR-conjecture, can be derived from existing complexity-theoretic assumptions. This is an intriguing question in itself, and it is also relevant for parameterized complexity as, for some parameterized problems, we can rule out polynomial kernels under the AND-conjecture, but we do not know how to do so under the OR-conjecture. Drucker [8] proves that the AND-conjecture is true if coNP $\nsubseteq \mathrm{NP} /$ poly holds.

The purpose of this paper is to discuss Drucker's theorem and its proof. To this end, we attempt to present a simpler proof of his theorem. Our proof in Sect. 3 gains in simplicity with a small loss in generality: the bound that we get is worse than Drucker's bound by a factor of two. Using the slightly more complicated approach deferred to the full version of this paper, it is possible to get the same bounds as Drucker. These differences, however, do not matter for the basic version of the main theorem, which we state in Sect. 1.1 and further discuss in Sect.1.2. For completeness, we briefly discuss a formulation of the composition framework in Sect.1.3.

### 1.1 Main Theorem: Ruling Out OR- and AND-compressions

An AND-compression $A$ for a language $L \subseteq\{0,1\}^{*}$ is a polynomial-time reduction that maps a set $\left\{x_{1}, \ldots, x_{t}\right\}$ to some instance $y \doteq A\left(\left\{x_{1}, \ldots, x_{t}\right\}\right)$ of a language $L^{\prime} \subseteq\{0,1\}^{*}$ such that $y \in L^{\prime}$ holds if and only if $x_{1} \in L$ and $x_{2} \in L$ and $\ldots$ and $x_{t} \in L$. By De Morgan's law, the same $A$ is an OR-compression for $\bar{L} \doteq\{0,1\}^{*} \backslash L$ because $y \in \overline{L^{\prime}}$ holds if and only if $x_{1} \in \bar{L}$ or $x_{2} \in \bar{L}$ or $\ldots$ or $x_{t} \in \bar{L}$. Drucker [8] proved that an OR-compression for $L$ implies that $L \in \mathrm{NP} /$ poly $\cap$ coNP/poly, which is a complexity consequence that is closed under complementation, that is, it is equivalent to $\bar{L} \in \mathrm{NP} /$ poly $\cap$ coNP/poly. For this reason, and as opposed to earlier work [3,7,10], it is without loss of generality that we restrict our attention to OR-compressions for the remainder of this paper. We now formally state Drucker's theorem.

Theorem 1 (Drucker's theorem). Let $L, L^{\prime} \subseteq\{0,1\}^{*}$ be languages, let $e_{s}$, $e_{c} \in[0,1]$ be error probabilities with $e_{s}+e_{c}<1$, and let $\epsilon>0$. Assume that there exists a randomized polynomial-time algorithm $A$ that maps any set $x=$ $\left\{x_{1}, \ldots, x_{t}\right\} \subseteq\{0,1\}^{n}$ for some $n$ and $t$ to $y=A(x)$ such that:

- (Soundness) If all $x_{i}$ 's are no-instances of $L$, then $y$ is a no-instance of $L^{\prime}$ with probability $\geq 1-e_{s}$.
- (Completeness) If exactly one $x_{i}$ is a yes-instance of L, then $y$ is a yes-instance of $L^{\prime}$ with probability $\geq 1-e_{c}$.
- (Size bound) The size of $y$ is bounded by $t^{1-\epsilon} \cdot \operatorname{poly}(n)$.

Then $L \in$ NP/poly $\cap$ coNP/poly.
The procedure $A$ above does not need to be a "full" OR-compression, which makes the theorem more general. In particular, $A$ is relaxed in two ways: it only needs to work, or be analyzed, in the case that all input instances have the same length; this is useful in hardness of kernelization proofs as it allows similar instances to be grouped together. Furthermore, $A$ only needs to work, or be analyzed, in the case that at most one of the input instances is a yes-instance of $L$; we believe that this property will be useful in future work on hardness of kernelization.

The fact that "relaxed" OR-compressions suffice in Theorem 1 is implicit in the proof of Drucker [8], but not stated explicitly. Before Drucker's work, Fortnow and Santhanam [10] proved the special case of Theorem 1 in which $e_{c}=0$, but they only obtain the weaker consequence $L \in$ coNP/poly, which prevents their result from applying to AND-compressions in a non-trivial way. Moreover, their proof uses the full completeness requirement and does not seem to work for relaxed OR-compressions.

### 1.2 Comparison and Overview of the Proof

The simplification of our proof stems from two main sources: 1. The "scaffolding" of our proof, its overall structure, is more modular and more similar to arguments used previously by Ko [12], Fortnow and Santhanam [10], and Dell and Van Melkebeek [7] for compression-type procedures and Dell et al. [5] for isolation procedures. 2. While the information-theoretic part of our proof uses the same set of information-theoretic inequalities as Drucker's, the simple version in Sect. 3 applies these inequalities to distributions that have a simpler structure. Moreover, our calculations have a somewhat more mechanical nature.

Both Drucker's proof and ours use the relaxed OR-compression $A$ to design a $\mathrm{P} /$ poly-reduction from $L$ to the statistical distance problem, which is known to be in the intersection of NP/poly and coNP/poly by previous work (cf. Xiao [15]). Drucker [8] uses the minimax theorem and a game-theoretic sparsification argument to construct the polynomial advice of the reduction. He also presents an alternative proof [9, Sect. 3] in which the advice is constructed without these arguments and also without any explicit invocation of information theory; however, the alternative proof does not achieve the full generality of his theorem,
and we feel that avoiding information theory entirely leads to a less intuitive proof structure. In contrast, our proof achieves full generality up to a factor of two in the simplest proof, it avoids game theoretic arguments, and it limits information theory to a single, intuitive lemma about the average noise sensitivity of compressive maps.

Using this information-theoretic lemma as a black box, we design the $\mathrm{P} /$ polyreduction in a purely combinatorial way: We generalize the fact that tournaments have dominating sets of logarithmic size to hypergraph tournaments; these are complete $t$-uniform hypergraphs with the additional property that, for each hyperedge, one of its elements gets "selected". In particular, for each set $e \subseteq \bar{L}$ of $t$ no-instances, we select one element of $e$ based on the fact that $A$ 's behavior on $e$ somehow proves that the selected instance is a no-instance of $L$. The advice of the reduction is going to be a small dominating set of this hypergraph tournament on the set of no-instances of $L$. The crux is that we can efficiently test, with the help of the statistical distance problem oracle, whether an instance is dominated or not. Since any instance is dominated if and only if it is a no-instance of $L$, this suffices to solve $L$.

In the information-theoretic lemma, we generalize the notion of average noise sensitivity of Boolean functions (which can attain two values) to compressive maps (which can attain only relatively few values compared to the input length). We show that compressive maps have small average noise sensitivity. Drucker's "distributional stability" is a closely related notion, which we make implicit use of in our proof. Using the latter notion as the anchor of the overall reduction, however, leads to some additional technicalities in Drucker's proof, which we also run into in the full version of this paper where we obtain the same bounds as Drucker's theorem. In Sect. 3 we instead use the average noise sensitivity as the anchor of the reduction, which avoids these technicalities at the cost of losing a factor of two in the bounds.

### 1.3 Application: The Composition Framework

We briefly describe a modern variant of the composition framework that is sufficient to rule out kernels of size $O\left(k^{d-\epsilon}\right)$ using Theorem 1. It is almost identical to Lemma 1 of $[6,7]$ and the notion defined by Hermelin and Wu [11, Definition 2.2]. By applying the framework for unbounded $d$, we can also use it to rule out polynomial kernels.

Definition 2. Let $L$ be a language, and let $\Pi$ with parameter $k$ be a parameterized problem. A d-partite composition of $L$ into $\Pi$ is a polynomial-time algorithm $A$ that maps any set $x=\left\{x_{1}, \ldots, x_{t}\right\} \subseteq\{0,1\}^{n}$ for some $n$ and $t$ to $y=A(x)$ such that:
(1) If all $x_{i}$ 's are no-instances of $L$, then $y$ is a no-instance of $\Pi$.
(2) If exactly one $x_{i}$ is a yes-instance of $L$, then $y$ is a yes-instance of $\Pi$.
(3) The parameter $k$ of $y$ is bounded by $t^{1 / d+o(1)} \cdot \operatorname{poly}(n)$.

This notion of composition has one crucial advantage over previous notions of OR-composition: The algorithm $A$ does not need to work, or be analyzed, in the case that two or more of the $x_{i}$ 's are yes-instances.
Definition 3. Let $\Pi$ be a parameterized problem. We call $\Pi d$-compositional if there exists an NP-hard or coNP-hard problem $L$ that has a $d$-partite composition algorithm into $\Pi$.
The above definition encompasses both AND-compositions and OR-compositions because an AND-composition of $L$ into $\Pi$ is the same as an OR-composition of $\bar{L}$ into $\bar{\Pi}$. We have the following corollary of Drucker's theorem.

Corollary 4. If coNP $\nsubseteq \mathrm{NP} /$ poly, then no $d$-compositional problem has kernels of size $O\left(k^{d-\epsilon}\right)$. Moreover, this even holds when the kernelization algorithm is allowed to be a randomized algorithm with at least a constant gap in error probability.

Proof. Let $L$ be an NP-hard or coNP-hard problem that has a $d$-partite composition $A^{\prime}$ into $\Pi$. Assume for the sake of contradiction that $\Pi$ has a kernelization algorithm with soundness error at most $e_{s}$ and completeness error at most $e_{c}$ so that $e_{s}+e_{c}$ is bounded by a constant smaller than one. The concatenation of $A^{\prime}$ with the assumed $O\left(k^{d-\epsilon^{\prime}}\right)$-kernelization gives rise to an algorithm $A$ that satisfies the conditions of Theorem 1, for example with $\epsilon=\epsilon^{\prime} /(2 d)$. Therefore, we get $L \in$ (coNP/poly $\cap \mathrm{NP} /$ poly) and thus coNP $\subseteq \mathrm{NP} /$ poly, a contradiction.

Several variants of the framework provided by this corollary are possible:

1. n order to rule out poly $(k)$-kernels for a parameterized problem $\Pi$, we just need to prove that $\Pi$ is $d$-compositional for all $d \in \mathbb{N}$; let's call $\Pi$ compositional in this case. One way to show that $\Pi$ is compositional is to construct a single composition from a hard problem $L$ into $\Pi$; this is an algorithm as in Definition 2, except that we replace (3) with the bound $k \leq t^{o(1)} \operatorname{poly}(n)$.
2. ince all $x_{i}$ 's in Definition 2 are promised to have the same length, we can consider a padded version $\tilde{L}$ of the language $L$ in order to filter the input instances of length $n$ of the original $L$ into a polynomial number of equivalence classes. Each input length of $\tilde{L}$ in some interval $\left[p_{1}(n), p_{2}(n)\right]$ corresponds to one equivalence class of length- $n$ instances of $L$. So long as $\tilde{L}$ remains NPhard or coNP-hard, it is sufficient to consider a composition from $\tilde{L}$ into $\Pi$. Bodlaender, Jansen, and Kratsch [4, Definition 4] formalize this approach.
3. The composition algorithm can also use randomness, as long as the overall probability gap of the concatenation of composition and kernelization is not negligible.
4. In the case that $L$ is NP-hard, Fortnow and Santhanam [10] and Dell and Van Melkebeek [7] prove that the composition algorithm can also be a coNPalgorithm or even a coNP oracle communication game in order to get the collapse. Interestingly, this does not seem to follow from Drucker's proof nor from the proof presented here, and it seems to require the full completeness condition for the OR-composition. Kratsch [13] and Kratsch, Philip, and Ray [14] exploit these variants of the composition framework to prove kernel lower bounds.

## 2 Preliminaries

For any set $R \subseteq\{0,1\}^{*}$ and any $\ell \in \mathbb{N}$, we write $R_{\ell} \doteq R \cap\{0,1\}^{\ell}$ for the set of all length- $\ell$ strings inside of $R$. For any $t \in \mathbb{N}$, we write $[t] \doteq\{1, \ldots, t\}$. For a set $V$, we write $\binom{V}{\leq t}$ for the set of all subsets $x \subseteq V$ that have size at most $t$. We will work over a finite alphabet, usually $\Sigma=\{0,1\}$. For a vector $a \in \Sigma^{t}$, a number $j \in[t]$, and a value $y \in \Sigma$, we write $\left.a\right|_{j \leftarrow y}$ for the string that coincides with $a$ except in position $j$, where it has value $y$. For background in complexity theory, we defer to the book by Arora and Barak [2]. We assume some familiarity with the complexity classes NP and coNP as well as their non-uniform versions NP/poly and coNP/poly.

### 2.1 Distributions and Randomized Mappings

A distribution on a finite ground set $\Omega$ is a function $\mathcal{D}: \Omega \rightarrow[0,1]$ with $\sum_{\omega \in \Omega} \mathcal{D}(\omega)=1$. The support of $\mathcal{D}$ is the set $\operatorname{supp} \mathcal{D}=\{\omega \in \Omega \mid \mathcal{D}(\omega)>0\}$. The uniform distribution $\mathcal{U}_{\Omega}$ on $\Omega$ is the distribution with $\mathcal{U}_{\Omega}(\omega)=\frac{1}{|\Omega|}$ for all $\omega \in \Omega$. We often view distributions as random variables, that is, we may write $f(\mathcal{D})$ to denote the distribution $\mathcal{D}^{\prime}$ that first produces a sample $\omega \sim \mathcal{D}$ and then outputs $f(\omega)$, where $f: \Omega \rightarrow \Omega^{\prime}$. We use any of the following notations: $\mathcal{D}^{\prime}\left(\omega^{\prime}\right)=\operatorname{Pr}\left(f(\mathcal{D})=\omega^{\prime}\right)=\operatorname{Pr}_{\omega \sim \mathcal{D}}\left(f(\omega)=\omega^{\prime}\right)=\sum_{\omega \in \Omega} \mathcal{D}(\omega) \cdot \operatorname{Pr}\left(f(\omega)=\omega^{\prime}\right)$. The last term $\operatorname{Pr}\left(f(\omega)=\omega^{\prime}\right)$ in this equation is either 0 or 1 if $f$ is a deterministic function, but we will also allow $f$ to be a randomized mapping, that is, $f$ has access to some "internal" randomness. This is modeled as a function $f: \Omega \times\{0,1\}^{r} \rightarrow \Omega^{\prime}$ for some $r \in \mathbb{N}$, and we write $f(\mathcal{D})$ as a short-hand for $f\left(\mathcal{D}, \mathcal{U}_{\{0,1\}^{r}}\right)$. That is, the internal randomness consists of a sequence of independent and fair coin flips.

### 2.2 Statistical Distance

The statistical distance $d(X, Y)$ between two distributions $X$ and $Y$ on $\Omega$ is

$$
\begin{equation*}
d(X, Y)=\max _{T \subseteq \Omega}|\operatorname{Pr}(X \in T)-\operatorname{Pr}(Y \in T)| \tag{1}
\end{equation*}
$$

The statistical distance between $X$ and $Y$ is a number in $[0,1]$, with $d(X, Y)=0$ if and only if $X=Y$ and $d(X, Y)=1$ if and only if the support of $X$ is disjoint from the support of $Y$. It is an exercise to show the standard equivalence between the statistical distance and the 1-norm:

$$
d(X, Y)=\frac{1}{2} \cdot\|X-Y\|_{1}=\frac{1}{2} \sum_{\omega \in \Omega}|\operatorname{Pr}(X=\omega)-\operatorname{Pr}(Y=\omega)| .
$$

### 2.3 The Statistical Distance Problem

For $\mathcal{U}=\mathcal{U}_{\{0,1\}^{n}}$ and $0 \leq \delta<\Delta \leq 1$, let $\mathrm{SD}_{\leq \delta}^{\geq \Delta}$ be the following promise problem: yes-instances: Circuits $C, C^{\prime}:\{0,1\}^{n} \rightarrow\{0,1\}^{*}$ with $d\left(C(\mathcal{U}), C^{\prime}(\mathcal{U})\right) \geq \Delta$. no-instances: Circuits $C, C^{\prime}:\{0,1\}^{n} \rightarrow\{0,1\}^{*}$ with $d\left(C(\mathcal{U}), C^{\prime}(\mathcal{U})\right) \leq \delta$.

The statistical distance problem is not known to be polynomial-time computable, and in fact it is not believed to be. On the other hand, the problem is also not believed to be NP-hard because the problem is computationally easy in the following sense.

Theorem 5 (Xiao [15] + Adleman [1]). If $\delta<\Delta$ are constants, we have $\mathrm{SD}_{\leq \delta}^{\geq \Delta} \in(\mathrm{NP} /$ poly $\cap$ coNP/poly $)$.

Moreover, the same holds when $\delta=\delta(n)$ and $\Delta=\Delta(n)$ are functions of the input length that satisfy $\Delta-\delta \geq \frac{1}{\operatorname{poly}(n)}$.

This is the only fact about the SD-problem that we will use in this paper. Slightly stronger versions of this theorem are known, but we do not list them here due to the 12 -page limit imposed by the publisher.

## 3 Ruling Out OR-compressions

In this section we prove Theorem 1: Any language $L$ that has a relaxed ORcompression is in coNP/poly $\cap \mathrm{NP} /$ poly. We rephrase the theorem in a form that reveals the precise inequality between the error probabilities and the compression ratio needed to get the complexity consequence.

Theorem 6 ( $\epsilon t$-compressive version of Drucker's theorem). Let $L, L^{\prime} \subseteq$ $\{0,1\}^{*}$ be languages and $e_{s}, e_{c} \in[0,1]$ be some constants denoting the error probabilities. Let $t=t(n)>0$ be a polynomial and $\epsilon>0$. Let

$$
\begin{equation*}
A:\binom{\{0,1\}^{n}}{\leq t} \rightarrow\{0,1\}^{\epsilon t} \tag{2}
\end{equation*}
$$

be a randomized $\mathrm{P} /$ poly-algorithm such that, for all $x \in\binom{\{0,1\}^{n}}{\leq t}$,

- if $|x \cap L|=0$, then $A(x) \in \overline{L^{\prime}}$ holds with probability $\geq 1-e_{s}$, and
- if $|x \cap L|=1$, then $A(x) \in L^{\prime}$ holds with probability $\geq 1-e_{c}$.

$$
\text { If } e_{s}+e_{c}<1-\sqrt{(2 \ln 2) \epsilon} \text {, then } L \in \mathrm{NP} / \text { poly } \cap \text { coNP/poly. }
$$

This is Theorem 7.1 in Drucker [9]. However, there are two noteworthy differences:

1. Drucker obtains complexity consequences even when $e_{s}+e_{c}<1-\sqrt{(\ln 2 / 2) \epsilon}$ holds, which makes his theorem more general. The difference stems from the fact that we optimized the proof in this section for simplicity and not for the optimality of the bound. He also obtains complexity consequences under the (incomparable) bound $e_{s}+e_{c}<2^{-\epsilon-3}$. Using the slightly more complicated setup deferred to the full version of this paper, we would be able to achieve both of these bounds.
2. To get a meaningful result for OR-compression of NP-complete problems, we need the complexity consequence $L \in \mathrm{NP} /$ poly $\cap$ coNP/poly rather than just $L \in \mathrm{NP} /$ poly. To get the stronger consequence, Drucker relies on the fact that the statistical distance problem $\mathrm{SD}_{\leq \delta}^{\geq \Delta}$ has statistical zero knowledge proofs. This is only known to be true when $\Delta^{2}>\delta$ holds, which translates to the more restrictive assumption $\left(e_{s}+e_{c}\right)^{2}<1-\sqrt{(\ln 2 / 2) \epsilon}$ in his theorem. We instead use Theorem 5, which does not go through statistical zero knowledge and proves more directly that $\mathrm{SD}_{\leq \delta}^{\geq \Delta}$ is in NP/poly $\cap$ coNP/poly whenever $\Delta>\delta$ holds. Doing so in Drucker's paper immediately improves all of his $L \in \mathrm{NP} /$ poly consequences to $L \in \mathrm{NP} /$ poly $\cap$ coNP/poly.

To obtain Theorem 1, the basic version of Drucker's theorem, as a corollary of Theorem 6, none of these differences matter. This is because we could choose $\epsilon>0$ to be sufficiently smaller in the proof of Theorem 1, which we provide now before we turn to the proof of Theorem 6.

Proof (of Theorem 1). Let $A$ be the algorithm assumed in Theorem 1, and let $C \geq 2$ be large enough so that the output size of $A$ is bounded by $t^{1-1 / C} \cdot C \cdot n^{C}$. We transform $A$ into an algorithm as required for Theorem 6. Let $\epsilon>0$ be a small enough constant so that $e_{s}+e_{c}<1-\sqrt{(2 \ln 2) \epsilon}$. Moreover, let $t(n)$ be a large enough polynomial so that $(t(n))^{1-1 / C} \cdot C \cdot n^{C}<\epsilon t(n)$ holds. Then we restrict $A$ to a family of functions $A_{n}:\binom{\{0,1\}^{n}}{\leq t(n)} \rightarrow\{0,1\}^{<\epsilon t(n)}$. Now a minor observation is needed to get an algorithm of the form (2): The set $\{0,1\}^{<\epsilon t}$ can be efficiently encoded in $\{0,1\}^{\epsilon t}$ (which changes the output language from $L^{\prime}$ to some $\left.L^{\prime \prime}\right)$. Thus we constructed a family $A_{n}$ as required by Theorem 6 , which proves the claim.

### 3.1 ORs are Sensitive to Yes-instances

The semantic property of relaxed OR-compressions is that they are " $L$-sensitive": They show a dramatically different behavior for all-no input sets vs. input sets that contain a single yes-instance of $L$. The following simple fact is the only place in the overall proof where we use the soundness and completeness properties of $A$.

Lemma 7. For all distributions $X$ on $\binom{\bar{L}}{<t}$ and all $v \in L$, we have

$$
\begin{equation*}
d(A(X), A(X \cup\{v\})) \geq \Delta \doteq 1-\left(e_{s}+e_{c}\right) \tag{3}
\end{equation*}
$$

Proof. The probability that $A(X)$ outputs an element of $L^{\prime}$ is at most $e_{s}$, and similarly, the probability that $A(X \cup\{v\})$ outputs an element of $L^{\prime}$ is at least $1-e_{c}$. By (1) with $T=L^{\prime}$, the statistical distance between the two distributions is at least $\Delta$.

Despite the fact that relaxed OR-compressions are sensitive to the presence or absence of a yes-instance, we argue next that their behavior within the set of no-instances is actually quite predictable.

### 3.2 The Average Noise Sensitivity of Compressive Maps is Small

Relaxed OR-compressions are in particular compressive maps. The following lemma says that the average noise sensitivity of any compressive map is low. Here, "average noise sensitivity" refers to the difference in the behavior of a function when the input is subject to random noise; in our case, we change the input in a single random location and notice that the behavior of a compressive map does not change much.

Lemma 8. Let $t \in \mathbb{N}$, let $X$ be the uniform distribution on $\{0,1\}^{t}$, and let $\epsilon>0$. Then, for all randomized mappings $f:\{0,1\}^{t} \rightarrow\{0,1\}^{\epsilon t}$, we have

$$
\begin{equation*}
\underset{j \sim \mathcal{U}_{[t]}}{\mathbf{E}} \quad d\left(f\left(\left.X\right|_{j \leftarrow 0}\right), f\left(\left.X\right|_{j \leftarrow 1}\right)\right) \leq \delta \doteq \sqrt{2 \ln 2 \cdot \epsilon} \tag{4}
\end{equation*}
$$

We defer the purely information-theoretic and mechanical calculation that yields Lemma 8 to the full version of this paper. We remark that, in the special case where $f:\{0,1\}^{t} \rightarrow\{0,1\}$ is a Boolean function, the left-hand side of (4) coincides with the usual definition of the average noise sensitivity.

We translate Lemma 8 to our relaxed OR-compression $A$ as follows.
Lemma 9. Let $A:\binom{\{0,1\}^{n}}{\leq t} \rightarrow\{0,1\}^{\epsilon t}$. For all $e \in\binom{\{0,1\}^{n}}{t}$, there is $v \in e$ with

$$
\begin{equation*}
d\left(A\left(\mathcal{U}_{2^{e}} \backslash\{v\}\right), A\left(\mathcal{U}_{2^{e}} \cup\{v\}\right)\right) \leq \delta \tag{5}
\end{equation*}
$$

Here $\mathcal{U}_{2^{e}}$ samples a subset of $e$ uniformly at random. Note that we replaced the expectation over $j$ from (4) with the mere existence of an element $v$ in (5) since this is all we need; the stronger property also holds.

Proof. To prove the claim, let $v_{1}, \ldots, v_{t}$ be the elements of $e$ in lexicographic order. For $b \in\{0,1\}^{t}$, let $g(b) \subseteq e$ be such that $v_{i} \in g$ holds if and only if $b_{i}=1$. We define the randomized mapping $f:\{0,1\}^{t} \rightarrow\{0,1\}^{\epsilon t}$ as follows:

$$
f\left(b_{1}, \ldots, b_{t}\right) \doteq A(g(b))
$$

Then $f\left(\left.X\right|_{j \leftarrow 0}\right)=A\left(\mathcal{U}_{2^{e}} \backslash\left\{v_{j}\right\}\right)$ and $f\left(\left.X\right|_{j \leftarrow 1}\right)=A\left(\mathcal{U}_{2^{e}} \cup\left\{v_{j}\right\}\right)$. The claim follows from Lemma 8 with $v \doteq v_{j}$ for some $j$ that minimizes the statistical distance in (4).

This lemma suggest the following tournament idea. We let $V=\bar{L}_{n}$ be the set of no-instances, and we let them compete in matches consisting of $t$ players each. That is, a match corresponds to a hyperedge $e \in\binom{V}{t}$ of size $t$ and every such hyperedge is present, so we are looking at a complete $t$-uniform hypergraph. We say that a player $v \in e$ is "selected" in the hyperedge $e$ if the behavior of $A$ on $\mathcal{U}_{2^{e}} \backslash\{v\}$ is not very different from the behavior of $A$ on $\mathcal{U}_{2^{e}} \cup\{v\}$, that is, if (5) holds. The point of this construction is that $v$ being selected proves that $v$ must be a no-instance because (3) does not hold. We obtain a "selector" function $S:\binom{V}{t} \rightarrow V$ that, given $e$, selects an element $v=S(e) \in e$. We call $S$ a hypergraph tournament on $V$.

### 3.3 Hypergraph Tournaments have Small Dominating Sets

Tournaments are complete directed graphs, and it is well-known that they have dominating sets of logarithmic size. A straightforward generalization applies to hypergraph tournaments $S:\binom{V}{t} \rightarrow V$. We say that a set $g \in\binom{V}{t-1}$ dominates a vertex $v$ if $v \in g$ or $S(g \cup\{v\})=v$ holds. A set $\mathcal{D} \subseteq\binom{V}{t-1}$ is a dominating set of $S$ if all vertices $v \in V$ are dominated by at least one element in $\mathcal{D}$.

Lemma 10. Let $V$ be a finite set, and let $S:\binom{V}{t} \rightarrow V$ be a hypergraph tournament. Then $S$ has a dominating set $\mathcal{D} \subseteq\binom{V}{t-1}$ of size at most $t \log |V|$.

Proof. We construct the set $\mathcal{D}$ inductively. Initially, it has $k=0$ elements. After the $k$-th step of the construction, we will preserve the invariant that $\mathcal{D}$ is of size exactly $k$ and that $|R| \leq(1-1 / t)^{k} \cdot|V|$ holds, where $R$ is the set of vertices that are not yet dominated, that is,

$$
R=\{v \in V \mid \notin g \text { and } S(g \cup\{v\}) \neq v \text { holds for all } g \in \mathcal{D}\} .
$$

If $0<|R|<t$, we can add an arbitrary edge $g^{*} \in\binom{V}{t-1}$ with $R \subseteq g^{*}$ to $\mathcal{D}$ to finish the construction. Otherwise, the following averaging argument, shows that there is an element $g^{*} \in\binom{R}{t-1}$ that dominates at least a $1 / t$-fraction of elements $v \in R$ :

$$
\frac{1}{t}=\underset{e \in\binom{R}{t}}{\mathbf{E}} \operatorname{Pr}_{v \in e}(S(e)=v)=\underset{g \in\binom{R}{t-1}}{\mathbf{E}} \operatorname{Pr}_{v \in R-g}(S(g \cup\{v\})=v) .
$$

Thus, the number of elements of $R$ left undominated by $g^{*}$ is at most $(1-1 / t) \cdot|R|$, so the inductive invariant holds. Since $(1-1 / t)^{k} \cdot|V| \leq \exp (-k / t) \cdot|V|<1$ for $k=t \log |V|$, we have $R=\emptyset$ after $k \leq t \log |V|$ steps of the construction, and in particular, $\mathcal{D}$ has at most $t \log |V|$ elements.

### 3.4 Proof of the Main Theorem: Reduction to Statistical Distance

Proof (of Theorem 6). We describe a deterministic $\mathrm{P} /$ poly reduction from $L$ to the statistical distance problem $\mathrm{SD}_{\leq \delta}^{\geq \Delta}$ with $\Delta=1-\left(e_{s}+e_{c}\right)$ and $\delta=\sqrt{(2 \ln 2) \epsilon}$. The reduction outputs the conjunction of polynomially many instances of $\mathrm{SD}_{\leq \delta}^{\geq \Delta}$. Since $\mathrm{SD}_{<\delta}^{\geq \Delta}$ is contained in the intersection of NP/poly and coNP/poly by Theorem 5 , and since this intersection is closed under taking polynomial conjunctions, we obtain $L \in \mathrm{NP} /$ poly $\cap$ coNP/poly. Thus it remains to find such a reduction. To simplify the discussion, we describe the reduction in terms of an algorithm that solves $L$ and uses $\mathrm{SD}_{\leq \delta}^{\geq \Delta}$ as an oracle. However, the algorithm only makes non-adaptive queries at the end of the computation and accepts if and only if all oracle queries accept; this corresponds to a reduction that maps an instance of $L$ to a conjunction of instances of $\mathrm{SD}_{\leq \delta}^{\geq \Delta}$ as required.

To construct the advice at input length $n$, we use Lemma 9 with $t=t(n)$ to obtain a hypergraph tournament $S$ on $V=\bar{L}_{n}$, which in turn gives rise to a
small dominating set $\mathcal{D} \subseteq\binom{V}{t-1}$ by Lemma 10 . We remark the triviality that if $|V| \leq t=\operatorname{poly}(n)$, then we can use $V$, the set of all no-instances of $L$ at this input length, as the advice. Otherwise, we define the hypergraph tournament $S$ for all $e \in\binom{V}{t}$ as follows:

$$
S(e) \doteq \min \left\{v \in e \mid d\left(A\left(\mathcal{U}_{2^{e}} \backslash\{v\}\right), A\left(\mathcal{U}_{2^{e}} \cup\{v\}\right)\right) \leq \delta\right\} .
$$

By Lemma 9, the set over which the minimum is taken is non-empty, and thus $S$ is well-defined. Furthermore, the hypergraph tournament has a dominating set $\mathcal{D}$ of size at most $t n$ by Lemma 10. As advice for input length $n$, we choose this set $\mathcal{D}$. Now we have $v \in \bar{L}$ if and only if $v$ is dominated by $\mathcal{D}$. The idea of the reduction is to efficiently check the latter property.

The algorithm works as follows: Let $v \in\{0,1\}^{n}$ be an instance of $L$ given as input. If $v \in g$ holds for some $g \in \mathcal{D}$, the algorithm rejects $v$ and halts. Otherwise, it queries the SD-oracle on the instance $\left(A\left(\mathcal{U}_{2 g}\right), A\left(\mathcal{U}_{2 g} \cup\{v\}\right)\right)$ for each $g \in \mathcal{D}$. If the oracle claims that all queries are yes-instances, our algorithm accepts, and otherwise, it rejects.

First note that distributions of the form $A\left(\mathcal{U}_{2^{g}}\right)$ and $A\left(\mathcal{U}_{2^{g}} \cup\{v\}\right)$ can be be sampled by using polynomial-size circuits, and so they form syntactically correct instances of the SD-problem: The information about $A, g$, and $v$ is hard-wired into these circuits, the input bits of the circuits are used to produce a sample from $\mathcal{U}_{2} g$, and they serve as internal randomness of $A$ in case $A$ is a randomized algorithm.

It remains to prove the correctness of the reduction. If $v \in L$, we have for all $g \in \mathcal{D} \subseteq \bar{L}$ that $v \notin g$ and that the statistical distance of the query corresponding to $g$ is at least $\Delta=1-\left(e_{s}+e_{c}\right)$ by Lemma 7 . Thus all queries that the reduction makes satisfy the promise of the SD-problem and the oracle answers the queries correctly, leading our reduction to accept. On the other hand, if $v \notin L$, then, since $\mathcal{D}$ is a dominating set of $\bar{L}$ with respect to the hypergraph tournament $S$, there is at least one $g \in \mathcal{D}$ so that $v \in g$ or $S(g \cup\{v\})=v$ holds. If $v \in g$, the reduction rejects. The other case implies that the statistical distance between $A\left(\mathcal{U}_{2^{g}}\right)$ and $A\left(\mathcal{U}_{2} \cup \cup\{v\}\right)$ is at most $\delta$. The query corresponding to this particular $g$ therefore satisfies the promise of the SD-problem, which means that the oracle answers correctly on this query and our reduction rejects.
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#### Abstract

We consider the Editing to a Graph of Given Degrees problem that for a graph $G$, non-negative integers $d, k$ and a function $\delta: V(G) \rightarrow\{1, \ldots, d\}$, asks whether it is possible to obtain a graph $G^{\prime}$ from $G$ such that the degree of $v$ is $\delta(v)$ for any vertex $v$ by at most $k$ vertex or edge deletions or edge additions. We construct an FPTalgorithm for Editing to a Graph of Given Degrees parameterized by $d+k$. We complement this result by showing that the problem has no polynomial kernel unless $\mathrm{NP} \subseteq$ coNP/poly.


## 1 Introduction

The aim of graph editing or modification problems is to change a given graph by applying a bounded number of specified operations in order to satisfy a certain property. Many basic problems like Clique, Independent Set or Feedback (Edge or Vertex) Set can be seen as graph editing problems. It is common to allow combinations of vertex deletions, edge deletions and edge additions, but other operations, like edge contractions, are considered as well.

The systematic study of the vertex deletion problems was initiated by Lewis and Yannakakis [16]. They considered hereditary non-trivial properties. A property is hereditary if it holds for any induced subgraph of a graph that satisfy the property, and a property is non-trivial if it is true for infinitely many graphs and false for infinitely many graphs. Lewis and Yannakakis [16] proved that for any non-trivial hereditary property, the corresponding vertex deletion problem is NP-hard, and for trivial properties the problem can be solved in polynomial time. The edge deletion problems were considered by Yannakakis [23], Alon et al. [1]. The case when edge additions and deletions are allowed and the property is the inclusion in some hereditary graph class was considered by Natanzon et al. [20] and Burzyn et al. [5].

As typically graph editing problems are NP-hard, it is natural to use the parameterized complexity framework to analyze them. Cai [6] proved that for

[^25]any property defined by a finite set of forbidden induced subgraphs, the editing problem is FPT when parameterized by the bound on the number of vertex deletions, edge deletions and edge additions. Building up on this result, Khot and Raman [15] gave a complete characterization of the parameterized complexity for hereditary properties.

As it could be seen from the aforementioned results, the editing problems are well investigated for hereditary properties. For properties of other types, a great deal less is known, and the graph editing problems where the aim is to obtain a graph that satisfies degree constraints belong to this class. Investigation of the parameterized complexity of such problems were initiated by Moser and Thilikos in [18], Cai and Yang [8] and Mathieson and Szeider [17] (see also [9,13] for related results).

In particular, Mathieson and Szeider [17] considered different variants of the following problem:

```
Editing to A Graph of Given Degrees
    Instance: A graph G, non-negative integers d,k and a function
        \delta:V(G)}->{1,\ldots,d}
Parameter 1: d.
Parameter 2: k.
    Question: Is it possible to obtain a graph G}\mp@subsup{G}{}{\prime}\mathrm{ from }G\mathrm{ such that
        d}\mp@subsup{G}{\mp@subsup{G}{}{\prime}}{}(v)=\delta(v)\mathrm{ for each }v\inV(\mp@subsup{G}{}{\prime})\mathrm{ by at most }k\mathrm{ operations
        from the set S
```

They classified the parameterized complexity of the problem for

$$
S \subseteq\{\text { vertex deletion, edge deletion, edge addition }\} \text {. }
$$

They showed that Editing to a Graph of Given Degrees is W[1]-hard when parameterized by $k$ and the unparameterized version is NP-complete if vertex deletion is in $S$. If $S \subseteq$ \{edge deletion, edge addition\}, then the problem can be solved in polynomial time. For \{vertex deletion $\} \subseteq S \subseteq\{$ vertex deletion, edge deletion, edge addition\}, they proved that Editing to a Graph of Given Degrees is Fixed Parameter Tractable (FPT) when parameterized by $d+k$. Moreover, the FPT result holds for a more general version of the problem where vertices and edges have costs and the degree constraints are relaxed: for each $v \in V\left(G^{\prime}\right), d_{G^{\prime}}(v)$ should be in a given set $\delta(v) \subseteq\{1, \ldots, d\}$. The proof given by Mathieson and Szeider [17] uses a logic-based approach that does not provide practically feasible algorithms. They used the observation that Editing to a Graph of Given Degrees can be reduced to the instances with graphs whose degrees are bounded by a function of $k$ and $d$. By a result of Seese [22], the problem of deciding any property that can be expressed in first-order logic is FPT for graphs of bounded degree when parameterized by the length of the sentence defining the property. In particular, to obtain their FPT-result, Mathieson and Szeider constructed a non-trivial first-order logic formula that expresses the property that a graph with vertices of given degrees can be obtained by at most $k$ editing operations. For the case $S \subseteq$ \{vertex deletion, edge deletion\}, they
improved the aforementioned result by showing that Editing to a Graph of Given Degrees has a polynomial kernel when parameterized by $d+k$.

In Sect. 3 we construct an FPT-algorithm for Editing to a Graph of Given Degrees parameterized by $k+d$ for the case when $S$ includes vertex deletion and edge addition that runs in time $2^{O\left(k d^{2}+k \log k\right)} \cdot \operatorname{poly}(n)$ for $n$-vertex graphs, i.e., we give the first feasible algorithm for the problem. Our algorithm is based on the random separation techniques introduced by Cai et al. [7]. We complement this result by showing in Sect. 4 that Editing to a Graph of Given Degrees parameterized by $k+d$ has no polynomial kernel unless NP $\subseteq$ coNP/poly if \{vertex deletion, edge addition\} $\subseteq S$. This resolves an open problem by Mathieson and Szeider [17]. The proof uses the cross-composition framework introduced by Bodlaender et al. [3,4]. Due to space restrictions, some proofs and technical details are omitted or just sketched in this extended abstract. The full version of the paper is available at [14].

## 2 Basic Definitions and Preliminaries

Graphs. We consider only finite undirected graphs without loops or multiple edges. The vertex set of a graph $G$ is denoted by $V(G)$ and the edge set is denoted by $E(G)$.

For a set of vertices $U \subseteq V(G), G[U]$ denotes the subgraph of $G$ induced by $U$, and by $G-U$ we denote the graph obtained form $G$ by the removal of all the vertices of $U$, i.e., the subgraph of $G$ induced by $V(G) \backslash U$. If $U=\{u\}$, we write $G-u$ instead of $G-\{u\}$. Respectively, for a set of edges $L \subseteq E(G), G[L]$ is a subgraph of $G$ induced by $L$, i.e., the vertex set of $G[L]$ is the set of vetices of $G$ incident to the edges of $L$, and $L$ is the set of edges of $G[L]$. For a non-empty set $U,\binom{U}{2}$ is the set of unordered pairs of elements of $U$. For a set of edges $L$, by $G-L$ we denote the graph obtained from $G$ by the removal of all the edges of $L$. Respectively, for $L \subseteq\binom{V(G)}{2}, G+L$ is the graph obtained from $G$ by the addition of the edges that are elements of $L$. If $L=\{a\}$, then for simplicity, we write $G-a$ or $G+a$.

For a vertex $v$, we denote by $N_{G}(v)$ its (open) neighborhood, that is, the set of vertices which are adjacent to $v$, and for a set $U \subseteq V(G), N_{G}(U)=$ $\left(\cup_{v \in U} N_{G}(v)\right) \backslash U$. The closed neighborhood $N_{G}[v]=N_{G}(v) \cup\{v\}$, and for a positive integer $r, N_{G}^{r}[v]$ is the set of vertices at distance at most $r$ from $v$. For a set $U \subseteq V(G)$ and a positive integer $r, N_{G}^{r}[U]=\cup_{v \in U} N_{G}^{r}[v]$. The degree of a vertex $v$ is denoted by $d_{G}(v)=\left|N_{G}(v)\right|$.

A walk in $G$ is a sequence $P=v_{0}, e_{1}, v_{1}, e_{2}, \ldots, e_{s}, v_{s}$ of vertices and edges of $G$ such that $v_{0}, \ldots, v_{s} \in V(G), e_{1}, \ldots, e_{s} \in E(G)$, and for $i \in\{1, \ldots, s\}$, $e_{i}=v_{i-1} v_{i} ; v_{0}, v_{s}$ are the end-vertices of the trail, and $v_{1}, \ldots, v_{s-1}$ are the internal vertices. A walk is closed if $v_{0}=v_{s}$. Sometimes we write $P=v_{0}, \ldots, v_{s}$ to denote a trail $P=v_{0}, e_{1}, \ldots, e_{s}, v_{s}$ omitting edges. A walk is a trail if $e_{a}, \ldots, e_{s}$ are pairwise distinct, and a trail is a path if $v_{0}, \ldots, v_{s}$ are pairwise distinct except maybe $v_{0}, v_{s}$.

Parameterized Complexity. Parameterized complexity is a two dimensional framework for studying the computational complexity of a problem. One dimension is the input size $n$ and another one is a parameter $k$. It is said that a problem is fixed parameter tractable (or FPT), if it can be solved in time $f(k) \cdot n^{O(1)}$ for some function $f$. A kernelization for a parameterized problem is a polynomial algorithm that maps each instance $(x, k)$ with the input $x$ and the parameter $k$ to an instance $\left(x^{\prime}, k^{\prime}\right)$ such that (i) $(x, k)$ is a YES-instance if and only if $\left(x^{\prime}, k^{\prime}\right)$ is a YES-instance of the problem, and (ii) the size of $x^{\prime}$ is bounded by $f(k)$ for a computable function $f$. The output $\left(x^{\prime}, k^{\prime}\right)$ is called a kernel. The function $f$ is said to be a size of a kernel. Respectively, a kernel is polynomial if $f$ is polynomial. We refer to the books of Flum and Grohe [10], and Niedermeier [21] for detailed introductions to parameterized complexity.

Solutions of Editing to a Graph of Given Degrees. Let $(G, \delta, d, k)$ be an instance of Editing to a Graph of Given Degrees. Let $U \subset V(G)$, $D \subseteq E(G-U)$ and $A \subseteq\binom{V(G) \backslash U}{2}$. If the vertex deletion, edge deletion or edge addition is not in $S$, then it is assumed that $U=\emptyset, D=\emptyset$ or $A=\emptyset$ respectively. We say that $(U, D, A)$ is a solution for $(G, \delta, d, k)$, if $|U|+|D|+|A| \leq k$, and for the graph $G^{\prime}=G-U-D+A, d_{G^{\prime}}(v)=\delta(v)$ for $v \in V\left(G^{\prime}\right)$. We also say that $G^{\prime}$ is obtained by editing with respect to $(U, D, A)$.

## 3 FPT-Algorithm

Throughout this section we assume that $S=$ \{vertex deletion, edge deletion, edge addition $\}$, i.e., the all three editing operations are allowed, unless we explicitly specify the set of allowed operations. We prove the following theorem.

Theorem 1. Editing to a Graph of Given Degrees can be solved in time $2^{O\left(k d^{2}+k \log k\right)} \cdot \operatorname{poly}(n)$ for $n$-vertex graphs.

Due to space restriction, we only sketch the proof here. The complete description of the algorithm is given in [14].

Proof. We construct an FPT-algorithm for Editing to a Graph of Given Degrees parameterized by $k+d$. The algorithm is based on the random separation techniques introduced by Cai et al. [7] (see also [2]).

Let $(G, \delta, d, k)$ be an instance of Editing to a Graph of Given Degrees, and let $n=|V(G)|$.

Preprocessing. At this stage of the algorithm our main goal is to reduce the original instance of the problem to a bounded number of instances with the property that for any vertex $v$, the degree of $v$ is at most $\delta(v)$.

We apply the following rule.
Vertex Deletion Rule. If $G$ has a vertex $v$ with $d_{G}(v)>\delta(v)+k$, then delete $v$ and set $k=k-1$. If $k<0$, then stop and return a NO-answer.

We exhaustively apply the rule until we either stop and return a NO-answer or obtain an instance of the problem such that the degree of any vertex $v$ is
at most $\delta(v)+k$. In the last case it is sufficient to solve the problem for the obtained instance, and if it has a solution $(U, D, A)$, then the solution for the initial instance can be obtained by adding the deleted vertices to $U$. From now we assume that we do not stop while applying the rule, and to simplify notations, assume that $(G, \delta, d, k)$ is the obtained instance. Notice that for any $v \in V(G)$, $d_{G}(v) \leq \delta(v)+k \leq d+k$. Suppose that $v \in V(G)$ and $d_{G}(v)>\delta(v)$. Then if the considered instance has a solution, either $v$ or at least one of its neighbors should be deleted or at least one of incident to $v$ edges have to be deleted. It implies that we can branch as follows.

Branching Rule. If $G$ has a vertex $v$ with $d_{G}(v)>\delta(v)$, then stop and return a NO-answer if $k=0$, otherwise branch as follows.

- For each $u \in N_{G}[v]$, solve the problem for $(G-u, \delta, d, k-1)$, and if there is a solution $(U, D, A)$, then stop and return $(U \cup\{u\}, D, A)$.
- For each $u \in N_{G}(v)$, solve the problem for $(G-u v, \delta, d, k-1)$, and if there is a solution $(U, D, A)$, then stop and return $(U, D \cup\{u v\}, A)$.

If none of the instances have a solution, then return a NO-answer.
It is straightforward to observe that by the exhaustive application of the rule we either solve the problem or obtain at most $(2(k+d)+1)^{k}$ instances of the problem such that the original instance has a solution if and only if one of the new instances has a solution, and for each of the obtained instances, the degree of any vertex $v$ is upper bounded by $\delta(v)$. Now it is sufficient to explain how to solve Editing to a Graph of Given Degrees for such instances.

To simplify notations, from now we assume that for $(G, \delta, d, k), d_{G}(v) \leq \delta(v)$ for $v \in V(G)$. Let $Z=\left\{v \in V(G) \mid d_{G}(v)<\delta(v)\right\}$.

We apply the following rule.
Stopping Rule. If $|Z|>2 k$, then stop and return a NO-answer. If $Z=\emptyset$, then stop and return the trivial solution $(\emptyset, \emptyset, \emptyset)$. If $Z \neq \emptyset$ and $k=0$, then stop and return a NO-answer.

Then we exhaustively apply the following rule.
Isolates Removing Rule. If $G$ has a vertex $v$ with $d_{G}(v)=\delta(v)=0$, then delete $v$.

Finally on this stage, we solve small instances.
Small Instance Rule. If $G$ has at most $3 k d^{2}-1$ edges, then solve Editing to a Graph of Given Degrees.

From now we assume that we do not stop at this stage of the algorithm and, as before, denote by $(G, \delta, d, k)$ the obtained instance and assume that $n=|V(G)|$. We have that $G$ has at least $3 k d^{2}$ edges, $|Z| \leq 2 k, Z \neq \emptyset, k \geq 1$, and for any isolated vertex $v, \delta(v) \neq 0$, i.e., $v \in Z$. Notice that since $Z \neq \emptyset, d \geq 1$.
Random Separation. Now we apply the random separation technique. We start with constructing a randomized algorithm and then explain how it can be derandomized.

We color the vertices of $G$ independently and uniformly at random by two colors. In other words, we partition $V(G)$ into two sets $R$ and $B$. We say that the vertices of $R$ are red, and the vertices of $B$ are blue.

Let $P=v_{0}, \ldots, v_{s}$ be a walk in $G$. We say that $P$ is an $R$-connecting walk if either $s \leq 1$ or for any $i \in\{0, \ldots, s-2\},\left\{v_{i}, v_{i+1}, v_{i+2}\right\} \cap R \neq \emptyset$, i.e., for any three consecutive vertices of $P$, at least one of them is red. We also say that two vertices $x, y$ are $R$-equivalent if there is an $R$-connecting walk that joins them. Clearly, $R$-equivalence is an equivalence relation on $R$. Therefore, it defines the corresponding partition of $R$ into equivalence classes. Denote by $R_{0}$ the set of red vertices that can be joined with some vertex of $Z$ by an $R$-connecting walk. Notice that $R_{0}$ is a union of some equivalence classes. Denote by $R_{1}, \ldots, R_{t}$ the remaining classes, i.e., it is a partition of $R \backslash R_{0}$ such that any two vertices $x, y$ are in the same set if and only if $x$ and $y$ are $R$-connected; notice that it can happen that $t=0$. Observe that for any distinct $i, j \in\{0, \ldots, t\}, N_{G}^{3}\left[R_{i}\right] \cap R_{j}=\emptyset$ because any two vertices of $R$ at distance at most 3 in $G$ are $R$-equivalent. For $i \in\{0, \ldots, t\}$, let $r_{i}=\left|R_{i}\right|$.

Our aim is to find a solution $(U, D, A)$ for $(G, \delta, d, k)$ such that
$-U \cap B=\emptyset$,

- $R_{0} \subseteq U$,
- for any $i \in\{1, \ldots, t\}$, either $R_{i} \subseteq U$ or $R_{i} \cap U=\emptyset$,
- the edges of $D$ are not incident to the vertices of $N_{G}(U)$;
i.e., $U$ is a union of equivalence classes of $R$ that contains the vertices of $R_{0}$. We call such a solution colorful.

Let $B_{0}=(Z \cap B) \cup N_{G}\left(R_{0}\right)$, and for $i \in\{1, \ldots, t\}$, let $B_{i}=N_{G}\left(R_{i}\right)$. Notice that each $B_{i} \subseteq B$, and for distinct $i, j \in\{0, \ldots, t\}$, the distance between any $u \in B_{i}$ and $v \in B_{j}$ is at least two, i.e., $u \neq v$ and $u v \notin E(G)$. For a vertex $v \in V(G) \backslash R$, denote by $\operatorname{def}(v)=\delta(v)-d_{G-R}(v)$. Recall that $d_{G}(v) \leq \delta(v)$. Therefore, $\operatorname{def}(v) \geq 0$. Notice also that $\operatorname{def}(v)$ could be positive only for vertices of the sets $B_{0}, \ldots, B_{t}$. For each $i \in\{0, \ldots, t\}$, if $v \in B_{i}$, then either $v \in Z$ or $v$ is adjacent to a vertex of $R_{i}$. Hence, $\operatorname{def}(v)>0$ for the vertices of $B_{0}, \ldots, B_{t}$. For a set $A \subseteq\binom{V(G)}{2} \backslash E(G)$, denote by $d_{G, A}(v)$ the number of elements of $A$ incident to $v$ for $v \in V(G)$.

We construct a dynamic programming algorithm that consecutively constructs tables $T_{i}$ for $i=0, \ldots, t$ such that $T_{i}$ is either empty, or contains the unique zero element, or contains lists of all the sequences $\left(d_{1}, \ldots, d_{p}\right)$ of positive integers, $d_{1} \leq \ldots \leq d_{p}$, such that
(i) there is a set $U \subseteq R_{0} \cup \ldots \cup R_{i}, R_{0} \subseteq U$, and for any $j \in\{1, \ldots, i\}$, either $R_{j} \subseteq U$ or $R_{j} \cap U=\emptyset$,
(ii) there is a set $A \subseteq\binom{V(G)}{2} \backslash E(G)$ of pairs of vertices of $B_{0} \cup \ldots \cup B_{i}$,
(iii) $d_{1}+\ldots+d_{p}+|U|+|A| \leq k$,
and the graph $G^{\prime}=G-U+A$ has the following properties:
(iv) $d_{G^{\prime}}(v) \leq \delta(v)$ for $v \in V\left(G^{\prime}\right)$, and $d_{G^{\prime}}(v)<\delta(v)$ for exactly $p$ vertices $v=v_{1}, \ldots, v_{p}$,
(v) $\delta\left(v_{j}\right)-d_{G^{\prime}}\left(v_{j}\right)=d_{i}$ for $j \in\{1, \ldots, p\}$.

For each sequence $\left(d_{1}, \ldots, d_{p}\right)$, the algorithm also keeps the sets $U, A$ for which (i)-(v) are fulfilled and $|U|+|A|$ is minimum. The table contains the unique zero element if
(vi) there is a set $U \subseteq R_{0} \cup \ldots \cup R_{i}, R_{0} \subseteq U_{i}$, and for any $j \in\{1, \ldots, i\}$, either $R_{j} \subseteq U$ or $R_{j} \cap U=\emptyset$,
(vii) there is a set $A \subseteq\binom{V(G)}{2} \backslash E(G)$ of pairs of vertices of $B_{0} \cup \ldots \cup B_{i}$,
(viii) $|U|+|A| \leq k$, and
(ix) for the graph $G^{\prime}=G-U+A, d_{G^{\prime}}(v)=\delta(v)$ for $v \in V\left(G^{\prime}\right)$.

For the zero element, the table stores the corresponding sets $U$ and $A$ for which (vi)-(ix) are fulfilled.

Now we explain how we construct the tables for $i \in\{0, \ldots, t\}$.
Construction of $T_{0}$. Initially we set $T_{0}=\emptyset$. If $\sum_{v \in B_{0}} \operatorname{def}(v)>2\left(k-\left|R_{0}\right|\right)$, then we stop, i.e., $T_{0}=\emptyset$. Otherwise, we consider the auxiliary graph $H_{0}=G\left[B_{0}\right]$. For all sets $A \subseteq\binom{V\left(H_{0}\right)}{2} \backslash E\left(H_{0}\right)$ such that for any $v \in V\left(H_{0}\right), d_{H_{0}, A}(v) \leq \operatorname{def}(v)$, and $\sum_{v \in B_{0}} \operatorname{def}(v)-|A|+\left|R_{0}\right| \leq k$, we construct the collection of positive integers $Q=\left\{\operatorname{def}(v)-d_{H_{0}, A}(v) \mid v \in B_{0}\right.$ and $\left.\operatorname{def}(v)-d_{H_{0}, A}(v)>0\right\}$ (notice that some elements of $Q$ could be the same). If $Q \neq \emptyset$, then we arrange the elements of $Q$ in increasing order and put the obtained sequence $\left(d_{1}, \ldots, d_{p}\right)$ of positive integers together with $U=R_{0}$ and $A$ in $T_{0}$. If there is $A$ such that $Q=\emptyset$, then we put the zero element in $T_{0}$ together with $U=R_{0}$ and $A$, delete all other elements of $T_{0}$ and then stop, i.e., $T_{0}$ contains the unique zero element in this case.
Construction of $T_{i}$ for $i \geq 1$. We assume that $T_{i-1}$ is already constructed. Initially we set $T_{i}=T_{i-1}$. If $T_{i}=\emptyset$ or $T_{i}$ contains the unique zero element, then we stop. Otherwise, we consecutively consider all sequences $\left(d_{1}, \ldots, d_{p}\right)$ from $T_{i-1}$ with the corresponding sets $U, A$. If $\sum_{v \in B_{i}} \operatorname{def}(v)+\sum_{j=1}^{p} d_{i}>2(k-$ $\left.\left|R_{i}\right|-|U|-|A|\right)$, then we stop considering $\left(d_{1}, \ldots, d_{p}\right)$. Otherwise, let $G^{\prime}=$ $G-U+A$, and let $u_{1}, \ldots, u_{p}$ be the vertices of $G^{\prime}$ with $d_{j}=\delta\left(u_{j}\right)-d_{G^{\prime}}\left(u_{j}\right)$ for $j \in\{1, \ldots, p\}$. We consider an auxiliary graph $H_{i}$ obtained from $G\left[B_{i}\right]$ by the addition of $p$ pairwise adjacent vertices $u_{1}, \ldots, u_{p}$. We set $\operatorname{def}\left(u_{j}\right)=d_{j}$ for $j \in\{1, \ldots, p\}$. For all sets $A^{\prime} \subseteq\binom{V\left(H_{i}\right)}{2} \backslash E\left(H_{i}\right)$ such that for any $v \in$ $V\left(H_{i}\right), d_{H_{i}, A^{\prime}}(v) \leq \operatorname{def}(v)$, and $\sum_{v \in V\left(H_{i}\right)} \operatorname{def}(v)-\left|A^{\prime}\right|+\left|R_{i}\right|+|A|+|U| \leq k$, we construct the collection of positive integers $Q=\left\{\operatorname{def}(v)-d_{H_{i}, A^{\prime}}(v) \mid v \in\right.$ $V\left(H_{i}\right)$ and $\left.\operatorname{def}(v)-d_{H_{i}, A^{\prime}}(v)>0\right\}$. If $Q \neq \emptyset$, then we arrange the elements of $Q$ in increasing order and obtain the sequence $\left(d_{1}^{\prime}, \ldots, d_{q}^{\prime}\right)$ of positive integers together with $U^{\prime \prime}=U \cup R_{i}$ and $A^{\prime \prime}=A \cup A^{\prime}$. If $\left(d_{1}^{\prime}, \ldots, d_{q}^{\prime}\right)$ is not in $T_{i}$, then we add it in $T_{i}$ together with $U^{\prime \prime}, A^{\prime \prime}$. If $\left(d_{1}^{\prime}, \ldots, d_{q}^{\prime}\right)$ is already in $T_{i}$ together with some sets $U^{\prime \prime \prime}, A^{\prime \prime \prime}$, we replace $U^{\prime \prime \prime}$ and $A^{\prime \prime \prime}$ by $U^{\prime \prime}$ and $A^{\prime \prime}$ respectively if $\left|U^{\prime \prime}\right|+\left|A^{\prime \prime}\right|<\left|U^{\prime \prime \prime}\right|+\left|A^{\prime \prime \prime}\right|$. If there is $A^{\prime}$ such that $Q=\emptyset$, then we put the zero element in $T_{i}$ together with $U^{\prime \prime}=U \cup U_{i}$ and $A^{\prime \prime}=A \cup A^{\prime}$, delete all other elements of $T_{i}$ and then stop, i.e., $T_{i}$ contains the unique zero element in this case.

We use the final table $T_{t}$ to find a colorful solution for $(G, \delta, d, k)$ if it exists.

- If $T_{r}$ contains the zero element with $U, A$, then $(U, \emptyset, A)$ is a colorful solution.
- If $T_{r}$ contains a sequence $\left(d_{1}, \ldots, d_{p}\right)$ with $U, A$ such that $3\left(d_{1}+\ldots+d_{p}\right) / 2+$ $|U|+|A| \leq k$ and $r=d_{1}+\ldots+d_{p}$ is even, then let $G^{\prime}=G-U+A$ and find the vertices $u_{1}, \ldots, u_{p}$ of $G^{\prime}$ such that $\delta\left(u_{i}\right)-d_{G^{\prime}}\left(u_{i}\right)=d_{i}$ for $i \in\{1, \ldots, p\}$. Then greedily find a matching $D$ in $G^{\prime}$ with $h=r / 2$ edges $x_{1} y_{1}, \ldots, x_{h} y_{h}$ such that $x_{1}, \ldots, x_{h}$ and $y_{1}, \ldots, y_{h}$ are distinct from the vertices of $\left\{u_{1}, \ldots, u_{p}\right\} \cup$ $N_{G}(U)$ and not adjacent to $u_{1}, \ldots, u_{p}$. Then we construct the set $A^{\prime}$ as follows. Initially $A^{\prime}=\emptyset$. Then for each $i \in\{1, \ldots, r\}$, we consecutively select next $d_{i}$ vertices $w_{1}, \ldots, w_{d_{i}} \in\left\{x_{1}, \ldots, x_{h}, y_{1}, \ldots, y_{h}\right\}$ in such a way that each vertex is selected exactly once and add in $A^{\prime}$ the pairs $u_{1} w_{1}, \ldots, u_{i} w_{d_{i}}$. Then we output the solution $\left(U, D, A \cup A^{\prime}\right)$.
- In all other cases we have a NO-answer.

The described algorithm finds a colorful solution if it exists. To find a solution, we run the randomized algorithm $N$ times. If we find a solution after some run, we return it and stop. If we do not obtain a solution after $N$ runs, we return a NO-answer. We show that it is sufficient to run the algorithm $N=2^{O\left(d k^{2}\right)}$ times.

The algorithm can be derandomized by standard techniques (see $[2,7]$ ). We replace random colorings by the colorings induced by universal sets. Let $n$ and $r$ be positive integers, $r \leq n$. An $(n, r)$-universal set is a collection of binary vectors of length $n$ such that for each index subset of size $r$, each of the $2^{r}$ possible combinations of values appears in some vector of the set. It is known that an ( $n, r$ )-universal set can be constructed in FPT-time with the parameter $r$. The best construction is due to Naor et al. [19]. They obtained an ( $n, r$ )-universal set of size $2^{r} \cdot r^{O(\log r)} \log n$, and proved that the elements of the sets can be listed in time that is linear in the size of the set.

To apply this technique in our case, we construct an $(n, r)$-universal set $\mathcal{U}$ for $r=\min \left\{4 k d^{2}, n\right\}$. Then we let $V(G)=\left\{v_{1}, \ldots, v_{n}\right\}$ and for each element of $\mathcal{U}$, i.e., a binary vector $x=\left(x_{1}, \ldots, x_{n}\right)$, we consider the coloring of $G$ induced by $x$; a vertex $v_{i}$ is colored red if $x_{i}=1$, and $v_{i}$ is blue otherwise. Then if $(G, \delta, d, k)$ has a solution $(U, D, A)$, then for one of these colorings, the vertices of $N_{G}^{2}[Z] \cup N_{G}^{3}[U]$ are colored correctly with respect to the solution, i.e., the vertices of $U$ are red and all other vertices of the set are blue. In this case the instance has a colorful solution, and our algorithm finds it.

We conclude the section by the observation that a simplified variant of our algorithm solves Editing to a Graph of Given Degrees for $S=\{$ vertex deletion, edge addition $\}$. We have to modify the branching rule to exclude edge deletions. Also on the preprocessing stage we do not need the small instance rule. On the random separation stage, we simplify the algorithm by the observation that we have a colorful solution if and only if the table $T_{t}$ has the zero element. It gives us the following corollary.

Corollary 1. Editing to a Graph of Given Degrees can be solved in time $2^{O\left(k d^{2}+k \log k\right)} \cdot$ poly $(n)$ forn-vertex graphs for $S=\{$ vertex deletion, edge addition $\}$.

## 4 Kernelization Lower Bound

In this section we show that it is unlikely that Editing to a Graph of Given Degrees parameterized by $k+d$ has a polynomial kernel if \{vertex deletion, edge addition $\} \subseteq S$. The proof uses the cross-composition technique introduced by Bodlaender et al. [3,4]. We need the following definitions (see [3, 4]).

Let $\Sigma$ be a finite alphabet. An equivalence relation $\mathcal{R}$ on the set of strings $\Sigma^{*}$ is called a polynomial equivalence relation if the following two conditions hold:
(i) there is an algorithm that given two strings $x, y \in \Sigma^{*}$ decides whether $x$ and $y$ belong to the same equivalence class in time polynomial in $|x|+|y|$,
(ii) for any finite set $S \subseteq \Sigma^{*}$, the equivalence relation $\mathcal{R}$ partitions the elements of $S$ into a number of classes that is polynomially bounded in the size of the largest element of $S$.

Let $L \subseteq \Sigma^{*}$ be a language, let $\mathcal{R}$ be a polynomial equivalence relation on $\Sigma^{*}$, and let $\mathcal{Q} \subseteq \Sigma^{*} \times \mathbb{N}$ be a parameterized problem. An OR-cross-composition of $L$ into $\mathcal{Q}$ (with respect to $\mathcal{R}$ ) is an algorithm that, given $t$ instances $x_{1}, x_{2}, \ldots, x_{t} \in$ $\Sigma^{*}$ of $L$ belonging to the same equivalence class of $\mathcal{R}$, takes time polynomial in $\sum_{i=1}^{t}\left|x_{i}\right|$ and outputs an instance $(y, k) \in \Sigma^{*} \times \mathbb{N}$ such that:
(i) the parameter value $k$ is polynomially bounded in $\max \left\{\left|x_{1}\right|, \ldots,\left|x_{t}\right|\right\}+\log t$,
(ii) the instance $(y, k)$ is a YES-instance for $\mathcal{Q}$ if and only if at least one instance $x_{i}$ is a YES-instance for $L$ for $i \in\{1, \ldots, t\}$.

It is said that $L O R$-cross-composes into $\mathcal{Q}$ if a cross-composition algorithm exists for a suitable relation $\mathcal{R}$.

In particular, Bodlaender et al. [3,4] proved the following theorem.
Theorem 2. ([3,4]) If an NP-hard language L OR-cross-composes into the parameterized problem $\mathcal{Q}$, then $\mathcal{Q}$ does not admit a polynomial kernelization unless $\mathrm{NP} \subseteq$ coNP/poly.

It is well-known that the Clique problem is NP-complete for regular graphs [12]. We need a special variant of Clique for regular graphs where a required clique is small with respect to the degree.

```
Small Clique in a Regular Graph
    Instance: Positive integers d and k,k\geq2, k
        graph G.
    Question: Is there a clique with }k\mathrm{ vertices in G?
```

Lemma 1. Small Clique in a Regular Graph is NP-complete.
Now we are ready to prove the main result of the section.
Theorem 3. Editing to a Graph of Given Degrees parameterized by $k+d$ has no polynomial kernel unless $\mathrm{NP} \subseteq$ coNP/poly if vertex deletions and edge additions are allowed.

Proof. First, we consider the case when the all three editing operations are allowed, i.e., $S=$ \{vertex deletion, edge deletion, edge addition\}.

We show that Small Clique in a Regular Graph OR-cross-composes into Editing to a Graph of Given Degrees.

We say that that two instances $\left(G_{1}, d_{1}, k_{1}\right)$ and $\left(G_{2}, d_{2}, k_{2}\right)$ of Small Clique in a Regular Graph are equivalent if $\left|V\left(G_{1}\right)\right|=\left|V\left(G_{2}\right)\right|, d_{1}=d_{2}$ and $k_{1}=k_{2}$. Notice that this is a polynomial equivalence relation.

Let $\left(G_{1}, d, k\right), \ldots,\left(G_{t}, d, k\right)$ be equivalent instances of Small Clique in A Regular Graph, $n=\left|V\left(G_{i}\right)\right|$ for $i \in\{1, \ldots, t\}$. We construct the instance $\left(G^{\prime}, \delta, d^{\prime}, k^{\prime}\right)$ of Editing to a Graph of Given Degrees as follows.

- Construct copies of $G_{1}, \ldots, G_{t}$.
- Construct $p=k(d-k+1)$ pairwise adjacent vertices $u_{1}, \ldots, u_{p}$.
- Construct $k+1$ pairwise adjacent vertices $w_{0}, \ldots, w_{k}$ and join each $w_{j}$ with each $u_{h}$ by an edge.
- Set $\delta(v)=d$ for $v \in V\left(G_{1}\right) \cup \ldots \cup V\left(G_{t}\right), \delta\left(u_{i}\right)=p+k+1$ for $i \in\{1, \ldots, p\}$, and $\delta\left(w_{j}\right)=p+k$ for $j \in\{0, \ldots, k\}$.
- Set $d^{\prime}=p+k+1$ and $k^{\prime}=k(d-k+2)$.

Denote the obtained graph $G^{\prime}$.
Clearly, $k^{\prime}+d^{\prime}=O\left(n^{2}\right)$, i.e., the parameter value is polynomially bounded in $n$. We show that $\left(G^{\prime}, \delta, d^{\prime}, k^{\prime}\right)$ is a YES-instance of Editing to a Graph of Given Degrees if and only if $\left(G_{i}, k, d\right)$ is a YES-instance of Small Clique in a Regular Graph for some $i \in\{1, \ldots, t\}$.

Suppose that $\left(G_{i}, k, d\right)$ is a YES-instance of Small Clique in a ReguLaR Graph for some $i \in\{1, \ldots, t\}$. Then $G_{i}$ has a clique $K$ of size $k$. Let $\left\{v_{1}, \ldots, v_{q}\right\}=N_{G_{i}}(K)$. For $j \in\{1, \ldots, q\}$, let $d_{j}=\left|N_{G_{i}}\left(v_{j}\right) \cap K\right|$. Because $G_{i}$ is a $d$-regular graph, $d_{1}+\ldots+d_{q}=k(d-k+1)=p$. We construct the solution $(U, D, A)$ for $\left(G^{\prime}, \delta, d^{\prime}, k^{\prime}\right)$ as follows. We set $U=K$ in the copy of $G_{i}$, and let $D=\emptyset$. Observe that to satisfy the degree conditions, we have to add $d_{j}$ edges incident to each $v_{j}$ in the copy of $G_{i}$ and add one edge incident to each $u_{h}$. To construct $A$, we consecutively consider the vertices $v_{j}$ in the copy of $G_{i}$ for $j=1, \ldots, q$. For each $v_{j}$, we greedily select $d_{j}$ vertices $x_{1}, \ldots, x_{d_{j}}$ in $\left\{u_{1}, \ldots, u_{p}\right\}$ that were not selected before and add $v_{j} x_{1}, \ldots, v_{j} x_{d_{j}}$ to $A$. It is straightforward to verify that $(U, D, A)$ is a solution and $|U|+|D|+|A|=k+p=k^{\prime}$.

Assume now that $(U, D, A)$ is a solution for $\left(G^{\prime}, \delta, d^{\prime}, k^{\prime}\right)$.
We show that $U \cap\left(\left\{u_{1}, \ldots, u_{p}\right\} \cup\left\{w_{0}, \ldots, w_{k}\right\}\right)=\emptyset$. To obtain a contradiction, assume that $\left|U \cap\left(\left\{u_{1}, \ldots, u_{p}\right\} \cup\left\{w_{0}, \ldots, w_{k}\right\}\right)\right|=h>0$. Let $X=$ $\left(\left\{u_{1}, \ldots, u_{p}\right\} \cup\left\{w_{0}, \ldots, w_{k}\right\}\right) \backslash U$. Because $\left\{u_{1}, \ldots, u_{p}\right\} \cup\left\{w_{0}, \ldots, w_{k}\right\}$ has $k(d-$ $k+1)+k+1=k^{\prime}+1$ vertices, $X$ has $k^{\prime}+1-h>0$ vertices. Let $G^{\prime \prime}=$ $G^{\prime}-U$. Observe that for $v \in X, \delta(v)-d_{G^{\prime \prime}}(v) \geq h$. Because the vertices of $X$ are pairwise adjacent, the set $A$ has at least $|X| h=\left(k^{\prime}+1-h\right) h$ elements. But $|A| \leq k^{\prime}-|U| \leq k^{\prime}-h$. Because $\left(k^{\prime}-h+1\right) h>k^{\prime}-h$, we obtain a contradiction.

Next, we claim that $|U|=k$ and $D=\emptyset$. Because $U \cap\left(\left\{u_{1}, \ldots, u_{p}\right\} \cup\right.$ $\left.\left\{w_{0}, \ldots, w_{k}\right\}\right)=\emptyset, \sum_{j=1}^{p}\left(\delta\left(u_{j}\right)-d_{G^{\prime}}\left(u_{j}\right)\right)=p$ and the vertices $u_{1}, \ldots, u_{p}$ are pairwise adjacent, $A$ contains at least $p$ elements. Moreover, $A$ has at least $p$ edges
with one end-vertex in $\left\{u_{1}, \ldots, u_{p}\right\}$ and another in $V\left(G_{1}\right) \cup \ldots \cup V\left(G_{t}\right)$ for the copies of $G_{1}, \ldots, G_{t}$ in $\left(G^{\prime}, \delta, d^{\prime}, k^{\prime}\right)$. Hence, $|U|+|D| \leq k^{\prime}-|A| \leq k^{\prime}-p=k$. Suppose that $|U|=s<k$ and $|D|=h$. Let also $D^{\prime}=D \cap\left(E\left(G_{1}\right) \cup \ldots \cup E\left(G_{t}\right)\right)$ and $h^{\prime}=\left|D^{\prime}\right|$. Let $G^{\prime \prime}=G^{\prime}-U-D^{\prime}$. Because $G_{1}, \ldots, G_{t}$ are $d$-regular, $\sum_{v \in V\left(G^{\prime \prime}\right)}\left(\delta(v)-d_{G^{\prime \prime}}(v)\right) \leq s d+2 h^{\prime} \leq s d+2 h \leq s d+2(k-s)$. Therefore, $A$ contains at most $s d+2(k-s)$ edges with one end-vertex in $V\left(G_{1}\right) \cup \ldots \cup V\left(G_{t}\right)$. Notice that $s d+2(k-s) \leq(k-1) d+2$ because $d>k^{2} \geq 4$. But $p-(k-1) d-2=$ $k(d-k+1)-(k-1) d-2=d-k^{2}+k-2>0$ as $d>k^{2}$, and we have no $p$ edges with one end-vertex in $\left\{u_{1}, \ldots, u_{p}\right\}$ and another in $V\left(G_{1}\right) \cup \ldots \cup V\left(G_{t}\right)$; a contradiction. Hence, $|U|=k$ and $D=\emptyset$.

Now we show that $U$ is a clique. Suppose that $U$ has at least two non-adjacent vertices. Let $G^{\prime \prime}=G^{\prime}-U$. Because $G_{1}, \ldots, G_{t}$ are $d$-regular, $\sum_{v \in V\left(G^{\prime \prime}\right)}(\delta(v)-$ $\left.d_{G^{\prime \prime}}(v)\right) \geq k(d-k+1)+2=p+2$. Recall that $A$ has at least $p$ edges with one end-vertex in $\left\{u_{1}, \ldots, u_{p}\right\}$ and another in $V\left(G_{1}\right) \cup \ldots \cup V\left(G_{t}\right)$. Because $|U|=k$ and $k^{\prime}=p+k, A$ consists of $p$ edges with one end-vertex in $\left\{u_{1}, \ldots, u_{p}\right\}$ and another in $V\left(G_{1}\right) \cup \ldots \cup V\left(G_{t}\right)$. But to satisfy the degree restrictions for the vertices of $V\left(G_{1}\right) \cup \ldots \cup V\left(G_{t}\right)$, we need at least $p+2$ such edges; a contradiction.

We have that $U \subseteq V\left(G_{1}\right) \cup \ldots \cup V\left(G_{t}\right)$ is a clique of size $k$. Because the copies of $G_{1}, \ldots, G_{t}$ in $\left(G^{\prime}, \delta, d^{\prime}, k^{\prime}\right)$ are disjoint, $U$ is a clique in some $G_{i}$.

It remains to apply Theorem 2. Because Small Clique in a Regular Graph is NP-complete by Lemma 1, Editing to a Graph of Given Degrees parameterized by $k+d$ has no polynomial kernel unless NP $\subseteq$ coNP/poly.

To prove the theorem for $S=$ \{vertex deletion, edge addition\}, it is sufficient to observe that for the constructed instance $\left(G^{\prime}, \delta, d^{\prime}, k^{\prime}\right)$ of Editing to a Graph of Given Degrees, any solution $(U, D, A)$ has $D=\emptyset$, i.e., edge deletions are not used. Hence, the same arguments prove the claim.

## 5 Conclusion

We proved that Editing to a Graph of Given Degrees is FPT when parameterized by $k+d$ for \{vertex deletion, edge addition $\} \subseteq S \subseteq\{$ vertex deletion, edge deletion, edge addition\}, but does not admit a polynomial kernel. Our algorithm runs in time $2^{O\left(k d^{2}+k \log k\right)} \cdot \operatorname{poly}(n)$ for $n$-vertex graph. Hence, it is natural to ask whether this running time could be improved. Another open question is whether the same random separation approach could be applied for more general variants of the problem. Recall that Mathieson and Szeider [17] proved that the problem is FPT for the case when vertices and edges have costs and the degree constraints are relaxed: for each $v \in V\left(G^{\prime}\right), d_{G^{\prime}}(v)$ should be in a given set $\delta(v) \subseteq\{1, \ldots, d\}$. It would be interesting to construct a feasible algorithm for this case. Some interesting results in this direction were recently obtained by Froese et al. [11].
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#### Abstract

The workflow satisfiability problem (WSP) is a problem of practical interest that arises whenever tasks need to be performed by authorized users, subject to constraints defined by business rules. We are required to decide whether there exists a plan - an assignment of tasks to authorized users - such that all constraints are satisfied.

The WSP is, in fact, the conservative Constraint Satisfaction Problem (i.e., for each variable, here called task, we have a unary authorization constraint) and is, thus, NP-complete. It was observed by Wang and Li (2010) that the number $k$ of tasks is often quite small and so can be used as a parameter, and several subsequent works have studied the parameterized complexity of WSP regarding parameter $k$.

We take a more detailed look at the kernelization complexity of $\mathrm{WSP}(\Gamma)$ when $\Gamma$ denotes a finite or infinite set of allowed constraints. Our main result is a dichotomy for the case that all constraints in $\Gamma$ are regular: (1) We are able to reduce the number $n$ of users to $n^{\prime} \leq k$. This entails a kernelization to size poly $(k)$ for finite $\Gamma$, and, under mild technical conditions, to size poly $(k+m)$ for infinite $\Gamma$, where $m$ denotes the number of constraints. (2) Already $\operatorname{WSP}(R)$ for some $R \in \Gamma$ allows no polynomial kernelization in $k+m$ unless the polynomial hierarchy collapses.


## 1 Introduction

A business process is a collection of interrelated tasks that are performed by users in order to achieve some objective. In many situations, a task can be performed only by certain authorized users. Additionally, either because of the particular requirements of the business logic or security requirements, we may require that certain sets of tasks cannot be performed by some sets of users [7]. Such constraints include separation-of-duty, which may be used to prevent sensitive combinations of tasks being performed by a single user, and binding-of-duty, which requires that a particular combination of tasks is performed by the same user. The use of constraints in workflow management systems to enforce security policies has been studied extensively in the last fifteen years; see, e.g., [3, 7, 17].

It is possible that the combination of constraints and authorization lists is "unsatisfiable", in the sense that there does not exist an assignment of users to
tasks (called a plan) such that all constraints are satisfied and every task is performed by an authorized user. A plan that satisfies all constraints and allocates an authorized user to each task is called valid. The workflow satisfiability problem (WSP) takes a workflow specification as input and returns a valid plan if one exists and NO otherwise. It is important to determine whether a business process is satisfiable or not, since an unsatisfiable one can never be completed without violating the security policy encoded by the constraints and authorization lists.

Wang and Li [17] were the first to observe that the number $k$ of tasks is often quite small and so can be considered as a parameter. As a result, WSP can be studied as a parameterized problem. Wang and $\mathrm{Li}[17]$ proved that, in general, WSP is W[1]-hard, but WSP is fixed-parameter tractable ${ }^{1}$ (FPT) if we consider some special types of practical constraints which include separation-of-duty and binding-of-duty constraints. Crampton et al. [9] found a faster fixed-parameter algorithm to solve the special cases of WSP studied in [17] and showed that the algorithm can be used for a wide family of constraints called regular (in fact, regular constraints include all constraints studied in [17]). Subsequent research has demonstrated the existence of fixed-parameter algorithms for WSP in the presence of other constraint types [5,8]. In particular, Cohen et al. [5] showed that WSP with only so-called user-independent constraints is FPT. Crampton et al. [9] also launched the study of polynomial and partially polynomial kernels (in the latter only the number of users is required to be bounded by a polynomial in $k$ ), but obtained results only for concrete families of constraints.

In this work, we explore the kernelization properties of WSP in more detail. We study both the possibility of polynomial kernels and of simplifying WSP instances by reducing the set of users; ${ }^{2}$ reductions of the latter type have been called partial kernels previously. Our goal is to determine for which types of constraints such user-limiting reductions are possible, i.e., for which sets $\Gamma$ does the problem $\mathrm{WSP}(\Gamma)$ of WSP restricted to using constraint types (i.e., relations) from $\Gamma$ admit a reduction to poly $(k)$ users? We study this question for both finite and infinite sets $\Gamma$ of regular constraints, and show a strong separation: Essentially, either every instance with $k$ tasks can be reduced to at most $k$ users, or there is no polynomial-time reduction to poly $(k)$ users unless the polynomial hierarchy collapses. (However, some technical issues arise for the infinite case.)
Our results. Our main result is a dichotomy for the $\operatorname{WSP}(\Gamma)$ problem when $\Gamma$ contains only regular relations. We show two results. On the one hand, if every relation $R \in \Gamma$ is intersection-closed (see Sect.4), then we give a polynomialtime reduction which reduces the number of users in an instance to $n^{\prime} \leq k$, without increasing the number of tasks $k$ or constraints $m$. This applies even if $\Gamma$ is infinite, given a natural assumption on computable properties of the relations. On the other hand, we show that given even a single relation $R$ which is regular but not intersection-closed, the problem $\operatorname{WSP}(R)$ restricted to using only the relation $R$ admits no polynomial kernel, and hence no reduction to

[^26]$\operatorname{poly}(k)$ users, unless the polynomial hierarchy collapses. For finite sets $\Gamma$, this gives a dichotomy in a straight-forward manner: For every finite set $\Gamma$ of regular relations, $\mathrm{WSP}(\Gamma)$ admits a polynomial kernel if every $R \in \Gamma$ is intersectionclosed, and otherwise not unless the polynomial hierarchy collapses.

However, for infinite sets $\Gamma$ things get slightly more technical, for two reasons: (1) An instance with $k$ tasks and few users could still be exponentially large due to the number of constraints, analogously to the result that Hitting Set admits no polynomial kernel parameterized by the size of the ground set [11] (cf. [13]). (2) More degenerately, without any restriction on $\Gamma$, an instance could be exponentially large simply due to the encoding size of a single constraint (e.g., one could interpret a complete WSP instance on $k$ tasks as a single constraint on these $k$ tasks). Both these points represent circumstances that are unlikely to be relevant for practical WSP instances. We make two restrictions to cope with this: (1) We allow the number $m$ of constraints as an extra parameter, since it could be argued that $m \leq \operatorname{poly}(k)$ in practice. (2) We require that each constraint of arity $r \leq k$ can be expressed by poly $(r)$ bits. E.g., this allows unbounded arity forms of all standard constraints. Using this, we obtain a more general dichotomy: For any (possibly infinite) set $\Gamma$ of regular relations, $\operatorname{WSP}(\Gamma)$ admits a kernel of size poly $(k+m)$ if every $R \in \Gamma$ is intersection-closed, otherwise not, unless the polynomial hierarchy collapses.

Note that prior to our work there was no conjecture on how a polynomial kernel dichotomy for all regular constraints may look like (we cannot offer such a conjecture for the more general case of user-independent constraints). The positive part follows by generalizing ideas of Crampton et al. [9]; the negative part is more challenging, and requires more involved arguments, especially to show the completeness of the dichotomy (see Sect.4.2).
Organization. We define WSP formally and introduce a number of different constraint types, including regular constraints, in Sect. 2. In Sect. 3 we give several lower bounds for the kernelization of $\operatorname{WSP}(\Gamma)$. In Sect. 4 we prove our main result, namely the dichotomy for regular constraints. We conclude in Sect. 5. Full proofs of all nontrivial assertions are deferred to the full version.

## 2 Preliminaries

We define a workflow schema to be a tuple $(S, U, A, C)$, where $S$ is the set of tasks in the workflow, $U$ is the set of users, $A: S \rightarrow 2^{U}$ assigns each task $s \in S$ an authorization list $A(s) \subseteq U$, and $C$ is a set of workflow constraints. A workflow constraint is a pair $c=(L, \Theta)$, where $L \subseteq S$ is the scope of the constraint and $\Theta$ is a set of functions from $L$ to $U$ that specifies those assignments of elements of $U$ to elements of $L$ that satisfy the constraint $c$. Given $T \subseteq S$ and $X \subseteq U$, a plan is a function $\pi: T \rightarrow X$; a plan $\pi: S \rightarrow U$ is called a complete plan. Given a workflow constraint $(L, \Theta), T \subseteq S$, and $X \subseteq U$, a plan $\pi: T \rightarrow X$ satisfies $(L, \Theta)$ if either $L \backslash T \neq \emptyset$, or $\pi$ restricted to $L$ is contained in $\Theta$. A plan $\pi: T \rightarrow X$ is eligible if $\pi$ satisfies every constraint in $C$. A plan $\pi: T \rightarrow X$ is authorized if $\pi(s) \in A(s)$ for all $s \in T$. A plan is valid if it is both authorized
and eligible. For an algorithm that runs on an instance ( $S, U, A, C$ ) of WSP, we will measure the running time in terms of $n=|U|, k=|S|$, and $m=|C|$.

### 2.1 WSP Constraints and Further Notation

Let us first recall some concrete constraints that are of interest for this work:
$\left(=, T, T^{\prime}\right),\left(\neq, T, T^{\prime}\right)$ : These generalize the binary binding-of-duty and separation-of-duty constraints and were previously studied in [9,17]. They demand that there exist $s \in T$ and $s^{\prime} \in T^{\prime}$ which are assigned to the same (resp. different) users. We shorthand $\left(s=s^{\prime}\right)$ and $\left(s \neq s^{\prime}\right)$ if $T=\{s\}$ and $T^{\prime}=\left\{s^{\prime}\right\}$.
$\left(t_{\ell}, t_{r}, T\right)$ : A plan $\pi$ satisfies $\left(t_{\ell}, t_{r}, T\right)$, also called a tasks-per-user counting constraint, if a user performs either no tasks in $T$ or between $t_{\ell}$ and $t_{r}$ tasks. Tasks-per-user counting constraints generalize the cardinality constraints which have been widely adopted by the WSP community $[1,2,14,16]$.
$(\leq t, T),(\geq t, T):$ These demand that the tasks in $T$ are assigned to at most $t$ (resp. at least $t$ ) different users. They generalize binding-of-duty and separation-of$d u t y$, respectively, and enforce security and diversity [6].

All these constraints share the property that satisfying them depends only on the partition of tasks that is induced by the plan. Formally, a constraint $(L, \Theta)$ is user-independent if for any $\theta \in \Theta$ and permutation $\psi: U \rightarrow U, \psi \circ \theta \in \Theta$.
Regular and user-independent constraints. For $T \subseteq S$ and $u \in U$ let $\pi: T \rightarrow u$ denote the plan that assigns every task of $T$ to $u$. We call a constraint $c=(L, \Theta)$ regular if it satisfies the following condition: For any partition $L_{1}, \ldots, L_{p}$ of $L$ such that for every $i \in[p]=\{1, \ldots, p\}$ there exists an eligible plan $\pi: L \rightarrow U$ and user $u$ such that $\pi^{-1}(u)=L_{i}$, then the plan $\bigcup_{i=1}^{p}\left(L_{i} \rightarrow u_{i}\right)$, where all $u_{i}$ 's are distinct, is eligible. Regular constraints are a special class of user-independent constraints, but not every user-independent constraint is regular. Crampton et al. [9] show that constraints of the type $\left(\neq, T, T^{\prime}\right) ;\left(=, T, T^{\prime}\right)$, where at least one of the sets $T, T^{\prime}$ is a singleton, and tasks-per-user counting constraints of the form $\left(t_{\ell}, t_{r}, T\right)$, where $t_{\ell}=1$, are regular. In general, $\left(=, T, T^{\prime}\right)$ is not regular [9].

Since regular constraints are of central importance to this paper, we introduce some further notation and terminology. Below, we generally follow Crampton et al. [9]. Let $W=(S, U, A, C)$ be a workflow schema, and $\pi$ an eligible (complete) plan for $W$. Then $\sim_{\pi}$ is the equivalence relation on $S$ defined by $\pi$, where $s \sim_{\pi} s^{\prime}$ if and only if $\pi(s)=\pi\left(s^{\prime}\right)$. We let $S / \pi$ be the set of equivalence classes of $\sim_{\pi}$, and for a task $s \in S$ we let $[s]_{\pi}$ denote the equivalence class containing $s$.

For a constraint $c=(L, \Theta)$, a set $T \subseteq L$ of tasks is $c$-eligible if there is a plan $\pi: L \rightarrow U$ that satisfies $c$, such that $T \in L / \pi$. It is evident from the definition that $c$ is regular if and only if the following holds: For every plan $\pi: L \rightarrow U$, $\pi$ satisfies $c$ if and only if every equivalence class $T \in L / \pi$ is $c$-eligible. In this sense, a regular constraint $c$ is entirely defined by the set of $c$-eligible sets of tasks. It is clear that regular constraints are closed under conjunction, i.e., if
every constraint $c \in C$ is regular, then the constraint defined by the conjunction of the constraints in $C$ is regular.

In a similar sense, if $c=(L, \Theta)$ is user-independent but not necessarily regular, then $c$ can be characterized on the level of partitions of $L$ : Let $\pi, \pi^{\prime}: L \rightarrow U$ be two plans such that $L / \pi=L / \pi^{\prime}$. Then either both $\pi$ and $\pi^{\prime}$ are eligible for $c$, or neither is. Overloading the above terminology, if $c$ is a user-independent constraint, then we say that a partition $L / \pi$ is $c$-eligible if a plan $\pi$ generating the partition would satisfy the constraint. We may thus refer to the partition $L / \pi$ itself as either eligible or ineligible. As with regular constraints, user-independent constraints are closed under conjunction.
Describing constraints via relations. We will frequently describe constraint types in terms of relations. In the following, we restrict ourselves to userindependent constraints. Let $R \subseteq \mathbb{N}^{r}$ be an $r$-ary relation, and $\left(s_{1}, \ldots, s_{r}\right) \in S^{r}$ a tuple of tasks, with repetitions allowed (i.e., we may have $s_{i}=s_{j}$ for some $i \neq j, i, j \in[r]$ ). An application $R\left(s_{1}, \ldots, s_{r}\right)$ (of $R$ ) is a constraint $(L, \Theta)$ where $L=\left\{s_{i}: i \in[r]\right\}$ and $\Theta=\left\{\pi: L \rightarrow \mathbb{N} \mid\left(\pi\left(s_{1}\right), \ldots, \pi\left(s_{r}\right)\right) \in R\right\}$. Here, we identify users $U=\left\{u_{1}, \ldots, u_{n}\right\}$ with integers $[n]=\{1, \ldots, n\}$. We say that $R$ is user-independent (regular) if every constraint $R\left(s_{1}, \ldots, s_{n}\right)$ resulting from an application of $R$ is user-independent (regular). In particular, a user-independent relation $R$ can be defined on the level of partitions, in terms of whether each partition $L / \pi$ of its arguments is eligible or not, and a regular relation can be defined in terms of eligible sets, as above.

Given a (possibly infinite) set $\Gamma$ of relations as above, a workflow schema over $\Gamma$ is one where every constraint is an application of a relation $R \in \Gamma$, and WSP $(\Gamma)$ denotes the WSP problem restricted to workflow schemata over $\Gamma$. To cover cases of constraints of unbounded arity, we allow $\Gamma$ to be infinite.
Well-behaved constraint sets. To avoid several degenerate cases associated with infinite sets $\Gamma$ we make some standard assumptions on our constraints. We say that a set $\Gamma$ of user-independent relations is well-behaved if the following hold: (1) Every relation $R \in \Gamma$ can be encoded using poly $(r)$ bits, where $r$ is the arity of $R$; note that this does not include the space needed to specify the scope of an application of $R$. (2) For every application $c=(L, \Theta)$ of a relation $R \in \Gamma$, we can test in polynomial time whether a partition of $L$ is $c$-eligible; we can also test in polynomial time whether a set $S \subseteq L$ is $c$-eligible, and if not, then we can (if possible) find a $c$-eligible set $S^{\prime}$ with $S \subset S^{\prime} \subseteq L$. All relations corresponding to the concrete constraints mentioned above, are well-behaved.

### 2.2 Kernelization

A parameterized problem $\mathcal{Q}$ is a subset of $\Sigma^{*} \times \mathbb{N}$ for some finite alphabet $\Sigma$. A kernelization of $\mathcal{Q}$ is a polynomial-time computable function $K:(x, k) \mapsto$ $\left(x^{\prime}, k^{\prime}\right)$ such that $(x, k) \in \mathcal{Q}$ if and only if $\left(x^{\prime}, k^{\prime}\right) \in \mathcal{Q}$, and such that $\left|x^{\prime}\right|, k^{\prime} \leq$ $h(k)$ for some $h(k)$. Here, $(x, k)$ is an instance of $\mathcal{Q}$, and $h(k)$ is the size of the kernel. We say that $K$ is a polynomial kernelization if $h(k)=k^{O(1)}$.

Our main tool for studying existence of polynomial kernels is kernelizationpreserving reductions. Given two parameterized problems $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$, a polynomial parametric transformation $(P P T)$ from $\mathcal{Q}_{1}$ to $\mathcal{Q}_{2}$ is a polynomial time computable function $\Psi:(x, k) \mapsto\left(x^{\prime}, k^{\prime}\right)$ such that for every input $(x, k)$ of $\mathcal{Q}_{1}$ we have $\left(x^{\prime}, k^{\prime}\right) \in \mathcal{Q}_{2}$ if and only if $(x, k) \in \mathcal{Q}_{1}$, and such that $k^{\prime} \leq p(k)$ for some $p(k)=k^{O(1)}$. Note that if $\mathcal{Q}_{2}$ has a polynomial kernel and if there is a PPT from $\mathcal{Q}_{1}$ to $\mathcal{Q}_{2}$, then $\mathcal{Q}_{1}$ has a polynomial compression, i.e., a kernel-like reduction to an instance of a different problem with total output size $k^{O(1)}$. Furthermore, for many natural problems (including all considered in this paper), we are able to complete these reductions using NP-completeness to produce a polynomial kernel for $\mathcal{Q}_{1}$. Conversely, by giving PPTs from problems that are already known not to admit polynomial compressions (under some assumption) we rule out polynomial kernels for the target problems. For more background on kernelization we refer the reader to the recent survey by Lokshtanov et al. [15].

### 2.3 Implementations and Implications

Let $W=(S, U, A, C)$ be a workflow schema and $T \subseteq S$ a set of tasks. The projection of $W$ onto $T$ is a constraint $c=(T, \Theta)$ where $\pi: T \rightarrow U$ is contained in $\Theta$ if and only if there is a valid and complete plan $\pi^{\prime}$ for $W$ that extends $\pi$. Further, let $R \subseteq \mathbb{N}^{r}$ be a user-independent relation, $Q=\left\{q_{1}, \ldots, q_{r}\right\}$ a set of $r$ distinct tasks, and $\Gamma$ a set of relations. We say that $\Gamma$ implements $R$ if, for any $r$-tuple $\mathcal{A}=\left(A\left(q_{1}\right), \ldots, A\left(q_{r}\right)\right)$ of authorization lists, there is a workflow schema $W=(S, U, A, C)$ over $\Gamma$ that can be computed in polynomial time, such that the projection of $W$ onto $T$ for some $T \subseteq S$ is equivalent to $R\left(q_{1}, \ldots, q_{r}\right)$ for every plan $\pi:\left\{q_{1}, \ldots, q_{r}\right\} \rightarrow U$ authorized with respect to $\mathcal{A}$, where furthermore $|S|+$ $|C|$ does not depend on $\mathcal{A}$ and $U$ equals $\bigcup_{i \in[r]} A\left(q_{i}\right)$ plus a constant number of local users, i.e., new users who will not be authorized to perform any task outside of $S \backslash T$.

Lemma 1. Let $\Gamma$ and $\Gamma^{\prime}$ be finite workflow constraint languages such that $\Gamma^{\prime}$ implements $R$ for every $R \in \Gamma$. Then there is a PPT from $\operatorname{WSP}(\Gamma)$ to $W S P\left(\Gamma^{\prime}\right)$, both with respect to parameter $k$ and $k+m$.

## 3 Lower Bounds for Kernelization

In this section we begin our investigation of the preprocessing properties of the Workflow Satisfiability Problem. We establish lower bounds against polynomial kernels for WSP for several widely-used constraint types. Like for many other problems, e.g., Hitting $\operatorname{Set}(n)$ or $\operatorname{CNF} \operatorname{SAT}(n)$, there is little hope to get polynomial kernels for WSP when we allow an unbounded number of constraints of arbitrary arity, cf. [10,11,13]. As an example, we give Lemma 2, whose proof uses a PPT from $\operatorname{CNF} \operatorname{SAT}(n)$ to $\operatorname{WSP}(\geq 2)$ with only two users.

Lemma 2. Let $W S P(\geq 2)$ be the $W S P$ problem with constraints $(\geq 2, L)$ for task sets $L$ of arbitrary arity. Then $W S P(\geq 2)$ admits no polynomial kernelization with respect to the number $k$ of tasks unless the polynomial hierarchy collapses, even if the number of users is restricted to $n=2$.

In our further considerations we will avoid such cases, by either taking $m$ as an additional parameter or by restricting $\Gamma$ to be finite, which implies bounded arity (namely the maximum arity over the finitely many $R \in \Gamma$ ). We also assume that all constraints are well-behaved (cf. Sect.2.1). We then have the following, showing that bounding the number of users implies a polynomial kernel.

Proposition 1. Let $\Gamma$ be a set of relations. If $\Gamma$ is finite, then $\operatorname{WSP}(\Gamma)$ has a polynomial kernel under parameter $(k+n)$; if $\Gamma$ is infinite but $\Gamma$ is well-behaved, then $\operatorname{WSP}(\Gamma)$ has a polynomial kernel under parameter $(k+m+n)$.

The following lemma addresses a special case of ternary constraint $R(a, b, c)$ and proves that $\operatorname{WSP}(R)$ already admits no polynomial kernelization in terms of $k+m$. This lemma will be a cornerstone of the dichotomy in the following section. We also get immediate corollaries for constraints $\left(=, S, S^{\prime}\right)$ and $(\leq t, S)$ since $(=,\{a\},\{b, c\})$ and $(\leq 2,\{a, b, c\})$ fulfill the requirement of the lemma.

Lemma 3. Let $R(a, b, c)$ be a ternary user-independent constraint which is satisfied by plans with induced partition $\{\{a, b\},\{c\}\}$ or $\{\{a, c\}, b\}$, but not by plans with partition $\{\{a\},\{b\},\{c\}\}$. Then $\operatorname{WSP}(R)$ does not admit a polynomial kernel with respect to parameter $k+m$ unless the polynomial hierarchy collapses.

Corollary 1. $W S P\left(\left(=, S, S^{\prime}\right)\right)$ and $W S P((\leq t, S))$ do not admit a kernelization to size polynomial in $k+m$ unless the polynomial hierarchy collapses.

## 4 A Dichotomy for Regular Constraints

In this section, we present a dichotomy for the kernelization properties of $\operatorname{WSP}(\Gamma)$ when $\Gamma$ is a well-behaved set of regular relations.

Let us describe the dichotomy condition. Let $c=(L, \Theta)$ be a regular constraint, and $E_{R} \subseteq 2^{L}$ the set of $c$-eligible subsets of $L$; for ease of notation, we let $\emptyset \in E_{R}$. Note that by regularity, $E_{R}$ defines $c$. We say that $c$ is intersectionclosed if for any $T_{1}, T_{2} \in E_{R}$ it holds that $T_{1} \cap T_{2} \in E_{R}$. Similarly, we say that a regular relation $R \in \Gamma$ is intersection-closed if every application $R\left(s_{1}, \ldots, s_{r}\right)$ of $R$ is. Note (1) that this holds if and only if an application $R\left(s_{1}, \ldots, s_{r}\right)$ of $R$ with $r$ distinct tasks $s_{i}$ is intersection-closed, and (2) that the conjunction of intersection-closed constraints again defines an intersection-closed constraint. Finally, a set $\Gamma$ of relations is intersection-closed if every relation $R \in \Gamma$ is. Our dichotomy results will essentially say that $\operatorname{WSP}(\Gamma)$ admits a polynomial kernel if and only if $\Gamma$ is intersection-closed; see Theorem 1 below.

The rest of the section is laid out as follows. In Sect. 4.1 we show that if $\Gamma$ is regular, intersection-closed, and well-behaved, then $\operatorname{WSP}(\Gamma)$ admits a reduction
to $n^{\prime} \leq k$ users; by Proposition 1 , this implies a polynomial kernel under parameter $(k+m)$, and under parameter $(k)$ if $\Gamma$ is finite. In Sect. 4.2 we show that for any single relation $R$ that is not intersection-closed, the problem $\operatorname{WSP}(R)$ admits no polynomial kernel, by application of Lemma 3. In Sect. 4.3 we consider the implications of these results for the existence of efficient user-reductions.

In summary, we will show the following result for kernelization. Again, a discussion of the consequences for user-reductions is deferred until Sect.4.3.

Theorem 1. Let $\Gamma$ be a possibly infinite set of well-behaved regular relations. If every relation in $\Gamma$ is intersection-closed, then $\operatorname{WSP}(\Gamma)$ admits a polynomialtime many-one reduction down to $n^{\prime} \leq k$ users, implying a polynomial kernel under parameter $k+m$ (and a polynomial kernel under parameter $k$ if $\Gamma$ is finite). Otherwise, $\operatorname{WSP}(\Gamma)$ admits no kernel of size poly $(k+m)$ unless the polynomial hierarchy collapses (even if $\Gamma$ consists of a single such relation $R$ ).

### 4.1 A User Reduction for Intersection-Closed Constraints

We now give a procedure that reduces a WSP instance $W=(S, U, A, C)$ with $n$ users, $k$ tasks and $m$ constraints to one with $k^{\prime} \leq k$ tasks, $n^{\prime} \leq k^{\prime}$ users and $m^{\prime} \leq$ $m$ constraints, under the assumption that every constraint $c \in C$ occurring in the instance is intersection-closed and that our language is well-behaved. (This has been called a partial kernel in other work [4].) The approach is as in Crampton et al. [9], e.g., Theorem 6.5 of [9], but becomes more involved due to having to work in full generality; we also use a more refined marking step that allows us to decrease the number of users from $k^{2}$ to $k$, a significant improvement. As noted (Proposition 1), under the appropriate further assumption on the constraints, this gives a polynomial kernel under parameter $k+m$ or $k$.

We begin by noting a consequence of sets closed under intersection.
Lemma 4. Let $c=(L, \Theta)$ be an intersection-closed constraint, and let $T \subseteq L$ be c-ineligible. If there is a superset $T^{\prime}$ of $T$ which is c-eligible, then there is a task $s \in L \backslash T$ such that every $c$-eligible superset $T^{\prime}$ of $T$ contains $s$.

We refer to the task $s$ guaranteed by the lemma as a required addition to $T$ by $c$. Note that assuming well-behavedness, we can make this lemma constructive, i.e., in polynomial time we can test whether a set $T$ is eligible for a constraint, whether it has an eligible superset, and find all required additions if it does. This can be done by first asking for an eligible superset $T^{\prime}$ of $T$, then greedily finding a minimal set $T \subset T^{\prime \prime} \subseteq T^{\prime}$. Then every $s \in T^{\prime \prime} \backslash T$ is a required addition.

Our reduction proceeds in three phases. First, we detect all binary equalities implied by the constraints i.e., all explicit or implicit constraints ( $s=s^{\prime}$ ), and handle them separately by merging tasks, intersecting their authorization lists. The output of this phase is an instance where any plan which assigns to every task a unique user is eligible (though such a plan may not be authorized); in particular, since our constraints are regular, we have that all singleton sets of tasks are $c$-eligible for every constraint $c$ of the instance.

The second phase of the kernel is a user-marking process, similar to the kernels in [9] but with a stronger bound on the number of users. This procedure is based around attempting to produce a system of distinct representatives for $\{A(s): s \in S\}$, i.e., to find a plan $\pi: S \rightarrow U$ such that $\pi$ is authorized and $\pi(s) \neq \pi\left(s^{\prime}\right)$ for every $s \neq s^{\prime}$. Via Hall's theorem, this procedure either succeeds, or produces a set $T$ of tasks such that fewer than $|T|$ users are authorized to perform any task in $T$. In the latter case, we mark all these users, discard the tasks $T$, and repeat the procedure. Eventually, we end up with a (possibly empty) set of tasks $S^{\prime}$ which allows for a set of distinct representatives, and mark these representatives as well. Refer to a task $s$ as easy if it was appointed a representative in this procedure, and hard if it was not (i.e., if it was a member of a set $T$ of discarded tasks). We discard every non-marked user, resulting in a partially polynomial kernel with $k^{\prime} \leq k$ tasks and $n^{\prime} \leq k^{\prime} \leq k$ users.

Finally, to establish the correctness of the kernelization, we give a procedure that, given a partial plan for the set of hard tasks, either extends the plan to a valid complete plan or derives that no such extended plan exists.

Lemma 5. Let $(S, U, A, C)$ be a workflow schema with $k$ tasks, $n$ users, and $m$ constraints, with at least one equality constraint $\left(s=s^{\prime}\right), s \neq s^{\prime}$. In polynomial time, we can produce an equivalent instance ( $S^{\prime}, U^{\prime}, A^{\prime}, C^{\prime}$ ) with at most $k-1$ tasks, $n$ users, and $m$ constraints. Furthermore, if the constraints in $C$ were given as applications $R(\ldots)$ of some relations $R, R \in \Gamma$, then the constraints in $C^{\prime}$ can be given the same way.

We now show the detection of equalities.
Lemma 6. Let $(S, U, A, C)$ be a workflow schema where every constraint is regular and intersection-closed. Then we can in polynomial time reduce the instance to the case where every singleton $\{s\}, s \in S$, is eligible.

Next, we describe the user-marking procedure in detail. We assume that Lemma 6 has been applied, i.e., that all singleton sets are eligible.

1. Let $M=\emptyset$, let $S$ be the set of all tasks, and $U$ the set of all users.
2. While $\{A(s) \cap U: s \in S\}$ does not admit a system of distinct representatives: Let $T \subseteq S$ such that $\left|\bigcup_{s \in T} A(s)\right|<|T|$. Let $U_{T}=\bigcup_{s \in T} A(s)$. Add $U_{T}$ to $M$, remove $U_{T}$ from $U$, and remove from $S$ every task $s$ such that $A(s) \subseteq M$.
3. Add to $M$ the distinct representatives of the remaining tasks $S$, if any.
4. Discard all users not occurring in $M$ from the instance.

We refer to the set $M$ of users produced above as the marked users, and let $S_{\text {hard }} \subseteq[k]$ be the set of hard tasks, i.e., the set of tasks removed in Step 2 of the procedure. Finally, we show the correctness of the above procedure.

Lemma 7. Let $(S, U, A, C)$ be a workflow schema where all constraints are regular and intersection-closed, and where all singleton sets are eligible. There is a valid complete plan for the instance if and only if there is a valid complete plan only using marked users.

Putting the above pieces together yields the following theorem.

Theorem 2. The $W S P$, restricted to well-behaved constraint languages where every constraint is regular and intersection-closed admits a kernel with $m^{\prime} \leq m$ constraints, $k^{\prime} \leq k$ tasks, and $n^{\prime} \leq k^{\prime}$ users.

### 4.2 Kernel Lower Bounds for Non-intersection-closed Constraints

We now give the other side of the dichotomy by showing that within the setting of regular constraints, even a single relation $R$ which is not intersection-closed can be used to construct a kernelization lower bound, following one of the constructions in Sect. 3. First, we need an auxiliary lemma.

Lemma 8. Let $R$ be a (satisfiable) regular relation $R$ which is not intersectionclosed, let $=$ be the binary equality relation, and let $\Gamma=\{R,=\}$. Then either $\Gamma$ implements a relation matching that of Lemma 3, or $\Gamma$ implements the binary disequality relation $\neq$.

Proof (sketch). Let $c=(L, \Theta)$ be an application of $R$. We first attempt to find an eligible plan $\pi$ with two sets $T, T^{\prime} \in L / \pi$ such that $T \cup T^{\prime}$ is not $c$-eligible; in this case, we can use $T$ and $T^{\prime}$ to implement binary disequality. Otherwise, for any eligible partition $L / \pi$ of $L$, merging sets in $L / \pi$ yields a new eligible partition; in particular, eligible sets are closed under complementation. We now have two remaining cases: either there are two (possibly overlapping) c-eligible sets $T, T^{\prime}$ such that $T \cup T^{\prime}$ is ineligible, or the $c$-eligible sets are closed under union. In the former case, we can use $\bar{T}, \overline{T^{\prime}}$, and $\overline{T \cup T^{\prime}}$ (through some case analysis) to construct a relation compatible with Lemma 3; in the latter case, the $c$-eligible sets are closed under both union and complementation, implying that they are closed under intersection, contrary to our assumptions.

Using $\neq$, we can more easily construct a relation $R(a, b, c)$ as in Lemma 3.
Lemma 9. Let $R$ be a regular relation which is not intersection-closed, and let $=$ and $\neq$ denote the binary equality and disequality relations. Then $\Gamma=\{R,=, \neq\}$ implements a relation $R^{\prime}(a, b, c)$ as in Lemma 3.

Proof (sketch). Let $c=(L, \Theta)$ be an application of $R$. We say that a pair of sets $P, Q \subset L$ is a counterexample witness if $P$ and $Q$ are both $c$-eligible while $P \cap Q$ is not. We consider a counterexample that is minimal under the following priorities: (1) Merging tasks, by adding a constraint ( $s=s^{\prime}$ ); (2) Picking minimal-cardinality sets $P, Q$ as a counterexample witness; (3) Adding as many disequality constraints ( $s \neq s^{\prime}$ ) as possible. It can be verified that if $W$ is a minimal workflow schema under these conditions which admits some counterexample witness $P, Q$, then projecting down to tasks $a \in P \cap Q, b \in P-a, c \in Q-a$ must define a relation $R^{\prime}(a, b, c)$ compatible with the conditions of Lemma 3. $\square$

Theorem 3. Let $R$ be a regular relation which is not intersection-closed. Then $W S P(R)$ admits no kernel of size poly $(k+m)$ unless PH collapses.

This finishes the proof of Theorem 1.

Table 1. Overview of results for typical user-independent constraints. We recall that the WSP problem is FPT with respect to $k$ when all constraints are user-independent.

|  | Regular | $\cap$-cl. | poly ( $k$ ) <br> user reduction |  | Bounded arity resp. nite $\Gamma$ |  | Well-behaved innite $\Gamma$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \left(\neq, T, T^{\prime}\right) \\ & (\geq 2, T) \end{aligned}$ | Yes | Yes | Yes | [9] | $\operatorname{PK}(k)$ | [9] | $\operatorname{PK}(k+m)$ | Corollary 2 |
| $\begin{aligned} & \left(1, t_{u}, T\right) \\ & \left(t_{l}, t_{u}, T\right) \end{aligned}$ | Yes | Yes <br> No | Yes <br> No | [9] <br> Corollary 3 | $\begin{aligned} & \operatorname{PK}(k) \\ & \text { No } \operatorname{PK}(k+m) \end{aligned}$ | [9] <br> Theorem 1 | $\begin{aligned} & \mathrm{PK}(k+m) \\ & \text { No } \operatorname{PK}(k+m) \\ & \hline \end{aligned}$ | Corollary 2 |
| $\begin{aligned} & \left(=, s, T^{\prime}\right) \\ & \left(=, T, T^{\prime}\right) \end{aligned}$ | Yes <br> No | No <br> N.A | No | Corollary 3 | No $\operatorname{PK}(k+m)$ | Theorem 2 | No $\operatorname{PK}(k+m)$ | Corollary 2 |
| $(\geq t, T)$ | No | N.A. | Yes | [9] | PK (k) | [9] | PK $(k+m)$ | Proposition 1 |
| $(\leq t, T)$ | No | N.A | No | Corollary 3 | No $\operatorname{PK}(k+m)$ | Corollary 1 | No $\operatorname{PK}(k+m)$ | Corollary 1 |
| reg. $+\cap$-cl. | Yes | Yes | Yes | Theorem 2 | PK ( $k$ ) | Theorem 1 | $\operatorname{PK}(k+m)$ | Corollary 2 |
| Regular | Yes | No | No | Corollary 3 | No $\operatorname{PK}(k+m)$ | Theorem 1 | No $\operatorname{PK}(k+m)$ | Corollary 2 |

Corollary 2. Let $\Gamma$ be a set of regular relations. If $\Gamma$ is well-behaved, then $W S P(\Gamma)$ admits a polynomial kernel in parameter $k+m$ if $\Gamma$ is intersectionclosed, otherwise not, unless the polynomial hierarchy collapses. If $\Gamma$ is finite, then the same dichotomy holds for parameter $k$ instead of $k+m$.

### 4.3 On User Bounds for WSP

In this section we return to the question of preprocessing WSP down to a number of users that is polynomial in the number $k$ of tasks. As seen above, the positive side of our kernel dichotomy relies directly on a procedure that reduces the number of users in an instance, while the lower bounds refer entirely to the total size of the instance. Could there be a loophole here, allowing the number of users to be bounded without directly resulting in a polynomial kernel? Alas, it seems that while such a result cannot be excluded, it might not be very useful.

Corollary 3. Let $\Gamma$ be a set of user-independent relations containing at least one relation which is regular but not intersection-closed. Unless the polynomial hierarchy collapses, any polynomial-time procedure that reduces the number of users in an instance down to poly $(k)$ must in some cases increase either the number $k$ of tasks, the number $m$ of constraints, or the coding length of individual constraints superpolynomially in $k+m$.

## 5 Conclusion

In this paper, we have considered kernelization properties of the workflow satisfiability problem $\mathrm{WSP}(\Gamma)$ restricted to use only certain types $R \in \Gamma$ of constraints. We have focused on the case that all relations $R \in \Gamma$ are regular. For this case, we showed that $\mathrm{WSP}(\Gamma)$ admits a reduction down to $n^{\prime} \leq k$ users if every $R \in \Gamma$ is intersection-closed (and obeys some natural assumptions on efficiently computable properties), otherwise (under natural restrictions) no such reduction is possible unless the polynomial hierarchy collapses. In particular,
this implies a dichotomy on the kernelizability of WSP under the parameters $k$ for finite $\Gamma$, and $k+m$ for infinite languages $\Gamma$ (subject to the aforementioned computability assumptions). This extends kernelization results of Crampton et al. [9], and represents the first kernelization lower bounds for regular languages. Some results are summarized in Table 1.

An interesting open problem is to extend this result beyond regular constraints, e.g., to general user-independent constraints.
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#### Abstract

The $k$-colouring reconfiguration problem asks whether, for a given graph $G$, two proper $k$-colourings $\alpha$ and $\beta$ of $G$, and a positive integer $\ell$, there exists a sequence of at most $\ell$ proper $k$-colourings of $G$ which starts with $\alpha$ and ends with $\beta$ and where successive colourings in the sequence differ on exactly one vertex of $G$. We give a complete picture of the parameterized complexity of the $k$-colouring reconfiguration problem for each fixed $k$ when parameterized by $\ell$. First we show that the $k$-colouring reconfiguration problem is polynomial-time solvable for $k=3$, settling an open problem of Cereceda, van den Heuvel and Johnson. Then, for all $k \geq 4$, we show that the $k$-colouring reconfiguration problem, when parameterized by $\ell$, is fixed-parameter tractable (addressing a question of Mouawad, Nishimura, Raman, Simjour and Suzuki) but that it has no polynomial kernel unless the polynomial hierarchy collapses.


## 1 Introduction

Graph colouring has its origin in a nineteenth century map colouring problem and has now been an active area of research for more than 150 years, finding many applications within and beyond Computer Science and Mathematics. Given a graph $G=(V, E)$ and a positive integer $k$, a $k$-colouring of $G$ is a map $c: V \rightarrow$ $\{1, \ldots, k\}$; it is proper if $c(u) \neq c(v)$ for all $u, v$ with $u v \in E$. The problem of deciding whether a graph has a proper $k$-colouring for fixed $k \geq 3$ was an early example of an NP-complete problem. If, however, one knows that a graph has a proper $k$-colouring, or several of them, one may wish to know more about them such as how many there are or what structural properties they have.

[^27]One way to study these questions is to consider the $k$-colouring reconfiguration graph: given a graph $G$, the $k$-colouring reconfiguration graph $R_{k}(G)$ of $G$ is a graph whose vertices are the proper $k$-colourings of $G$ and where an edge is present between two $k$-colourings if and only if the two $k$-colourings differ on only a single vertex of $G$.

There are several algorithmic questions one can ask about the graph $R_{k}(G)$ such as whether $R_{k}(G)$ is connected, whether there exists a path between two given vertices of $R_{k}(G)$, or how long is the shortest path between two given vertices of $R_{k}(G)$. (Note that in general $R_{k}(G)$ has size exponential in the size of $G$, making these questions highly non-trivial.) It is the latter question, stated formally below, that we address in this paper.

## $k$-Colouring Reconfiguration

Instance: An $n$-vertex graph $G=(V, E)$, two proper $k$-colourings $\alpha$ and $\beta$ and a positive integer $\ell$.
Question: Is there a path in the reconfiguration graph of $G$ between $\alpha$ and $\beta$ of length at most $\ell$ ?

General Motivation. Reconfiguration graphs can be defined for any search problem: the vertices correspond to all solutions to the problem and the edges are defined by a symmetric adjacency relation normally chosen to represent a smallest possible change between solutions. They arise naturally when one wishes to understand the solution space for a search problem.

There has been much research over the last 10 years on the structure and algorithmic aspects of reconfiguration graphs, not only for $k$-Colouring [1, 2, 5, 8-10] but also for many other problems, such as Satisfiability [11], Independent Set [7,17], List Edge Colouring [13, 15], L(2, 1)-Labeling [14], Shortest Path [3, 4, 18], and Subset Sum [16]. From these studies, the following subtle phenomenon has been observed, which one would like to better understand: it is often (but not always) the case that NP-complete search problems give rise to PSPACE-complete reconfiguration problems, whereas polynomialtime solvable search problems often give rise to polynomial-time solvable reconfiguration problems. For further background we refer the reader to the recent survey of van den Heuvel [12].

Reconfiguration graphs are also important for constructing and analyzing algorithms that sample or count solutions to a search problem. Indeed, understanding connectivity properties of the $k$-colouring reconfiguration graph is fundamental in analyzing certain randomized algorithms for sampling and counting $k$-colourings of a graph and in analyzing certain cases of the Glauber dynamics in statistical physics (see Sect. 5 of [12]).
Our Results. Our first result, which we prove in Sect. 2, shows that $k$-Colouring RECONFIGURATION can be solved in polynomial time when $k=3$, which settles a problem raised by Cereceda et al. [10]. Note that the cases $k=1,2$ are easily seen to be polynomial-time solvable.

In [10], Cereceda et al. were mainly concerned with determining whether, given a graph $G$ and two proper 3 -colourings $\alpha$ and $\beta$, there exists any path
between $\alpha$ and $\beta$ in $R_{k}(G)$. They found a polynomial-time algorithm to solve this problem and further showed that, for certain instances, their algorithm in fact finds a shortest path between $\alpha$ and $\beta$ (a precise statement is given in Sect. 2). Here we complete their result by giving an algorithm for all instances.

Theorem 1. 3-Colouring Reconfiguration can be solved in time $O\left(n^{2}\right)$.
For $k \geq 4$, we cannot expect a polynomial-time algorithm for $k$-Colouring Reconfiguration: Bonsma and Cereceda [5] showed that, for each $k \geq 4$, the problem of determining if there is any path between two given proper $k$ colourings of a given graph is PSPACE-complete. On the other hand, our second result (proven in Sect.3) is that for each $k \geq 4, k$-Colouring ReconfiguraTION is fixed-parameter tractable when parameterized by the path length $\ell$.

Recall that, informally, a parameterized problem is a decision problem (in our case $k$-Colouring Reconfiguration) in which every problem instance $I$ has an associated integer parameter $p$ (in our case the path length $\ell$ ). A parameterized problem is fixed-parameter tractable (FPT) if every instance $I$ can be solved in time $f(p)|I|^{c}$ where $f$ is a computable function that only depends on $p$ and $c$ is a constant independent of $p$.

Theorem 2. For each fixed $k \geq 4$, $k$-Colouring Reconfiguration can be
 Reconfiguration is FPT when parameterized by $\ell$.

Once a problem is shown to be FPT (and it is unlikely that the problem is polynomial-time solvable), one can go further and ask whether it has a polynomial kernel. It is well known that a problem is FPT with respect to a parameter $p$ if and only if it can be kernelized, i.e., if and only if, for any instance $(I, p)$ of the given parameterized problem, it is possible to compute in polynomial time an equivalent instance ( $\left.I^{\prime}, p^{\prime}\right)$ such that $\left|I^{\prime}\right|, p^{\prime} \leq g(p)$ for some computable function $g$ (two problem instances are equivalent if and only if they are both yes-instances or both no-instances). If $g(p)$ is a polynomial, then the given parameterized problem is said to have a polynomial kernel. We prove the following theorem in Sect. 4.

Theorem 3. For each fixed $k \geq 4, k$-Colouring Reconfiguration parameterized by $\ell$ does not admit a polynomial kernel unless NP $\subseteq$ coNP/poly.

In fact Theorem 3 holds even when we restrict attention to inputs where the two proper $k$-colourings of the input graph differ in only two vertices (note that the problem becomes trivial if the two given $k$-colourings differ in only one vertex).

Our three results give a complete picture of the parameterized complexity of $k$-Colouring Reconfiguration for each fixed $k$ when parameterized by $\ell$.

Related work. Fixed-parameter tractability of $k$-Colouring ReconfiguraTION was proved independently in recent work of Bonsma and Mouawad [6]. They also prove various hardness results for other parameterizations of $k$-Colouring Reconfiguration. In particular, they proved that if $k$ is part of the input then
$k$-Colouring Reconfiguration is W [1]-hard when parameterized only by $\ell$ (note that the problem, when parameterized only by $k$, is para-PSPACE-complete due to the aforementioned result of Bonsma and Cereceda [5]).

Mouawad et al. [20] were the first to consider reconfiguration problems in the context of parameterized complexity. For various NP-complete search problems, they showed that determining whether there exists a path of length at most $\ell$ in the reconfiguration graph between two given vertices is $\mathrm{W}[1]$-hard (when $\ell$ is the parameter); they asked if there exists an NP-complete problem for which the corresponding reconfiguration problem, parameterized by $\ell$, is FPT. Theorem 2 and [6] give the second positive answer to this question, the first being an FPT algorithm for a reconfiguration problem related to Vertex Cover [19]. However, perhaps surprisingly, Theorem 1 shows that there even exists an NPcomplete problem for which the corresponding shortest path problem in the reconfiguration graph is polynomial-time solvable, and thus trivially FPT when parameterized by $\ell$.

As mentioned earlier, deciding whether there exists any path in $R_{k}(G)$ between two $k$-colourings $\alpha$ and $\beta$ of an input graph $G$ is polynomial-time solvable for $k \leq 3$ [10] and PSPACE-complete for $k \geq 4$ [5]. The problem remains PSPACE-complete for bipartite graphs when $k \geq 4$, for planar graphs when $4 \leq k \leq 6$ and for planar bipartite graphs for $k=4$ [5].

The algorithmic question of whether $R_{k}(G)$ is connected for a given $G$ is addressed in $[8,9]$, where it is shown that the problem is coNP-complete for $k=3$ and bipartite $G$, but polynomial-time solvable for planar bipartite $G$.

Finally, the study of the diameter of $R_{k}(G)$ raises interesting questions. In [10] it is shown that every component of $R_{3}(G)$ has diameter polynomial (in fact quadratic) in the size of $G$. On the other hand, for $k \geq 4$, explicit constructions [5] are given of graphs $G$ for which $R_{k}(G)$ has at least one component with diameter exponential in the size of $G$. It is known that if $G$ is a $(k-2)$ degenerate graph then $R_{k}(G)$ is connected and it is conjectured that in this case $R_{k}(G)$ has diameter polynomial in the size of $G$ [8]; for graphs of treewidth $k-2$ the conjecture has been proved in the affirmative [1].

## 2 A Polynomial-Time Algorithm for $k=3$

In this section we consider 3-Colouring Reconfiguration and prove Theorem 1. Some proofs are omitted for reasons of space.

First some definitions needed throughout the paper. Let $G=(V, E)$ be a graph on $n$ vertices, and let $\alpha$ and $\beta$ be two proper $k$-colourings of $G$. For any two colourings $c$ and $d$, we say that $c$ and $d$ agree on a vertex $u$ if $c(u)=d(u)$ and that otherwise they disagree on $u$. An $(\alpha \rightarrow \beta)$-recolouring $R$ of length $\ell=|R|$ is a sequence of proper colourings $c_{0}, \ldots, c_{\ell}$ where $c_{0}=\alpha$ and $c_{\ell}=\beta$, and, for $1 \leq q \leq \ell, c_{q}$ and $c_{q-1}$ disagree on at most one vertex. So possibly $c_{q}=c_{q-1}$ though in this case $c_{q}$ could be deleted and the sequence that remained would also be an $(\alpha \rightarrow \beta)$-recolouring. The set $\left\{c_{q-1} c_{q}: c_{q-1} \neq c_{q}\right\}$ is a set of edges in the reconfiguration graph corresponding to a walk from $\alpha$ to $\beta$.

In this section, $\alpha$ and $\beta$ are 3 -colourings. The three colours are 1,2 and 3 , and we think of them cyclically: so when, for example, we refer to a colour one greater than $a$ we mean $a+1 \bmod 3$. A cycle in $G$ is fixed with respect to a 3 -colouring if the two neighbours of each vertex on the cycle are not coloured alike (one can see that this implies that the cycle is coloured in this way in every other colouring in the same component of $R_{3}(G)$ since one cannot change the colour of just one vertex and obtain another proper 3-colouring).

Cereceda et al. [10] provided a partial solution to 3-Colouring Reconfiguration. They were interested in recognizing whether or not $\alpha$ and $\beta$ belong to the same component of the reconfiguration graph. They introduced a polynomialtime algorithm that we will call $\operatorname{FindPath}(G, \alpha, \beta)$ that

- correctly determines when $\alpha$ and $\beta$ belong to different components of $R_{3}(G)$;
- finds an $(\alpha \rightarrow \beta)$-recolouring of $G$, of length $O\left(n^{2}\right)$, when $\alpha$ and $\beta$ belong to the same component of $R_{3}(G)$;
- moreover, if $G$ contains a fixed cycle with respect to $\alpha$, the $(\alpha \rightarrow \beta)$-recolouring found is the shortest possible.

We also note that it is possible to recognize in time $O\left(n^{2}\right)$ whether or not there is a fixed cycle (this is described in [10], but is an easy exercise). We need to show how to find a shortest possible $(\alpha \rightarrow \beta)$-recolouring of $G$ in the case where $\alpha$ and $\beta$ are known to belong to the same component of $G$, and $G$ contains no fixed cycle with respect to $\alpha$. We assume now that these conditions hold.

We require a further notion related to colourings called a height function (that extends a concept introduced in [10]). Let $S=c_{0}, c_{1}, \ldots$ be a sequence of colourings where $c_{i}$ and $c_{i-1}$ disagree on exactly one vertex and $c_{0}=\alpha$. The height function is denoted $h^{S}$ and has domain $S \times V$ and its range is the set of integers. For each $v \in V, h^{S}\left(c_{0}, v\right)=0$. For $i>0$, for each $v \in V$ :

$$
h^{S}\left(c_{i}, v\right)= \begin{cases}h^{S}\left(c_{i-1}, v\right), & \text { if } c_{i}(v)=c_{i-1}(v) \\ h^{S}\left(c_{i-1}, v\right)+2, & \text { if } c_{i}(v) \equiv c_{i-1}(v)+1 \bmod 3 \\ h^{S}\left(c_{i-1}, v\right)-2, & \text { if } c_{i}(v) \equiv c_{i-1}(v)-1 \bmod 3\end{cases}
$$

So each vertex has height 0 initially and is raised or lowered by 2 when its colour is increased or decreased as we move along the sequence of colourings. For any $(\alpha \rightarrow \beta)$-recolouring $R$, let the total height of $R$ be $H(R)=\sum_{v \in V}\left|h^{R}(\beta, v)\right|$.
Lemma 1. Let $R$ be $a(\alpha \rightarrow \beta)$-recolouring of length $\ell$. Then $\ell \geq \frac{1}{2} H(R)$.
Proof. For each colouring in $R$, the height of only one vertex differs from the previous colouring in $R$ and the height difference is 2 . Thus, for each vertex $v$, at least $\left|h^{R}(\beta, v)\right| / 2$ distinct colourings in $R$ are needed and the lemma follows.

Lemma 2. For any colouring c, for any sequence of colourings $S$ from $\alpha$ to $c$, for each vertex $v$ in $V$,

$$
\begin{equation*}
2(c(v)-\alpha(v)) \equiv h^{S}(c, v) \bmod 6 \tag{1}
\end{equation*}
$$

Proof. We use induction on the length of $S$. If $S$ contains only one colouring, then this is $\alpha$, and both sides of (1) are zero with $c=\alpha$.

Suppose that $S$ is longer and that $c^{\prime}$ is its penultimate colouring. We must show that if (1) is true for $c^{\prime}$, then it is also true for $c$. If $c$ and $c^{\prime}$ agree on $v$, then we are done. If $c$ and $c^{\prime}$ disagree on $v$, then we need only to notice that

$$
2\left(c(v)-c^{\prime}(v)\right) \equiv h^{S}(c, v)-h^{S}\left(c^{\prime}, v\right) \bmod 6
$$

and each side of (1) changes by the same amount if we replace $c^{\prime}$ by $c$.
Some more terminology. If an edge is oriented, then we can define its weight with respect to a colouring $c$. The weight of an edge oriented from $u$ to $v$ is a value $w(c, \overrightarrow{u v}) \in\{-1,1\}$ such that $w(c, \overrightarrow{u v}) \equiv c(v)-c(u) \bmod 3$. To orient a path is to orient each edge so that a directed path is obtained. The weight of an oriented path $w(c, \vec{P})$ is the sum of the weight of its edges.

Lemma 3. For any colouring c, for any sequence of colourings $S$ from $\alpha$ to $c$, for each pair of vertices $u, v$ in $V$, for each oriented path $\vec{P}$ from $u$ to $v$,

$$
\begin{equation*}
h^{S}(c, u)=h^{S}(c, v)+w(c, \vec{P})-w(\alpha, \vec{P}) \tag{2}
\end{equation*}
$$

Proof. We use induction on the length of $S$. If $S$ contains only one colouring, then this is $\alpha$, and both sides of (2) are zero with $c=\alpha$.

Suppose that $S$ is longer and that $c^{\prime}$ is the penultimate colouring in the sequence. We must show that if (2) is true for $c^{\prime}$, then it is also true for $c$. Let $x$ be the vertex on which $c^{\prime}$ and $c$ disagree.

Suppose that $x \notin\{u, v\}$. If $\vec{P}$ does not contain $x$, then clearly the weight of the path is the same for $c^{\prime}$ and $c$. If $\vec{P}$ does contain $x$, then let $\overrightarrow{y x}$ and $\overrightarrow{x z}$ be the edges of $\vec{P}$ that $x$ belongs to. As $c$ and $c^{\prime}$ are proper and $c(x) \neq c^{\prime}(x)$, we must have $c(y)=c^{\prime}(y)=c^{\prime}(z)=c(z)$. Thus

$$
\begin{aligned}
w(c, \overrightarrow{y x})+w(c, \overrightarrow{x z}) & =c(x)-c(y)+c(z)-c(x)=0, \\
w\left(c^{\prime}, \overrightarrow{y x}\right)+w\left(c^{\prime}, \overrightarrow{x z}\right) & =c^{\prime}(x)-c^{\prime}(y)+c^{\prime}(z)-c^{\prime}(x)=0 .
\end{aligned}
$$

So $w(c, \vec{P})=w\left(c^{\prime}, \vec{P}\right)$ and both sides of (2) are unchanged when $c^{\prime}$ replaces $c$.
Suppose that $x=u$. Let $y$ be the vertex adjacent to $x$ on $\vec{P}$. Suppose that $h^{S}(c, x)=h^{S}\left(c^{\prime}, x\right)+2$; that is, the colour of $x$ is increased (as $c$ replaces $c^{\prime}$ ). Then $c(x) \equiv c^{\prime}(x)+1 \bmod 3$ and so $c(y) \equiv c^{\prime}(x)-1 \bmod 3$. Thus $w\left(c^{\prime}, \overrightarrow{x y}\right)=-1$, and, as $c(y) \equiv c(x)+1 \bmod 3, w(c, \overrightarrow{x y})=1$, which gives $w(c, \vec{P})=w\left(c^{\prime}, \vec{P}\right)+2$ and (2) remains satisfied. If the height of $x$ is instead lowered, a similar argument can be used. The case $x=v$ can also be proved in this way.

If $\beta$ is obtained from $\alpha$ by an $(\alpha \rightarrow \beta)$-recolouring, then the vertices can be ordered by their heights. Lemma 3 tells us that this ordering is the same for all $(\alpha \rightarrow \beta)$-recolourings and can be found by considering only $\alpha, \beta$ and paths in $G$. Let $y$ be the vertex that is a median vertex in this ordering (if $|V|$ is even,
arbitrarily choose one of the two vertices in the middle of the ordering). Let $g$ be a function defined on $V$ such that for all $v \in V$

$$
g(v)=w\left(\beta, \overrightarrow{P_{v y}}\right)-w\left(\alpha, \overrightarrow{P_{v y}}\right)
$$

Considering Lemma 3, we see that $g(v)$ is the height of $v$ relative to $y$ with respect to $\beta$, and that ordering the vertices by $g$ is equivalent to ordering them by height so $y$ is also a median of this ordering.

For any integer $k$ congruent to $2(\beta(y)-\alpha(y)) \bmod 6$, let

$$
J(k)=\sum_{v \in V}|k+g(v)|
$$

We observe that if $k$ is the height of $y$, then $J(k)$ is the sum of the vertices' heights. Let $\left(k_{1}, k_{2}\right)$ be the unique pair in the set $\{(0,0),(2,-4),(4,-2)\}$ such that $k_{1} \equiv k_{2} \equiv 2(\beta(y)-\alpha(y)) \bmod 6$. (Notice that, by Lemma $2, k_{1}$ and $k_{2}$ are two possible values for the height of $y$ when $\beta$ is obtained by a recolouring sequence.)

Lemma 4. Let $k \equiv 2(\beta(y)-\alpha(y)) \bmod 6$ be an integer. Then $J(k)$ is at least $\min \left\{J\left(k_{1}\right), J\left(k_{2}\right)\right\}$, and for any $(\alpha \rightarrow \beta)$-recolouring $R,|R| \geq \frac{1}{2} \min \left\{J\left(k_{1}\right), J\left(k_{2}\right)\right\}$.

Lemma 5. Let $k \equiv 2(\beta(y)-\alpha(y)) \bmod 6$ be an integer. If $S$ is a recolouring sequence from $\alpha$ to $c$ such that, for all $v \in V, h^{S}(c, v)=k+g(v)$, then $c=\beta$.

Lemma 6. Let $k \equiv 2(\beta(y)-\alpha(y)) \bmod 6$ be an integer. Then there exists an $(\alpha \rightarrow \beta)$-recolouring $R$ of length $\ell$ such that $\ell=\frac{1}{2} J(k)$.

Proof. We will define $R$ by describing how to recolour from $\alpha$ to a colouring $c$ such that $h^{R}(c, v)=k+g(v)$. By Lemma $5, c=\beta$. Let $h(v)$ denote $k+g(v)$.

As we go from one colouring to the next we change the height of one vertex $v$ by 2 . If this change is always such that the difference between the current height of $v$ and $k+g(v)$ is reduced by 2 , then we will have $\ell=\frac{1}{2} J(k)$.

More definitions: for a vertex $u$ in $G$ and colouring $c$, a maximal rising path from $u$ is a path on vertices $u=v_{0}, v_{1}, \ldots v_{t}$ such that, for $1 \leq i \leq t, c\left(v_{i}\right) \equiv$ $c\left(v_{i-1}\right)+1 \bmod 3$, and $v_{t}$ has no neighbours coloured $c\left(v_{t}\right)+1 \bmod 3$. A maximal rising path can easily be found: we just repeatedly look for the next vertex along and if none with the required colour can be found we are done; we never return to a vertex that we have already met as this would mean we had found a fixed cycle. A maximal falling path from $u$ is the same except that the colours decrease rather than increase moving along the path from $u$, and one can be found in an analogous way. (That is, the colours along a rising path are, for example, $231231231231 \cdots$, and along a falling path are, for example, $321321321321 \cdots$ )

We need to describe how, at each step, to choose a vertex $v$ to recolour and say what its "new" colour should be. Let $c$ denote the current colouring and $S$ the sequence of colourings found so far (so $h^{S}(c, x)$ is the current height of a vertex $x$ ).

1. Find a vertex $x$ for which $\left|h(x)-h^{S}(c, x)\right|$ is maximum.
2. If $h(x)-h^{S}(c, x)>0$, find a maximal rising path from $x$. Else find a maximal falling path from $x$. In either case, let $v$ be the end-vertex of the path.
3. Change the colour of $v$ so that $\left|h(v)-h^{S}(c, v)\right|$ is reduced by 2 .

We must show that $h(v) \neq h^{S}(c, v)$ and that the new colouring is proper. We will treat the case that $h(x)-h^{S}(c, x)>0$ (the other case is identical in form).

Let $p$ be the number of edges in the maximal rising path $P$ from $x$ to $v$. Let $\vec{P}$ be the orientation from $x$ to $v$. Applying Lemma 3 twice to $x$ and $v$ and then subtracting, we find that

$$
\begin{aligned}
h^{S}(c, x) & =h^{S}(c, v)+w(c, \vec{P})-w(\alpha, \vec{P}), \\
h(x) & =h(v)+w(\beta, \vec{P})-w(\alpha, \vec{P}) \\
h(x)-h^{S}(c, x) & =h(v)-h^{S}(c, v)+w(\beta, \vec{P})-w(c, \vec{P}) .
\end{aligned}
$$

Note that $w(c, \vec{P})=p$ and that $w(\beta, \vec{P}) \leq p$ since the weight of a path cannot be more than the number of edges. Thus $0<h(x)-h^{S}(c, x) \leq h(v)-h^{S}(c, v)$ and so $h(v)>h^{S}(c, v)$. As reducing $\left|h(v)-h^{S}(c, v)\right|$ requires increasing the colour at $v$ by 1 , and it is at the end of a maximal rising path, the new colouring is proper.
Proof of Theorem 1. The algorithm $\operatorname{FindPath}(G, \alpha, \beta)$ can be used to determine whether there is a path from $\alpha$ to $\beta$ of length at most $\ell$ except when $\alpha$ and $\beta$ are in the same component of $R_{3}(G)$ and $G$ contains no fixed cycles with respect to $\alpha$. In this case, a path of length $\ell$ can be found if and only if $\ell \leq \frac{1}{2} \min \left\{J\left(k_{1}\right), J\left(k_{2}\right)\right\}$. This follows from Lemmas 4 and 6.

Though the running time of FindPath is not analyzed in detail in [10], it is easy to prove that it is $O\left(n^{2}\right)$. We omit the details, but it is also straightforward to show that $J\left(k_{1}\right)$ and $J\left(k_{2}\right)$ can be found in time $O\left(n^{2}\right)$. Moreover, if one wishes to find the path from $\alpha$ to $\beta$ this can be done by using the algorithm in the proof of Lemma 6 which can also be adapted to run in time $O\left(n^{2}\right)$.

## 3 An FPT Algorithm for $\boldsymbol{k}$-Colouring Reconfiguration

In this section we will present our FPT algorithm for $k$-Colouring ReconfigURATION when parameterized by $\ell$. Let $G=(V, E)$ be a graph on $n$ vertices, and let $\alpha, \beta$ be two proper $k$-colourings of $G$. First we prove three lemmas concerning the vertices that might be recoloured if a path between $\alpha$ and $\beta$ of length at most $\ell$ does exist. That is, we assume that $(G, \alpha, \beta, \ell)$ is a yes-instance of $k$-Colouring Reconfiguration. This means that there exists an $(\alpha \rightarrow \beta)$ recolouring $R=c_{0}, \ldots, c_{\ell}$. We assume that $R$ has minimum length.

We say that $R$ recolours a vertex $u$ if $c_{q}(u) \neq \alpha(u)$ for some $q$. Notice that if for each recoloured vertex $u$ we find the least $q$ such that $c_{q}(u) \neq \alpha(u)$, these values must be distinct (else $c_{q}$ and $c_{q-1}$ disagree on more than one vertex). Thus the number of distinct vertices recoloured by $R$ is at most $\ell$. We will prove something stronger. For $0 \leq q \leq \ell$, let $W_{q}$ be the set of vertices on which $c_{0}$ and $c_{q}$ disagree, that is, $W_{q}=\left\{u \in V: c_{0}(u) \neq c_{q}(u)\right\}$.

Lemma 7. For all $q$ with $1 \leq q \leq \ell$, the set $W_{q}$ has size $\left|W_{q}\right| \leq q$.
Proof. Suppose this is false and let $r$ be the smallest value such that $\left|W_{r}\right|>r$. So $\left|W_{r-1}\right| \leq r-1$ (clearly $r-1 \geq 0$ as $W_{0}$ is the empty set). Then there are (at least) two vertices $v_{1}, v_{2}$ in $W_{r} \backslash W_{r-1}$, and so, for $i \in\{1,2\}, c_{r-1}\left(v_{i}\right)=c_{0}\left(v_{i}\right) \neq c_{r}\left(v_{i}\right)$, and $c_{r}$ and $c_{r-1}$ disagree on more than one vertex; a contradiction.

For any $u \in V$, let $N(u)$ be the set of neighbours of $u$. For any $v \in N(u)$, let $N(u, v)=\{w \in N(u): \alpha(w)=\alpha(v)\}$; that is, the set of neighbours of $u$ with the same colour as $v$ in $\alpha$. Let $A_{0}=\{v \in V: \alpha(v) \neq \beta(v)\}$ be the set of vertices on which $\alpha$ and $\beta$ disagree. For $i \geq 1$, let $A_{i}=\bigcup_{u \in A_{i-1}}\{v \in N(u):|N(u, v)| \leq \ell\}$. That is, to find $A_{i}$ consider each vertex $u$ in $A_{i-1}$ and partition $N(u)$ into colour classes (according to the colouring $\alpha$ ). Vertices in $N(u)$ that belong to colour classes of size at most $\ell$ belong to $A_{i}$. Note that two sets $A_{h}$ and $A_{i}$ need not be disjoint. Our first goal is to show that each vertex recoloured by $R$ must be in $A^{*}=\bigcup_{h=0}^{\ell-1} A_{h}$. We will then show that the size of $A^{*}$ is bounded by a function of $k+\ell$. This will then enable us to use brute-force to find $R$ or some other $(\alpha \rightarrow \beta)$-recolouring of $G$ (if it exists).

Lemma 8. Each vertex recoloured by $R$ belongs to $A^{*}$.
Proof. For $i \geq 0$, let $L_{i}=A_{i} \backslash\left(\bigcup_{h<i} A_{j}\right)$ be the set of vertices that are in $A_{i}$ but not in any $A_{h}$ with $h<i$. Let $z$ be the greatest value such that $R$ recolours a vertex in $L_{z}$; denote this vertex by $v_{z}$. By definition, every vertex in $A_{0}$ is recoloured by $R$. Let $v_{0} \in A_{0}$. We claim that also for $1 \leq i \leq z-1$, there is a vertex $v_{i} \in L_{i}$ that is recoloured by $R$. Then, as $v_{0}, \ldots, v_{z}$ are distinct vertices and $R$ has length $\ell$, we have $z \leq \ell-1$ proving the lemma. For contradiction, assume there is a set $L_{i}(1 \leq i \leq z-1)$ that contains no vertex recoloured by $R$.

From $R$ we construct a new recolouring sequence $R^{\prime}$ by ignoring every recolouring step done to a vertex in $V \backslash \bigcup_{h<i} L_{h}$. For $0 \leq q \leq \ell$, let $d_{q}$ be a colouring of $G$ such that

- if $u \in \bigcup_{h<i} L_{h}, d_{q}(u)=c_{q}(u)$;
- if $u \notin \bigcup_{h<i} L_{h}, d_{q}(u)=\alpha(u)$.

Let $R^{\prime}$ be the sequence $d_{0}, \ldots, d_{\ell}$. Note that $d_{0}=\alpha$, as $d_{0}(u)$ is either $c_{0}(u)$ or $\alpha(u)$, and $c_{0}=\alpha$. Moreover, if $u \in \bigcup_{h<i} L_{h}=\bigcup_{h<i} A_{i}$ then $d_{\ell}(u)=c_{\ell}(u)=$ $\beta(u)$, and if $u \notin \bigcup_{h<i} L_{h}$ then $d_{\ell}(u)=\alpha(u)=\beta(u)$ (since $\alpha$ and $\beta$ only disagree on vertices in $A_{0}$ ); thus $d_{\ell}=\beta$. This means that if we can show that $d_{1}, \ldots, d_{\ell-1}$ are proper colourings, then $R^{\prime}$ is an $(\alpha \rightarrow \beta)$-recolouring. We will prove this first.

Assume to the contrary that $R^{\prime}$ contains a colouring $d_{q}$ that is not proper. Then there is an edge $u v$ with $d_{q}(u)=d_{q}(v)$. If $u$ and $v$ both belong to $\bigcup_{h<i} L_{h}$ then $c_{q}(u)=c_{q}(v)$, and if neither belong to $\bigcup_{h<i} L_{h}$ then $\alpha(u)=\alpha(v)$. Both cases are not possible, as $c_{q}$ and $\alpha$ are proper colourings. Hence we may assume, without loss of generality, that $u \in \bigcup_{h<i} L_{h}$ and $v \notin \bigcup_{h<i} L_{h}$. Then $c_{q}(u)=$ $d_{q}(u)=d_{q}(v)=\alpha(v)$ by the definition of $d_{q}$.

As $v \in N(u)$, the set $N(u, v)$ exists. First suppose $|N(u, v)| \leq \ell$. Then $v \in A_{i}$ by the definition of $A_{i}$. Hence $v \in L_{h}$ for some $h \leq i$. As $v \notin \bigcup_{h<i} L_{h}$, we obtain
$v \in L_{i}$. By assumption, no vertex of $L_{i}$ is recoloured by $R$. Hence $c_{q}(v)=\alpha(v)$ and thus $c_{q}(u)=c_{q}(v)$ contradicting the fact that $c_{q}$ is a proper $k$-colouring.

Now suppose $|N(u, v)|>\ell$. Because $c_{q}(u)=\alpha(v)$ and $c_{q}$ is proper, we find that $c_{q}(w) \neq c_{q}(u)=\alpha(v)=\alpha(w)$ for all $w \in N(u, v)$. Thus $W_{q} \supseteq N(u, v)$ and so $\left|W_{q}\right| \geq|N(u, v)|>\ell \geq q$ contradicting the fact that $|W(q)| \leq q$ by Lemma 7 . So, $d_{q}$ must be proper. We conclude that $R^{\prime}$ is an $(\alpha \rightarrow \beta)$-recolouring of length $\ell$.

We now proceed as follows. Recall that $v_{z} \in L_{z}$. Then there is a pair of colourings $c_{q}$ and $c_{q+1}$ that differ only on $v_{z}$. Because $v_{z} \in L_{z}, v_{z} \notin \bigcup_{h<i} L_{h}$. Hence, $d_{q}$ and $d_{q+1}$ are identical colourings. We remove $d_{q}$ from $R^{\prime}$ to obtain another $(\alpha \rightarrow \beta)$-recolouring, which has length shorter than $\ell$, contradicting that $R$ has minimum length. This completes the proof.

Lemma 9 gives a bound on $\left|A^{*}\right|$ depending only on $k$ and $\ell$ (proof omitted).
Lemma 9. The set $A^{*}$ has size $\left|A^{*}\right| \leq \ell \cdot(k \ell)^{\ell}$.
We are now ready to present our FPT algorithm and prove Theorem 2.
Proof of Theorem 2. Let $k \geq 1$, and let $(G, \alpha, \beta, \ell)$ be an instance of $k$-Colouring Reconfiguration, where $G$ is a graph on $n$ vertices, and $\alpha, \beta$ are two proper $k$-colourings of $G$. Our algorithm does as follows. First compute the set $A^{*}$ in $O\left(n^{2}\right)$ time. By Lemma 9, we find that $\left|A^{*}\right| \leq \ell \cdot(k \ell)^{\ell}$. By Lemma 8, we only have to search for a path of length at most $\ell$ in $R_{k}(G)$ among the vertices of $A^{*}$. By allowing consecutive recolourings to be equal we may restrict our search to $(\alpha \rightarrow \beta)$-recolourings of length exactly $\ell$. Use brute force to enumerate all possible sequences of pairs $\left(v_{i}, c_{i}\right)$, such that for all $0 \leq i \leq \ell-1, v_{i}$ is a vertex in $A^{*}$ and $c_{i}$ is a colour in $\{1, \ldots, k\}$. For each such sequence do as follows. Starting from $\alpha$, recolour $v_{i}$ with colour $c_{i}$ for $i=0, \ldots, \ell-1$. As soon as this results in a $k$-colouring that is not proper, stop considering the sequence. If not, check whether the resulting colouring is equal to $\beta$. If this happens, then there is a path of length $\ell$ in $R_{k}(G)$. Hence, return yes. Otherwise, that is, if no sequence has this property, return no. Processing one sequence takes time $O\left(\ell n^{2}\right)$. By using Lemma 9, the number of sequences is at most $\left(\left|A^{*}\right| \cdot k\right)^{\ell} \leq\left(\left(\ell \cdot(k \cdot \ell)^{\ell}\right) \cdot k\right)^{\ell} \leq$ $(k \cdot \ell)^{\ell^{2}+\ell}$, leading to a total running time of $O\left((k \cdot \ell)^{\ell^{2}+\ell} \cdot \ell n^{2}\right)$. This completes the proof.

## 4 A Lower Bound for Kernelization for $k \geq 4$

In this section we sketch the proof of Theorem 3, which states that $k$-Colouring Reconfiguration parameterized by the maximum path length $\ell$ does not admit a polynomial kernelization for $k \geq 4$ unless NP $\subseteq$ coNP/poly. Theorem 3 is proved by a polynomial parameter transformation from the Hitting Set problem parameterized by the number $m$ of sets in the input. It is known that this rules out polynomial kernels for the target problem, unless NP $\subseteq$ coNP/poly.

The main idea for the reduction is to create a 4 -coloured tree that serves as a selection gadget for each set, which requires a recolouring at its root. This
in turn requires a chain of earlier recolourings starting in one of the leaves; the selection of possible leaves encodes the elements of the set. Finally, recolouring any leaf requires a recolouring in a set of vertices corresponding to the ground set; this encodes the selection of a hitting set. Crucially, the height of the tree construction, which factors into the number $\ell$ of needed recolourings, can be bounded polynomially in the input parameter $m$.

The selection trees are composed of claws on four vertices $a, b, c, d$ each, where $c$ is the center vertex. For each of these vertices, $\alpha$ and $\beta$ colour are the same, but we may (through adjacent gadgets) require a recolouring of $d$. The latter will be only possible by first recolouring $a$ or $b$. To ensure this, several colours will be forbidden for $a, b, c, d$ by adjacency to a global $k$-clique:

1. For $a$ we have $\alpha(a)=\beta(a)=2$, and, using adjacency to the $k$-clique, only colours 2 and 4 allow proper $k$-colourings.
2. For $b$ we have $\alpha(b)=\beta(b)=3$, and only colours 3 and 4 are possible.
3. For $c$ we have $\alpha(c)=\beta(c)=1$, and only colours 1,2 , and 3 are possible.
4. For $d$ we have $\alpha(d)=\beta(d)=4$, and only colours 1 and 4 are possible.

If we need to recolour $d$ then it can only change to colour 1 . This requires to first recolour $c$ to either 2 or 3 . This in turn, depending on choice of colour 2 or 3 , necessitates a recolouring of $a$ to 4 or $b$ to 4 . Thus, locally, we make a choice out of two options using constant number of recolourings. By building a tree structure from such claws, always making $d$-vertices of new claws adjacent to the $a$ - or $b$-vertex of the current claw, we can make a one out of $n$ choice at cost of $O(\log n)$ recolourings.

By standard arguments when reducing from a Hitting Set instance with $m$ sets (recall that $m$ is the parameter) we have a ground set size of $n \leq 2^{m}$. Thus, the choice of element to hit in each set costs only $O(\log n)=O(m)$ recolourings per set. To relate the different choices we make a set of $n$ vertices that are adjacent to the corresponding leaves in each selection gadget. If we end up with a recolouring in a leaf of a selection gadget then this requires a recolouring of the corresponding one among these $n$ vertices. By correct choice of number of recolourings and detailed analysis, we can enforce that at most $p$ out of $n$ vertices can be recoloured. Note that this involves also recolouring almost all vertices back to their initial colour since $\alpha$ and $\beta$ will agree on almost all vertices (which is necessary to make the graph exponentially large in the parameter value). The whole recolouring from $\alpha$ to $\beta$ is then possible within the chosen number of steps if and only if the given set family has a hitting set of size at most $p$.

## 5 Conclusions

We showed that $k$-Colouring Reconfiguration is fixed-parameter tractable for any fixed $k \geq 1$, when parameterized by the number of recolourings $\ell$. It is a natural question to ask whether a single-exponential FPT algorithm can be achieved for this problem. We also proved that the $k$-Colouring ReconfigURATION problem is polynomial-time solvable for $k=3$, which solves the open
problem of Cereceda et al. [10], and that it has no polynomial kernel for all $k \geq 4$, when parameterized by $\ell$ (up to the standard assumption that NP $\nsubseteq$ coNP/poly).
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#### Abstract

We introduce the following notion: a digraph $D=(V, A)$ with arc weights $c: A \rightarrow \mathbb{R}$ is called nearly conservative if every negative cycle consists of two arcs. Computing shortest paths in nearly conservative digraphs is NP-hard, and even deciding whether a digraph is nearly conservative is coNP-complete. We show that the "All Pairs Shortest Path" problem is fixed parameter tractable with various parameters for nearly conservative digraphs. The results also apply for the special case of conservative mixed graphs.


Keywords: Conservative weights • All Pairs Shortest Paths • FPT algorithm • Mixed graph

## 1 Introduction

We are given a digraph $D=(V, A)$, a weight (or a length) function $c: A \rightarrow \mathbb{R}$ is called conservative (on $D$ ) if no directed cycle with negative total weight ("negative cycle" for short) exists, and $c$ is called $\lambda$-nearly conservative if every negative cycle consists of at most $\lambda$ arcs.

The APSP (All Pairs Shortest Paths) problem we are going to solve has two parts, first we must decide whether $c$ is $\lambda$-nearly conservative, next, if the answer for the previous question is Yes, then for all (ordered) pairs $s \neq t$ of vertices the task is to determine the length of the shortest (directed and simple) path from $s$ to $t$.

In this paper we concentrate on the case $\lambda=2$, a 2-nearly conservative weight function $c$ is simply called nearly conservative in this paper. A mixed graph $G=(V, E, A)$ on vertex set $V$ has the set $E$ of undirected edges and the set $A$ of directed edges (i.e., arcs). A weight function $c: E \cup A \rightarrow \mathbb{R}$ is called conservative if no cycle with negative total weight exists. For a mixed graph we can associate a digraph by replacing each undirected edge $e$ having endvertices $u$ and $v$ by two arcs $u v$ and $v u$ with weights $c(u v)=c(v u)=c(e)$. It is an easy observation that the resulting $c$ is nearly conservative on the resulting digraph if and only if the original weight function was conservative on the original mixed graph, and in this case the solution of the APSP problem remains the same.

[^28]Arkin and Papadimitriou proved in [1] that the problems of detecting negative cycles and finding the shortest path in the absence of negative cycles are both NP-hard in mixed graphs. Consequently, checking whether $c$ is nearly conservative on $D$ is coNP-complete, and solving the APSP problem in the case $c$ is nearly conservative on $D$ is NP-hard. In this paper we give FPT algorithms for this problem related to various parameters.

Though it was a surprise to the author, he could not find any algorithm for dealing with these problems (despite the fact that many paper are written about the Chinese Postman problem on mixed graphs). We only found two more papers that are somehow related to this topic. In [4] for the special case of skew-symmetric graphs shortest "regular" paths are found in polynomial time if no negative "regular" cycle exist. In [2] for the similar special case of bidirected graphs minimum mean edge-simple cycles are found in polynomial time, this is essentially the same as finding minimum mean "regular" cycles in skewsymmetric graphs. The class of nearly conservative graphs seems to be not studied (and defined) in the literature, as well as we could not find any FPT result about APSP.

For defining the parameters we are going to use, we first define the notion of negative trees. Given $D$ and $c$, we associate an undirected graph $F=(V, E)$ as follows. Edge-set $E$ consists of pairs $u \neq v$ of vertices for which both $u v$ and $v u$ are $\operatorname{arcs}$ in $A$, and $c(u v)+c(v u)<0$. We can construct $F$ in time $O(|A|)$, and can also check whether it is a forest. We claim that if $F$ is not a forest, then $c$ is not nearly conservative on $D$, so our algorithm can stop with this decision. If $F$ contains a cycle, then it corresponds to two oppositely directed cycles of $D$, and the sum of the total weights of these two cycles are negative, proving that $c$ is not nearly conservative.

From now on we will suppose that $F$ is a forest, and we call its nontrivial components (that have at least one edge) the negative trees.

Our first parameter $k_{0}$ is the number of negative trees, and we give an $O\left(2^{k_{0}} \cdot n^{4}\right)$ algorithm for the APSP problem (where $n=|V|$ ). Later we refine this algorithm for parameter $k_{1}$, which is the maximum number of negative trees in any strongly connected component of $D$, and finally for parameter $k_{2}$, which is the maximum number of negative trees in any weakly 2 -connected block of any strongly connected component of $D$ (for the definitions see the next section). Our final algorithm also runs in time $O\left(2^{k_{2}} \cdot n^{4}\right)$. Consequently, if there is a constant $\gamma$ such that every weakly 2 -connected block of any strongly connected component of $D$ has at most $\gamma$ negative trees, then we have a polynomial algorithm.

The preliminary version of this paper appeared in [6] for the special case of mixed graphs. In that paper we also gave a strongly polynomial algorithm for finding shortest exact walk (a walk with given number of edges) in any nonconservative mixed graph.

## 2 Definitions

For our input digraph $D$ we may assume it is simple. An arc from $u$ to $v$ is called a loose arc if there is another arc from $u$ to $v$ with a smaller weight. In a
shortest path between $s$ and $t$ (if $s \neq t$ ) neither loops nor loose arcs can appear. Consequently, as a preprocessing, we can safely delete these (and also keep only one copy from multiple arcs having the same weight).

However for our purposes multiple arcs will be useful, so we will use them for describing the algorithm. We use the convention that the notation $u v$ always refers to the shortest arc from $u$ to $v$.

We call an arc $u v$ of $D$ special if $v u$ is also an arc, and moreover $c(u v)+$ $c(v u)<0$. Other arcs are called ordinary. For a special arc $u v$ the special arc $v u$ is called its opposite. As a part of the preprocessing, we add some loose $\operatorname{arcs}$ to $D$. For every special arc $u v$ we add an $\operatorname{arc} a$ from $v$ to $u$ with weight $c(a)=-c(u v)$. By the definition of special arcs, these are really loose arcs, as $-c(u v)>c(v u)$. We call these arcs added ordinary arcs, or shortly loose arcs. We call the improved digraph also $D$, and its arc set is called $A$. Arc set $A$ is decomposed into $A=A_{s} \cup A_{o}$, where $A_{s}$ is the set of special arcs, and $A_{o}$ is the set of ordinary (original or added) arcs. (The main purpose of this procedure is the following. We will sometimes work in the ordinary subdigraph $D_{o}=\left(V, A_{o}\right)$, and we need to maintain the same reachability: if there is a path from $s$ to $t$ in $D$, then there is also a path from $s$ to $t$ in $D_{o}$.) Our main property remained true: if $c$ is nearly conservative on $D$, then every negative cycle consists of two oppositely directed special arcs. Remark: special arcs may have positive length, so loose arcs may have negative length. We call a path ordinary if all its arcs are ordinary. Note that by the assumptions $|A| \leq 2 n^{2}$, where $n=|V|$.

Given $D$ and $c$, we associate an undirected graph $F=(V, E)$ as follows. Edge-set $E$ consists of unordered pairs $u \neq v$ of vertices for which $u v$ is a special arc in $A_{s}$. As we detailed in the Introduction, if $F$ is not a forest, then $c$ is not nearly conservative on $D$. We consider this process as the last phase of the preprocessing: we determine $F$, and if it is not a forest, then we stop with the answer "Not Nearly Conservative".

From now on we suppose that $F$ is a forest, and we call its nontrivial components (that have at least one edge) the negative trees. If $T$ is a negative tree, then $\mathbf{V}(\mathbf{T})$ denotes its vertex set, and $\mathbf{A}(\mathbf{T})$ denotes the set of special arcs that correspond to its edges. If $s, t \in V(T)$ are two vertices of $T$, then $\mathbf{d}^{\mathbf{T}}(\mathbf{s}, \mathbf{t})$ denotes the length of unique path from $s$ to $t$ in $A(T)$.

A walk from $v_{0}$ to $v_{\ell}$ (or a $v_{0} v_{\ell}$-walk) is a sequence

$$
W=v_{0}, a_{1}, v_{1}, a_{2}, v_{2}, \ldots, v_{\ell-1}, a_{\ell}, v_{\ell}
$$

where $v_{i} \in V$ for all $i$, and $a_{j}$ is an arc from $v_{j-1}$ to $v_{j}$ for all $j$. A walk is closed if $v_{0}=v_{\ell}$. A closed walk is also called here a $v_{0} v_{0}$-walk. A number $\ell$ of arcs used by a walk $W$ is denoted by $|W|$. The length (or weight) $c(W)$ of a walk $W$ is defined as $\sum_{j=1}^{\ell} c\left(a_{j}\right)$. If $W_{1}$ is a $s_{1} v$-walk and $W_{2}$ is a $v t_{2}$-walk, then their concatenation is denoted by $W_{1}+W_{2}$. For a walk $W$ we use the notation $W\left[v_{i}, v_{j}\right]$ for the corresponding part $v_{i}, a_{i+1}, \ldots, a_{j}, v_{j}$ if $i<j$.

A walk $W$ is special-simple if no special arc is contained twice in it, moreover, if $W$ contains special arc $u v$, then it does not contain its opposite $v u$. A walk is a path if all the vertices $v_{0}, \ldots, v_{\ell}$ are distinct. A closed walk is a
cycle if all the vertices $v_{0}, \ldots, v_{\ell}$ are distinct, with the exception of $v_{0}=v_{\ell}$. If $|W|=\ell=0$, then we call the walk also an empty path (its length is 0 ), and in this paper unconventionally the empty path will also be considered as an empty cycle. The distance $d_{D}(s, t)=d(s, t)$ of $t$ from $s$ is the length of the shortest path from $s$ to $t$ (where $s, t \in V$ ).

The relation: there is a path in $D$ from $s$ to $t$ and also from $t$ to $s$, is obviously an equivalence relation, its classes are called the strongly connected components of $D$. (Notice that a negative tree always resides in one strongly connected component.) A weakly 2 -connected block of a digraph is a 2 -connected block of the underlying undirected graph (where arcs are replaced with undirected edges).

An algorithm is FPT for a problem with input size $n$ and parameter $k$ if there is an absolute constant $\gamma$, and a function $f$ such that the running time is $f(k) \cdot O\left(n^{\gamma}\right)$. (Originally FPT stands for "fixed parameter tractable", and it is an attribute of the problem, however in the literature usually the corresponding algorithms are also called FPT.) In this paper we give FPT algorithms for the APSP problem for nearly conservative digraphs.

In the simplest version we assume that there is just one negative tree and it is spanning $V$. Next we give an algorithm for the case where we still have only one negative tree, but it is not spanning $V$. These algorithms are polynomial and simple.

Then we use various parameters: $k_{0}$ is the number of negative trees in $D, k_{1}$ is the maximum number of negative trees in any strongly connected component of $D$, and $k_{2}$ is the maximum number of negative trees in any weakly 2 -connected block of any strongly connected component of $D$. (Clearly $k_{0} \geq k_{1} \geq k_{2}$.) The main goal of this paper to give an $O\left(2^{k_{2}} \cdot n^{4}\right)$ algorithm for the APSP problem for the case $\lambda=2$, i.e., for deciding whether $c$ is nearly conservative on $D$, and if it is, then for calculating the distances $d_{D}(s, t)$ for each (ordered) pair of vertices $s, t \in V$.

In the next section we show some lemmas. In Sect. 4 we give some polynomial algorithms for the case of one negative tree. In Sect. 5 we give an FPT algorithm where the parameter $k_{0}$ is the total number of negative trees in $D$. Next, in Sect. 6 we extend it to the case where $k_{2}$ only bounds the number of negative trees in any weakly 2 -connected block of any strongly connected component.

Our main goal is only giving the length of the shortest paths, in Sect. 7 we detail how the actual shortest paths themselves can be found.

Finally in Sect. 8 we conclude the results, show their consequences to mixed graphs, and pose some open problems.

## 3 Lemmas

In this section we formulate some lemmas. Though each of them can be easily proved using the newly introduced notions and the statements of the preceding lemmas, we could not find these statements in the literature (neither in an implicit form).

We premise some unusual aspects of nearly conservative weight functions. Usually shortest path algorithms use the following two facts about conservative weight functions. If $P$ is a shortest $s x$-path and $Q$ is a shortest $x t$-path, then $P+Q$ contains an $s t$-path not longer than $c(P)+c(Q)$. If $P$ is a shortest st-path containing vertices $u$ and $v$ (in this order), then $P[u, v]$ is a shortest $u v$-path. These two statements are NOT true for nearly conservative weight functions.

Remember that $D=\left(V, A_{s} \cup A_{o}\right)$ is the improved digraph with loose arcs, and the associated graph $F$ is a forest.

Lemma 1. Weight function $c$ is nearly conservative on $D$ if and only if there is no negative special-simple closed walk.

Proof. If $C$ is a negative cycle consisting of at least three arcs, then it is also a negative special-simple closed walk. On the other hand, suppose that $C$ is a negative special-simple closed walk with a minimum number of arcs, and assume that $C$ is not a cycle, that is there are $0<i<j \leq \ell$ such that $v_{i}=v_{j}$. Now $C$ decomposes into two special-simple closed walks with less arcs, clearly at least one of them has negative length, a contradiction.

Lemma 2. If $c$ is nearly conservative on $D$, and $s, t \in V$, and $Q$ is a specialsimple st-walk, then we also have an st-path $P$ with $c(P) \leq c(Q)$, and $P$ contains only arcs of $Q$.

Proof. Let $Q$ be a shortest special-simple $s t$-walk (which exists by the previous lemma and as $c$ is nearly conservative) having the minimum number of arcs.

By the previous lemma, if $s=t$, then the empty path serves well as $P$. So we may assume that $s \neq t$ and $Q$ is not a path, i.e., there are $0 \leq i<j \leq \ell$ such that $v_{i}=v_{j}$. Now $Q$ decomposes to a special-simple $s v_{i}$-walk $Q_{1}$, a special-simple closed walk $C$ through $v_{i}$ and an special-simple $v_{j} t$-walk $Q_{2}$. By the previous lemma $C$ is nonnegative, so $c\left(Q_{1}+Q_{2}\right) \leq c(Q)$, consequently $Q_{1}+Q_{2}$ is a not longer special-simple $s t$-walk with less number of arcs, a contradiction.

Suppose $T$ is a negative tree, $u, v \in V(T)$, and $P$ is a $u v$-path in $D^{\prime}=$ $D-A(T)$. If $c(P)<-d^{T}(v, u)$, then $c$ is not nearly conservative on $D$ because otherwise $P+P_{v u}^{T}$ would be a negative special-simple closed walk, where $P_{v u}^{T}$ is the $v u$-path in $A(T)$. Otherwise, if $c(P) \geq-d^{T}(v, u)$, then we have a $u v$-path $P^{\prime}$ in $D^{\prime}$ consisting of loose arcs such that $c\left(P^{\prime}\right) \leq c(P)$. Using this train of thought we get the following lemmas that play the central role in our algorithms.

Lemma 3. Let $T$ be a negative tree, and assume that $c$ is nearly conservative on $D$. If $P$ is a shortest st-path using some vertex of $V(T)$, then let $u$ be the first vertex of $P$ in $V(T)$, and let $v$ be the last vertex of $P$ in $V(T)$. Then $P[u, v]$ uses only special arcs from $A(T)$. Consequently, if $s, t \in V(T)$, then $d(s, t)=d^{T}(s, t)$.

Proof. Remember that a $u v$-path in $A(T)$ may have positive length. Fortunately, by the definition of $u$ and $v$, there are no vertices of $P$ preceding $u$ or following $v$ inside $V(T)$, and this fact can be used successfully.

Suppose $P$ is a shortest st-path. By the observation made before the lemma, for any $u^{\prime}, v^{\prime} \in V(T)$, any subpath of form $P\left[u^{\prime}, v^{\prime}\right]$ that uses no arcs from $A(T)$ can be replaced by loose arcs without increasing the length. After we made all these replacements, we replaced $P[u, v]$ by a special-simple $u v$-walk $Q^{\prime}$ such that $Q^{\prime}$ contains only arcs in $A(T)$ and loose arcs, and $c\left(Q^{\prime}\right) \leq c(P[u, v])$. By Lemma $2, Q^{\prime}$ contains a uv-path $P^{\prime}$ with $c\left(P^{\prime}\right) \leq c\left(Q^{\prime}\right)$. We got $P^{\prime}$ by eliminating cycles, if any cycle had positive length, then we get $c\left(P^{\prime}\right)<c\left(Q^{\prime}\right)$. Suppose now that all eliminated cycles had zero length, meaning that each one had the form $x, a, y, y x, x$, where $a$ is the loose arc from $x$ to $y$ and $y x$ is the special arc from $y$ to $x$. If after deleting all these cycles $P^{\prime}$ still has a loose arc $a$ from $x$ to $y$ then it can be replaced safely with the special arc $x y$ yielding again a path strictly shorter than $Q^{\prime}$. Thus the only possibility where we can only get a $P^{\prime}$ with the same length (as $Q^{\prime}$ ) is that the special-simple $u v$-walk $Q^{\prime}$ consisted of the $u v$-path $P_{u v}^{T}$ inside $A(T)$ and additionally some zero length cycle described above, and moreover $P^{\prime}=P_{u v}^{T}$. Now we claim that in this case the path $P[u, v]$ used only arcs from $A(T)$, i.e., it was also $P_{u v}^{T}$. Otherwise there are vertices $x, y \in V(T)$ such that $x$ is on $P_{u v}^{T}, y$ is not on it, and $Q^{\prime}$ contains one loose arc and one special arc between $x$ and $y$. However in this case vertex $x$ had to be included twice in path $P$, a contradiction.

To finish the proof observe that $P[s, u]+P^{\prime}+P[v, t]$ is an st-path, and in the case $P[u, v] \neq P_{u v}^{T}$ it would be shorter than the shortest path $P$.

Lemma 4. Let $T$ be a negative tree, and assume that $c$ is nearly conservative on digraph $D^{\prime}=D-A(T)$ defining distance function $d^{\prime}$. Then $c$ is nearly conservative on $D$ if and only if for any pair of vertices $u, v \in V(T)$ we have $d^{\prime}(u, v) \geq-d^{T}(v, u)$.

Proof. We showed that the condition is necessary. Suppose that $C$ is a negative cycle in $D$ having at least three arcs. If it has at most one vertex in $V(T)$, then it is also a negative cycle in $D^{\prime}$. We claim that we can construct a special-simple negative closed walk $C^{\prime}$ which uses only loose arcs and arcs in $A(T)$. To achieve this goal, repeatedly take any subpath $C[u, v]$, where $u, v \in V(T)$, but inner vertices of $C[u, v]$ are in $V-V(T)$. By the condition $c(C[u, v]) \geq-d^{T}(v, u)$, which means that changing $C[u, v]$ to the $u v$-path consisting of loose arcs does not increase the length of $C$. We arrived at a contradiction, as the special-simple closed walk $C^{\prime}$ contains a negative cycle which is impossible by the definition of loose arcs.

## 4 Polynomial Algorithms for the Case $k_{0}=1$

First we give an $O\left(n^{2}\right)$ algorithm for the very restricted case, where we have only one negative tree $T$, and moreover it spans $V$. We claim first that $c$ is nearly conservative on $D$ if and only if for each ordinary arc $u v$ we have $c(u v) \geq$ $-d^{T}(v, u)$. If $c(u v)<-d^{T}(v, u)$, then we have a negative special-simple closed walk, so $c$ is not nearly conservative by Lemma 1 . Suppose now that $c(u v) \geq$ $-d^{T}(v, u)$ holds for each ordinary arc $u v$, and $C$ is a negative cycle in $D$ with at
least three arcs. As in the proof of Lemma 4, replace each ordinary arc $u v$ of $C$ by a $u v$-path consisting of loose arcs, this does not increase the length. We arrive at special-simple closed walk using only special and loose arcs that is negative. However this contradicts to the definition of loose arcs. We also got that in this case for any pair $s, t \in V$ the length of the shortest path is $d^{T}(s, t)$ by Lemma 3 . Consequently it is enough to give an $O\left(n^{2}\right)$ algorithm for calculating distances $d^{T}(s, t)$. We suppose that $V=\{1, \ldots, n\}$ and initialize a length- $n$ all-zero array $D_{u}$ for each vertex $u$. Then we fill up these arrays in a top-down fashion starting from the root vertex 1 . Let $\mathcal{P}$ denote the subset of vertices already processed, initially it is $\{1\}$. If a parent $u$ of an unprocessed vertex $v$ is already processed, we process $v$ : for each processed vertex $x$ we set $D_{v}(x)=c(v u)+D_{u}(x)$, and set $D_{x}(v)=D_{x}(u)+c(u v)$, and put $v$ into $\mathcal{P}$.

Next we give an $O\left(n^{4}\right)$ algorithm for the case where we have only one negative tree $T$, but we do not assume it to span $V$.

In digraph $D^{\prime}=D-A(T)=D_{o}=\left(V, A_{o}\right)$ using the Floyd-Warshall algorithm (see in any lecture notes, e.g., in [3]), it is easy to check whether $c$ is conservative on $D^{\prime}$ in time $O\left(n^{3}\right)$. If it is not conservative, then we return with output "Not Nearly Conservative" (as in this case clearly cannot be nearly conservative on $D$ ), and if it is conservative, then this algorithm also calculates the length $d^{\prime}(s, t)$ of all shortest paths in $D^{\prime}$ (for $\left.s, t \in V\right)$. If vertex $t$ is not reachable from vertex $s$, then it gives $d^{\prime}(s, t)=+\infty$ (remember that reachability is the same in $D^{\prime}$ as in $D$ ).

Then we calculate the distances $d^{T}(u, v)$ in time $O\left(n^{2}\right)$ as in the previous section. By Lemma 4, $c$ is nearly conservative on $D$ if and only if for all pairs $u, v \in V_{T}$ we have $d^{\prime}(u, v) \geq-d^{T}(u, v)$, this can be checked in time $O\left(n^{2}\right)$. It remains to calculate the pairwise distances. If $P$ is a shortest $s t$-path, then it is either a ordinary path (having length $d^{\prime}(s, t)$ ), or it has a first arc $u u^{\prime} \in A(T)$ and a last arc $v^{\prime} v \in A(T)$. The part $P[u, v]$ must reside inside $A(T)$ by Lemma 3 .

Lemma 5. If $c$ is nearly conservative on $D$, and $T$ is the only negative tree, then the distance $d(s, t)$ is

$$
d(s, t)=\min \left(d^{\prime}(s, t), \min _{u, v \in V_{T}}\left[d^{\prime}(s, u)+d^{T}(u, v)+d^{\prime}(v, t)\right]\right)
$$

Proof. This is a consequence of Lemma 3. The trick used here is that a shortest su-path and a shortest $v t$-path in $D^{\prime}$ need not be arc-disjoint, this is the main purpose for which we introduced the notion of special-simple, so for the relation LHS $\leq$ RHS we have to use Lemma 2.

These values can be easily calculated for all pairs in total time $O\left(n^{4}\right)$, so we are done.

## 5 FPT Algorithm for Parameter $\boldsymbol{k}_{0}$

In this section we suppose that there are at most $k_{0}$ negative trees in $D$. Let $T_{1}, \ldots, T_{k_{0}}$ be the negative trees, remember that we defined $A\left(T_{i}\right)$ as the set of
special arcs that correspond to the edges of $T_{i}$. We denote by $V_{T}$ the vertex set $\bigcup_{i} V\left(T_{i}\right)$.

First we compute distances $d^{T_{i}}$ for all $1 \leq i \leq k_{0}$ in total time $\sum O\left(\mid V\left(\left.T_{i}\right|^{2}\right)=\right.$ $O\left(n^{2}\right)$. Next we compute distances $d^{\prime}$ in digraph $D^{\prime}=D-\bigcup_{i} A\left(T_{i}\right)=D_{o}$ in time $O\left(n^{3}\right)$, or stop if $c$ is not nearly conservative on $D^{\prime}$.

We use dynamic programming for the calculation remained. For all $J \subseteq$ $\left\{1, \ldots, k_{0}\right\}$ we define the $J$-subproblem as follows. Solve the APSP problem in digraph $D_{J}=D-\underset{i \in\left\{1, \ldots, k_{0}\right\}-J}{ } A\left(T_{i}\right)$, and let $d_{J}$ denote the corresponding distance function if $c$ is nearly conservative on $D_{J}$ (otherwise, if $c$ is not nearly conservative on $D_{J}$ for any $J$, we stop). We already solved the $\emptyset$-subproblem, $d_{\emptyset} \equiv d^{\prime}$.

Lemma 6. Suppose we solved the $(J-i)$-subproblem for every $i \in J$ and found that $c$ is nearly conservative on $D_{J-i}$. By Lemma 4, we can check whether $c$ is conservative on $D_{J}$ using only distance functions $d^{T_{i}}$ and $d_{J-i}$ for one element $i \in J$. If yes, then we have

$$
d_{J}(s, t)=\min \left(d_{\emptyset}(s, t), \min _{i \in J}\left[\min _{u, v \in V\left(T_{i}\right)}\left(d_{\emptyset}(s, u)+d^{T_{i}}(u, v)+d_{J-i}(v, t)\right]\right)\right.
$$

Proof. First we show that LHS $\geq$ RHS. Let $P$ be a shortest path in $D_{J}$. Either $P$ is disjoint from $\bigcup_{j \in J} V\left(T_{j}\right)$, in this case its length is $d_{\emptyset}(s, t)$ in graph $D_{J}$. The other possibility is that $P$ has some first vertex $u$ in $\bigcup_{j \in J} V\left(T_{j}\right)$, say $u \in V\left(T_{i}\right)$. Let $v$ denote the last vertex of $P$ in $V\left(T_{i}\right)$. That is, $P[s, u]$ goes inside $D_{\emptyset}$ and $P[v, t]$ goes inside $D_{J-i}$, and, by Lemma $3, P[u, v]$ goes inside $A\left(T_{i}\right)$.

To show that LHS $\leq$ RHS we only need to observe that if $P_{1}$ is an $s u$-path in $D_{\emptyset}, P_{2}$ is a $u v$-path in $A\left(T_{i}\right)$, and $P_{3}$ is a $v t$-path in $D_{J-i}$, then $P_{1}+P_{2}+P_{3}$ is a special-simple $s t$-walk.

Remember that, 'solving the APSP problem' is defined in this paper as first checking nearly conservativeness, and if $c$ is nearly conservative, then calculate all shortest paths. As solving one subproblem needs $O\left(n^{4}\right)$ steps, we proved the following.

Theorem 1. If $D$ has $k_{0}$ negative trees, then the dynamic programming algorithm given in this section correctly solves the APSP problem in time $O\left(2^{k_{0}} \cdot n^{4}\right)$.

The weak blocks of a digraph refer to the 2-connected blocks of the underlying undirected graph. It is well known that the block-tree of an undirected graph can be determined in time $O\left(n^{2}\right)$ by DFS. If we have this decomposition and we also calculated APSP inside every weak block, then we can also calculate APSP for the whole digraph in additional time $O\left(n^{3}\right)$. Consequently we have

Corollary 1. If every weak block of $D$ contains at most $k_{0}^{\prime}$ negative trees, then we can solve the APSP problem in time $O\left(2^{k_{0}^{\prime}} \cdot n^{4}\right)$.

## 6 General FPT Algorithm for Parameters $\boldsymbol{k}_{1}$ and $\boldsymbol{k}_{2}$

Suppose every strongly connected component of $D$ contains at most $k_{1}$ negative trees. By the previous section we can solve the APSP problem inside each strongly connected component in total time $O\left(2^{k_{1}} \cdot n^{4}\right)$. If for any of them we found that $c$ is not nearly conservative, then we stop and report the fact that $c$ is not nearly conservative on $D$. Henceforth in this section we assume that for every strongly connected component $K$ of $D, c$ is nearly conservative on $K$. (In this situation clearly $c$ is nearly conservative on $D$.) The distance function restricted to component $K$ is denoted by $d_{K}$. If $s, t \in V(K)$, then every $s t$-path goes inside $K$, thus $d(s, t)=d_{K}(s, t)$. It remains to calculate APSP in $D$ for pairs $s, t$, that are in different strongly connected components.

We construct a new acyclic digraph $D^{*}$ by first substituting every strongly connected component $K$ by acyclic digraph $D_{K}^{*}$ as follows. Suppose $V(K)=$ $\left\{x_{1}^{K}, x_{2}^{K}, \ldots, x_{r}^{K}\right\}$, the vertex set of $D_{K}^{*}$ will consist of $2 r$ vertices, $\left\{a_{1}^{K}\right.$, $\left.a_{2}^{K}, \ldots, a_{r}^{K}, b_{1}^{K}, b_{2}^{K}, \ldots, b_{r}^{K}\right\}$. For each $1 \leq i, j \leq r$ the digraph $D_{K}^{*}$ contains $\operatorname{arc} a_{i}^{K} b_{j}^{K}$ with length $d_{K}\left(x_{i}^{K}, x_{j}^{K}\right)$.

In order to finish the construction of $D^{*}$, for every $\operatorname{arc} x_{i}^{K} x_{j}^{L}$ of $D$ connecting two different strongly connected components $K \neq L$, digraph $D^{*}$ contains the $\operatorname{arc} b_{i}^{K} a_{j}^{L}$ with length $c\left(x_{i}^{K} x_{j}^{L}\right)$. It is easy to see that $D^{*}$ is truly acyclic and has $2 n$ vertices. As $D^{*}$ is a simple digraph, paths can be given by only listing the sequence of its vertices. We can calculate APSP in $D^{*}$ in time $O\left(n^{3}\right)$ by the method of Morávek [7] (see also in [3]) if we run this famous algorithm from all possible sources $s$. It gives distance function $d_{D^{*}}$ (where if $t$ is not reachable from $s$, then we write $\left.d_{D^{*}}(s, t)=+\infty\right)$. The total running time is still $O\left(2^{k_{1}} \cdot n^{4}\right)$. We remark that if every strongly connected component has a spanning negative tree, then the running time is $O\left(n^{3}\right)$.

Theorem 2. Suppose $s=x_{i_{0}}^{K_{0}} \in V\left(K_{0}\right)$ and $t=x_{j_{r}}^{K_{r}} \in V\left(K_{r}\right)$ where $K_{0} \neq K_{r}$ are different strongly connected components of $D$. Then the shortest st-path in $D$ has length exactly $d_{D^{*}}\left(a_{i_{0}}^{K_{0}}, b_{j_{r}}^{K_{r}}\right)$.

Proof. Vertex $t$ is not reachable from $s$ in $D$ if and only if $b_{j_{r}}^{K_{r}}$ is not reachable from $a_{i_{0}}^{K_{0}}$ in $D^{*}$. Otherwise, suppose that $a_{i_{0}}^{K_{0}}, b_{j_{0}}^{K_{0}}, a_{i_{1}}^{K_{1}}, b_{j_{1}}^{K_{1}}, \ldots, a_{i_{r}}^{K_{r}}, b_{j_{r}}^{K_{r}}$ is a shortest path $P$ in $D^{*}$. For $0 \leq \ell \leq r$ let path $P_{\ell}$ be a shortest path in $D$ from $x_{i_{\ell}}^{K_{\ell}}$ to $x_{j_{\ell}}^{K_{\ell}}$, this path obviously goes inside $K_{\ell}$. We can construct an st-path $Q$ in $D$ with the same length as $P$ has in $D^{*}: Q=P_{0}+x_{j_{0}}^{K_{0}} x_{i_{1}}^{K_{1}}+P_{1}+x_{j_{1}}^{K_{1}} x_{i_{2}}^{K_{2}}+$ $P_{2}+\cdots+P_{r-1}+x_{j_{r-1}}^{K_{r-1}} x_{i_{r}}^{K_{r}}+P_{r}$.

For the other direction, suppose that there are strongly connected components $K_{0}, K_{1}, \ldots, K_{r}$, such that the shortest st-path $Q$ in $D$ meets these components in this order, and for all $\ell$ the path $Q$ arrives into $K_{\ell}$ at vertex $x_{i_{\ell}}^{K_{\ell}}$ and leaves $K_{\ell}$ at vertex $x_{j_{\ell}}^{K_{\ell}}$. As $Q$ is a shortest path it clearly contains a path of length $d_{K_{\ell}}\left(x_{i \ell}{ }^{K_{\ell}}, x_{j_{\ell}}^{K_{\ell}}\right)$ inside $K_{\ell}$ for each $\ell$, consequently the following path has the same length in $D^{*}: P=a_{i_{0}}^{K_{0}}, b_{j_{0}}^{K_{0}}, a_{i_{1}}^{K_{1}}, b_{j_{1}}^{K_{1}}, \ldots, a_{i_{r}}^{K_{r}}, b_{j_{r}}^{K_{r}}$.

Using Corollary 1 we easily get the following more general statements.
Corollary 2. If every weak block of any strongly connected component of $D$ contains at most $k_{2}$ negative trees, then we can solve the APSP problem in time $O\left(2^{k_{2}} \cdot n^{4}\right)$.

Corollary 3. If there is an absolute constant $\gamma$, such that in any weak block of any strongly connected component of $D$ there are at most $\gamma$ negative trees, then there is a polynomial time algorithm for the APSP problem that runs in time $O_{\gamma}\left(n^{4}\right)$.

## 7 Finding the Paths

In this section we assume that $c$ is nearly conservative on $D$.
We usually are not only interested in the lengths of the shortest paths, but also some (implicit) representation of the paths themselves. The requirement for this representation is that for any given $s$ and $t$, one shortest $s t$-path $P$ must be computable from it in time $O(\ell)$ if $\ell$ is the number of arcs in $P$.

It is well known (see e.g., in [3]) that both the algorithm of Floyd and Warshall and the algorithm of Morávek can compute predecessor matrices $\Pi$ (by increasing the running time by a constant factor only), with the property that for each $s \neq t$ the entry $\Pi(s, t)$ points to the last-but-one vertex of a shortest $s t$-path. This representation clearly satisfies the requirement described in the previous paragraph.

For a digraph $H$ let $\Pi_{H}$ denote the predecessor matrix of this type, and suppose that for each strongly connected component $K$ we computed $\Pi_{K}$, and we also computed $\Pi_{D^{*}}$. Then $\Pi_{D}$ is easily computable as follows. Suppose that $s=x_{i_{0}}^{K_{0}}$ and $t=x_{j_{r}}^{K_{r}}$, and $\Pi_{D^{*}}\left(a_{i_{0}}^{K_{0}}, b_{j_{r}}^{K_{r}}\right)=a_{i_{r}}^{K_{r}}$. If $i_{r} \neq j_{r}$, then define $\Pi_{D}(s, t)=\Pi_{K_{r}}\left(x_{i_{r}}^{K_{r}}, x_{j_{r}}^{K_{r}}\right)$, otherwise let $b_{j_{r-1}}^{K_{r-1}}=\Pi_{D^{*}}\left(a_{i_{0}}^{K_{0}}, a_{i_{r}}^{K_{r}}\right)$ and define $\Pi_{D}(s, t)=x_{j_{r-1}}^{K_{r-1}}$.

It remained to compute the predecessor matrices $\Pi_{K}$ in the case where $K$ is a strongly connected component of $D$. In accordance with Sect. 5 from now on we call $K$ as $D$ (and forget the other vertices of the digraph), and the matrix we are going to determine is simply $\Pi$.

If $s$ and $t$ are vertices of the same negative tree $T_{i}$, then the method given in the first paragraph of Sect. 4 easily calculates $\Pi(s, t)=\Pi_{A\left(T_{i}\right)}(s, t)$. Next we call the Floyd-Warshall algorithm on $D^{\prime}$, and it can give $\Pi_{D^{\prime}}$, then during the dynamic programming algorithm we determine matrices $\Pi_{D_{J}}$ for all $J$.

Given $s$ and $t$, by Lemma 6 if the minimum is $d_{\emptyset}(s, t)$, then $\Pi_{D_{J}}(s, t)=$ $\Pi_{D_{\emptyset}}(s, t)$, otherwise we find $i, u, v$ giving the minimum value. If $v \neq t$, then $\Pi_{D_{J}}(s, t)=\Pi_{D_{J-i}}(s, t)$, otherwise if $v=t$ but $u \neq v$, then $\Pi_{D_{J}}(s, t)=$ $\Pi_{A\left(T_{i}\right)}(s, t)$, and finally if $v=t=u \neq s$ then $\Pi_{D_{J}}(s, t)=\Pi_{D_{\emptyset}}(s, t)$.

Extending this setup for weak blocks is obvious.

## 8 Conclusion and Open Problems

We gave FPT algorithms for the NP-hard APSP problem in nearly conservative graphs regarding with various parameters.

For mixed graphs we have the following consequence. As nonnegative undirected edges can be replaced by two opposite arcs, we may assume that every undirected edge has negative length. Here the negative trees are the nontrivial components made up by undirected edges, and APSP problem is to check whether $c$ is conservative on a mixed graph $G$, and if YEs, then calculate the pairwise distances.

Remember, that for mixed graphs the APSP problem contains checking conservativeness, and if $c$ is conservative on the mixed graph, then all shortest paths should be calculated.

Corollary 4. If every weak block of any strongly connected component of a mixed graph contains at most $k_{2}$ negative trees, then we can solve the APSP problem in time $O\left(2^{k_{2}} \cdot n^{4}\right)$.

Finally we pose three open problems. A weight function is even-nearly conservative if every negative cycle consist of an even number of arcs.

Question 1. Is there an FPT algorithm for shortest paths if $c$ is 3-nearly conservative? (The parameter should not contain the number of negative triangles.)

Question 2. Is there a polynomial or FPT algorithm for recognizing even-nearly conservative weights? This would be interesting even if we restrict the digraph to be symmetric (i.e., every arc has its opposite).

Question 3. Is there an FPT algorithm for shortest paths if $c$ is $\lambda$-nearly conservative, using some parameter $k$ of "inconvenient components" (should be defined accordingly) and also $\lambda$ ?

Acknowledgment. The author is thankful to András Frank who asked a special case of this problem, and also to Dániel Marx who proposed the generalization to nearly conservative digraphs.
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#### Abstract

A vertex-subset graph problem $Q$ defines which subsets of the vertices of an input graph are feasible solutions. The reconfiguration version of a vertex-subset problem $Q$ asks whether it is possible to transform one feasible solution for $Q$ into another in at most $\ell$ steps, where each step is a vertex addition or deletion, and each intermediate set is also a feasible solution for $Q$ of size bounded by $k$. Motivated by recent results establishing $\mathrm{W}[1]$-hardness of the reconfiguration versions of most vertex-subset problems parameterized by $\ell$, we investigate the complexity of such problems restricted to graphs of bounded treewidth. We show that the reconfiguration versions of most vertex-subset problems remain PSPACE-complete on graphs of treewidth at most $t$ but are fixed-parameter tractable parameterized by $\ell+t$ for all vertex-subset problems definable in monadic second-order logic (MSOL). To prove the latter result, we introduce a technique which allows us to circumvent cardinality constraints and define reconfiguration problems in MSOL.


## 1 Introduction

Reconfiguration problems allow the study of structural and algorithmic questions related to the solution space of computational problems, represented as a reconfiguration graph where feasible solutions are represented by nodes and adjacency by edges $[6,16,18]$; a path is equivalent to the step-by-step transformation of one solution into another as a reconfiguration sequence of reconfiguration steps.

Reconfiguration problems have so far been studied mainly under classical complexity assumptions, with most work devoted to deciding whether it is possible to find a path between two solutions. For several problems, this question has been shown to be PSPACE-complete [4,18, 19], using reductions that construct examples where the length $\ell$ of reconfiguration sequences can be exponential in the size of the input graph. It is therefore natural to ask whether we can

[^29]achieve tractability if we allow the running time to depend on $\ell$ or on other properties of the problem, such as a bound $k$ on the size of feasible solutions. These results motivated Mouawad et al. [22] to study reconfiguration under the parameterized complexity framework [12], showing the W[1]-hardness of VERTEX Cover Reconfiguration (VC-R), Feedback Vertex Set Reconfiguration (FVS-R), and Odd Cycle Transversal Reconfiguration (OCTR) parameterized by $\ell$, and of Independent Set Reconfiguration (IS-R), Induced Forest Reconfiguration (IF-R), and Induced Bipartite SubGraph Reconfiguration (IBS-R) parameterized by $k+\ell$ [22].

Here we focus on reconfiguration problems restricted to $\mathscr{C}_{t}$, the class of graphs of treewidth at most $t$. In Sect. 3, we show that a large number of reconfiguration problems, including the six aforementioned problems, remain PSPACE-complete on $\mathscr{C}_{t}$, answering a question left open by Bonsma [5]. The result is in fact stronger in that it applies to graphs of bounded bandwidth and even to the question of finding a reconfiguration sequence of any length.

In Sect. 4, using an adaptation of Courcelle's cornerstone result [8], we present a meta-theorem proving that the reconfiguration versions of all vertex-subset problems definable in monadic second-order logic become tractable on $\mathscr{C}_{t}$ when parameterized by $\ell+t$. Since the running times implied by our meta-theorem are far from practical, we consider the reconfiguration versions of problems defined in terms of hereditary graph properties in Sect. 5. In particular, we first introduce signatures to succinctly represent reconfiguration sequences and define "generic" procedures on signatures which can be used to exploit the structure of nice tree decompositions. We use these procedures in Sect. 5.2 to design algorithms solving VC-R and IS-R in $\mathcal{O}^{\star}\left(4^{\ell}(t+1)^{\ell}\right)$ time (the $\mathcal{O}^{\star}$ notation suppresses factors polynomial in $n, \ell$, and $t$ ). In Sect. 5.4, we extend the algorithms to solve OCT-R and IBS-R in $\mathcal{O}^{\star}\left(2^{\ell t} 4^{\ell}(t+1)^{\ell}\right)$ time, as well as FVS-R and IF-R in $\mathcal{O}^{\star}\left(t^{\ell \ell} 4^{\ell}(t+1)^{\ell}\right)$ time. We further demonstrate in Sect. 5.3 that VC-R and IS-R parameterized by $\ell$ can be solved in $\mathcal{O}^{\star}\left(4^{\ell}(3 \ell+1)^{\ell}\right)$ time on planar graphs by an adaptation of Baker's shifting technique [1].

## 2 Preliminaries

For general graph theoretic definitions, we refer the reader to the book of Diestel [11]. We assume that each input graph $G$ is a simple undirected graph with vertex set $V(G)$ and edge set $E(G)$, where $|V(G)|=n$ and $|E(G)|=m$. The open neighborhood of a vertex $v$ is denoted by $N_{G}(v)=\{u \mid u v \in E(G)\}$ and the closed neighborhood by $N_{G}[v]=N_{G}(v) \cup\{v\}$. For a set of vertices $S \subseteq V(G)$, we define $N_{G}(S)=\{v \notin S \mid u v \in E(G), u \in S\}$ and $N_{G}[S]=N_{G}(S) \cup S$. We drop the subscript $G$ when clear from context. The subgraph of $G$ induced by $S$ is denoted by $G[S]$, where $G[S]$ has vertex set $S$ and edge set $\{u v \in E(G) \mid u, v \in S\}$. Given two sets $S_{1}, S_{2} \subseteq V(G)$, we let $S_{1} \Delta S_{2}=\left\{S_{1} \backslash S_{2}\right\} \cup\left\{S_{2} \backslash S_{1}\right\}$ denote the symmetric difference of $S_{1}$ and $S_{2}$.

We say a graph problem $Q$ is a vertex-subset problem whenever feasible solutions for $Q$ on input $G$ correspond to subsets of $V(G) . Q$ is a vertex-subset
minimization (maximization) problem whenever feasible solutions for $Q$ correspond to subsets of $V(G)$ of size at most (at least) $k$, for some integer $k$. The reconfiguration graph of a vertex-subset minimization (maximization) problem $Q, R_{\text {MIN }}(G, k)\left(R_{\text {MAX }}(G, k)\right)$, has a node for each $S \subseteq V(G)$ such that $|S| \leq k$ $(|S| \geq k)$ and $S$ is a feasible solution for $Q$. We say $k$ is the maximum (minimum) allowed capacity for $R_{\text {MIN }}(G, k)\left(R_{\text {MAX }}(G, k)\right)$. Nodes in a reconfiguration graph are adjacent if they differ by the addition or deletion of a single vertex.

Definition 1. For any vertex-subset problem $Q$, graph $G$, positive integers $k$ and $\ell, S_{s} \subseteq V(G)$, and $S_{t} \subseteq V(G)$, we define four decision problems:

- $Q$ - $\operatorname{Min}(G, k):$ Is there $S \subseteq V(G)$ such that $|S| \leq k$ and $S$ is a feasible solution for $Q$ ?
- $Q$-Max $(G, k)$ : Is there $S \subseteq V(G)$ such that $|S| \geq k$ and $S$ is a feasible solution for $Q$ ?
- $Q$-Min-R $\left(G, S_{s}, S_{t}, k, \ell\right):$ For $S_{s}, S_{t} \in V\left(R_{\text {MIN }}(G, k)\right)$, is there a path of length at most $\ell$ between the nodes for $S_{s}$ and $S_{t}$ in $R_{\mathrm{MIN}}(G, k)$ ?
- $Q$-Max-R $\left(G, S_{s}, S_{t}, k, \ell\right):$ For $S_{s}, S_{t} \in V\left(R_{\operatorname{MAX}}(G, k)\right)$, is there a path of length at most $\ell$ between the nodes for $S_{s}$ and $S_{t}$ in $R_{\operatorname{MAX}}(G, k)$ ?

For ease of description, we present our positive results for paths of length exactly $\ell$, as all our algorithmic techniques can be generalized to shorter paths. Throughout, we implicitly consider reconfiguration problems as parameterized problems with $\ell$ as the parameter. The reader is referred to the books of Downey and Fellows [12], Flum and Grohe [15], and Niedermeier [23] for more on parameterized complexity.

In Sect. 5, we consider problems that can be defined using graph properties, where a graph property $\Pi$ is a collection of graphs closed under isomorphism, and is non-trivial if it is non-empty and does not contain all graphs. A graph property is polynomially decidable if for any graph $G$, it can be decided in polynomial time whether $G$ is in $\Pi$. The property $\Pi$ is hereditary if for any $G \in \Pi$, any induced subgraph of $G$ is also in $\Pi$. For a graph property $\Pi, R_{\mathrm{max}}(G, k)$ has a node for each $S \subseteq V(G)$ such that $|S| \geq k$ and $G[S]$ has property $\Pi$, and $R_{\text {MIN }}(G, k)$ has a node for each $S \subseteq V(G)$ such that $|S| \leq k$ and $G[V(G) \backslash S]$ has property $\Pi$. We use $\Pi$-Min-R and $\Pi$-Max-R instead of $Q$-Min-R and $Q$-Max-R, respectively, to denote reconfiguration problems for $\Pi$; examples include VC-R, FVS-R, and OCT-R for the former and IS-R, IF-R, and IBS-R for the latter, for $\Pi$ defined as the collection of all edgeless graphs, forests, and bipartite graphs, respectively.

Due to space limitations, most proofs have been omitted from the current version of the paper. The affected propositions, lemmas, and theorems have been marked with a star.

Proposition 1. Given $\Pi$ and a collection of graphs $\mathscr{C}$, if $\Pi$-Min-R parameterized by $\ell$ is fixed-parameter tractable on $\mathscr{C}$ then so is $\Pi$-MAX-R.

Proof. Given an instance $\left(G, S_{s}, S_{t}, k, \ell\right)$ of $\Pi$-MAX-R, where $G \in \mathscr{C}$, we solve the $\Pi$-Min-R instance $\left(G, V(G) \backslash S_{s}, V(G) \backslash S_{t}, n-k, \ell\right)$. Note that the parameter $\ell$ remains unchanged.

It is not hard to see that there exists a path between the nodes corresponding to $S_{s}$ and $S_{t}$ in $R_{\mathrm{MAX}}(G, k)$ if and only if there exists a path of the same length between the nodes corresponding to $V(G) \backslash S_{s}$ and $V(G) \backslash S_{t}$ in $R_{\text {MIN }}$ ( $G, n-k$ ).

We obtain our results by solving $\Pi$-Min-R, which by Proposition 1 implies results for $\Pi$-Max-R. We always assume $\Pi$ to be non-trivial, polynomially decidable, and hereditary.

Our algorithms rely on dynamic programming over graphs of bounded treewidth. A tree decomposition of a graph $G$ is a pair $\mathcal{T}=(T, \chi)$, where $T$ is a tree and $\chi$ is a mapping that assigns to each node $i \in V(T)$ a vertex subset $X_{i}$ (called a bag) such that: (1) $\bigcup_{i \in V(T)} X_{i}=V(G)$, (2) for every edge $u v \in E(G)$, there exists a node $i \in V(T)$ such that the bag $\chi(i)=X_{i}$ contains both $u$ and $v$, and (3) for every $v \in V(G)$, the set $\left\{i \in V(T) \mid v \in X_{i}\right\}$ forms a connected subgraph (subtree) of $T$. The width of any tree decomposition $\mathcal{T}$ is equal to $\max _{i \in V(T)}\left|X_{i}\right|-1$. The treewidth of a graph $G, \operatorname{tw}(G)$, is the minimum width of a tree decomposition of $G$.

For any graph of treewidth $t$, we can compute a tree decomposition of width $t$ and transform it into a nice tree decomposition of the same width in linear time [21], where a rooted tree decomposition $\mathcal{T}=(T, \chi)$ with root root of a graph $G$ is a nice tree decomposition if each of its nodes is either (1) a leaf node (a node $i$ with $\left|X_{i}\right|=1$ and no children), (2) an introduce node (a node $i$ with exactly one child $j$ such that $X_{i}=X_{j} \cup\{v\}$ for some vertex $v \notin X_{j} ; v$ is said to be introduced in $i$ ), (3) a forget node (a node $i$ with exactly one child $j$ such that $X_{i}=X_{j} \backslash\{v\}$ for some vertex $v \in X_{j} ; v$ is said to be forgotten in $i$ ), or (4) a join node (a node $i$ with two children $p$ and $q$ such that $X_{i}=X_{p}=X_{q}$ ). For node $i \in V(T)$, we use $T_{i}$ to denote the subtree of $T$ rooted at $i$ and $V_{i}$ to denote the set of vertices of $G$ contained in the bags of $T_{i}$. Thus $G\left[V_{\text {root }}\right]=G$.

## 3 PSPACE-Completeness

We define a simple intermediary problem that highlights the essential elements of a PSPACE-hard reconfiguration problem. Given a pair $H=(\Sigma, E)$, where $\Sigma$ is an alphabet and $E \subseteq \Sigma^{2}$ a binary relation between symbols, we say that a word over $\Sigma$ is an $H$-word if every two consecutive symbols are in the relation. If one looks at $H$ as a digraph (possibly with loops), a word is an $H$-word if and only if it is a walk in $H$. The $H$-Word Reconfiguration problem asks whether two given $H$-words of equal length can be transformed into one another (in any number of steps) by changing one symbol at a time so that all intermediary steps are also $H$-words.

A Thue system is a pair $(\Sigma, R)$, where $\Sigma$ is a finite alphabet and $R \subseteq \Sigma^{*} \times \Sigma^{*}$ is a set of rules. A rule can be applied to a word by replacing one subword by the other, that is, for two words $s, t \in \Sigma^{*}$, we write $s \leftrightarrow_{R} t$ if there is a rule $\{\alpha, \beta\} \in R$ and words $u, v \in \Sigma^{*}$ such that $s=u \alpha v$ and $t=u \beta v$. The reflexive transitive closure of this relation defines an equivalence relation $\leftrightarrow_{R}^{*}$, where words
$s, t$ are equivalent if and only if one can be reached from the other by repeated application of rules. The word problem of $R$ is the problem of deciding, given two words $s, t \in \Sigma^{*}$, whether $s \leftrightarrow_{R}^{*} t$. A Thue system is called $c$-balanced if for each $\{\alpha, \beta\} \in R$ we have $|\alpha|=|\beta|=c$. The following fact is a folklore variant [2] of the classic proof of undecidability for general Thue systems [24].

Lemma 1 (*). There exists a 2-balanced Thue system whose word problem is PSPACE-complete.

A simple but technical reduction from Lemma 1 allows us to show the PSPACEcompleteness of $H$-Word Reconfiguration. The simplicity of the problem statement allows for easy reductions to various reconfiguration problems, as exemplified in Theorem 1. Similar reductions apply to the reconfiguration versions of, e.g., $k$-Coloring [7] and Shortest Path [20] - a comprehensive discussion is available in an online manuscript by the fourth author [25].

Lemma 2 (*). There exists a digraph $H$ for which H-Word ReconfiguraTION is PSPACE-complete.

Theorem 1. There exists an integer $b$ such that VC-R, FVS-R, OCT-R, ISR , IF-R, and IBS-R are PSPACE-complete even when restricted to graphs of treewidth at most $b$.

Proof. Let $H=(\Sigma, R)$ be the digraph obtained from Lemma 2. We show a reduction from $H$-Word Reconfiguration to VC-R.

For an integer $n$, we define $G_{n}$ as follows. The vertex set contains vertices $v_{i}^{a}$ for all $i \in\{1, \ldots, n\}$ and $a \in \Sigma$. Let $V_{i}=\left\{v_{i}^{a} \mid a \in \Sigma\right\}$ for $i \in\{1, \ldots, n\}$. The edge set of $G_{n}$ contains an edge between every two vertices of $V_{i}$ for $i \in\{1, \ldots, n\}$ and an edge $v_{i}^{a} v_{i+1}^{b}$ for all $(a, b) \notin R$ and $i \in\{1, \ldots, n-1\}$. The sets $V_{i} \cup V_{i+1}$ give a tree decomposition of width $b=2|\Sigma|$.

Let $k=n \cdot(|\Sigma|-1)$ and consider a vertex cover $S$ of $G_{n}$ of size $k$. For all $i$, since $G_{n}\left[V_{i}\right]$ is a clique, $S$ contains all vertices of $V_{i}$ except at most one. Since $|S|=\sum_{i}\left(\left|V_{i}\right|-1\right), S$ contains all vertices except exactly one from each set $V_{i}$, say $v_{i}^{s_{i}}$ for some $s_{i} \in \Sigma$. Now $s_{1} \ldots s_{n}$ is an $H$-word $\left(s_{i} s_{i+1} \in R\right.$, as otherwise $v_{i}^{s_{i}} v_{i+1}^{s_{i+1}}$ would be an uncovered edge) and any $H$-word can be obtained in a similar way, giving a bijection between vertex covers of $G_{n}$ of size $k$ and $H$-words of length $n$.

Consider an instance $s, t \in \Sigma^{*}$ of $H$-Word Reconfiguration. We construct the instance ( $G_{n}, S_{s}, S_{t}, k+1, \ell$ ) of VC-R, where $n=|s|=|t|, \ell=2^{n|\Sigma|}$ (that is, we ask for a reconfiguration sequence of any length) and $S_{s}$ and $S_{t}$ are the vertex covers of size $k$ that correspond to $s$ and $t$, respectively. Any reconfiguration sequence between such vertex covers starts by adding a vertex (since $G_{n}$ has no vertex cover of size $k-1$ ) and then removing another (since vertex covers larger than $k+1$ are not allowed), which corresponds to changing one symbol of an $H$-word. This gives a one-to-one correspondence between reconfiguration sequences of $H$-words and reconfiguration sequences (of exactly twice the length) between vertex covers of size $k$. The instances are thus equivalent.

This proof can be adapted to FVS-R and OCT-R by replacing edges with cycles, e.g. triangles [22]. For IS-R, IF-R, and IBS-R, we simply need to consider set complements of solutions for VC-R, FVS-R, and OCT-R, respectively.

## 4 A Meta-Theorem

In contrast to Theorem 1, in this section we show that a host of reconfiguration problems definable in monadic second-order logic (MSOL) become fixedparameter tractable when parameterized by $\ell+t$. First, we briefly review the syntax and semantics of MSOL over graphs. The reader is referred to the excellent survey by Martin Grohe [17] for more details.

We have an infinite set of individual variables, denoted by lowercase letters $x, y$, and $z$, and an infinite set of set variables, denoted by uppercase letters $X, Y$, and $Z$. A monadic second-order formula (MSOL-formula) $\phi$ over a graph $G$ is constructed from atomic formulas $\mathcal{E}(x, y), x \in X$, and $x=y$ using the usual Boolean connectives as well as existential and universal quantification over individual and set variables. We write $\phi\left(x_{1}, \ldots, x_{r}, X_{1}, \ldots, X_{s}\right)$ to indicate that $\phi$ is a formula with free variables $x_{1}, \ldots, x_{r}$ and $X_{1}, \ldots, X_{s}$, where free variables are variables not bound by quantifiers.

For a formula $\phi\left(x_{1}, \ldots, x_{r}, X_{1}, \ldots, X_{s}\right)$, a graph $G$, vertices $v_{1}, \ldots, v_{r}$, and sets $V_{1}, \ldots, V_{r}$, we write $G \models \phi\left(v_{1}, \ldots, v_{r}, V_{1}, \ldots, V_{r}\right)$ if $\phi$ is satisfied in $G$ when $\mathcal{E}$ is interpreted by the adjacency relation $E(G)$, the variables $x_{i}$ are interpreted by $v_{i}$, and variables $X_{i}$ are interpreted by $V_{i}$. We say that a vertex-subset problem $Q$ is definable in monadic second-order logic if there exists an MSOL-formula $\phi(X)$ with one free set variable such that $S \subseteq V(G)$ is a feasible solution of problem $Q$ for instance $G$ if and only if $G \models \phi(S)$. For example, an independent set is definable by the formula $\phi_{\mathrm{IS}}(X)=\forall_{x} \forall_{y}(x \in X \wedge y \in X) \rightarrow \neg \mathcal{E}(x, y)$.

Theorem 2 (Courcelle [8]). There is an algorithm that given a MSOLformula $\phi\left(x_{1}, \ldots, x_{r}, X_{1}, \ldots, X_{s}\right)$, a graph $G$, vertices $v_{1}, \ldots, v_{r} \in V(G)$, and sets $V_{1}, \ldots, V_{s} \subseteq V(G)$ decides whether $G \models \phi\left(v_{1}, \ldots, v_{r}, V_{1}, \ldots, V_{s}\right)$ in $\mathcal{O}(f(t w(G),|\phi|) \cdot n)$ time, for some computable function $f$.

Theorem 3. If a vertex-subset problem $Q$ is definable in monadic second-order logic by a formula $\phi(X)$, then $Q$-Min-R and $Q$-Max-R parameterized by $\ell+$ $t w(G)+|\phi|$ are fixed-parameter tractable.

Proof. We provide a proof for $Q$-Min-R as the proof for $Q$-Max-R is analogous. Given an instance $\left(G, S_{s}, S_{t}, k, \ell\right)$ of $Q$-Min-R, we build an MSOL-formula $\omega\left(X_{0}, X_{\ell}\right)$ such that $G \models \omega\left(S_{s}, S_{t}\right)$ if and only if the corresponding instance is a yes-instance. Since the size of $\omega$ will be bounded by a function of $\ell+|\phi|$, the statement will follow from Theorem 2.

As MSOL does not allow cardinality constraints, we overcome this limitation using the following technique. We let $L \subseteq\{-1,+1\}^{\ell}$ be the set of all sequences of length $\ell$ over $\{-1,+1\}$ which do not violate the maximum allowed capacity. In other words, given $S_{s}$ and $k$, a sequence $\sigma$ is in $L$ if and only if for all $\ell^{\prime} \leq \ell$
it satisfies $\left|S_{s}\right|+\sum_{i=1}^{\ell^{\prime}} \sigma[i] \leq k$, where $\sigma[i]$ is the $i^{\text {th }}$ element in sequence $\sigma$. We let $\omega=\bigvee_{\sigma \in L} \omega_{\sigma}$ and

$$
\omega_{\sigma}\left(X_{0}, X_{\ell}\right)=\exists_{X_{1}, \ldots, X_{\ell-1}} \bigwedge_{0 \leq i \leq \ell} \phi\left(X_{i}\right) \wedge \bigwedge_{1 \leq i \leq \ell} \psi_{\sigma[i]}\left(X_{i-1}, X_{i}\right)
$$

where $\psi_{-1}\left(X_{i-1}, X_{i}\right)$ means $X_{i}$ is obtained from $X_{i-1}$ by removing one element and $\psi_{+1}\left(X_{i-1}, X_{i}\right)$ means it is obtained by adding one element. Formally, we have:

$$
\begin{aligned}
& \psi_{-1}\left(X_{i-1}, X_{i}\right)=\exists_{x} x \in X_{i-1} \wedge x \notin X_{i} \wedge \forall y\left(y \in X_{i} \leftrightarrow\left(y \in X_{i-1} \wedge y \neq x\right)\right) \\
& \psi_{+1}\left(X_{i-1}, X_{i}\right)=\exists_{x} x \notin X_{i-1} \wedge x \in X_{i} \wedge \forall y\left(y \in X_{i} \leftrightarrow\left(y \in X_{i-1} \vee y=x\right)\right)
\end{aligned}
$$

It is easy to see that $G \models \omega_{\sigma}\left(S_{s}, S_{t}\right)$ if and only if there is a reconfiguration sequence from $S_{s}$ to $S_{t}$ (corresponding to $X_{0}, X_{1}, \ldots, X_{\ell}$ ) such that the $i^{\text {th }}$ step removes a vertex if $\sigma[i]=-1$ and adds a vertex if $\sigma[i]=+1$. Since $|L| \leq 2^{\ell}$, the size of the MSOL-formula $\omega$ is bounded by an (exponential) function of $\ell+|\phi|$.

## 5 Dynamic Programming Algorithms

Throughout this section we will consider one fixed instance ( $G, S_{s}, S_{t}, k, \ell$ ) of $\Pi$-Min-R and a nice tree decomposition $\mathcal{T}=(T, \chi)$ of $G$. Moreover, similarly to the previous section, we will ask, for a fixed sequence $\sigma \in\{-1,+1\}^{\ell}$, whether $G \models \omega_{\sigma}\left(S_{s}, S_{t}\right)$ holds. That is, we ask whether there is a reconfiguration sequence which at the $i^{t h}$ step removes a vertex when $\sigma[i]=-1$ and adds a vertex when $\sigma[i]=+1$. The final algorithm then asks such a question for every sequence $\sigma$ which does not violate the maximum allowed capacity: $\left|S_{s}\right|+\sum_{i=1}^{\ell^{\prime}} \sigma[i] \leq k$ for all $\ell^{\prime} \leq \ell$. This will add a factor of at most $2^{\ell}$ to the running time.

### 5.1 Signatures as Equivalence Classes

A reconfiguration sequence can be described as a sequence of steps, each step specifying which vertex is being removed or added. To obtain a more succinct representation, we observe that in order to propagate information up from the leaves to the root of a nice tree decomposition, we can ignore vertices outside of the currently considered bag ( $X_{i}$ ) and only indicate whether a step has been used by a vertex in any previously processed bags, i.e. a vertex in $V_{i} \backslash X_{i}$.

Definition 2. $A$ signature $\tau$ over a set $X \subseteq V(G)$ is a sequence of steps $\tau[1], \ldots, \tau[\ell] \in X \cup\{$ used, unused $\}$. Steps from $X$ are called vertex steps.

The total number of signatures over a bag $X$ of at most $t$ vertices is $(t+2)^{\ell}$. Our dynamic programming algorithms start by considering a signature with only unused steps in each leaf node, specify when a vertex may be added/removed in introduce nodes by replacing unused steps with vertex steps ( $\tau[i]=$ unused
becomes $\tau[i]=v$ for the introduced vertex $v$ ), merge signatures in join nodes, and replace vertex steps with used steps in forget nodes.

For a set $S \subseteq V(G)$ and a bag $X$, we let $\tau(i, S) \subseteq S \cup X$ denote the set of vertices obtained after executing the first $i$ steps of $\tau$ : the $i^{\text {th }}$ step adds $\tau[i]$ if $\tau[i] \in X$ and $\sigma[i]=+1$, removes it if $\tau[i] \in X$ and $\sigma[i]=-1$, and does nothing if $\tau[i] \in\{$ used, unused $\}$.

A valid signature must ensure that no step deletes a vertex that is absent or adds a vertex that is already present, and that the set of vertices obtained after applying reconfiguration steps to $S_{s} \cap X$ is the set $S_{t} \cap X$. Additionally, because $\Pi$ is hereditary, we can check whether this property is at least locally satisfied (in $G[X]$ ) after each step of the sequence. More formally, we have the following definition.

Definition 3. A signature $\tau$ over $X$ is valid if
(1) $\tau[i] \in \tau\left(i-1, S_{s} \cap X\right)$ whenever $\tau[i] \in X$ and $\sigma[i]=-1$,
(2) $\tau[i] \notin \tau\left(i-1, S_{s} \cap X\right)$ whenever $\tau[i] \in X$ and $\sigma[i]=+1$,
(3) $\tau\left(\ell, S_{s} \cap X\right)=S_{t} \cap X$, and
(4) $G\left[X \backslash \tau\left(i, S_{s} \cap X\right)\right] \in \Pi$ for all $i \leq \ell$.

It is not hard to see that a signature $\tau$ over $X$ is valid if and only if $\tau\left(0, S_{s} \cap\right.$ $X), \ldots, \tau\left(\ell, S_{s} \cap X\right)$ is a well-defined path between $S_{s} \cap X$ and $S_{t} \cap X$ in $R_{\text {MII }}(G[X], n)$. We will consider only valid signatures. The dynamic programming algorithms will enumerate exactly the signatures that can be extended to valid signatures over $V_{i}$ in the following sense:

Definition 4. A signature $\pi$ over $V_{i}$ extends a signature $\pi$ over $X_{i}$ if it is obtained by replacing some used steps with vertex steps from $V_{i} \backslash X_{i}$

However, for many problems, the fact that $S$ is a solution for $G[X]$ for each bag $X$ does not imply that $S$ is a solution for $G$, and checking this 'local' notion of validity will not be enough - the algorithm will have to maintain additional information. One such example is the OCT-R problem, which we discuss in Sect.5.4.

### 5.2 An Algorithm for VC-R

To process nodes of the tree decomposition, we now define ways of generating signatures from other signatures. The introduce operation determines all ways that an introduced vertex can be represented in a signature, replacing unused steps in the signature of its child.

Definition 5. Given a signature $\tau$ over $X$ and a vertex $v \notin X$, the introduce operation, introduce $(\tau, v)$ returns the following set of signatures over $X \cup\{v\}$ : for every subset I of indices $i$ for which $\tau[i]=$ unused, consider a copy $\tau^{\prime}$ of $\tau$ where for all $i \in I$ we set $\tau^{\prime}[i]=v$, check if it is valid, and if so, add it to the set.

In particular $\tau \in \operatorname{introduce}(\tau, v)$ and $|\operatorname{introduce}(\tau, v)| \leq 2^{\ell}$. All signatures obtained through the introduce operation are valid, because of the explicit check.

Definition 6. Given a signature $\tau$ over $X$ and a vertex $v \in X$, the forget operation, returns a new signature $\tau^{\prime}=$ forget $(\tau, v)$ over $X \backslash\{v\}$ such that for all $i \leq \ell$, we have $\tau^{\prime}[i]=$ used if $\tau[i]=v$ and $\tau^{\prime}[i]=\tau[i]$ otherwise.

Since $\tau^{\prime}\left(i, S_{s} \cap X \backslash\{v\}\right)=\tau\left(i, S_{s} \cap X\right) \backslash\{v\}$, it is easy to check that the forget operation preserves validity.

Definition 7. Given two signatures $\tau_{1}$ and $\tau_{2}$ over $X \subseteq V(G)$, we say $\tau_{1}$ and $\tau_{2}$ are compatible if for all $i \leq \ell$ :
(1) $\tau_{1}[i]=\tau_{2}[i]=$ unused,
(2) $\tau_{1}[i]=\tau_{2}[i]=v$ for some $v \in X$, or
(3) either $\tau_{1}[i]$ or $\tau_{2}[i]$ is equal to used and the other is equal to unused.

For two compatible signatures $\tau_{1}$ and $\tau_{2}$, the join operation returns a new signature $\tau^{\prime}=j \operatorname{oin}\left(\tau_{1}, \tau_{2}\right)$ over $X$ such that for all $i \leq \ell$ we have, respectively:
(1) $\tau^{\prime}[i]=$ unused,
(2) $\tau^{\prime}[i]=v$, and
(3) $\tau^{\prime}[i]=$ used.

Since $\tau^{\prime}=\operatorname{join}\left(\tau_{1}, \tau_{2}\right)$ is a signature over the same set as $\tau_{1}$ and differs from $\tau_{1}$ only by replacing some unused steps with used steps, the join operation preserves validity, that is, if two compatible signatures $\tau_{1}$ and $\tau_{2}$ are valid then so is $\tau^{\prime}=j \operatorname{oin}\left(\tau_{1}, \tau_{2}\right)$.

Let us now describe the algorithm. For each $i \in V(T)$ we assign an initially empty table $A_{i}$. All tables corresponding to internal nodes of $T$ will be updated by simple applications of the introduce, forget, and join operations.
Leaf nodes. Let $i$ be a leaf node, that is $X_{i}=\{v\}$ for some vertex $v$. We let $A_{i}=\operatorname{introduce}(\tau, v)$, where $\tau$ is the signature with only unused steps.
Introduce nodes. Let $j$ be the child of an introduce node $i$, that is $X_{i}=X_{j} \cup\{v\}$ for some $v \notin X_{j}$. We let $A_{i}=\bigcup_{\tau \in A_{j}} \operatorname{introduce}(\tau, v)$.
Forget nodes. Let $j$ be the child of a forget node $i$, that is $X_{i}=X_{j} \backslash\{v\}$ for some $v \in X_{j}$. We let $A_{i}=\left\{\operatorname{forget}(\tau, v) \mid \tau \in A_{j}\right\}$.
Join nodes. Let $j$ and $h$ be the children of a join node $i$, that is $X_{i}=X_{j}=X_{h}$. We let $A_{i}=\left\{\operatorname{join}\left(\tau_{j}, \tau_{h}\right) \mid \tau_{j} \in A_{j}, \tau_{h} \in A_{h}\right.$, and $\tau_{j}$ is compatible with $\left.\tau_{h}\right\}$.

The operations were defined so that the following lemma holds by induction. The theorem then follows by making the algorithm accept when $A_{\text {root }}$ contains a signature $\tau$ such that no step of $\tau$ is unused.

Lemma 3. For $i \in V(T)$ and a signature $\tau$ over $X_{i}, \tau \in A_{i}$ if and only if $\tau$ can be extended to a signature over $V_{i}$ that is valid.

Theorem $4\left(^{*}\right)$. VC-R and IS-R can be solved in $\mathcal{O}^{\star}\left(4^{\ell}(t+1)^{\ell}\right)$ time on graphs of treewidth $t$.

### 5.3 VC-R in Planar Graphs

Using an adaptation of Baker's approach for decomposing planar graphs [1], also known as the shifting technique $[3,10,13]$, we show a similar result for VC-R and IS-R on planar graphs. The idea is that at most $\ell$ elements of a solution will be changed, and thus if we divide the graph into $\ell+1$ parts, one of these parts will be unchanged throughout the reconfiguration sequence. The shifting technique allows the definition of the $\ell+1$ parts so that removing one (and replacing it with simple gadgets to preserve all needed information) yields a graph of treewidth at most $3 \ell-1$.

Theorem 5 (*). VC-R and IS-R are fixed-parameter tractable on planar graphs when parameterized by $\ell$. Moreover, there exists an algorithm which solves both problems in $\mathcal{O}^{\star}\left(4^{\ell}(3 \ell+1)^{\ell}\right)$ time.

We note that, by a simple application of the result of Demaine et al. [9], Theorem 5 generalizes to $H$-minor-free graphs and only the constants of the overall running time of the algorithm are affected.

### 5.4 An Algorithm for OCT-R

In this section we show how known dynamic programming algorithms for problems on graphs of bounded treewidth can be adapted to reconfiguration. The general idea is to maintain a view of the reconfiguration sequence just as we did for VC-R and in addition check if every reconfiguration step gives a solution, which can be accomplished by maintaining (independently for each step) any information that the original algorithm would maintain. We present the details for OCT-R (where $\Pi$ is the collection of all bipartite graphs) as an example.

In a dynamic programming algorithm for VC on graphs of bounded treewidth, it is enough to maintain information about what the solution's intersection with the bag can be. This is not the case for OCT. One algorithm for OCT works in time $\mathcal{O}^{\star}\left(3^{t}\right)$ by additionally maintaining a bipartition of the bag (with the solution deleted) $[14,15]$. That is, at every bag $X_{i}$, we would maintain a list of assignments $X \rightarrow$ \{used, left, right \} with the property that there exists a subset $S$ of $V_{i}$ and a bipartition $L, R$ of $G\left[V_{i} \backslash S\right]$ such that $X_{i} \cap S, X_{i} \cap L$, and $X_{i} \cap R$ are the used, left, and right vertices, respectively. A signature for OCT-R will hence additionally store a bipartition for each step (except for the first and last sets $S_{s}$ and $S_{t}$, as we already assume them to be solutions).

Definition 8. An OCT-signature $\tau$ over a set $X \subseteq V(G)$ is a sequence of steps $\tau[1], \ldots, \tau[\ell] \in X \cup\{$ used, unused $\}$ together with an entry $\tau[i, v] \in\{$ left, right $\}$ for every $1 \leq i \leq \ell-1$ and $v \in X \backslash \tau\left(i, S_{s} \cap X\right)$.

There are at most $(t+2)^{\ell} 2^{t(\ell-1)}$ different OCT-signatures. In the definition of validity, we replace the last condition with the following, stronger one:
(4) For all $1 \leq i \leq \ell-1$, the sets $\{v \mid \tau[i, v]=$ left $\}$ and $\{v \mid \tau[i, v]=$ right $\}$ give a bipartition of $G\left[X \backslash \tau\left(p, S_{s} \cap X\right)\right]$.

In the definition of the join operation, we additionally require two signatures to have equal $\tau[i, v]$ entries (whenever defined) to be considered compatible; the operation copies them to the new signature. In the definition of the forget operation, we delete any $\tau[i, v]$ entries, where $v$ is the vertex being forgotten. In the introduce operation, we consider (and check the validity of) a different copy for each way of replacing unused steps with $v$ steps and each way of assigning $\{$ left, right $\}$ values to new $\tau[i, v]$ entries, where $v$ is the vertex being introduced. As before, to each node we assign an initially empty table of OCTsignatures and fill them bottom-up using these operations. Lemma 3, with the new definitions, can then be proved again by induction.

Theorem 6 (*). OCT-R and IBS-R can be solved in $\mathcal{O}^{\star}\left(2^{t \ell} 4^{\ell}(t+1)^{\ell}\right)$ time on graphs of treewidth $t$.

Similarly, using the classical $\mathcal{O}^{\star}\left(2^{\mathcal{O}(t \log t)}\right)$ algorithm for FVS and IF (which maintains what partition of $X_{i}$ the connected components of $V_{i}$ can produce), we get the following running times for reconfiguration variants of these problems.

Theorem 7 (*). FVS-R and IF-R can be solved in $\mathcal{O}^{\star}\left(t^{\ell t} 4^{\ell}(t+1)^{\ell}\right)$ time on graphs of treewidth $t$.

## 6 Conclusion

We have seen in Sect. 5.4 that, with only minor modifications, known dynamic programming algorithms for problems on graphs of bounded treewidth can be adapted to reconfiguration. It is therefore natural to ask whether the obtained running times can be improved via more sophisticated algorithms which exploit properties of the underlying problem or whether these running times are optimal under some complexity assumptions. Moreover, it would be interesting to investigate whether the techniques presented for planar graphs can be extended to other problems or more general classes of sparse graphs. In particular, the parameterized complexity of "non-local" reconfiguration problems such as FVS-R and OCT-R remains open even for planar graphs.
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#### Abstract

We show that the optimization versions of the Pathwidth and Treewidth problems have a property called finite integer index when the inputs are restricted to graphs of bounded pathwidth and bounded treewidth, respectively. They do not have this property in general graph classes. This has interesting consequences for kernelization of both these (optimization) problems on certain sparse graph classes. In the process we uncover an interesting property of path and tree decompositions, which might be of independent interest.


## 1 Introduction

One way of efficiently solving decision and optimization problems on graphs are so-called reduction algorithms. Each such algorithm is characterized by a set of reduction rules (which locally modify a graph) and a finite set of graphs. The problem is then solved by repeatedly applying the reduction rules (until none can be applied) and checking whether the resulting graph is in the given finite set. If so, then the answer is true, otherwise it is false. This approach has been successfully applied to many different problems. An often cited example is the result of Arnborg et al. [1]. They show that for all "finite state" decision problems (which include all MSO definable problems) on graphs of bounded treewidth there is a well-defined set of reduction rules such that the resulting algorithm works in linear time.

The results of [1] have been later restated by Bodlaender and de Fluiter [4] in a different, more direct way, which avoided the original algebraic setting. (We give only a sketch here - see [4] and Sect. 2 for formal definitions). Let a $t$-boundaried graph be a graph where $t$ vertices (the terminals) are identified,
and for two $t$-boundaried graphs $G$ and $H$ let $G \oplus H$ be the graph obtained by "gluing" the corresponding terminals of $G$ and $H$. Let $P$ be a decision problem (graph property) and let us define a relation $\sim_{P, t}$ as:
$G_{1} \sim_{P, t} G_{2} \equiv$ for all $t$-boundaried graphs $H: P\left(G_{1} \oplus H\right)$ iff $P\left(G_{2} \oplus H\right)$
Then we say the property $P$ has finite index if and only if for all $t \geq 0$ the relation $\sim_{P, t}$ has finitely many equivalence classes. As one can see, if a property has finite index, we can use a reduction rule which replaces each $t$-boundaried subgraph by the smallest graph in its equivalence class. Since by Courcelle [5] all MSO-definable properties have finite index, the result of [1] follows.

More importantly, in [4] Bodlaender and de Fluiter also generalize these ideas further to obtain reduction systems to optimization problems, by defining a property called finite integer index (FII) (see Definition 4.5 in [4] and Sect. 2.3). This property is similar to finite index, but it additionally incorporates the solution size, making it applicable to optimization problems. Both finite index and finite integer index extend the notion of finite state introduced by Langston and Fellows in [7].

Recently there has been a flurry of work on algorithmic meta-theorems that rely crucially on finite integer index [2,8-10]. Together the main results behind these meta-theorems can be summarized as follows: Graph problems that have finite integer index admit linear kernels under certain conditions on a sparse graph class.

However, proving that a problem has finite integer index is generally not easy. Bodlaender and de Fluiter showed that the optimization versions of several well-known problems are of finite integer index (see Theorems 4.3 and 4.4 in [4]). These include Max Induced $d$-Degree Subgraph, Max Independent Set, Min Vertex Cover, Min $p$-Dominating Set for all $p \geq 1$. They also showed that problems such as Max Cut, Longest Path, and Longest Cycle do not have finite integer index. Bodlaender et al. [2] in their influential (Meta) Kernelization paper give a sufficiency condition, which they call strong monotonicity, for a problem to have FII. We also refer to their work for an extensive compendium of problems that have finite integer index.

Our contribution. We show that the problems Pathwidth and Treewidth have finite integer index, if we restrict the general equivalence relation to graphs classes of bounded pathwidth and bounded treewidth, respectively. It is rather easy to give counterexamples that show that both these problems in general do not have FII, and we provide such examples later in Theorem 3.

Interestingly, having FII even in this restricted setting still allows us to apply the meta kernelization framework of $[9,10]$ to Pathwidth and Treewidth. This is because the framework does not require FII in its full generality; the reduction rule used there, only replaces subgraphs that have constant treewidth to begin with. Our result therefore has the following consequences with respect to kernelization with structural parameters as introduced in [9,10]. (For definitions of the graph classes mentioned below see e.g. [11].)

1. With the size of a modulator to bounded treedepth ${ }^{1}$ as parameter, the optimization versions of Pathwidth and Treewidth admit
(a) a linear kernel on hereditary graph classes of bounded expansion;
(b) a quadratic vertex kernel on hereditary graph classes of locally bounded expansion;
(c) a polynomial kernel on nowhere-dense graphs.
2. When parameterized by the size of a modulator to constant pathwidth (respectively, treewidth), the optimization version of Pathwidth (respectively, Treewidth) has a linear kernel on graph classes excluding a fixed graph as a topological minor.

Along the way, we prove Corollaries 1 and 2, which provide some nice insight into path and tree decompositions.

The rest of the paper is organized as follows. We introduce notation and important definitions in Sect.2. We then prove our results for pathwidth in Sect. 3 and extend it to treewidth in Sect.4. In Sect. 5 we show that neither treewidth nor pathwidth have FII on arbitrary graphs. After stating the consequences of our results for kernelization in Sect. 6, we conclude in Sect. 7.

## 2 Preliminaries

We use standard notation from graph theory as can be found, e.g., in [6]. All graphs considered in this paper are finite, undirected and simple. Let $G$ be a graph. We denote the vertex set of $G$ by $V(G)$ and the edge set of $G$ by $E(G)$. Let $X \subseteq V(G)$ be a set of vertices of $G$. The subgraph of $G$ induced by $X$, denoted $G[X]$, is the graph with vertex set $X$ and edges $E(G) \cap\{\{u, v\}: u, v \in X\}$. By $G \backslash X$ we denote the subgraph of $G$ induced by $V(G) \backslash X$.

Let $G$ be a graph and $A$ and $B$ two sets of vertices of $G$. A set $S$ of vertices of $G$ is called an $(A, B)$-separator (or a separator between $A$ and $B$ ) if the graph $G \backslash S$ contains no path between a vertex in $A$ and a vertex in $B$. We say $S$ is a minimal $(A, B)$-separator if there is no set $S^{\prime} \subseteq V(G)$ with $\left|S^{\prime}\right|<|S|$ such that $S^{\prime}$ is an $(A, B)$-separator.

### 2.1 Boundaried Graphs

A t-boundaried graph $\widetilde{G}$ is a pair $(G, \partial(G))$, where $G=(V, E)$ is a graph and $\partial(G) \subseteq V$ is a set of $t$ vertices with distinct labels from the set $\{1, \ldots, t\}$. The graph $G$ is called the underlying unlabeled graph and $\partial(G)$ is called the boundary. In the sequel we use $\widetilde{G}, \widetilde{H}$ etc. to denote $t$-boundaried graphs.

For $t$-boundaried graphs $\widetilde{G}_{1}=\left(G_{1}, \partial\left(G_{1}\right)\right)$ and $\widetilde{G}_{2}=\left(G_{2}, \partial\left(G_{2}\right)\right)$, we let $\widetilde{G}_{1} \oplus \widetilde{G}_{2}$ denote the graph obtained by taking the disjoint union of $G_{1}$ and $G_{2}$ and identifying each vertex in $\partial\left(G_{1}\right)$ with the vertex in $\partial\left(G_{2}\right)$ with the same

[^30]label, and then making the graph simple, if necessary. Note that the operation $\oplus$ "destroys" the boundaries of two $t$-boundaried graphs and creates an ordinary graph.

### 2.2 Treewidth and Pathwidth

A tree decomposition $\mathcal{T}$ of an (undirected) graph $G=(V, E)$ is a pair $(T, \chi)$, where $T$ is a tree and $\chi$ is a function that assigns each tree node $t$ a set $\chi(t) \subseteq V$ of vertices such that the following conditions hold:
(P1) For every vertex $u \in V$, there is a tree node $t$ such that $u \in \chi(t)$.
(P2) For every edge $\{u, v\} \in E(G)$ there is a tree node $t$ such that $u, v \in \chi(t)$.
(P3) For every vertex $v \in V(G)$, the set of tree nodes $t$ with $v \in \chi(t)$ forms a subtree of $T$.

The sets $\chi(t)$ are called bags of the decomposition $\mathcal{T}$ and $\chi(t)$ is the bag associated with the tree node $t$. The width of a tree decomposition $(T, \chi)$ is the size of a largest bag minus 1 . A tree decomposition of minimum width is called optimal. The treewidth of a graph $G$, denoted by $\operatorname{tw}(G)$, is the width of an optimal tree decomposition of $G$. For a subtree $T^{\prime}$ of $T$ we denote by $G\left[T^{\prime}\right]$ the subgraph of $G$ induced by $\bigcup_{t \in V\left(T^{\prime}\right)} \chi(t)$.

Let $\mathcal{T}=(T, \chi)$ be a tree decomposition of a graph $G$ and let $G^{\prime}$ be an induced subgraph of $G$. The projection of $\mathcal{T}$ onto $G^{\prime}$, denoted by $\mathcal{T} \mid G^{\prime}$, is the pair $\left(T, \chi^{\prime}\right)$ where $\chi^{\prime}(t)=\chi(t) \cap V\left(G^{\prime}\right)$ for every $t \in V(T)$. It is well-known that $\mathcal{T} \mid G^{\prime}$ is a tree decomposition of $G^{\prime}$.

A path decomposition of a graph $G$ is a tree decomposition $(T, \chi)$ such that $T$ is a path instead of a tree. All notions and definitions introduced for tree decompositions above apply in the same way for path decompositions. The pathwidth of $G$, denoted by $\mathrm{pw}(G)$, is the width of an optimal path decomposition of $G$.

We consider the following problems:

Treewidth (tw)
Input: Graph $G$ and integer $k$.
Question: Is $\operatorname{tw}(G) \leq k$ ?

## Pathwidth (pw)

Input: Graph $G$ and integer $k$.
Question: Is $\operatorname{pw}(G) \leq k$ ?

It is well-known that every bag of a path or tree decomposition is a separator in the underlying graph. We will use the following formulation of this fact.

Proposition 1. Let $\mathcal{T}=(T, \chi)$ be a tree decomposition (path decomposition) of a graph $G, t \in V(T)$, and let $T_{1}$ and $T_{2}$ be two sets of nodes of $T \backslash\{t\}$ such that $\{t\}$ separates $T_{1}$ from $T_{2}$ in $T$. Then, $\chi(t)$ separates $G\left[T_{1}\right]$ from $G\left[T_{2}\right]$ in $G$.

### 2.3 Finite Integer Index

A graph problem $\Pi$ is a set of pairs $(G, \xi)$, where $G$ is a graph and $\xi \in \mathbf{N}_{0}$, such that for all graphs $G_{1}, G_{2}$ and all $\xi \in \mathbf{N}_{0}$, if $G_{1}$ is isomorphic to $G_{2}$, then $\left(G_{1}, \xi\right) \in \Pi$ if and only if $\left(G_{2}, \xi\right) \in \Pi$. For instance, the Pathwidth and the Treewidth problem defined in the previous subsection are graph problems.

Let $\Pi$ be a graph problem and let $\widetilde{G}_{1}=\left(G_{1}, \partial\left(G_{1}\right)\right), \widetilde{G}_{2}=\left(G_{2}, \partial\left(G_{2}\right)\right)$ be two $t$-boundaried graphs. We say that $\widetilde{G}_{1} \equiv_{\Pi, t} \widetilde{G}_{2}$ if there exists an integer constant $\Delta_{\Pi, t}\left(\widetilde{G}_{1}, \widetilde{G}_{2}\right)$ such that for all $t$-boundaried graphs $\widetilde{H}=(H, \partial(H))$ and for all $\xi \in \mathbf{N}:\left(\widetilde{G}_{1} \oplus \widetilde{H}, \xi\right) \in \Pi$ iff $\left(\widetilde{G}_{2} \oplus \widetilde{H}, \xi+\Delta_{\Pi, t}\left(\widetilde{G}_{1}, \widetilde{G}_{2}\right)\right) \in \Pi$. We say that $\Pi$ has finite integer index in the class of graphs $\mathcal{F}$ if, for every $t \in \mathbf{N}$, the number of equivalence classes of $\equiv_{\Pi, t}$ which have a non-empty intersection with $\mathcal{F}$ is finite.

In this paper we focus on two concrete equivalence relations: $\equiv_{\mathrm{pw}, t}$ and $\equiv_{\mathrm{tw}, t}$. Two $t$-boundaried graphs $\widetilde{G}_{1}, \widetilde{G}_{2}$ are equivalent $\widetilde{G}_{1} \equiv_{\mathrm{pw}, t} \widetilde{G}_{2}$ if there exists an integer constant $\Delta_{\mathrm{pw}, t}\left(\widetilde{G}_{1}, \widetilde{G}_{2}\right)$ such that for all $t$-boundaried graphs $\widetilde{H}$ and for all $\xi \in \mathbf{N}$ it holds that $\operatorname{pw}\left(\widetilde{G}_{1} \oplus \widetilde{H}\right) \leq \xi$ iff $\mathrm{pw}\left(\widetilde{G}_{2} \oplus \widetilde{H}\right) \leq \xi+\Delta_{\mathrm{pw}, t}\left(\widetilde{G}_{1}, \widetilde{G}_{2}\right)$. The relation $\equiv_{\mathrm{tw}, t}$ is defined analogously for treewidth.

### 2.4 Characteristics of Path and Tree Decompositions

One of the tools needed in the following are characteristics of path decompositions and tree decompositions, which have been introduced in [3]. Because the definition of these characteristics is quite technical and the properties we require have already been shown in [3], we will not provide a formal definition. Instead, we will only state the required properties and refer the reader to [3] for details and proofs.

The concept of a characteristic of a partial path decomposition of a graph-or equivalently the characteristic of a path decomposition of a boundaried graphwas introduced by Bodlaender and Kloks in [3, Definition 4.4]. Informally, the characteristic of a path decomposition $\mathcal{P}$ of $\widetilde{G}$ compactly represents all the information required to compute, for any $\widetilde{H}$, the ways $\mathcal{P}$ can be extended into a path decomposition of the graph $\widetilde{G} \oplus \widetilde{H}$. This information can then be used to compute the pathwidth of the graph $\widetilde{G} \oplus \widetilde{H}$. Importantly, the number of characteristics of path decompositions of width at most $w$ of any $t$-boundaried graph only depends on $t$ and $w$, but not on the the graph itself.

Proposition 2 ([3, Lemma 4.1]). Let $\widetilde{G}$ be a t-boundaried graph and $w$ an integer. Then the number of characteristics of path decompositions of width at most $w$ of $\widetilde{G}$ is bounded by a function of $t$ and $w$.

For integer $w$, the full set of (path decomposition) characteristics of $\widetilde{G}$ of width at most $w$ (as defined in [3, Definition 4.6]), denoted by $\mathrm{FSCP}_{w}(\widetilde{G})$, is the set of all characteristics of path decompositions of $\widetilde{G}$ of width at most $w$. We denote by $\operatorname{FSCP}(\widetilde{G})$ the (possible infinite) set $\bigcup_{w \in \mathbf{N}} \mathrm{FSCP}_{w}(\widetilde{G})$.

Proposition 3 ([3, Sect. 4.3]). Let $\widetilde{H}, \widetilde{G}_{1}$ and $\widetilde{G}_{2}$ be $t$-boundaried graphs, and let $\mathcal{P}$ be a path decomposition of $\widetilde{G}_{1} \oplus \widetilde{H}$. If the (unique) characteristic of $\mathcal{P} \mid G_{1}$ is in $\operatorname{FSCP}\left(\widetilde{G_{2}}\right)$, then there is a path decomposition of $\widetilde{G}_{2} \oplus \widetilde{H}$ that has the same width as $\mathcal{P}$.

Proof (Sketch). For $i \in\{1,2\}$, let $\mathcal{P}_{i}$ be any path decomposition of $\widetilde{G}_{i}$ such that the content of the last bag of $\mathcal{P}_{i}$ is $\partial\left(G_{i}\right)$ and let $\mathcal{P}_{3}$ be any path decomposition of $\widetilde{H}$ such that the content of the first bag of $\mathcal{P}_{3}$ is $\partial(H)$. Furthermore, for $i \in\{1,2\}$, let $\mathcal{P}_{i, 3}$ be the path decomposition of $\widetilde{G}_{i} \oplus \widetilde{H}$ obtained from $\mathcal{P}_{i}$ and $\mathcal{P}_{3}$ by appending the first bag of $\mathcal{P}_{3}$ to the last bag of $\mathcal{P}_{i}$, let $p_{i, 3}$ be the bag of $\mathcal{P}_{i, 3}$ that corresponds to the last bag of $\mathcal{P}_{i}$, and let $l_{i, 3}$ be the last bag of $\mathcal{P}_{i, 3}$.

Now assume that we run the algorithm described in [3, Sect.4.3] on the path decomposition $\mathcal{P}_{i, 3}$ and let $F\left(p_{i, 3}\right)$ and $F\left(l_{i, 3}\right)$ be the full set of characteristics of partial path decompositions computed at the node $p_{i, 3}$ and the node $l_{i, 3}$, respectively, of width at most the width of $\mathcal{P}$. Then, by the definition of a full set of characteristics, we obtain that $F\left(p_{1,3}\right)$ contains the characteristic of $\mathcal{P} \mid G_{1}$ and that $F\left(l_{1,3}\right)$ contains the characteristic of $\mathcal{P}$. Moreover, the characteristic of $\mathcal{P}$ in $F\left(l_{1,3}\right)$ is generated by the algorithm from the characteristic of $\mathcal{P} \mid G_{1}$ in $F\left(p_{1,3}\right)$. By the assumptions of the Proposition, we have that the characteristic of $\mathcal{P} \mid G_{1}$ is contained in $\operatorname{FSCP}\left(\widetilde{G_{2}}\right)$ and hence also in $F\left(p_{2,3}\right)$. Hence, because the path decompositions $\mathcal{P}_{1,3}$ and $\mathcal{P}_{2,3}$ are identical with respect to everything behind the nodes $p_{1,3}$ and $p_{2,3}$, respectively, we obtain that the characteristic of $\mathcal{P}$ is also contained in $F\left(l_{2,3}\right)$, witnessing that $\widetilde{G}_{2} \oplus \widetilde{H}$ has a path decomposition with the same width as $\mathcal{P}$.

The above Proposition illuminates the usefulness of characteristics to show FII for the Pathwidth problem. In particular, it follows that if $\operatorname{FSCP}\left(\widetilde{G}_{1}\right)=$ $\operatorname{FSCP}\left(\widetilde{G}_{2}\right)$, then $\widetilde{G}_{1} \equiv_{\mathrm{pw}, t} \widetilde{G}_{2}$, for all $t$-boundaried graphs $\widetilde{G}_{1}$ and $\widetilde{G}_{2}$. Hence, the full set of characteristics of a boundaried graph fully describes its equivalence class with respect to $\equiv_{\mathrm{pw}, t}$. However, as mentioned above the full set of characteristics of a boundaried graph can be infinite. We will show in the next section that if we consider FII with respect to a class $\mathcal{C}$ of graphs of bounded pathwidth, then it is sufficient to consider the set $\mathrm{FSCP}_{(\mathrm{pw}(\widetilde{G})+t)}(\widetilde{G})$ instead of $\operatorname{FSCP}(\widetilde{G})$ for every $t$-boundary graph $\widetilde{G}=(G, \partial(G))$ with $G \in \mathcal{C}$. Because $\operatorname{pw}(\widetilde{G})$ is bounded by a constant the set $\mathrm{FSCP}_{(\operatorname{pw}(\widetilde{G})+t)}$ is finite due to Proposition 2.

In the following we introduce characteristics for tree decompositions of boundaried graphs. All the explanations for characteristics of path decompositions transfer to characteristics of tree decompositions and we will not repeat them here. In [3, Definition 5.9] the authors define the characteristic of a tree decomposition of a boundaried graph. They show the following:

Proposition 4 ([3, Remark below Lemma 5.3]). Let $\widetilde{G}$ be a $t$-boundaried graph and $w$ an integer. Then the number of characteristics of tree decompositions of width at most $w$ of $\widetilde{G}$ is bounded a function of $t$ and $w$.

For an integer $w$, the full set of (tree decomposition) characteristics of $\widetilde{G}$ of width at most $w$ (as defined in [3, Definition 5.11]), denoted by $\mathrm{FSCT}_{w}(\widetilde{G})$, is the set of all characteristics of tree decompositions of $\widetilde{G}$ of width at most $w$. We denote by $\operatorname{FSCT}(\widetilde{G})$ the (possible infinite) set $\bigcup_{w \in \mathbf{N}} \operatorname{FSCT}_{w}(\widetilde{G})$.

Proposition 5 ([3, Sect.5.3]). Let $\widetilde{H}, \widetilde{G}_{1}$ and $\widetilde{G}_{2}$ be $t$-boundaried graphs, and let $\mathcal{T}$ be a tree decomposition of $\widetilde{G}_{1} \oplus \widetilde{H}$. If the (unique) characteristic of $\mathcal{P} \mid G_{1}$ is in $\operatorname{FSCT}\left(\widetilde{G_{2}}\right)$, then there is a tree decomposition of $\widetilde{G_{2}} \oplus \widetilde{H}$ that has the same width as $\mathcal{T}$.

## 3 Pathwidth has FII on Graphs of Small Pathwidth

As stated in the previous section, we will make use of characteristics of path decompositions of boundaried graphs to show FII for the Pathwidth problem in a class of graphs of bounded pathwidth. In particular, we will show that the equivalence relation $\equiv$ defined by $\widetilde{G}_{1} \equiv \widetilde{G}_{2}$ if and only $\operatorname{FSCP}_{\left(\mathrm{pw}\left(G_{1}\right)+t\right)}\left(\widetilde{G}_{1}\right)=$ $\operatorname{FSCP}_{\left(\mathrm{pw}\left(G_{2}\right)+t\right)}\left(\widetilde{G}_{2}\right)$ is a refinement of the equivalence relation $\equiv_{\mathrm{pw}, t}$. Central to our proof is the following lemma, which we believe to be interesting in its own right.
Lemma 1. Let $\widetilde{G}_{1}, \widetilde{G}_{2}$ be two $t$-boundaried graphs, $G=\widetilde{G}_{1} \oplus \widetilde{G}_{2}$, and $\mathcal{P}=(P, \chi)$ be a path decomposition of $G$. Then there is a path decomposition $\mathcal{P}^{\prime}=\left(P^{\prime}, \chi^{\prime}\right)$ of $G$ of the same width as $\mathcal{P}$ such that $\mathcal{P}^{\prime} \mid G_{1}$ has width at most $p w\left(G_{1}\right)+t$.

Proof. If $\mathcal{P} \mid G_{1}$ has width at most $\mathrm{pw}\left(G_{1}\right)+t$, then $\mathcal{P}^{\prime}:=\mathcal{P}$ is the required path decomposition of $G$. Otherwise, there is a bag $p \in V(P)$ such that $\mid \chi(p) \cap$ $V\left(G_{1}\right) \mid>\operatorname{pw}\left(G_{1}\right)+t+1$. Call such a bag $p$ a bad bag of $\mathcal{P}$. The next claim shows that we can eliminate the bad bags of $\mathcal{P}$ one by one without introducing new bad bags. Hence, we obtain the desired path decomposition $\mathcal{P}^{\prime}$ from $\mathcal{P}$ by a repeated application of the following claim:

Claim 1. There is a path decomposition $\mathcal{P}^{\prime \prime}=\left(P^{\prime \prime}, \chi^{\prime \prime}\right)$ of $G$ of the same width as $\mathcal{P}$ such that the set of bad bags of $\mathcal{P}^{\prime \prime}$ is a proper subset of the set of bad bags of $\mathcal{P}$. Moreover, the bag $p$ is no longer a bad bag of $\mathcal{P}^{\prime \prime}$.

Let $\chi_{G_{1}}(p)$ be the set of vertices $\chi(p) \cap V\left(G_{1}\right)$ and let $S$ be a minimal separator between $\chi_{G_{1}}(p)$ and $\partial\left(G_{1}\right)$ in the graph $G$. Since $\partial\left(G_{1}\right)$ separates $\chi_{G_{1}}(p)$ from $\partial\left(G_{1}\right)$ and is of cardinality at most $t$, we obtain that $|S| \leq t$. Let $W$ be the set of all vertices reachable from $\chi_{G_{1}}(p)$ in $G \backslash S$, and let $\mathcal{P}_{W}=\left(P_{W}, \chi_{W}\right)$ be an optimal path decomposition of $G[W]$. Then, because $W \subseteq V\left(G_{1}\right)$, it follows that the width $\mathcal{P}_{W}$ is at most the pathwidth of $G_{1}$.

To obtain the desired path decomposition $\mathcal{P}^{\prime \prime}$, where $p$ is not a bad bag anymore, we delete all vertices of $W$ from the bags of $\mathcal{P}$ and, instead, insert the path decomposition $\mathcal{P}_{W}$ between $p$ and an arbitrary neighbor of $p$ in $P$. To ensure Property P3 of a path decomposition for the vertices in $\chi(p) \backslash V\left(G_{1}\right)$, we add $\chi(p) \backslash V\left(G_{1}\right)$ to every bag of $\mathcal{P}_{W}$ in $\mathcal{P}^{\prime \prime}$. Furthermore, to cover the edges
between $S$ and $W$ in $G$ we also need to add $S$ to $p$ and every bag of $\mathcal{P}_{W}$. Because $\chi(p)$ does not necessarily contain all vertices of $S$, this could potentially violate the Property P3 of a path decomposition. To get around this we will add a vertex $s \in S$ to every bag $p^{\prime} \in V(P)$ in between $p$ and any bag containing $s$, i.e., we complete $\mathcal{P}^{\prime \prime}$ into a valid path decomposition in a minimal way. This completes the construction of $\mathcal{P}^{\prime \prime}$ and it remains to argue that adding these vertices from $S$ does not increase the width of any bag in $\mathcal{P}$. Suppose it does, and let $p_{2}$ be a bag where we add more vertices than we remove. It follows that there is a bag $p_{1} \in V(P)$ such that $p_{2}$ lies on the path from $p_{1}$ to $p$ in $P$ and $|R|<\left|S^{\prime}\right|$, where $R=\chi\left(p_{2}\right) \cap W$ and $S^{\prime}=\left(\chi\left(p_{1}\right) \backslash \chi\left(p_{2}\right)\right) \cap S$. Note that in $\mathcal{P} \mid G\left[W \cup S^{\prime}\right]$ we have $\chi_{G_{1}\left[W \cup S^{\prime}\right]}\left(p_{2}\right)=R$. Because of Proposition 1 applied to $\mathcal{P} \mid G_{1}\left[W \cup S^{\prime}\right]$, $R$ separates $\chi_{G_{1}\left[W \cup S^{\prime}\right]}(p)$ from $S^{\prime}$ in $G_{1}\left[W \cup S^{\prime}\right]$.

We claim that $S^{\prime \prime}=\left(S \backslash S^{\prime}\right) \cup R$ is a separator between $\chi_{G_{1}}(p)$ and $\partial\left(G_{1}\right)$. Since $\left|S^{\prime \prime}\right|<|S|$, this would contradict the minimality of $S$. Let $\Pi$ be a path between $\chi_{G_{1}}(p)$ and $\partial\left(G_{1}\right)$. Since $\chi_{G_{1}}(p) \subseteq W \cup S, \Pi$ has to intersect $S$ in order to reach $\partial\left(G_{1}\right)$. Let $s$ be the first vertex of $\Pi$ which intersects $S$ (note that the subpath from $\chi_{G_{1}}(p)$ to $s$ of $\Pi$ lies entirely in $\left.W\right)$. Either $s \in S \backslash S^{\prime}$ and therefore $s \in S^{\prime \prime}$, or $s \in S^{\prime}$ and the subpath from $\chi_{G_{1}}(p)$ to $s$ of $\Pi$ lies entirely in $W \cup S^{\prime}$, and therefore $\Pi$ has to intersect $R \subseteq S^{\prime \prime}$ in order to reach $s$. It follows that $S^{\prime \prime}$ is indeed a separator between $\chi_{G_{1}}(p)$ and $\partial\left(G_{1}\right)$, completing the proof.

We note here that the bound for the pathwidth given in the above lemma is essentially tight. To see this consider the complete bipartite graph $G$ that has $t$ vertices on one side (side $A$ ) and $t+1$ vertices on the other side (side $B$ ). Let $\widetilde{G}_{1}$ be the graph $G[A]$ with boundary $A$, let $\widetilde{G}_{2}$ be the graph $G$ with boundary $A$, and let $\mathcal{P}$ be an optimal path decomposition of $\widetilde{G}_{1} \oplus \widetilde{G}_{2}=G$. Then, because $G$ is a complete bipartite graph, whose smaller side is $A$, it holds that $\mathcal{P}$ contains a bag that contains $A$. Consequently, $\operatorname{pw}\left(\mathcal{P}^{\prime} \mid G_{1}\right)=t-1$ (for every path decomposition $\mathcal{P}^{\prime}$ of $G$ that has the same width as $\mathcal{P}$ ), however, $\operatorname{pw}\left(G_{1}\right)=0$.

Corollary 1. Let $\widetilde{G}_{1}$ and $\widetilde{G}_{2}$ be two t-boundaried graphs and $G=\widetilde{G}_{1} \oplus \widetilde{G}_{2}$. Then there is an optimal path decomposition $\mathcal{P}$ of $G$ such that $\mathcal{P} \mid G_{1}$ has width at most $p w\left(G_{1}\right)+t$.

The following lemma shows that $\equiv$ is a refinement of $\equiv_{\mathrm{pw}, t}$.
Lemma 2. Let $\widetilde{G}_{1}$ and $\widetilde{G}_{2}$ be two t-boundaried graphs. If $\operatorname{FSCP}{\underset{\left(p w\left(G_{1}\right)+t\right)}{ }\left(\widetilde{G}_{1}\right)=}^{\widetilde{G}_{1}}$ $\operatorname{FSCP}_{\left(p w\left(G_{2}\right)+t\right)}\left(\widetilde{G}_{2}\right)$, then $\widetilde{G}_{1} \equiv_{p w, t} \widetilde{G}_{2}$.

Proof. Let $\widetilde{G}_{1}$ and $\widetilde{G}_{2}$ be two $t$-boundaried graphs such that $\operatorname{FSCP}_{\left(\operatorname{pw}\left(G_{1}\right)+t\right)}$ $\left(\widetilde{G}_{1}\right)=\operatorname{FSCP}_{\left(\operatorname{pw}\left(G_{2}\right)+t\right)}\left(\widetilde{G}_{2}\right)$. We show that $\operatorname{pw}\left(\widetilde{G}_{1} \oplus \widetilde{H}\right) \leq \xi$ if and only if $\operatorname{pw}\left(\widetilde{G}_{2} \oplus \widetilde{H}\right) \leq \xi$ for any $t$-boundaried graph $\widetilde{H}$ and any $\xi \in \mathbf{N}$. This implies $\widetilde{G}_{1} \equiv_{\mathrm{pw}, t} \widetilde{G}_{2}$ with $\Delta_{\mathrm{pw}, t}\left(\widetilde{G}_{1}, \widetilde{G}_{2}\right)=0$.

Let $\widetilde{H}$ and $\xi$ be such that $\operatorname{pw}\left(\widetilde{G}_{1} \oplus \widetilde{H}\right) \leq \xi$. It follows from Corollary 1 that there is a path decomposition $\mathcal{P}=(P, \chi)$ of $\widetilde{G}_{1} \oplus \widetilde{H}$ of width at most $\xi$ such that $\mathcal{P} \mid G_{1}$ is a path decomposition of $G_{1}$ of width at most $\mathrm{pw}\left(G_{1}\right)+t$.

Hence, there is a characteristic in $\operatorname{FSCP}_{\left(\operatorname{pw}\left(G_{1}\right)+t\right)}\left(\widetilde{G}_{1}\right)$ corresponding to $\mathcal{P} \mid G_{1}$. Because $\operatorname{FSCP}_{\left(\mathrm{pw}\left(G_{1}\right)+t\right)}\left(\widetilde{G}_{1}\right)=\operatorname{FSCP}_{\left(\mathrm{pw}\left(G_{2}\right)+t\right)}\left(\widetilde{G}_{2}\right)$, we have that $\widetilde{G}_{2}$ has the same characteristic. It now follows from Proposition 3 that there is a path decomposition of $\widetilde{G}_{2} \oplus \widetilde{H}$ that has the same width as $\mathcal{P}$ and hence $\operatorname{pw}\left(\widetilde{G}_{2} \oplus \widetilde{H}\right) \leq \xi$, as required. Because the reverse direction is analogous, this concludes the proof of the lemma.

We are now ready to show the main result of this section, i.e., that the PathwIDTH problem has FII on graphs of bounded pathwidth.

Theorem 1. For $w \in \mathbf{N}$, let $\mathcal{G}_{w}$ be a class of graphs that have pathwidth at most $w$. Then, the problem Pathwidth has FII in $\mathcal{G}_{w}$.
Proof. We say that two $t$-boundaried graphs $\widetilde{G}_{1}$ and $\widetilde{G}_{2}$ with $G_{1}, G_{2} \in \mathcal{G}_{w}$ are equivalent, denoted by $\equiv_{\mathrm{FSCP}}$ whenever $\mathrm{FSCP}_{\left(\operatorname{pw}\left(G_{1}\right)+t\right)}\left(\widetilde{G}_{1}\right)=\operatorname{FSCP}_{\left(\operatorname{pww}\left(G_{2}\right)+t\right)}$ $\left(\widetilde{G}_{2}\right)$. Because $\operatorname{pw}\left(G_{1}\right) \leq w$ and $\operatorname{pw}\left(G_{2}\right) \leq w$, it follows from Proposition 2 that the number of equivalence classes of $\equiv_{\text {FSCP }}$ is finite for every $t \in \mathbf{N}$. Furthermore, because of Lemma 2 it holds that $\equiv_{\mathrm{FSCP}}$ is a refinement of $\equiv_{\mathrm{pw}, t}$, which concludes the proof of the theorem.

## 4 Treewidth has FII on Graphs of Small Treewidth

As the main ideas of the proof for treewidth are the same as for pathwidth (see the previous section) we will not repeat them here but instead only present the steps of the proof that differ significantly.
Lemma 3. Let $\widetilde{G}_{1}$ and $\widetilde{G}_{2}$ be two t-boundaried graphs, $G=\widetilde{G}_{1} \oplus \widetilde{G}_{2}$, and $\mathcal{T}=(T, \chi)$ be a tree decomposition of $G$. Then there is a tree decomposition $\mathcal{T}^{\prime}=\left(T^{\prime}, \chi^{\prime}\right)$ of $G$ with the same width as $\mathcal{T}$ such that $\mathcal{T}^{\prime} \mid G_{1}$ has width at most $t w\left(G_{1}\right)+t$.

Proof. If $\mathcal{T} \mid G_{1}$ has width at most $\operatorname{tw}\left(G_{1}\right)+t$, then $\mathcal{T}^{\prime}:=\mathcal{T}$ is the required tree decomposition of $G$. Hence, there is a bag $p \in V(T)$ such that $\left|\chi(p) \cap V\left(G_{1}\right)\right|>$ $\operatorname{tw}\left(G_{1}\right)+t+1$. We call such a bag $p$ a bad bag of $\mathcal{T}$. The next claim shows that we can eliminate the bad bags of $\mathcal{T}$ one by one without introducing new bad bags. Hence, we obtain the desired tree decomposition $\mathcal{T}^{\prime}$ from $\mathcal{T}$ by a repeated application of the following claim.

Claim 2. There is a tree decomposition $\mathcal{T}^{\prime \prime}=\left(T^{\prime \prime}, \chi^{\prime \prime}\right)$ of $G$ of the same width as $\mathcal{T}$ such that the set of bad bags of $\mathcal{T}^{\prime \prime}$ is a proper subset of the set of bad bags of $\mathcal{T}$. Moreover, the bag $p$ is no longer a bad bag of $\mathcal{T}^{\prime \prime}$.

Let $\chi_{G_{1}}(p)$ be the set of vertices in $\chi(p) \cap V\left(G_{1}\right)$ and let $S$ be a minimal separator between $\chi_{G_{1}}(p)$ and $\partial\left(G_{1}\right)$ in the graph $G$. Then, because $\partial\left(G_{1}\right)$ is a separator between $\chi_{G_{1}}(p)$ and $\partial\left(G_{1}\right)$ of cardinality at most $t$, we obtain that $|S| \leq t$. Let $W$ be the set of all vertices reachable from $\chi_{G_{1}}(p)$ in $G \backslash S$, and let $\mathcal{T}_{W}=$ $\left(T_{W}, \chi_{W}\right)$ be an optimal tree decomposition of $G[W]$. Then, because $W \subseteq V\left(G_{1}\right)$, it follows that the width $\mathcal{T}_{W}$ is at most the treewidth of $G_{1}$.

To obtain the desired tree decomposition $\mathcal{T}^{\prime \prime}$, where $p$ is not a bad bag anymore, we delete all vertices of $W$ from the bags of $\mathcal{T}$ and, instead, insert the tree decomposition $\mathcal{T}_{W}$ by connecting any node of $\mathcal{T}_{W}$ via an edge to $p$ in $T$. However, to cover the edges between $S$ and $W$ in $G$ we also need to add $S$ to $p$ and every bag of $\mathcal{T}_{W}$. Because $\chi(p)$ does not necessarily contain all vertices of $S$, this could potentially violate the property P3 of a tree decomposition. To get around this we will add a vertex $s \in S$ to every bag $p^{\prime} \in V(T)$ that is on a path between $p$ and any bag containing $s$ in $T$, i.e., we complete $\mathcal{T}^{\prime \prime}$ into a valid tree decomposition in a minimal way. This completes the construction of $\mathcal{T}^{\prime \prime}$ and it remains to argue that adding these vertices from $S$ does not increase the width of any bag in $\mathcal{T}$. Suppose it does, and let $p_{2}$ be a bag where we add more vertices than we remove. Let $S^{\prime} \subseteq S$ be the set of added vertices and $R=\chi\left(p_{2}\right) \cap W$ the set of removed vertices. It follows that $|R|<\left|S^{\prime}\right|$ and the bag $p_{2}$ separates in $T$ the set of bags containing a vertex from $S^{\prime}$ from the bag $p$. Note that in $\mathcal{T} \mid G\left[W \cup S^{\prime}\right]$ we have $\chi_{G_{1}\left[W \cup S^{\prime}\right]}\left(p_{2}\right)=R$. Because of Proposition 1 applied to $\mathcal{T} \mid G_{1}\left[W \cup S^{\prime}\right], R$ separates $\chi_{G_{1}\left[W \cup S^{\prime}\right]}(p)$ from $S^{\prime}$ in $G_{1}\left[W \cup S^{\prime}\right]$.

We claim that $S^{\prime \prime}=\left(S \backslash S^{\prime}\right) \cup R$ is a separator between $\chi_{G_{1}}(p)$ and $\partial\left(G_{1}\right)$. Since $\left|S^{\prime \prime}\right|<|S|$, this would contradict the minimality of $S$. Let $\Pi$ be a path between $\chi_{G_{1}}(p)$ and $\partial\left(G_{1}\right)$. Since $\chi_{G_{1}}(p) \subseteq W \cup S, \Pi$ has to intersect $S$ in order to reach $\partial\left(G_{1}\right)$. Let $s$ be the first vertex of $\Pi$ which intersects $S$ (note that the subpath from $\chi_{G_{1}}(p)$ to $s$ of $\Pi$ lies entirely in $\left.W\right)$. Either $s \in S \backslash S^{\prime}$ and therefore $s \in S^{\prime \prime}$, or $s \in S^{\prime}$ and the subpath from $\chi_{G_{1}}(p)$ to $s$ of $\Pi$ lies entirely in $W \cup S^{\prime}$, and therefore $\Pi$ has to intersect $R \subseteq S^{\prime \prime}$ in order to reach $s$. It follows that $S^{\prime \prime}$ is indeed a separator between $\chi_{G_{1}}(p)$ and $\partial\left(G_{1}\right)$, completing the proof.

Corollary 2. Let $\widetilde{G}_{1}$ and $\widetilde{G}_{2}$ be two $t$-boundaried graphs and $G=\widetilde{G}_{1} \oplus \widetilde{G}_{2}$. Then there is an optimal tree decomposition $\mathcal{T}$ of $G$ such that $\mathcal{T} \mid G_{1}$ has width at most $t w\left(G_{1}\right)+t$.

Employing a technical lemma similar to Lemma 2, we obtain our main result of this section.

Theorem 2. For $w \in \mathbf{N}$, let $\mathcal{G}_{w}$ be a class of graphs that have treewidth at most $w$. Then, the problem Treewidth has FII in $\mathcal{G}_{w}$.

Proof. The proof is analogous to the proof of Theorem 1.

## 5 FII of Pathwidth and Treewidth on Arbitrary Graphs

In the previous section we have seen that Pathwidth and Treewidth have FII on the class of graphs of bounded pathwidth or treewidth, respectively. It is hence natural to ask whether the same holds true for Pathwidth and Treewidth on the class of all graphs. The following theorem establishes that this is not the case.

Theorem 3. The problems Pathwidth and Treewidth do not have FII.

Proof. For $w, t \in \mathbf{N}$, let $\widetilde{G}_{w}=\left(G_{w}, \partial\left(G_{w}\right)\right)$ be the $t$-boundaried complete graph with $w+t$ vertices. We claim that $G_{w} \not \equiv_{\mathrm{pw}, t} G_{w+1}$ and $G_{w} \not \equiv_{\mathrm{tw}, t} G_{w+1}$ for every $w \in \mathbf{N}$ with $w>t$. This shows that neither $\equiv_{\mathrm{pw}, t}$ nor $\equiv_{\mathrm{tw}, t}$ is finite and concludes the proof of the theorem.

Let $\widetilde{H}_{1}=\widetilde{G}_{w}$ and $\widetilde{H}_{2}=\widetilde{G}_{w+1}$. Then, $\operatorname{pw}\left(\widetilde{G}_{w} \oplus \widetilde{H}_{1}\right)=\operatorname{tw}\left(\widetilde{G}_{w} \oplus \widetilde{H}_{1}\right)=t+w$ and $\operatorname{pw}\left(\widetilde{G}_{w+1} \oplus \widetilde{H}_{1}\right)=\operatorname{tw}\left(\widetilde{G}_{w+1} \oplus \widetilde{H}_{1}\right)=t+w+1$ but $\operatorname{pw}\left(\widetilde{G}_{w} \oplus \widetilde{H}_{2}\right)=\operatorname{tw}\left(\widetilde{G}_{w} \oplus\right.$ $\left.\widetilde{H}_{2}\right)=t+w+1$ and $\operatorname{pw}\left(\widetilde{G}_{w+1} \oplus \widetilde{H}_{2}\right)=\operatorname{tw}\left(\widetilde{G}_{w+1} \oplus \widetilde{H}_{2}\right)=t+w+1$, as required.

## 6 Application to Kernelization in Sparse Graph Classes

Using the results presented in [9], we immediately obtain the following:
Corollary 3. Let $\mathcal{G}$ be a hereditary graph class, $t$ a constant, $G \in \mathcal{G}$, and let $k$ be the size of a treedepth-t-modulator of $G$. Then Treewidth and Pathwidth admit

1. a linear kernel if $\mathcal{G}$ has bounded expansion;
2. a quadratic vertex kernel if $\mathcal{G}$ has locally bounded expansion;
3. a polynomial kernel if $\mathcal{G}$ is nowhere-dense
when parameterized by $k$.
Using the result presented in [10], we obtain the following:
Corollary 4. Let $H$ be a graph, $t$ a constant and let $G$ be a graph excluding $H$ as a topological minor. Then Treewidth admits a linear kernel when parameterized by the size of a treewidth-t-modulator of $G$ and Pathwidth admits a linear kernel when parameterized by the size of a pathwidth-t-modulator of $G$.

Furthermore, both kernelization algorithms only take time linear in $|V(G)|$.

## 7 Conclusion

We have shown that the problems Treewidth and Pathwidth have finite integer index if restricted to (boundaried) graphs of constant treewidth or pathwidth, respectively. This result directly implies that certain kernelization for these two problems exist in sparse graph classes, if parameterized by suitable structural parameters. We see this as an encouragement to revisit problems that might not have FII in general, but do so if restricted to graphs with small width measures.

In particular, it would be useful to develop sufficient conditions akin to the ones presented in [2] to quickly check whether a problem has FII in that restricted setting and thus is amenable to the reduction rule.
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#### Abstract

The generalized function matching (GFM) problem has been intensively studied starting with [7]. Given a pattern $p$ and a text $t$, the goal is to find a mapping from the letters of $p$ to non-empty substrings of $t$, such that applying the mapping to $p$ results in $t$. Very recently, the problem has been investigated within the framework of parameterized complexity [9].

In this paper we study the parameterized complexity of the optimization variant of GFM (called Max-GFM), which has been introduced in [1]. Here, one is allowed to replace some of the pattern letters with some special symbols "?", termed wildcards or don't cares, which can be mapped to an arbitrary substring of the text. The goal is to minimize the number of wildcards used.

We give a complete classification of the parameterized complexity of Max-GFM and its variants under a wide range of parameterizations, such as, the number of occurrences of a letter in the text, the size of the text alphabet, the number of occurrences of a letter in the pattern, the size of the pattern alphabet, the maximum length of a string matched to any pattern letter, the number of wildcards and the maximum size of a string that a wildcard can be mapped to.


## 1 Introduction

In the generalized function matching problem one is given a text $t$ and a pattern $p$ and the goal is to decide whether there is a match between $p$ and $t$, where a single letter of the pattern is allowed to match multiple letters of the text (we say that $p$ GF-matches $t$ ). For example, if the text is $t=x y y x$ and the pattern is $p=a b a$, then a generalized function match (on short, GF-match) is $a \rightarrow x, b \rightarrow y y$, but if $t=x y y z$ and $p=a b a$, then there is no GF-match. If, moreover, the matching is required to be injective, then we term the problem generalized parameterzied matching (GPM). In [1], Amir and Nor describe applications of GFM in various areas such as software engineering, image searching, DNA analysis, poetry and music analysis, or author validation. GFM is also related to areas such as (un-)avoidable patterns [12], word equations [13] and the ambiguity of morphisms [11].
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GFM has a long history starting from 1979. Ehrenfeucht and Rozenberg [7] show that GFM is NP-complete. Independently, Angluin [2,3] studies a more general variant of GFM where the pattern may contain also letters of the text alphabet. Angluin's paper received a lot of attention, especially in the learning theory community [17,18,20] (see [14] for a survey) but also in many other areas.

Recently, a systematic study of the classical complexity of a number of variants of GFM and GPM under various restrictions has been carried out [8, 19]. It was shown that GFM and GPM remain NP-complete for many natural restrictions. Moreover, the study of GFM and its variants within the framework of parameterized complexity has recently been initiated [9].

In this paper we study the parameterized complexity of the optimization variant of GFM (called Max-GFM) and its variants, where one is allowed to replace some of the pattern letters with some special symbols "?", termed wildcards or don't cares, which can be mapped to an arbitrary substring of the text. The goal is to minimize the number of wildcards used. The problem was first introduced to the pattern matching community by Amir and Nor [1]. They show that if the pattern alphabet has constant size, then a polynomial algorithm can be found, but that the problem is NP-complete otherwise. Then, in [4], it is shown the NP-hardness of the GFM (without wildcards) and the NP-hardness of the GFM when the function $f$ is required to be an injection (named GPM). More specifically, GFM is NP-hard even if the text alphabet is binary and each letter of the pattern is allowed to map to at most two letters of the text [4]. In the same paper it is given a $\sqrt{O P T}$ approximation algorithm for the optimization variant of GFM where the goal is to search for a pattern $p^{\prime}$ that GF-matches $t$ and has the smallest Hamming distance to $p$. In [5] the optimization versions of GFM and GPM are proved to be APX-hard.

Our results. Before we discuss our results, we give formal definitions of the problems. In the following let $t$ be a text over an alphabet $\Sigma_{t}$ and let $p=p_{1} \ldots p_{m}$ be a pattern over an alphabet $\Sigma_{p}$. We say that $p G F$-matches $t$ if there is a function $f: \Sigma_{p} \rightarrow \Sigma_{t}^{+}$such that $f\left(p_{1}\right) \ldots f\left(p_{m}\right)=t$. To improve the presentation we will sometimes abuse notation by writing $f(p)$ instead of $f\left(p_{1}\right) \ldots f\left(p_{m}\right)$. Let $k$ be a natural number. We say that a pattern $p k$-GF-matches $t$ if there is a text $p^{\prime}$ over alphabet $\Sigma_{p} \cup\left\{?_{1}, \ldots, ?_{k}\right\}$ of Hamming distance at most $k$ from $p$ such that $p^{\prime}$ GF-matches $t$.

Problem 1. (Maximum Generalized Function Matching). Given a text $t$, a pattern $p$, and an integer $k$, decide whether $p k$-GF-matches $t$.

The Max-GFM can be seen as the optimization variant of GFM in which we want to replace some of the pattern letters with special wildcard symbols, i.e., the symbols $?_{1}, \ldots, ?_{k}$, which can be mapped to any non-empty substring of the text.

We also study the Max-GPM problem. The only difference between MaxGPM and Max-GFM is that for Max-GPM the function $f$ is required to be injective. The notions of GP-matching and $k$-GP-matching are defined in the
natural way, e.g., we say a pattern $p$ GP-matches a text $t$ if $p G F$-matches $t$ using an injective function.

In this paper we study the parameterized complexity of the two problems using a wide range of parameters: maximum number of occurrences of a letter in the text $\# \Sigma_{t}$, maximum number of occurrences of a letter in the pattern $\# \Sigma_{p}$, size of the text alphabet $\left|\Sigma_{t}\right|$, size of the pattern alphabet $\left|\Sigma_{p}\right|$, the maximum length of a substring of the text that a letter of the pattern alphabet can be mapped to (i.e., $\max _{i}\left|f\left(p_{i}\right)\right|$ ), the number of wildcard letters \#?, and the maximum length of a substring of the text that a wildcard can be mapped to, denoted by $\max |f(?)|$.

Our results are summarized in Table 1. We verified the completeness of our results using a simple computer program. In particular, the program checks for every of the 128 possible combinations of parameters $\mathcal{C}$ that the table contains either: (i) a superset of $\mathcal{C}$ under which Max-GFM/GPM is hard (and thus, Max-GFM/GPM is hard if parameterized by $\mathcal{C}$ ); or (ii) a subset of $\mathcal{C}$ for which Max-GFM/GPM is fpt (and then we have an fpt result for the set of parameters $\mathcal{C})$. Since some of our results do not hold for both Max-GFM and Max-GPM, we carried out two separate checks, one for Max-GFM and one for Max-GPM.

Table 1. Parameterized Complexity of Max-GFM and Max-GPM.

| $\# \Sigma_{t}$ | $\left\|\Sigma_{t}\right\|$ | $\# \Sigma_{p}$ | $\left\|\Sigma_{p}\right\|$ | $\max _{i}\left\|f\left(p_{i}\right)\right\|$ | $\# ?$ | $\max \|f(?)\|$ | Complexity |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| par | par | - | - | - | - | - | FPT (Cor. 3) |
| - | par | - | par | par | - | - | FPT (Th. 1) |
| - | par | - | - | par | - | - | FPT only GPM (Cor. 1) |
| - | - | par | par | par | - | par | FPT (Cor. 2) |
| - | - | - | par | par | par | par | FPT (Th. 2) |
| par | - | par | par | par | par | - | W[1]-h (Th. 4) |
| par | - | par | par | - | par | par | W[1]-h (Th. 7) |
| par | - | par | - | par | par | par | W[1]-h (Th. 5) |
| - | par | par | par | - | par | par | W[1]- h ([9, Th.2.]) |
| - | - | par | par | par | par | - | W[1]- h (Th. 6) |
| - | - | - | par | par | - | par | $\mathbf{W [ 1 ] - h ~ ( T h . ~ 3 ) ~}$ |
| - | par | par | - | par | par | par | para-NP-h ([1, Cor.1]), |
| - | par | par | - | par | - | - | para-NP-h only GFM [8] |
| - | - | par | - | par | - | - | para-NP-h only GPM [8] |

The paper is organized as follows. In Sect. 2 we give preliminaries, in Sect. 3 we present our fixed-parameter algorithms and in Sect. 4 we show our hardness results.

## 2 Preliminaries

We define the basic notions of Parameterized Complexity and refer to other sources $[6,10]$ for an in-depth treatment. A parameterized problem is a set of pairs $\langle\mathbb{I}, k\rangle$, the instances, where $\mathbb{I}$ is the main part and $k$ the parameter. The parameter is usually a non-negative integer. A parameterized problem is fixedparameter tractable (fpt) if there exists an algorithm that solves any instance $\langle\mathbb{I}, k\rangle$ of size $n$ in time $f(k) n^{c}$ where $f$ is an arbitrary computable function and $c$ is a constant independent of both $n$ and $k$. FPT is the class of all fixed-parameter tractable decision problems. Because we focus on fixed-parameter tractability of a problem we will sometimes use the notation $O^{*}$ to suppress exact polynomial dependencies, i.e., a problem with input size $n$ and parameter $k$ can be solved in time $O^{*}(f(k))$ if it can be solved in time $O\left(f(k) n^{c}\right)$ for some constant $c$.

Parameterized complexity offers a completeness theory, similar to the theory of NP-completeness, that allows the accumulation of strong theoretical evidence that some parameterized problems are not fixed-parameter tractable. This theory is based on a hierarchy of complexity classes $\mathbf{F P T} \subseteq \mathbf{W}[1] \subseteq \mathbf{W}[2] \subseteq \mathbf{W}[3] \subseteq \ldots$ where all inclusions are believed to be strict. An fpt-reduction from a parameterized problem $P$ to a parameterized problem $Q$ is a mapping $R$ from instances of $P$ to instances of $Q$ such that (i) $\langle\mathbb{I}, k\rangle$ is a Yes-instance of $P$ if and only if $\left\langle\mathbb{I}^{\prime}, k^{\prime}\right\rangle=R(\mathbb{I}, k)$ is a YES-instance of $Q$, (ii) there is a computable function $g$ such that $k^{\prime} \leq g(k)$, and (iii) there is a computable function $f$ and a constant $c$ such that $R$ can be computed in time $O\left(f(k) \cdot n^{c}\right)$, where $n$ denotes the size of $\langle\mathbb{I}, k\rangle$.

For our hardness results we will often reduce from the following problem, which is well-known to be $\mathbf{W}[1]$-complete [16].

## Multicolored Clique

Instance: A $k$-partite graph $G=\langle V, E\rangle$ with a partition $V_{1}, \ldots, V_{k}$ of $V$.
Parameter: The integer $k$.
Question: Are there nodes $v_{1}, \ldots, v_{k}$ such that $v_{i} \in V_{i}$ and $\left\{v_{i}, v_{j}\right\} \in E$
for all $i$ and $j$ with $1 \leq i<j \leq k$ (i.e. the subgraph of $G$ induced by $\left\{v_{1}, \ldots, v_{k}\right\}$ is a clique of size $\left.k\right)$ ?

For our hardness proofs we will often make the additional assumptions that (1) $\left|V_{i}\right|=\left|V_{j}\right|$ for every $i$ and $j$ with $1 \leq i<j \leq k$ and (2) $\left|E_{i, j}\right|=\left|E_{r, s}\right|$ for every $i, j, r$, and $s$ with $1 \leq i<j \leq k$ and $1 \leq r<s \leq k$, where $E_{i, j}=\left\{\{u, v\} \in E \mid u \in V_{i}\right.$ and $\left.v \in V_{j}\right\}$ for every $i$ and $j$ as before. To see that Multicolored Clique remains $\mathbf{W}$ [1]-hard under these additional restrictions we can reduce from Multicolored Clique to its more restricted version using a simple padding construction as follows. Given an instance $\langle G, k\rangle$ of Multicolored Clique we construct an instance of its more restricted version by adding edges (whose endpoints are new vertices) between parts (i.e. $V_{1}, \ldots, V_{k}$ ) that do not already have the maximum number of edges between them and then adding isolated vertices to parts that do not already have the maximum number of vertices.

Even stronger evidence that a parameterized problem is not fixed-parameter tractable can be obtained by showing that the problem remains NP-complete even if the parameter is a constant. The class of these problems is called para-NP.

A square is a string consisting of two copies of the same (non-empty) string. We say that a string is square-free if it does not contain a square as a substring.

## 3 Fixed-Parameter Tractable Variants

In this section we show our fixed-parameter tractability results for Max-GFM and Max-GPM. In particular, we show that Max-GFM and Max-GPM are fixed-parameter tractable parameterized by $\left|\Sigma_{t}\right|,\left|\Sigma_{p}\right|$, and $\max _{i}\left|f\left(p_{i}\right)\right|$, and also parameterized by $\# ?, \max |f(?)|,\left|\Sigma_{p}\right|$, and $\max _{i}\left|f\left(p_{i}\right)\right|$. We start by showing fixed-parameter tractability for the parameters $\left|\Sigma_{t}\right|,\left|\Sigma_{p}\right|$, and $\max _{i}\left|f\left(p_{i}\right)\right|$. We need the following lemma.

Lemma 1. Given a pattern $p=p_{1} \ldots p_{m}$ over an alphabet $\Sigma_{p}$, a text $t=$ $t_{1} \ldots t_{n}$ over an alphabet $\Sigma_{t}$, a natural number $q$, and a function $f: \Sigma_{p} \rightarrow \Sigma_{t}^{+}$, then there is a polynomial time algorithm deciding whether $p q-G F / G P$-matches $t$ using the function $f$.

Proof. If we are asked whether $p q$-GP-matches $t$ and $f$ is not injective, then we obviously provide a negative answer. Otherwise, we use a dynamic programming algorithm that is similar in spirit to an algorithm in [4]. Let $\Sigma_{p}=\left\{a_{1}, \ldots a_{k}\right\}$. For every $0 \leq i \leq j \leq n$, we define the function $g(i, j)$ to be the Hamming GFM/GPM-similarity (i.e., $m$ minus the minimum number of wildcards needed) between $t_{1} t_{2} \ldots t_{j}$ and $p_{1} p_{2} \ldots p_{i}$. Then, we obtain the Hamming GFM/GPMsimilarity between $p$ and $t$ as $g(m, n)$. Consequently, if $m-g(m, n)>q$, we return No, otherwise we return Yes.

We now show how to recursively compute $g(i, j)$. If $i=0$, we set $g(i, j)=0$ and if $i \leq j$, we set:

$$
g(i, j)=\max _{1 \leq k \leq j}\left\{g(i-1, j-k)+I\left(t_{j-k+1} \ldots t_{j}, f\left(p_{i}\right)\right\}\right.
$$

where $I\left(s_{1}, s_{2}\right)$ is 1 if the strings $s_{1}$, and $s_{2}$ are the same, and 0 otherwise.
We must first show that the dynamic programming procedure computes the right function and then that it runs in polynomial time. We can see immediately that $g(0, i)=0$ for all $i$ because in this case the pattern is empty. The recursion step of $g(i, j)$ has two cases: If $t_{j-\left|f\left(p_{i}\right)\right|+1} \ldots t_{j}=f\left(p_{i}\right)$, then it is possible to map $p_{i}$ to $f\left(p_{i}\right)$, and we can increase the number of mapped letters by one. Otherwise, we cannot increase the Hamming GFM/GPM-similarity. However, we know that $p_{i}$ has to be set to a wildcard and therefore we find the maximum of the previous results for different length substrings that the wildcard maps to.

It is straightforward to check that $g(i, j)$ can be computed in cubic time.
Theorem 1. Max-GFM and Max-GPM parameterized by $\left|\Sigma_{t}\right|,\left|\Sigma_{p}\right|$, and $\max _{i}\left|f\left(p_{i}\right)\right|$ are fixed-parameter tractable.

Proof. Let $p, t$, and $q$ be an instance of Max-GFM or Max-GPM, respectively. The pattern $p q$-GF/GP-matches $t$ if and only if there is a function $f: \Sigma_{p} \rightarrow$ $\Sigma_{t}^{+}$such that $p q$-GF/GP-matches $t$ using $f$. Hence, to solve Max-GFM/MaxGPM, it is sufficient to apply the algorithm from Lemma 1 to every function $f: \Sigma_{p} \rightarrow \Sigma_{t}^{+}$that could possible constitute to a $q$-GF/GP-matching from $p$ to $t$.
 from Lemma 1 runs in polynomial time, the running time of this algorithm is $O^{*}\left(\left(\left|\Sigma_{t}\right|\right)^{\max _{i}\left|f\left(p_{i}\right)\right|^{\left|\Sigma_{p}\right|}}\right)$, and hence fixed-parameter tractable in $\left|\Sigma_{t}\right|,\left|\Sigma_{p}\right|$, and $\max _{i}\left|f\left(p_{i}\right)\right|$.

Because in the case of Max-GPM it holds that if $\left|\Sigma_{t}\right|$ and $\max _{i}\left|f\left(p_{i}\right)\right|$ is bounded then also $\Sigma_{p}$ is bounded by $\left|\Sigma_{t}\right|^{\max _{i}\left|f\left(p_{i}\right)\right|}$, we obtain the following corollary.

Corollary 1. Max-GPM parameterized by $\left|\Sigma_{t}\right|$ and $\max _{i}\left|f\left(p_{i}\right)\right|$ is fixedparameter tractable.

We continue by showing our second tractability result for the parameters $\left|\Sigma_{p}\right|$, $\max _{i}\left|f\left(p_{i}\right)\right|, \# ?$, and $\max |f(?)|$.

Theorem 2. Max-GFM and Max-GPM parameterized by $\left|\Sigma_{p}\right|, \max _{i}\left|f\left(p_{i}\right)\right|$, \#?, max $|f(?)|$, are fixed-parameter tractable.

Proof. Let $p, t$, and $q$ be an instance of Max-GFM or Max-GPM, respectively.
Observe that if we could go over all possible functions $f: \Sigma_{p} \rightarrow \Sigma_{t}^{+}$that could possible constitute to a $q$-GF/GP-matching from $p$ to $t$, then we could again apply Lemma 1 as we did in the proof of Theorem 1. Unfortunately, because $\left|\Sigma_{t}\right|$ is not a parameter, the number of these functions cannot be bounded as easily any more. However, as we will show next it is still possible to bound the number of possible functions solely in terms of the parameters. In particular, we will show that the number of possible substrings of $t$ that any letter of the pattern alphabet can be mapped to is bounded by a function of the parameters. Because also $\left|\Sigma_{p}\right|$ is a parameter this immediately implies a bound (only in terms of the given parameters) on the total number of these functions.

Let $c \in \Sigma_{p}$ and consider any $q$-GF/GP-matching from $p$ to $t$, i.e., a text $p^{\prime}=p_{1}^{\prime} \ldots p_{m}^{\prime}$ of Hamming distance at most $q$ to $p$ and a function $f: \Sigma_{p} \cup$ $\left\{?_{1}, \ldots, ?_{q}\right\} \rightarrow \Sigma_{t}^{+}$such that $f\left(p_{1}^{\prime}\right) \ldots f\left(p_{m}^{\prime}\right)=t$. Then either $c$ does not occur in $p^{\prime}$ or $c$ occurs in $p^{\prime}$. In the first case we can assign to $c$ any non-empty substring over the alphabet $\Sigma_{t}$ (in the case of Max-GPM one additionally has to ensure that the non-empty substrings over $\Sigma_{t}$ that one chooses for distinct letters in $\Sigma_{p}$ are distinct). In the second case let $p_{i}^{\prime}$ for some $i$ with $1 \leq i \leq m$ be the first occurrence of $c$ in $p^{\prime}$, let $\bar{p}_{i-1}^{\prime}=p_{1}^{\prime} \ldots p_{i-1}^{\prime}$, and let $\bar{p}_{i-1}=p_{1} \ldots p_{i-1}$. Furthermore, for every $b \in \Sigma_{p} \cup\left\{?_{1}, \ldots, ?_{q}\right\}$ and $w \in\left(\Sigma_{p} \cup\left\{?_{1}, \ldots, ?_{q}\right\}\right)^{*}$, we denote by $\#(b, w)$ the number of times $b$ occurs in $w$. Then $f(c)=t_{c_{s}+1} \ldots t_{c_{s}+|f(c)|}$ where $c_{s}=\sum_{j=1}^{i-1}\left|f\left(p_{j}^{\prime}\right)\right|$, which implies that the value of $f(c)$ is fully determined by $c_{s}$ and $|f(c)|$. Because the number of possible values for $|f(c)|$ is trivially bounded by the parameters (it is bounded by $\max _{i}\left|f\left(p_{i}\right)\right|$ ), it remains to show that also $c_{s}$ is bounded by the given parameters.

Because $c_{s}=\sum_{j=1}^{i-1}\left|f\left(p_{j}^{\prime}\right)\right|=\left(\sum_{b \in \Sigma_{p} \cup\left\{?_{1}, \ldots, ?, q\right\}} \#\left(b, \bar{p}_{i-1}^{\prime}\right)|f(b)|\right)$, we obtain that the value of $c_{s}$ is fully determined by the values of $\#\left(b, \bar{p}_{i-1}^{\prime}\right)$ and $|f(b)|$ for every $b \in \Sigma_{p} \cup\left\{?_{1}, \ldots, ?_{q}\right\}$. For every $? \in\left\{?_{1}, \ldots, ?_{q}\right\}$ there are at most 2 possible values for $\#\left(?, \bar{p}_{i-1}^{\prime}\right)$ (namely 0 and 1 ) and there are at most max $|f(?)|$ possible values for $|f(?)|$. Similarly, for every $b \in \Sigma_{p}$ there are at most $q+1$ possible values for $\#\left(b, \bar{p}_{i-1}^{\prime}\right)$ (the values $\left.\#\left(b, \bar{p}_{i-1}\right)-q, \ldots, \#\left(b, \bar{p}_{i-1}\right)\right)$ and there are at $\operatorname{most}_{\max _{i}}\left|f\left(p_{i}\right)\right|$ possible values for $|f(b)|$. Hence, the number of possible values for $c_{s}$ is bounded in terms of the parameters, as required.

Since $\left|\Sigma_{p}\right|$ and $\# \Sigma_{p}$ together bound \#?, we obtain the following corollary.
Corollary 2. Max-GFM and Max-GPM parameterized by $\# \Sigma_{p},\left|\Sigma_{p}\right|$, $\max _{i}\left|f\left(p_{i}\right)\right|$, and max $|f(?)|$ are fixed-parameter tractable.

Furthermore, because all considered parameters can be bounded in terms of the parameters $\# \Sigma_{t}$ and $\left|\Sigma_{t}\right|$, we obtain the following corollary as a consequence of any of our above fpt-results.

Corollary 3. Max-GFM and Max-GPM parameterized by $\# \Sigma_{t}$ and $\left|\Sigma_{t}\right|$ are fixed-parameter tractable.

## 4 Hardness Results

In this subsection we give our hardness results for Max-GFM and Max-GPM. The proofs of the theorems marked with an asterisk (*) can be found in the full version of this paper, which is available on arxiv [15].

Theorem 3. (*) Max-GFM and Max-GPM are $\boldsymbol{W}[1]-h a r d$ parameterized by $\left|\Sigma_{p}\right|, \max _{i}\left|f\left(p_{i}\right)\right|$, and $\max |f(?)|$ (even if $\max _{i}\left|f\left(p_{i}\right)\right|=1$ and $\max |f(?)|=2$ ).

Theorem 4. (*) Max-GFM and Max-GPM are $\boldsymbol{W}[1]-h a r d$ parameterized by $\# \Sigma_{t}, \# \Sigma_{p},\left|\Sigma_{p}\right|, \max _{i}\left|f\left(p_{i}\right)\right|$, and \#?.

Theorem 5. (*) (Max-)GFM and (Max-)GPM are $\boldsymbol{W}[1]$-hard parameterized by $\# \Sigma_{t}, \# \Sigma_{p}, \max _{i}\left|f\left(p_{i}\right)\right|$, \#?, and $\max |f(?)|$.

Theorem 6. Max-GFM and Max-GPM are $\boldsymbol{W}[1]-h a r d ~ p a r a m e t e r i z e d ~ b y ~ \# \Sigma_{p}$, $\left|\Sigma_{p}\right|, \max _{i}\left|f\left(p_{i}\right)\right|$, and \#? (even if $\max _{i}\left|f\left(p_{i}\right)\right|=1$ ).

We will show the above theorem by a parameterized reduction from Multicolored Clique. Let $G=(V, E)$ be a $k$-partite graph with partition $V_{1}, \ldots, V_{k}$ of $V$. Let $E_{i, j}=\left\{\{u, v\} \in E \mid u \in V_{i}\right.$ and $\left.v \in V_{j}\right\}$ for every $i$ and $j$ with $1 \leq i<j \leq k$. As we stated in the preliminaries we can assume that $\left|V_{i}\right|=n$ and $\left|E_{i, j}\right|=m$ for every $i$ and $j$ with $1 \leq i<j \leq k$.

Let $V_{i}=\left\{v_{1}^{i}, \ldots, v_{n}^{i}\right\}, E_{i, j}=\left\{e_{1}^{i, j}, \ldots, e_{m}^{i, j}\right\}$, and $k^{\prime}=2\binom{k}{2}$. We construct a text $t$ over alphabet $\Sigma_{t}$ and a pattern $p$ over alphabet $\Sigma_{p}$ from $G$ and $k$ in polynomial time such that:
(C1) the parameters $\# \Sigma_{p},\left|\Sigma_{p}\right|$, and $\#$ ? can be bounded as a function of $k$.
(C2) $p k^{\prime}$-GF/GP-matches $t$ using a function $f$ with $\max _{p \in \Sigma_{p}}|f(p)|=1$ if and only if $G$ has a $k$-clique.

We set $\Sigma_{t}=\{;,-, \#,+\} \cup\left\{l_{i, j}, r_{i, j} \mid 1 \leq i<j \leq k\right\} \cup\left\{v_{i}^{j} \mid 1 \leq i \leq n\right.$ and $1 \leq$ $j \leq k\}$ and $\Sigma_{p}=\{;,-, \#, D\} \cup\left\{V_{i} \mid 1 \leq i \leq k\right\}$.

For an edge $e \in E$ between $v_{l}^{i}$ and $v_{s}^{\bar{j}}$ where $1 \leq i<j \leq k$ and $1 \leq l, s \leq n$, we write $\operatorname{vt}(e)$ to denote the text $v_{l}^{i}-v_{s}^{j}$. For $l \in \Sigma_{p} \cup \Sigma_{t}$ and $i \in \mathbb{N}$ we write $\mathbf{r p}(l, i)$ to denote the text consisting of repeating the letter $l$ exactly $i$ times. We first define a preliminary text $t^{\prime}$ as follows.

$$
\begin{gathered}
\# l_{1,2} ; \mathbf{v t}\left(e_{1}^{1,2}\right) ; \cdots ; \mathbf{v t}\left(e_{m}^{1,2}\right) ; r_{1,2} \# \cdots \# l_{1, k} ; \mathbf{v t}\left(e_{1}^{1, k}\right) ; \cdots ; \mathbf{v t}\left(e_{m}^{1, k}\right) ; r_{1, k} \\
\# l_{2,3} ; \mathbf{v t}\left(e_{1}^{2,3}\right) ; \cdots ; \mathbf{v t}\left(e_{m}^{2,3}\right) ; r_{2,3} \# \cdots \# l_{2, k} ; \mathbf{v t}\left(e_{1}^{2, k}\right) ; \cdots ; \mathbf{v t}\left(e_{m}^{2, k}\right) ; r_{2, k} \\
\cdots \\
\# l_{k-1, k} ; \mathbf{v t}\left(e_{1}^{k-1, k}\right) ; \cdots ; \mathbf{v t}\left(e_{m}^{k-1, k}\right) ; r_{k-1, k} \#
\end{gathered}
$$

We also define a preliminary pattern $p^{\prime}$ as follows.

$$
\begin{gathered}
\# D ; V_{1}-V_{2} ; D \# \ldots \# D ; V_{1}-V_{k} ; D \\
\# D ; V_{2}-V_{3} ; D \# \ldots \# D ; V_{2}-V_{k} ; D \\
\ldots \\
\# D ; V_{k-1}-V_{k} ; D \#
\end{gathered}
$$

Let $r=2\left(k^{\prime}+1\right)$. Then $t$ is obtained by preceding $t^{\prime}$ with the text $t^{\prime \prime}$ defined as follows.

$$
\# ;-\mathbf{r p}(+, r)
$$

Similarly, $p$ is obtained by preceding $p^{\prime}$ with the text $p^{\prime \prime}$ defined as follows.

$$
\# ;-\mathbf{r p}(D, r)
$$

This completes the construction of $t$ and $p$. Clearly, $t$ and $p$ can be constructed from $G$ and $k$ in fpt-time (even polynomial time). Furthermore, because $\# \Sigma_{p}=$ $r+k^{\prime}=2\left(k^{\prime}+1\right)+k^{\prime}=3 k^{\prime}+1,\left|\Sigma_{p}\right|=k+4$, and $\# ?=k^{\prime}$, condition (C1) above is satisfied. To show the remaining condition (C2), we need the following intermediate lemmas.

Lemma 2. If $G$ has a $k$-clique, then $p k^{\prime}$-GF/GP-matches to $t$ using a function $f$ with $\max _{p \in \Sigma_{p}}|f(p)|=1$.

Proof. Let $\left\{v_{h_{1}}^{1}, \ldots, v_{h_{k}}^{k}\right\}$ be the vertices and $\left\{e_{h_{i, j}}^{i, j} \mid 1 \leq i<j \leq k\right\}$ be the edges of a $k$-clique of $G$ with $1 \leq h_{j} \leq n$ and $1 \leq h_{i, j} \leq m$ for every $i$ and $j$ with $1 \leq i<j \leq k$.

We put $k^{\prime}$ wildcards on the last $k^{\prime}$ occurrences of $D$ in $p$. Informally, these wildcards are mapped in such a way that for every $1 \leq i<j \leq k$ the substring ; $V_{i}-V_{j}$; of the pattern $p$ is mapped to the substring $; \mathbf{v t}\left(e_{h_{i, j}}^{i, j}\right)$; of the text $t$. More formally, for $i$ and $j$ with $1 \leq i<j \leq k$ let $q=\left(\sum_{o=1}^{o<i}(k-o)\right)+j$. We map the wildcard on the $2(q-1)$-th occurrence of the letter $D$ in $p^{\prime}$ with the text
$l_{i, j} ; \mathbf{v t}\left(e_{1}^{i, j}\right) ; \cdots ; \mathbf{v t}\left(e_{h_{i, j}-1}^{i, j}\right)$ and similarly we map the wildcard on the $(2(q-1)+$ 1)-th occurrence of the letter $D$ in $p^{\prime}$ with the text $\mathbf{v t}\left(e_{h_{i, j}+1}^{i, j}\right) ; \cdots ; \mathbf{v t}\left(e_{m}^{i, j}\right) ; r_{i, j}$. Note that in this way every wildcard is mapped to a non-empty substring of $t$ and no two wildcards are mapped to the same substring of $t$, as required.

We then define the $k^{\prime}$-GF/GP-matching function $f$ as follows: $f(;)=$;, $f(-)=-, f(\#)=\#, f\left(V_{i}\right)=v_{h_{i}}^{i}, f(D)=+$, for every $i$ and $h_{i}$ with $1 \leq i \leq k$ and $1 \leq h_{i} \leq n$. It is straightforward to check that $f$ together with the mapping for the wildcards maps the pattern $p$ to the text $t$.

Lemma 3. Let $f$ be a function that $k^{\prime}-G F / G P-m a t c h e s ~ p$ to $t$ with $\max _{p \in \Sigma_{p}}|f(p)|=1$, then: $f(;)=;, f(-)=-, f(\#)=\#$, and $f(D)=+$. Moreover, all wildcards have to be placed on all the $k^{\prime}$ occurrences of $D$ in $p^{\prime}$.

Proof. We first show that $f(D)=+$. Observe that the string $t^{\prime}$ is square-free (recall the definition of square-free from Sect. 2). It follows that every two consecutive occurrences of pattern letters in $p^{\prime \prime}$ have to be mapped to a substring of $t^{\prime \prime}$. Because there are $2\left(k^{\prime}+1\right)$ occurrences of $D$ in $p^{\prime \prime}$ it follows that at least two consecutive occurrences of $D$ in $p^{\prime \prime}$ are not replaced with wildcards and hence $D$ has to be mapped to a substring of $t^{\prime \prime}$. Furthermore, since all occurrences of $D$ are at the end of $p^{\prime \prime}$, we obtain that $D$ has to be mapped to + , as required. Because all occurrences of $D$ in $p^{\prime}$ have to be mapped to substrings of $t^{\prime}$ and $t^{\prime}$ does not contain the letter + , it follows that all the $k^{\prime}$ occurrences of $D$ in $p^{\prime}$ have to be replaced by wildcards. Since we are only allowed to use at most $k^{\prime}$ wildcards, this shows the second statement of the lemma. Since no wildcards are used to replace letters in $p^{\prime \prime}$ it now easily follows that $f(;)=;, f(-)=-$ and $f(\#)=\#$.

Lemma 4. If $p k^{\prime}$-GF/GP-matches to $t$ using a function $f$ with $\max _{p \in \Sigma_{p}}|f(p)|=1$, then $G$ has a $k$-clique.

Proof. Let $f$ be a function that $k^{\prime}$-GF/GP-matches $p$ to $t$ such that $\max _{p \in \Sigma_{p}}|f(p)|=1$. We claim that the set $\left\{f\left(V_{i}\right) \mid 1 \leq i \leq k\right\}$ is a $k$-clique of $G$. Because of Lemma 3, we know that $f(\#)=\#$ and that no occurrence of $\#$ in $p$ is replaced by a wildcard. Since the number of occurrences of $\#$ in $t$ is equal to the number of occurrences of \# in $p$, we obtain that the $i$-th occurrence of \# in $p$ is mapped to the $i$-th occurrence of \# in $t$. Consequently, for every $i$ and $j$ with $1 \leq i<j \leq k$, we obtain that the substring ; $V_{i}-V_{j}$; is mapped to a substring of the string $l_{i, j} ; \mathbf{v t}\left(e_{1}^{i, j}\right) ; \cdots ; \mathbf{v t}\left(e_{m}^{i, j}\right) ; r_{i, j}$ in $t$. Again, using Lemma 3 and the fact that $\max _{p \in \Sigma_{p}}|f(p)|=1$, we obtain that both $V_{i}$ and $V_{j}$ are mapped to some letter $v_{l}^{i}$ and $v_{s}^{j}$ for some $l$ and $s$ with $1 \leq l, s \leq n$ such that $\left\{v_{l}^{i}, v_{s}^{j}\right\} \in E$. Hence, $\left\{f\left(V_{i}\right) \mid 1 \leq i \leq k\right\}$ is a $k$-clique of $G$.

Because Condition (C2) is implied by Lemmas 2 and 4, this concludes the proof of Theorem 6 .

Theorem 7. (Max-) GFM and (Max-)GPM are $\boldsymbol{W}[1]$-hard parameterized by $\# \Sigma_{t}, \# \Sigma_{p},\left|\Sigma_{p}\right|, \# ?$, and $\max |f(?)|$.

We will show the theorem by a parameterized reduction from Multicolored Clique. Let $G=(V, E)$ be a $k$-partite graph with partition $V_{1}, \ldots, V_{k}$ of $V$. Let $E_{i, j}=\left\{\{u, v\} \in E \mid u \in V_{i}\right.$ and $\left.v \in V_{j}\right\}$ for every $i$ and $j$ with $1 \leq i<$ $j \leq k$. Again, as we stated in the preliminaries we can assume that $\left|V_{i}\right|=n$ and $\left|E_{i, j}\right|=m$ for every $i$ and $j$ with $1 \leq i<j \leq k$.

Let $V_{i}=\left\{v_{1}^{i}, \ldots, v_{n}^{i}\right\}$ and $E_{i, j}=\left\{e_{1}^{i, j}, \ldots, e_{m}^{i, j}\right\}$. We construct a text $t$ and a pattern $p$ from $G$ and $k$ such that $p$ GF/GP-matches $t$ if and only if $G$ has a $k$-clique. The alphabet $\Sigma_{t}$ consists of:

- the letter \# (used as a separator);
- one letter $a_{e}$ for every $e \in E$ (representing the edges of $G$ );
- one letter $\#_{i}$ for every $i$ with $1 \leq i \leq n$ (used as special separators that group edges from the same vertex);
- the letters $l_{i, j}, r_{i, j}, l_{i}, r_{i}$ for every $i$ and $j$ with $1 \leq i<j \leq k$ (used as dummy letters to ensure injectivity for GPM);
- the letter $d_{e}^{v}$ and $d^{v}$ for every $e \in E$ and $v \in V(G)$ with $v \in e$ (used as dummy letters to ensure injectivity for GPM).
We set $\Sigma_{p}=\{\#\} \cup\left\{E_{i, j}, L_{i, j}, R_{i, j}, L_{i}, R_{i}, A_{i} \mid 1 \leq i<j \leq k\right\} \cup\left\{D_{i, j} \mid 1 \leq i \leq\right.$ $k$ and $1 \leq j \leq k+1\}$.

For a vertex $v \in V$ and $j$ with $1 \leq j \leq k$ we denote by $E_{j}(v)$ the set of edges of $G$ that are incident to $v$ and whose other endpoint is in $V_{j}$. Furthermore, for a vertex $v \in V(G)$, we write $\mathbf{e}(v)$ to denote the text $\mathbf{e l}\left(v, E_{1}(v)\right) \cdots \mathbf{e l}\left(v, E_{k}(v)\right) d^{v}$, where $\mathbf{e l}\left(v, E^{\prime}\right)$, for vertex $v$ and a set $E^{\prime}$ of edges with $E^{\prime}=\left\{e_{1}, \ldots, e_{l}\right\}$, is the $\operatorname{text} d_{e_{1}}^{v} a_{e_{1}} d_{e_{2}}^{v} a_{e_{2}} \cdots d_{e_{1}}^{v} a_{e_{l}}$.

We first define the following preliminary text and pattern strings. Let $t_{1}$ be the text:

$$
\begin{gathered}
\# l_{1,2} a_{e_{1}^{1,2}} \cdots a_{e_{m}^{1,2}} r_{1,2} \# \cdots \# l_{1, k} a_{e_{1}^{1, k}} \cdots a_{e_{m}^{1, k}} r_{1, k} \\
\# l_{2,3} a_{e_{1}^{2,3}} \cdots a_{e_{m}^{2,3}} r_{2,3} \# \cdots \# l_{2, k} a_{e_{1}^{2, k}} \cdots a_{e_{m}^{2, k}} r_{2, k} \\
\cdots \\
\# l_{k-1, k} a_{e_{1}^{k-1, k}} \cdots a_{e_{m}^{k-1, k}} r_{k-1, k}
\end{gathered}
$$

Let $t_{2}$ be the text:

$$
\begin{gathered}
\# l_{1} \#_{1} \mathbf{e}\left(v_{1}^{1}\right) \#_{1} \cdots \#_{n} \mathbf{e}\left(v_{n}^{1}\right) \#_{n} r_{1} \\
\cdots \\
\# l_{k} \#_{1} \mathbf{e}\left(v_{1}^{k}\right) \#_{1} \cdots \#_{n} \mathbf{e}\left(v_{n}^{k}\right) \#_{n} r_{k} \#
\end{gathered}
$$

Let $p_{1}$ be the pattern:

$$
\begin{gathered}
\# L_{1,2} E_{1,2} R_{1,2} \# \ldots \# L_{1, k} E_{1, k} R_{1, k} \\
\# L_{2,3} E_{2,3} R_{2,3} \# \ldots \# L_{2, k} E_{2, k} R_{2, k} \\
\ldots \\
\# L_{k-1, k} E_{k-1, k} R_{k-1, k}
\end{gathered}
$$

For $i, j$ with $1 \leq i, j \leq k$, let $I(i, j)$ be the letter $E_{i, j}$ if $i<j$, the letter $E_{j, i}$ if $i>j$ and the empty string if $i=j$. We define $\mathbf{p}(1)$ to be the pattern:

$$
A_{1} D_{1,2} I(1,2) D_{1,3} I(1,3) \cdots \cdots D_{1, k} I(1, k) D_{1, k+1} A_{1}
$$

we define $\mathbf{p}(k)$ to be the pattern:

$$
A_{k} D_{k, 1} I(k, 1) D_{k, 2} I(k, 2) \cdots \cdots D_{k, k-1} I(k, k-1) D_{k, k+1} A_{k}
$$

and for every $i$ with $1<i<k$, we define $\mathbf{p}(i)$ to be the pattern:

$$
\begin{gathered}
A_{i} D_{i, 1} I(i, 1) D_{i, 2} I(i, 2) \cdots D_{i, i-1} I(i, i-1) \\
D_{i, i+1} I(i, i+1) \cdots D_{i, k} I(i, k) D_{i, k+1} A_{i}
\end{gathered}
$$

Then $p_{2}$ is the pattern:

$$
\# L_{1} \mathbf{p}(1) R_{1} \# \cdots \# L_{k} \mathbf{p}(k) R_{k} \#
$$

We also define $t_{0}$ to be the text $\# \#$ and $p_{0}$ to be the pattern \#\#. Then, $t$ is the concatenation of $t_{0}, t_{1}$ and $t_{2}$ and $p$ is a concatenation of $p_{0}, p_{1}$ and $p_{2}$.

This completes the construction of $t$ and $p$. Clearly, $t$ and $p$ can be constructed from $G$ and $k$ in fpt-time (even polynomial time). Furthermore, $\# \Sigma_{t}=\binom{k}{2}+k+3$, $\# \Sigma_{p}=\binom{k}{2}+k+3,\left|\Sigma_{p}\right|=k(k+1)+3\binom{k}{2}+3 k+1$ and hence bounded by $k$, as required. It remains to show that $G$ has a $k$-clique if and only if $p$ GF/GPmatches $t$. The proof of this statement can be found in the full version of this paper [15].
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#### Abstract

Very recently, Thomassé, Trotignon and Vušković [WG 2014] have given an FPT algorithm for Weighted Independent Set in bullfree graphs parameterized by the weight of the solution, running in time $2^{O\left(k^{5}\right)} \cdot n^{9}$. In this article we improve this running time to $2^{O\left(k^{2}\right)} \cdot n^{7}$. As a byproduct, we also improve the previous Turing-kernel for this problem from $O\left(k^{5}\right)$ to $O\left(k^{2}\right)$. Furthermore, for the subclass of bull-free graphs without holes of length at most $2 p-1$ for $p \geq 3$, we speed up the running time to $2^{O\left(k \cdot k^{\frac{1}{p-1}}\right)} \cdot n^{7}$. As $p$ grows, this running time is asymptotically tight in terms of $k$, since we prove that for each integer $p \geq 3$, Weighted Independent Set cannot be solved in time $2^{o(k)} \cdot n^{O(1)}$ in the class of $\left\{b u l l, C_{4}, \ldots, C_{2 p-1}\right\}$-free graphs unless the ETH fails.
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## 1 Introduction

Motivation. Parameterized complexity deals with problems whose instances $I$ come equipped with an additional integer parameter $k$, and the objective is to obtain algorithms whose running time is of the form $f(k) \cdot \operatorname{poly}(|I|)$, where $f$ is some computable function (see $[7,9,17]$ for an introduction to the field). Such algorithms are called Fixed-Parameter Tractable (FPT). A fundamental notion in parameterized complexity is that of kernelization, which asks for the existence of polynomial-time preprocessing algorithms that produce equivalent instances whose size depends exclusively (preferably polynomially) on $k$. We will be only concerned with problems defined on graphs.

In order to obtain efficient FPT algorithms, a usual strategy is to focus on a graph class whose members have a well-defined structure, which can then be exploited to design algorithms. This paradigm has been exhaustively used in the last decades to obtain efficient FPT algorithms for graphs that exclude a fixed graph as a minor, relying on the structural characterization of this graph class given by Robertson and Seymour in their seminal work [20]. Nevertheless, the

[^31]situation is quite different in graphs that exclude a fixed graph as an induced subgraph, for which the design of FPT algorithms is still in an incipient stage. Quite recently, the structural description of claw-free graphs given by Chudnovsky and Seymour [3] has triggered the design of FPT algorithms in this graph class $[4,11,12]$. Even more recently, a structural characterization of bull-free graphs has been given by Chudnovsky [1,2]. In this article we focus on this latter graph class.

The bull is the graph defined by the set of vertices $\left\{x_{1}, x_{2}, x_{3}, y, z\right\}$ and the set of edges $\left\{x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{1}, x_{1} y, x_{2} z\right\}$ (see Fig. 1 for an illustration). For a graph $F$, a graph $G$ is said to be $F$-free if $G$ does not contain an induced subgraph isomorphic to $F$. Note that the class of bull-free graphs contains the classes of $P_{4}$-free and triangle-free graphs, so in particular it contains all bipartite graphs.


Fig. 1. The bull.
An independent set in a graph is a set of pairwise non-adjacent vertices. In a vertex-weighted graph, the weight of an independent set is the sum of the weights of its vertices. We are interested in the following parameterized problem.

## Weighted Independent Set

Input: An graph $G=(V, E)$ with $|V|=n$, a weight function $w: V \rightarrow \mathbb{N}$, and a positive integer $k$.
Parameter: The integer $k$.
Question: Does $G$ contain an independent set of weight at least $k$ ?

The above problem is well-known to be $W$ [1]-hard in general graphs [7], and therefore an FPT algorithm is unlikely to exist (see $[7,9,17]$ for the missing definitions). Thus, it is relevant to find graph classes for which the problem admits an FPT algorithm, and for which the non-parameterized version still remains NP-hard. In this direction, Dabrowski et al. [5] gave an FPT algorithm for Weighted Independent Set in $\left\{\right.$ bull, $\left.\overline{P_{5}}\right\}$-free graphs, where $\overline{P_{5}}$ is the complement of a path on 5 vertices. Note that the problem is NP-hard in $\left\{b u l l, \overline{P_{5}}\right\}$-free graphs, as it is NP-hard in the subclass of triangle-free graphs [19]. Recently, Thomassé et al. [21] generalized this result by giving an FPT algorithm for Weighted Independent Set in the class of bull-free graphs, by exploiting the structural results of Chudnovsky [1,2]. This article is the starting point of our work, and its main result is the following.

Theorem 1. (Thomassé et al. [21]). Weighted Independent Set in the class of bull-free graphs can be solved in time $2^{O\left(k^{5}\right)} \cdot n^{9}$.

Our results. Our main contribution is to improve the running time of the FPT algorithm of Thomassé et al. [21] stated in Theorem 1, specially in terms of the parameter $k$.

Theorem 2. Weighted Independent Set in the class of bull-free graphs can be solved in time $2^{O\left(k^{2}\right)} \cdot n^{7}$.

We would like to point out that we strongly follow the algorithm of [21], and that our faster algorithm is obtained by improving locally some of the procedures and analyses given in [21]. In particular, one of our main improvements relies on a closer look at the structure of the so-called basic bull-free graphs as described by Chudnovsky in her series of papers [1,2].

It is shown in [21, Theorem 7.2] that the FPT algorithm of Theorem 1 actually provides a Turing-kernel ${ }^{1}$ of size $O\left(k^{5}\right)$ for Weighted Independent Set in bull-free graphs, and that a polynomial kernel is not possible under reasonable complexity hypothesis. Therefore, as our algorithm follows closely that of Theorem 1, from Theorem 2 we immediately obtain the following corollary.

Corollary 1. There exists a Turing-kernel of size $O\left(k^{2}\right)$ for Weighted Independent Set in the class of bull-free graphs.

It is natural to ask whether the algorithm of Theorem 2 can be improved for subclasses of bull-free graphs. We prove that it is the case when, in addition to the bull, we exclude the holes ${ }^{2}$ of length at most $2 p-1$ for some integer $p \geq 3$ as induced subgraphs. Note that for each $p \geq 3$, the Weighted Independent SET problem is NP-hard in the class of $\left\{\right.$ bull, $\left., C_{4}, \ldots, C_{2 p-1}\right\}$-free graphs, as for each integer $g \geq 3$, its unweighted version is NP-hard in the class of graphs of girth greater than $g$ [16], that is in $\left\{C_{3}, C_{4}, \ldots, C_{g}\right\}$-free graphs, which is a subclass of $\left\{b u l l, C_{4}, \ldots, C_{g}\right\}$-free graphs for $g \geq 4$. More precisely, we prove the following theorem.

Theorem 3. For each integer $p \geq 3$, Weighted Independent Set in the class of $\left\{\right.$ bull, $\left.C_{4}, \ldots, C_{2 p-1}\right\}$-free graphs can be solved in time $2^{O\left(k \cdot k^{\frac{1}{p-1}}\right)} \cdot n^{7}$.

In the same way as Corollary 1 follows from Theorem 2, from Theorem 3 we obtain the following corollary. It is worth noting that the multipartite construction given in [21, Theorem 7.1] for ruling out the existence of polynomial kernels actually preserves the property of being $\left\{b u l l, C_{4}, \ldots, C_{2 p-1}\right\}$-free for $p \geq 3$.

Corollary 2. For each integer $p \geq 3$, there exists a Turing-kernel of size $O(k$. $\left.k^{\frac{1}{p-1}}\right)$ for Weighted Independent Set in the class of $\left\{b u l l, C_{4}, \ldots, C_{2 p-1}\right\}$ free graphs.

[^32]Finally, we provide lower bounds on the running time on any FPT algorithm that solves Weighted Independent Set in the class of $\left\{b u l l, C_{4}, \ldots, C_{2 p-1}\right\}$ free graphs, for $p \geq 3$. These lower bounds rely on the Exponential Time Hypothesis (ETH), which states that there exists a positive real number $s$ such that 3 -CNF-SAT with $n$ variables and $m$ clauses cannot be solved in time $2^{s n} \cdot(n+m)^{O(1)}$ (see [15] for more details).

Theorem 4. For each integer $p \geq 3$, Weighted Independent Set cannot be solved in time $2^{o(k)} \cdot n^{O(1)}$ in the class of $\left\{b u l l, C_{4}, \ldots, C_{2 p-1}\right\}$-free graphs unless the ETH fails.

Note that as $p$ grows, the running time of the algorithm of Theorem 3 tends to $2^{O(k)} \cdot n^{7}$. As the lower bound given by Theorem 4 holds for any fixed integer $p \geq 3$, it follows that, as $p$ grows, the running time of the algorithm of Theorem 3 is asymptotically tight with respect to the parameter $k$.
Organization of the paper. In Sect. 2 we state some definitions and results from [21] that we need in the remaining sections. Section 3 is devoted to the proofs of our main results. Finally, we conclude with some directions for further research in Sect.4. Due to space limitations, the proofs of the results marked with ' $[\star$ ]' can be found in the full version of this article [18].

## 2 Preliminaries

All the definitions in this section are taken from [21]. We use standard graphtheoretic notation (see [6] for any undefined terminology).

Trigraphs. We need to work with trigraphs (see [2]), which are a generalization of graphs in which some edges are left "undecided". Formally, a trigraph consists of a finite set $V(T)$ of vertices and an adjacency function $\theta:\binom{V(T)}{2} \rightarrow\{-1,0,1\}$. Two vertices $u, v \in V(T)$ are strongly adjacent (resp. strongly antiadjacent, resp. semiadjacent) if $\theta(u v)=1$ (resp. $\theta(u v)=-1, \theta(u v)=0$ ), and in that case $u$ and $v$ constitute a strong edge (resp. strong antiedge, switchable pair). Two vertices $u, v \in V(T)$ are adjacent (resp. antiadjacent) if $\theta(u v) \in\{0,1\}$ (resp. $\theta(u v) \in\{-1,0\}$ ), and in that case we say that there is an edge (resp. antiedge) between $u$ and $v$. Let $\eta(T)$ (resp. $\nu(T), \sigma(T)$ ) be the set of strongly adjacent (resp. strongly antiadjacent, semiadjacent) pairs of $T$. That is, a trigraph $T$ is a graph if and only if $\sigma(T)=\emptyset$. For a vertex $v \in V(T), N(v)$ (resp. $\eta(T), \nu(T)$, $\sigma(T))$ denotes the set of vertices in $V(T) \backslash\{v\}$ that are adjacent (resp. strongly adjacent, strongly antiadjacent, semiadjacent) to $v$. The complement $\bar{T}$ of a trigraph $T$ is the trigraph with $V(\bar{T})=V(T)$ and $\theta(\bar{T})=-\theta(T)$. A trigraph is monogamous if every vertex belongs to at most one switchable pair. Most trigraphs considered in this paper will be monogamous.

For two disjoint non-empty subsets of vertices $A, B$ of $V(T)$, we say that $A$ is strongly complete (resp. strongly anticomplete) to $B$ if every vertex in $A$ is strongly adjacent (resp. strongly antiadjacent) to every vertex in $B$. A clique (resp. strong clique, independent set, strong independent set) in $T$ is a set of


Fig. 2. A homogeneous set $X$ and a homogeneous pair $(A, B)$.
vertices that are pairwise adjacent (resp. strongly adjacent, antiadjacent, strongly antiadjacent). When we speak about the Weighted Independent Set problem in a trigraph $T$, we are interested in finding an independent set in $T$. We denote by $\alpha(T)$ the maximum weight of an independent set in $T$ (see [21] for the precise restrictions of the weight functions defined in trigraphs).

A realization of a trigraph $T$ is any trigraph $T^{\prime}$ such that $\eta(T) \subseteq \eta\left(T^{\prime}\right)$, $\nu(T) \subseteq \nu\left(T^{\prime}\right)$, and $\sigma\left(T^{\prime}\right)=\emptyset$ (hence $T^{\prime}$ is a graph). Seen as a trigraph, the bull is defined as in Fig. 1, where the corresponding vertices are adjacent or antiadjacent (that is, switchable pairs are allowed). A trigraph is bull-free if no induced subtrigraph of it is a bull.

Decomposition of bull-free trigraphs. The algorithm of [21], hence ours as well, is based on a decomposition theorem of bull-free trigraphs that is a simplified version of the one given by Chudnovsky [1,2], and that we proceed to state. We first need two more definitions that will play a fundamental role.

A set $X \subseteq V(T)$ is a homogeneous set if $1<|X|<|V(T)|$ and every vertex in $V(T) \backslash X$ is either strongly complete or strongly anticomplete to $X$. Thus, $V(T) \backslash X$ can be partitioned into two (possibly empty) sets $Y$ and $Z$ such that $X$ is strongly complete to $Y$ and strongly anticomplete to $Z$; see Fig. 2 for an illustration, where a solid line means that there are all edges, no line means that there are no edges, and a dashed line means that there is no restriction.

A homogeneous pair in $T$ is a pair $(A, B)$ of disjoint non-empty subsets of $V(T)$ such that there exist disjoint (possibly empty) subsets $C, D, E, F$ of $V(T)$ such that the following hold:

- $\{A, B, C, D, E, F\}$ is a partition of $V(T)$;
- $|A \cup B| \geq 3$;
- $|C \cup D \cup E \cup F| \geq 3$;
- $A$ is strongly complete to $C \cup E$ and strongly anticomplete to $D \cup F$;
- $B$ is strongly complete to $D \cup E$ and strongly anticomplete to $C \cup F$; and
- $A$ is not strongly complete nor strongly anticomplete to $B$.

See again Fig. 2 for an illustration. A homogeneous pair is small if $|A \cup B| \leq$ 6 , and it is proper if $C \neq \emptyset$ and $D \neq \emptyset$.

We now define some classes of so-called basic trigraphs which will also play an important role in the algorithms. Let $\mathcal{T}_{0}$ be the class of monogamous trigraphs on at most 8 vertices. Let $\mathcal{T}_{1}$ be the class of monogamous trigraphs $T$ whose vertex set can be partitioned into (possibly empty) sets $X, K_{1}, \ldots, K_{t}$ such that $G[X]$ is triangle free, and $K_{1}, \ldots, K_{t}$ are strong cliques that are pairwise anticomplete. According to Chudnovsky's work [1,2], the trigraphs in $\mathcal{T}_{1}$ satisfy some additional conditions that we will detail in Sect. 3. This closer look at the class $\mathcal{T}_{1}$ allows us to significantly improve the dependency on $k$ of the algorithm. Finally, let $\overline{\mathcal{T}}_{1}=\left\{\bar{T}: T \in \mathcal{T}_{1}\right\}$. A trigraph is basic if it belongs to $\mathcal{T}_{0} \cup \mathcal{T}_{1} \cup \overline{\mathcal{T}}_{1}$. We are ready to state the decomposition theorem.

Theorem 5. (Chudnovsky [1,2]). If $T$ is a bull-free monogamous trigraph, then one of the following holds:

- $T$ is basic;
- T has a homogeneous set;
- T has a small homogeneous pair; or
- T has a proper homogeneous pair.

We say that $(X, Y)$ is a decomposition of a trigraph $T$ if $(X, Y)$ is a partition of $V(T)$ and either $X$ is a homogeneous cut of $T$ or $X=A \cup B$ where $(A, B)$ is a small or proper homogeneous pair of $T$. A decomposition $(X, Y)$ defines two blocks $T_{X}$ and $T_{Y}$, whose definition is omitted here, and can be found in [21]. A decomposition $(X, Y)$ is a homogeneous cut if $X$ is a homogeneous set or $X=A \cup B$ where $(A, B)$ is a proper homogeneous pair. A homogeneous cut $(X, Y)$ is minimally-sided if there is no homogeneous cut $\left(X^{\prime}, Y^{\prime}\right)$ with $X^{\prime} \subsetneq X$.

## 3 Improved FPT Algorithms in Bull-Free Graphs

In this section we give a proof of Theorem 2. We start by providing a high-level description of the FPT algorithm of [21] in Algorithm 1 below (without giving all the details), which will help us to point out the steps for which we provide an improvement.

As the size of the trigraph $T_{Y}$ strictly decreases in each recursive step, the overall complexity of Algorithm 1 is easily seen to be upper-bounded by $2^{O\left(k^{5}\right)}$. $n^{9}$. (In fact, the algorithm of [21] starts by trying to find a decomposition of $T$, and if it fails we know by Theorem 5 that $T$ is basic. We reversed the steps in this sketch for the sake of presentation.) Our improvements are the following:
(i) Improvement in terms of the graph size. We show that in Step 2, an extreme decomposition $(X, Y)$ of $T$ can be found in time $O\left(n^{6}\right)$.
(ii) Improvement in terms of the parameter. We show that in Step 1, the problem can be solved in basic trigraphs in time $O\left(n^{4} m\right)+2^{O\left(k^{2}\right)}$.

The two improvements above yield the running time given in Theorem 2. We now proceed to explain these improvements in detail.

Input: A bull-free trigraph $T$ with $|V(T)|=n$ and the parameter $k$.
Output: 'Yes' if $\alpha(T) \geq k$, and an independent set of weight $\alpha(T)$ otherwise.

1. If $T$ is basic, then the problem can be solved in time $O\left(n^{4} m\right)+2^{O\left(k^{5}\right)}$, where $m$ is the number of strong edges in $T$.
2. Otherwise, by Theorem 5, $T$ admits a decomposition. Furthermore, it is shown that $T$ admits a so-called extreme decomposition, which is a decomposition $(X, Y)$ such that the block $T_{X}$ is basic and both $T_{X}$ and $T_{Y}$ are bull-free trigraphs. This extreme decomposition can be found in time $O\left(n^{8}\right)$.
2.1. First, Step 1 is run on the basic bull-free trigraph $T_{X}$. If $\alpha\left(T_{X}\right) \geq k$, we answer 'Yes' and we stop the algorithm. Otherwise, we use the performed computations to build the weighted trigraph $T_{Y}$.
2.2. The whole algorithm is run recursively on the bull-free trigraph $T_{Y}$.

Algorithm 1. Sketch of the FPT algorithm of [21].

Improvement in terms of the graph size. Our first ingredient is the following polynomial-time algorithm running in time $O\left(n^{6}\right)$, which should be compared to the algorithm given by [21, Theorem 4.3] that runs in time $O\left(n^{8}\right)$.

Theorem 6. There is an algorithm running in time $O\left(n^{6}\right)$ whose input is a trigraph $T$. The output is a small homogeneous pair of $T$ if some exists. Otherwise, if $G$ has a homogeneous cut, then the output is a minimally-sided homogeneous cut. Otherwise, the output is: ' $T$ has no small homogeneous pair, no proper homogenous pair, and no homogenous set".

The proof of [21, Theorem 4.3] starts by enumerating all sets of vertices of size at most 6 and then it checks whether they define a small homogeneous pair. This procedure takes time $O\left(n^{8}\right)$. Our first improvement is a simple algorithm that finds small homogeneous pairs $(A, B)$ in time $O\left(n^{6}\right)$, if there exists one. Without loss of generality, we can assume that $|A| \geq|B|$. The main idea is to fix the vertices of $A$ and then try to find a suitable $B$ verifying $|A \cup B| \leq 6$. While we have not found a small homogeneous pair, we execute Algorithm 2 below for all possible pairs of positive integers $(i, j)$ such that $3 \leq i+j \leq 6$ and $j \leq i$ (note that there are at most 8 such pairs), in lexicographic order for $i \in\{2, \ldots, 5\}$ and $j \in\{1, \ldots, \min \{1,6-i\}\}$.

Lemma 1. Algorithm 2 is correct and runs in time $O\left(n^{6}\right)$. That is, a small homogeneous pair in a trigraph $T$ can be found in time $O\left(n^{6}\right)$, if it exists.

Proof. Suppose that $T$ contains a small homogeneous pair $(A, B)$ such that $|A|=i$ and $|B|=j$, and that $T$ does not contain a small homogeneous pair $\left(A^{\prime}, B^{\prime}\right)$ with $\left|A^{\prime}\right|=i$ and $\left|B^{\prime}\right|<j$ (such a pair would have been found in previous iterations). We claim that there exists a vertex $v \in R$ that is neither strongly complete nor strongly anticomplete to $A$, or neither strongly complete nor strongly anticomplete to $B$. Indeed, otherwise $(A, B \backslash\{v\})$ would be a small homogeneous pair, contradicting the conditions of the algorithm.

Let $B^{\prime}=B \backslash\{v\}$. At some point, the algorithm will consider the pair $\left(A, B^{\prime}\right)$, and then it will find the corresponding $v$ and check that the found pair is indeed homogeneous. Since $|A|+|B| \leq 6$, these two operations can be done in linear time. Since $i+j-1$ vertices are guessed, the complexity of the algorithm is $O\left(n^{i+j}\right)=O\left(n^{6}\right)$, as $i+j \leq 6$.

```
Input: A trigraph \(T\) on \(n\) vertices, two positive integers \(i\) and \(j\) such that
    \(3 \leq i+j \leq 6\) and \(i \geq j\), and such that \(T\) does not contain a small
    homogeneous pair \(\left(A^{\prime}, B^{\prime}\right)\) with \(\left|A^{\prime}\right|=i\) and \(\left|B^{\prime}\right|<j\).
Output: A small homogeneous pair \((A, B)\) with \(|A|=i\) and \(|B|=j\), if it exists.
begin
    forall the subsets \(A \subseteq V\) of size \(i\) do
        forall the subsets \(B^{\prime} \subseteq V \backslash A\) of size \(j-1\) do
            \(B=B^{\prime}, R=V \backslash\left(A \cup B^{\prime}\right)\).
            while \(|B| \neq j\) and \(R \neq \emptyset\) do
                    pick a new vertex \(v \in R\) and remove it from \(R\).
                    if \(v\) is neither strongly complete nor strongly anticomplete to \(A\),
                    or neither strongly complete nor strongly anticomplete to \(B\) then
                    L add \(v\) to \(B\).
                    if \(|B|=j\) and all vertices of \(V \backslash(A \cup B)\) are either strongly complete
                        or strongly anticomplete to \(A\) and either strongly complete or
                        strongly anticomplete to \(B\) then
                    return \((A, B)\).
```

Algorithm 2. Algorithm for finding a small homogeneous pair of size $i+j$.

The second bottleneck in the proof of [21, Theorem 4.3] is a subroutine that finds a minimally-sided proper homogeneous pair, if it exists, in time $O\left(n^{7}\right)$. We prove the following lemma.

Lemma 2. [ $\star$ ] There exists an algorithm running in time $O\left(n^{6}\right)$ that finds a minimally-sided homogeneous cut in a trigraph $T$, provided that $T$ has some homogeneous cut.

Lemmas 1 and 2 together clearly imply Theorem 6.
Improvement in terms of the parameter. We now focus on the improvement in Step 1 of Algorithm 1. It is shown in the proof [21, Lemma 6.1] that Weighted Independent Set restricted to the class $\mathcal{T}_{1}$ admits a kernel of size $O\left(k^{5}\right)$, and this is what gives the function $2^{O\left(k^{5}\right)}$ in the algorithm of Theorem 1, as well as the Turing-Kernel of Corollary 1. In the following we will show that the kernel in the class $\mathcal{T}_{1}$ can be improved to $f(k)=O\left(k^{2}\right)$, concluding the proof of Theorem 2 and of Corollary 1. This improvement is detailed in the following lemma, which should be compared to [21, Lemma 6.1]. More precisely, in [21, Lemma 6.1] the function $f$ is defined as $f(x)=g(x)+(x-1)\left(\binom{g(x)}{2}+2 g(x)+1\right)$, where
$g(x)=\binom{x+1}{2}-1$. We redefine $f$ as $f(x)=5 g(x)$, yielding the desired upper bound.

Lemma 3. There is an $O\left(n^{4} m\right)$-time algorithm with the following specifications.
Input: A weighted monogamous basic trigraph $T$ on $n$ vertices and $m$ strong edges, in which all vertices have weight at least 1 and all switchable pairs have weight at least 2, with no homogeneous set, and a positive integer $k$.
Output: One of the following true statements:

1. $n \leq f(k)$;
2. the number of maximal independent sets in $T$ is at most $n^{3}$; or
3. $\alpha(T) \geq k$.

Proof. The proof follows closely that of [21, Lemma 6.1]. Let $G$ be the realization of $T$ where all switchable pairs are set to "strong antiedge". We first check whether $n \leq f(k)$ in constant time. If this is not the case, we apply [21, Theorem 5.4] to $G$, and check whether Output 2 is true. If not, it just remains to prove that Output 3 is a true statement. The running time of the algorithm is $O\left(n^{4} m\right)$.

Since $T$ is basic, there are three cases to consider. Assume first that $T \in \mathcal{T}_{0}$. If $k \geq 2$, then $f(k)>8 \geq n$, so the algorithm should have given Output 1 , a contradiction. Thus, $k \leq 1$, and Output 3 is true. If $T \in \overline{\mathcal{T}}_{1}$, then by [21, Lemma 5.9] $T$ has at most $n^{3}$ maximal independent sets, so the algorithm should have given Output 2, a contradiction.

Thus, necessarily $T \in \mathcal{T}_{1}$. Suppose for contradiction that $\alpha(T)<k$. We consider the decomposition of $T$ into a triangle-free trigraph $X$ and a disjoint union of $t$ strong cliques $K_{1}, \ldots, K_{t}$. In contrast to the proof of [21, Lemma 6.1], we will use the following two properties of the class $\mathcal{T}_{1}$, as described by Chudnovsky [1,2]:
(i) Each vertex of $X$ has neighbors in at most two distinct cliques.
(ii) For each clique $K \in\left\{K_{1}, \ldots, K_{t}\right\}$, with $K=\left\{v_{1}, \ldots, v_{r}\right\}$, the neighborhood of $K$ in $T$ is a bipartite trigraph, with bipartition $(A, B)$, such that for all $i \in\{1, \ldots, r\}, \mathcal{A}_{i+1} \subseteq \mathcal{A}_{i}$ and $\mathcal{B}_{i} \subseteq \mathcal{B}_{i+1}$, where $\mathcal{A}_{i}=A \cap N\left(v_{i}\right)$ and $\mathcal{B}_{i}=B \cap N\left(v_{i}\right)$ (see Fig. 3).

We can suppose that $|X| \leq g(k)$, otherwise as $T[X]$ is triangle-free, by Ramsey Theorem it follows that $\alpha(G) \geq k$, so we would have that $\alpha(T) \geq \alpha(G) \geq k$.

For $1 \leq i \leq t$, let us denote by $N\left(K_{i}\right)$ the subset of vertices of $X$ that are adjacent to at least one vertex of $K_{i}$. By Property (i) above, it holds that

$$
\begin{equation*}
\sum_{i=1}^{t}\left|N\left(K_{i}\right)\right| \leq 2|X| \tag{1}
\end{equation*}
$$

Claim 1. For each clique $K \in\left\{K_{1}, \ldots, K_{t}\right\}$, it holds that $|K| \leq 2|N(K)|$.


Fig. 3. Adjacency between a clique $K$ and the set $X$ in the proof of Lemma 3.

Proof. Consider an arbitrary $K \in\left\{K_{1}, \ldots, K_{t}\right\}$, and let $K=\left\{v_{1}, \ldots, v_{r}\right\}$. Consider the set $N(K)$ as described by Property (ii) above. Let us consider $K^{\prime}=\left\{v_{i_{1}}, \ldots, v_{i_{r^{\prime}}}\right\}$, for $1 \leq i_{1}<i_{2}<\cdots<i_{r^{\prime}} \leq r$, the set of vertices in $K$ that do not belong to any switchable pair. Since $T$ is monogamous, we have that $r-r^{\prime} \leq|N(K)|$.

Let us note $\mathcal{V}_{j}=\overline{\mathcal{A}}_{i_{j}} \cup \mathcal{B}_{i_{j}}$, where $\overline{\mathcal{A}}_{i}=A \cap \overline{N\left(v_{i}\right)}$. Note that any two vertices in $K^{\prime}$ must have a distinct neighborhood, otherwise they form a homogeneous set, a contradiction. Together with Property (ii), this implies that for all $j \in$ $\left\{1, \ldots, r^{\prime}-1\right\}, \mathcal{V}_{j} \subsetneq \mathcal{V}_{j+1}$.

Since $\mathcal{B}_{i} \neq \emptyset$ for all $i \in\{1, \ldots, r\}$, we have that $\left|\mathcal{V}_{r^{\prime}}\right| \geq r^{\prime}$. And since $\mathcal{V}_{r^{\prime}} \subseteq N\left(K^{\prime}\right)$, we have that $\left|N\left(K^{\prime}\right)\right| \geq\left|\mathcal{V}_{r^{\prime}}\right| \geq r^{\prime}=\left|K^{\prime}\right|$.

Therefore, $|K|=r=\left(r-r^{\prime}\right)+r^{\prime} \leq|N(K)|+\left|N\left(K^{\prime}\right)\right| \leq 2|N(K)|$, and the claim follows.

Equation (1) and Claim 1 imply that $\sum_{i=1}^{t}\left|K_{i}\right| \leq 4|X|$, and therefore

$$
\begin{equation*}
|V(T)|=|X|+\sum_{i=1}^{t}\left|K_{i}\right| \leq|X|+4|X|=5|X| \tag{2}
\end{equation*}
$$

that is, $n \leq 5|X|$, and since $|X| \leq g(k)$, the algorithm should have given Output 1 , a contradiction.

### 3.1 Independent Set in Bull-Free Graphs Without Small Holes

In this subsection we deal with bull-free graphs without small holes. Namely, we discuss below the main ideas of the faster FPT algorithm of Theorem 3. The
proof of the lower bound given by Theorem 4 can be found in [18]. The reduction is from the Sparse-3-Sat problem, which cannot be solved in time $2^{o(n)}$ unless the ETH fails (see for instance [13]). Our reduction consists of a modification of the classical reduction to show the NP-hardness of Independent Set [10].

In order to prove Theorem 3, we use the same algorithm described above for general bull-free graphs, and the improvement in the time bound for $\left\{b u l l, C_{4}, \ldots\right.$, $\left.C_{2 p-1}\right\}$-free graphs consists in a more careful analysis of the kernel size for the basic class $\mathcal{T}_{1}$. More precisely, we will prove that the function $g$ such that $|X| \leq$ $g(k)$ can be redefined as $g_{p}(x)=x\left(x^{\frac{1}{p-1}}+2\right)$. Plugging this function in Equation (2) yields a kernel of size $O\left(k \cdot k^{\frac{1}{p-1}}\right)$ for the class $\mathcal{T}_{1}$. Indeed, in the proof of Lemma 3 , if $T$ is a $\left\{b u l l, C_{4}, \ldots, C_{2 p-1}\right\}$-free trigraph that belongs to the basic class $\mathcal{T}_{1}$, the following lemma implies that in this case it holds that $|X| \leq g_{p}(k)$, hence proving Theorem 3. The proof is inspired from classical arguments in Ramsey theory [6] (see also [14] for recent results on the independence number of triangle-free graphs in terms of several parameters).

Lemma 4. $[\star]$ Let $p, k \geq 2$ be two integers and let $G$ be a graph of girth $g(G) \geq$ $2 p$. If $|V(G)| \geq k\left(k^{\frac{1}{p-1}}+2\right)$, then $\alpha(G) \geq k$.

## 4 Conclusions and Further Research

We showed in Theorem 2 that Weighted Independent Set in bull-free graphs can be solved in time $2^{O\left(k^{2}\right)} \cdot n^{7}$, and the lower bound of Theorem 4 states that the problem cannot be solved in time $2^{o(k)} \cdot n^{O(1)}$ in bull-free graphs unless the ETH fails. Closing this complexity gap (in terms of $k$ ) is an interesting avenue for further research.

It is tempting to try to apply similar techniques for obtaining FPT algorithms for other (NP-hard) problems in bull-free graphs. The Independent Feedback Vertex Set problem may be a natural candidate.

Feghali, Abu-Khzam and Müller [8] have recently shown that the problem of deciding whether the vertices of a graph can be partitioned into a triangle-free subgraph and a disjoint union of cliques is NP-complete in planar and perfect graphs. Note that this problem is closely related to deciding whether a given graph belongs to the class $\mathcal{I}_{1}$ of basic bull-free graphs. Is this problem NPcomplete when restricted to bull-free graphs? The recognition of the class $\mathcal{T}_{1}$ has also been left as an open question in [21].
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#### Abstract

In the Partial Information Network Query (PINQ) problem, we are given a host graph $H$, and a pattern $\mathcal{P}$ whose topology is partially known. We seek a subgraph of $H$ that resembles $\mathcal{P}$. PINQ is a generalization of Subgraph Isomorphism, where the topology of $\mathcal{P}$ is known, and Graph Motif, where the topology of $\mathcal{P}$ is unknown. This generalization has important applications to bioinformatics, since it addresses the major challenge of analyzing biological networks in the absence of certain topological data. In this paper, we use a non-standard part-algebraic/part-combinatorial hybridization strategy to develop an exact parameterized algorithm as well as an FPT-approximation scheme for PINQ, allowing near resemblance between $H$ and $\mathcal{P}$. We thus unify and significantly improve previous results related to network queries.


## 1 Introduction

With the increasing amount of data on biological networks available, the discovery of conserved patterns has become of major importance. Such patterns can be identified through the use of network queries, which compare the graph modeling the network with a given pattern. Indeed, the Alignment Network Query (ANQ) and Graph Motif (GM) problems play a pivotal role in the analysis of biological networks [16,31]. Due to their general nature, they can also be used in analyzing other types of networks, such as social and technical networks [15].

Given a pattern $\mathcal{P}$ and a graph $H, \mathrm{GM}$ and ANQ seek a subgraph of $H$ that resembles $\mathcal{P}$. GM requires only the connectivity of the solution, while ANQ, a variant of the classic Subgraph Isomorphism (SI) problem, requires resemblance between the topology of $\mathcal{P}$ and the solution. The Partial Information Network Query (PINQ) problem, introduced in [27], fits for the common scenario where we have only partial information on the topology of $\mathcal{P}$.

Since network query problems are often NP-hard, there is a growing body of literature studying their parameterized complexity. A problem is fixed-parameter tractable (FPT) with respect to a parameter $k$ if it can be solved in time $O^{*}(f(k))$ for some function $f .{ }^{1}$ In this paper, we introduce a non-standard part-algebraic/part-combinatorial hybridization strategy, which we use to develop an
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Fig. 1. An example of a homeomorphism $h$ from $G$ to $G^{\prime}$.
exact as well as approximation FPT algorithms for a variant of PINQ that allows insertions and deletions (indels) of nodes.

### 1.1 Problem Statement

Given a graph $H$ and a set of graphs $\mathcal{P}$, in $\mathrm{PINQ}_{\mathrm{I}}$ we seek a disjoint collection of subgraphs of $H$, each resembling a different graph in $\mathcal{P}$, whose union is a connected graph. Each of these subgraphs is mapped to the graph it resembles in $\mathcal{P}$, by using a variant of isomorphism allowing to delete degree- 2 nodes, called homeomorphism (defined below). For biological motivation, see, e.g., [26].

Homeomorphism: Given a graph $G=(V, E)$ and a set $U$ of degree- 2 nodes in $V$, generate the multigraph $G \backslash U$ as follows (see Fig. 1). Delete from $G$ the nodes in $U$ and their incident edges. For every pair $v, u \in V \backslash U$ and simple path connecting them, in which all other nodes belong to $U$, add an edge $\{v, u\}$. For every $v \in V \backslash U$ and simple cycle in $G$ consisting only of $v$ and nodes in $U$, add a self-loop to $v$.

A homeomorphism from $G=(V, E)$ to $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is defined as an isomorphism from $G \backslash U$ to $G^{\prime} \backslash U^{\prime}$, where $U$ and $U^{\prime}$ are subsets of degree-2 nodes in $V$ and $V^{\prime}$, respectively. To simplify the presentation, we use the term homeomorphism also when referring to a function whose domain is empty.

Definition of PINQ $_{\mathrm{I}}$ : The input for PINQ $_{\mathrm{I}}$ consists of a set of graphs $\mathcal{P}=$ $\left\{P_{1}, \ldots, P_{t}\right\}$, where $P_{i}=\left(V_{i}, E_{i}\right)$, and a graph $H=(V, E)$ having real numbers as edge-weights, along with a similarity score table $\Delta$. The table $\Delta$ contains an entry $\Delta(p, h) \in \mathbb{R} \cup\{-\infty\}$ for any pair of nodes $p, h$, where $p \in V_{i}, 1 \leq i \leq t$ and $h \in V$ (an entry $\Delta(p, h)=-\infty$ indicates that $p$ and $h$ cannot be matched). The input contains also the nonnegative integers $I_{F}, I_{A}$ and $D$. Let $k=\sum_{i=1}^{t}\left|V_{i}\right|$ denote the total number of nodes in $\mathcal{P}$ (see Fig. 2(A)).

We now give the definition of a solution for $\mathrm{PINQ}_{\mathrm{I}}$ (see Fig. 2(B)). Let $\mathcal{S}=$ $\left(S, V_{S}^{1}, \ldots, V_{S}^{t+1}, h_{1}, \ldots, h_{t}\right)$, where $S=\left(V_{S}, E_{S}\right)$ is a connected subgraph of $H$, $\left\{V_{S}^{1}, \ldots, V_{S}^{t+1}\right\}$ is a partition of $V_{S}$, and $h_{i}$ is a homeomorphism from $P_{i}$ to the subgraph of $S$ induced by $V_{S}^{i}$, for all $1 \leq i \leq t$. Let $\operatorname{dom}(f)$ and ima $(f)$ denote the domain and image of a function $f$, respectively; denote by $w(e)$ the weight of an edge $e$. The number of indels and score of $\mathcal{S}$ are defined as follows.


Fig. 2. (A) An input for $\mathrm{PINQ}_{\mathrm{I}}$, where $k=8$. (B) A solution for the input.

- The number of free insertions is $\left|V_{S}^{t+1}\right|$. Informally, this is the number of nodes connecting the subgraphs of $S$ that are mapped to graphs in $\mathcal{P}$.
- The number of alignment insertions is the number of unmapped nodes in $\bigcup_{i=1}^{t} V_{S}^{i}$, i.e., $\sum_{i=1}^{t}\left|V_{S}^{i} \backslash \operatorname{ima}\left(h_{i}\right)\right|$. Informally, this is the number of nodes that are not mapped to nodes of graphs in $\mathcal{P}$, and yet belong to the subgraphs of $S$ that are mapped to $\mathcal{P}$.
- The number of deletions is the number of unmapped nodes in $\mathcal{P}$, i.e., $\sum_{i=1}^{t} \mid V_{i} \backslash$ $\operatorname{dom}\left(h_{i}\right) \mid$.
- The score is the sum of the similarity scores between the matched nodes, and the weights of the edges in $E_{S}$, i.e., $\sum_{i=1}^{t} \sum_{p \in \operatorname{dom}\left(h_{i}\right)} \Delta\left(p, h_{i}(p)\right)+\sum_{e \in E_{S}} w(e)$.

We say that $\mathcal{S}$ is a solution if it includes exactly $I_{F}$ free insertions, $I_{A}$ alignment insertions and $D$ deletions, and any cycle in $S$ is completely contained in the subgraph induced by $V_{S}^{i}$, for some $1 \leq i \leq t$. The cycle requirement allows us to avoid generalizing the Clique problem, which is W[1]-hard [14]. ${ }^{2}$ Assuming that there is no solution having less than $I_{F}$ free insertions, ${ }^{3}$ the objective of PINQ $_{\mathrm{I}}$ is to find the maximum score $O P T$ of a solution.
Relation of PINQ $_{\mathrm{I}}$ to Known Network Queries: Clearly, PINQ is the special case where $I_{F}=I_{A}=D=0$. Also, ANQ with Indels (ANQ ${ }_{\mathrm{I}}$ ) [13] is the special case where $t=1$. Finally, GM with Indels $\left(\mathrm{GM}_{\mathrm{I}}\right)$ [10] is the special case where $t=k$, and $\Delta(p, h) \in\{-\infty, 0\}$ for any $p \in V_{i}, 1 \leq i \leq t$ and $h \in V$.

### 1.2 Related Work and Our Contribution

ANQ is NP-hard even if the single graph in $\mathcal{P}$ is a path, since this case generalizes the Hamiltonian path problem [18]. GM is NP-hard even if $H$ is a tree [24].

[^34]Table 1. Parameterized algorithms for $\mathrm{PINQ}_{\mathrm{I}}$.

| Reference | Weights | Indels | The topology of each $P_{i}$ | Time complexity |
| :--- | :--- | :--- | :--- | :--- |
| Pinter et al. $[27]$ | $\mathbb{R}$ | No | Tree | $O^{*}\left(6.75^{k+O\left(\log ^{2} k\right)} 3^{t}\right)$ |
| This paper | $\mathbf{Z}$ | Yes | Bounded treewidth | $\mathbf{O}^{*}\left(\mathbf{3 . 7}^{\mathbf{k}-\mathbf{D}+\mathbf{I}_{\mathbf{A}}} \mathbf{W}\right)$ |
| This paper $^{\Phi}$ | $\mathbf{N}^{0}$ | Yes | Bounded treewidth | $\mathbf{O}^{*}\left(\mathbf{3 . 7}^{\left.\mathbf{k}-\mathbf{D}+\mathbf{I}_{\mathbf{A}}\left\lfloor\frac{\mathbf{1}}{\epsilon}\right\rfloor\right)}\right.$ |

Table 2. Parameterized algorithms for $A N Q_{I}$.

| Reference | Weights | Indels | The topology of $P_{1}$ | Time complexity |
| :--- | :--- | :--- | :--- | :--- |
| Blin et al. $[7]$ | $\mathbb{R}$ | Yes | Bounded feedback vertex set | $O^{*}\left(8.2^{k+I_{A}}\right)$ |
| Dost et al. $[13]$ | $\mathbb{R}$ | Yes | Bounded treewidth | $O^{*}\left(8.2^{k+I_{A}}\right)$ |
| Shlomi et al. $[30]$ | $\mathbb{R}$ | Yes | Simple path | $O^{*}\left(5.44^{k+I_{A}}\right)$ |
| Hüffner et al. $[20]$ | $\mathbb{R}$ | Yes | Simple path | $O^{*}\left(4.32^{k+I_{A}}\right)$ |
| Pinter et al. $[27]$ | $\mathbb{R}$ | No | Tree | $O^{*}\left(6.75^{k}\right)$ |
| Pinter et al. $[27]$ | $\mathbb{R}$ | No | Simple path | $O^{*}\left(4^{k}\right)$ |
| This paper | $\mathbf{Z}$ | Yes | Bounded treewidth | $\mathbf{O}^{*}\left(\mathbf{2}^{\mathbf{k}-\mathbf{D}+\mathbf{I}_{\mathbf{A}}} \mathbf{W}\right)$ |
| This paper ${ }^{\delta}$ | $\mathbf{N}^{0}$ | Yes | Bounded treewidth | $\mathbf{O}^{*}\left(\mathbf{2}^{\left.\mathbf{k}-\mathbf{D}+\mathbf{I}_{\mathbf{A}}\left\lfloor\frac{\mathbf{1}}{\epsilon}\right\rfloor\right)}\right.$ |

Tables 1, 2 and 3 present known FPT algorithms for $\mathrm{PINQ}_{\mathrm{I}}, \mathrm{ANQ}_{\mathrm{I}}$ and $\mathrm{GM}_{\mathrm{I}}$, where $t w$ is the maximum treewidth [8] of a graph in $\mathcal{P}$. The Weights columns refer to the possible values for edge-weights and scores in $\Delta$, excluding $-\infty$, and $W$ denotes the maximum absolute value of any weight. Typically, in our applications $W$ is polynomial in the input size [24]. Entries marked by ' $\$$ ' indicate instances for which we present an FPT-approximation scheme (FPT$A S)$, that returns a value in $[(1-\epsilon) O P T, O P T]$, for any fixed $\epsilon>0$.

Our main result is Exact, a randomized $O^{*}\left(3.7^{k-D+I_{A}} W\right)$ time exact algorithm for $\mathrm{PINQ}_{\mathrm{I}}$, which handles a wide class of inputs (see Theorem 1). We then complement Exact by developing an FPT-AS for PINQ (see Theorem 2).

Algorithm Exact improves and unifies the previous results as follows.

- We extend the PINQ algorithm presented in [27], by considering indels and bounded treewidth graphs (see Table 1). Note that a graph with a bounded feedback vertex set has a bounded treewidth [9]. Thus, our results hold also for graphs with bounded feedback vertex sets.
- For inputs with polynomially bounded integral weights, we significantly improve the $O^{*}$ running times of the best known algorithms for PINQ (due to [27]) and $\mathrm{ANQ}_{\mathrm{I}}$ (due to [13] and [20]). For example, using the real data presented in [24], the weights in the table $\Delta$ can take integral values in $\{-\infty, 0, \ldots, 4\}$. Applying the best known algorithm (of [13]) for $\mathrm{ANQ}_{\mathrm{I}}$, where $P_{1}$ has a bounded treewidth, we get a running time of $O^{*}\left(8.2^{k+I_{A}}\right)$, whereas Exact solves $\mathrm{ANQ}_{\mathrm{I}}$ on such inputs in time $O^{*}\left(2^{k-D+I_{A}}\right)$. We note that both algorithms have the same dependency on the treewidth of $P_{1}$.

Table 3. Parameterized algorithms for $\mathrm{GM}_{\mathrm{I}}$.

| Reference | Weights | Indels | Time complexity |
| :--- | :--- | :--- | :--- |
| Bruckner et al. [10] | $\mathbb{R}$ | Yes | $O^{*}\left(k!3^{k}\right)$ |
| Dondi et al. [12] | $\{0\}$ | Yes | $O^{*}\left(2^{O(k-D)}\right)$ |
| Fellows et al. [15] | $\{0\}$ | No | $O^{*}\left(87^{k}\right)$ |
| Pinter et al. [27] | $\mathbb{R}$ | No | $O^{*}\left(20.25^{k+O\left(\log ^{2} k\right)}\right)$ |
| Betzler et al. [2] | $\{0\}$ | Yes | $O^{*}\left(29.6^{k-D}\right)$ |
| Betzler et al. [2] | $\{0\}$ | No | $O^{*}\left(10.88^{k}\right)$ |
| Betzler et al. [3] | $\{0\}$ | No | $O^{*}\left(4.32^{k}\right)$ |
| Guillemot et al. [19] | $\mathbb{N}^{0}$ | Yes | $O^{*}\left(4^{k-D} W^{2}\right)$ |
| Koutis [22] | $\{0\}$ | Yes | $O^{*}\left(2.54^{k-D}\right)$ |
| Pinter et al. [28] | $\mathbb{N}^{0}$ | Yes | $O^{*}\left(2^{k} W\right)$ |
| Björklund et al. $[6]$ | $\{0\}$ | Yes | $O^{*}\left(2^{k-D}\right)$ |
| This paper | $\mathbf{Z}$ | Yes | $\mathbf{O}^{*}\left(\mathbf{2}^{\mathbf{k}-\mathbf{D}} \mathbf{W}\right)$ |
| This paper ${ }^{\S}$ | $\mathbf{N}^{0}$ | Yes | $\mathbf{O}^{*}\left(\mathbf{2}^{\mathbf{k}-\mathbf{D}}\left\lfloor\frac{1}{\epsilon}\right\rfloor\right)$ |

- We extend the algorithm for $\mathrm{GM}_{\mathrm{I}}$ presented in [6] to handle integral weights.
- Exact has the same $O^{*}$ running time as the best known FPT algorithms for SI, in which the subgraph is a tree [23], or has a bounded treewidth [17]. The same holds for Group Steiner Tree [25], and Min Connected Components [28]. Indeed, all of these problems are special cases of $\mathrm{PINQ}_{\mathrm{I}}$.

Due to lack of space, some proofs are omitted. The detailed results will be given in the full version of this paper.
Notation: Let $V(\mathcal{P})=\bigcup_{i=1}^{t} V_{i}$ and $E(\mathcal{P})=\bigcup_{i=1}^{t} E_{i}$ be the sets of nodes and edges in $\mathcal{P}$, respectively. Also let $\mathcal{P}^{*}$ be the set of single-node graphs in $\mathcal{P}$, $V\left(\mathcal{P}^{*}\right)=\bigcup_{P_{i} \in \mathcal{P}^{*}} V_{i}$ and $k^{*}=\left|\mathcal{P}^{*}\right|$. Let $V(G)$ and $E(G)$ be the node-set and edge-set of a graph $G$, respectively.

## 2 Main Technique

In developing algorithm Exact, we combine the algebraic narrow sieves technique [5] (see also [21]) with the divide-and-color technique [11], which are often used as two separate tools in solving parameterized problems. Our approach contains a novel application of narrow sieves that consists of two monomial-associating procedures, rather than one such procedure, as detailed below. It may be useful in obtaining fast FPT algorithms for other problems that include as special cases "color coding-related" problems (indeed, PINQ ${ }_{\text {I }}$ encompasses GM and SI). We note that the sophisticated algebraic algorithm for the HAMILTONICITY problem by Björklund [4] (see also [5]) also applies (as preprocessing) a combinatorial partitioning phase.

In the narrow sieves technique, we express a parameterized problem by associating monomials with potential solutions. Each monomial either represents a unique correct solution, or an even number of incorrect solutions. Having a polynomial that is the sum of such monomials, we need to determine whether it has a monomial whose coefficient is odd. On the other hand, divide-and-color is a combinatorial technique where, in each step, we have a set $S_{n}$ of $n$ elements, and we seek a certain subset $S_{k}$ of $k$ elements in $S_{n}$. We randomly partition $S_{n}$ into two sets: $S_{n}^{1}$ and $S_{n}^{2}$. Thus, we get the problem of finding a subset $S \subseteq S_{k}$ in $S_{n}^{1}$, and another problem of finding the subset $S_{k} \backslash S$ in $S_{n}^{2}$.

In solving PINQ $_{\mathrm{I}}$, we first observe that if the nodes in $V$ can be mapped only to nodes in $V\left(\mathcal{P}^{*}\right)$, PINQ $_{\text {I }}$ can be efficiently solved by a narrow sieves procedure, $P_{A}$, that is a straightforward extension of the algorithm for GM given in [6]. On the other hand, if $|\mathcal{P}|=1, \mathrm{PINQ}_{\mathrm{I}}$ can be efficiently solved by a different procedure, $P_{B}$, using a standard application of narrow sieves.

Now, suppose that we have a partition of $V$ into a set $A$ of nodes that can be mapped only to nodes in $V\left(\mathcal{P}^{*}\right)$, and a set $B$ of nodes that can be mapped only to nodes in $V(\mathcal{P}) \backslash V\left(\mathcal{P}^{*}\right)$. For such a scenario, we develop a non-trivial narrow sieves procedure, ManySingles, handling nodes in $A$ in an efficient manner similar to $P_{A}$, and nodes in $B$ in a manner similar to $P_{B}$. To handle only such scenarios, before each call to ManySingles, we use divide-and-color to partition $V$ into the sets $A$ and $B .^{4}$ Indeed, since we build on the results of [6], the correctness of ManySingles crucially relies on the fact that $A$ does not contain nodes that can be mapped to nodes in $V(\mathcal{P}) \backslash V\left(\mathcal{P}^{*}\right)$.

The combined application of divide-and-color and ManySingles is efficient only for solutions containing many graphs from $\mathcal{P}^{*} .{ }^{5}$ However, solutions containing few graphs from $\mathcal{P}^{*}$ cannot contain too many graphs from $\mathcal{P}$ (since each solution contains exactly $k$ nodes from $V(\mathcal{P})$ ). For such solutions, we develop a procedure, FewSingles, handling all the nodes in $V$ in a manner similar to $P_{B}$.

Thus, our algorithm proceeds in the following main steps:

1. Examine all choices for the number $n_{\mathcal{P} *}$ of graphs from $\mathcal{P}^{*}$ in the solution.
2. If $n_{\mathcal{P}^{*}}$ is "large":
(a) Apply divide-and-color to partition $V$ as described above.
(b) Call ManySingles.
3. Else: Call FewSingles.

## 3 The Procedures FewSingles and ManySingles

Assume that $\mathcal{P}$ is a set of bounded treewidth graphs, and the weights are nonnegative integers (recall that the weights are the possible values for edgeweights and scores in $\Delta$, excluding $-\infty$ ). Algorithm Exact (see Sect.4) only needs the procedures to be correct under these assumptions. For the sake of clarity, we first present a simple version of FewSingles that cannot handle indels.

[^35]
### 3.1 SimpleFewSingles: A Narrow Sieves Procedure

Assuming that $I_{F}=I_{A}=D=0$, we present a narrow sieves procedure that efficiently finds solutions containing few graphs in $\mathcal{P}^{*}$. We first define the structure of a potential solution. We then describe the potential solutions, and associate them with monomials. We show how to evaluate some sums of such monomials, and finally, we present the procedure, which heavily relies on such evaluations.

### 3.1.1 The Structure of a Potential Solution

Recall that any cycle in a solution $\mathcal{S}$ is contained in a subgraph induced by $V_{S}^{i}$, for some $1 \leq i \leq t$. Thus, by contracting each of the subgraphs into a single node, and choosing a node as a root, any solution for PINQ ${ }_{\mathrm{I}}$ can be represented by a rooted tree. We study the mappings of such trees (into graphs in $\mathcal{P}$ ) below.

A quad $\left(T, f_{\text {gra }}, f_{\text {nod }}, f_{\text {con }}\right)$ refers to a rooted tree $T=\left(V_{T}, E_{T}\right)$ on $t$ nodes, $f_{\text {gra }}: V_{T} \rightarrow \mathcal{P}, f_{\text {nod }}: X \rightarrow V$ and $f_{\text {con }}: X \rightarrow 2^{X}$, where $X=\{(v, p):$ $\left.v \in V_{T}, p \in V\left(f_{g r a}(v)\right)\right\}$. Informally, such a quad describes a structure for a solution as follows. $T$ and $f_{\text {gra }}$ specify which graphs to choose from $\mathcal{P}$ and how to connect them; $f_{\text {nod }}$ indicates how to map the nodes of graphs chosen from $\mathcal{P}$ to nodes in $V$; and $f_{\text {con }}$ refines our information about how the chosen graphs are connected. Next, we define the quads corresponding to structures of potential solutions for PINQ .

Definition 1. Given $r \in V$, we say that a quad ( $\left.T, f_{\text {gra }}, f_{\text {nod }}, f_{\text {con }}\right)$ is $r$-good if:

1. $\left|\left\{(v, p) \in \operatorname{dom}\left(f_{n o d}\right): f_{\text {nod }}(v, p)=r\right\}\right|=$

$$
\left|\left\{p \in V\left(f_{\text {gra }}(\operatorname{root}(T))\right): f_{\text {nod }}(\operatorname{root}(T), p)=r\right\}\right|=1 .
$$

2. $\forall v \in V_{T},\left\{p, p^{\prime}\right\} \in E\left(f_{\text {gra }}(v)\right):\left\{f_{\text {nod }}(v, p), f_{\text {nod }}\left(v, p^{\prime}\right)\right\} \in E$.
3. $\forall(v, p) \in \operatorname{dom}\left(f_{\text {nod }}\right): \Delta\left(p, f_{\text {nod }}(v, p)\right) \neq-\infty$.
4. $\forall(v, p) \in \operatorname{dom}\left(f_{\text {con }}\right),\left(u, p^{\prime}\right) \in f_{\text {con }}(v, p)$ :
(a) $v$ is the father of $u$ in $T$, and $\left\{f_{\text {nod }}(v, p), f_{\text {nod }}\left(u, p^{\prime}\right)\right\} \in E$.
(b) $\forall\left(u^{\prime}, p^{\prime \prime}\right) \in f_{\text {con }}(v, p) \backslash\left\{\left(u, p^{\prime}\right)\right\}: f_{\text {nod }}\left(u, p^{\prime}\right) \neq f_{\text {nod }}\left(u^{\prime}, p^{\prime \prime}\right)$.
5. $\forall u \in V_{T} \backslash\{\operatorname{root}(T)\}:\left|\left\{\left(v, p, p^{\prime}\right):\left(u, p^{\prime}\right) \in f_{\text {con }}(v, p)\right\}\right|=1$.

Condition 1 states that we map only one node in $V(\mathcal{P})$ to $r$, and this node belongs to the graph mapped to the root of $T$. Condition 2 requires that the mapping of the graphs in $\mathcal{P}$ to subgraphs of $H$ is correct (i.e., we map edges of graphs in $\mathcal{P}$ to edges in $E$ ). By Condition 3, we do not match a node in $V(\mathcal{P})$ with a node in $V$ that cannot be matched according to $\Delta$. Condition 4a states that $f_{\text {con }}$ does not contradict the information provided by $T$ on the edges connecting the graphs in $\mathcal{P}$. More precisely, a node $v$ being a father of a node $u$ in $T$ implies that $f_{g r a}(v)$ and $f_{\text {gra }}(u)$ are connected by an edge. Only then $f_{\text {con }}$ may provide information on the connecting edge, where $\left(u, p^{\prime}\right) \in f_{\text {con }}(v, p)$, for some $p \in V\left(f_{g r a}(v)\right)$ and $p^{\prime} \in V\left(f_{g r a}(u)\right)$, implies that $p$ and $p^{\prime}$ are connected by an edge (which, by this condition, is mapped to an edge in $E$ ). Condition 4c avoids some quads in which several nodes in $V(\mathcal{P})$ are mapped to the same node in $V$. Finally, Condition 5 states that for each pair of a node $u$ and its father $v$ in
$T, f_{\text {con }}$ provides information on exactly one pair $\left(p, p^{\prime}\right)$, for some $p \in V\left(f_{\text {gra }}(v)\right)$ and $p^{\prime} \in V\left(f_{\text {gra }}(u)\right)$, indicating that $p$ and $p^{\prime}$ are connected by an edge.

We now define the score of an $r$-good quad by the mapping of the edges in $E(\mathcal{P})$, the pairs of matched nodes, and the edges connecting the graphs in $\mathcal{P}$.

Definition 2. The score of an r-good quad $\left(T, f_{\text {gra }}, f_{\text {nod }}, f_{\text {con }}\right)$ is

$$
\begin{aligned}
& \quad \sum_{v \in V_{T},\left\{p, p^{\prime}\right\} \in E\left(f_{\text {gra }}(v)\right)} w\left(\left\{f_{\text {nod }}(v, p), f_{\text {nod }}\left(v, p^{\prime}\right)\right\}\right) \\
& +\sum_{(v, p) \in \operatorname{dom}\left(f_{\text {nod }}\right)}\left[\Delta\left(p, f_{\text {nod }}(v, p)\right)+\sum_{\left(u, p^{\prime}\right) \in f_{\text {con }}(v, p)} w\left(\left\{f_{\text {nod }}(v, p), f_{\text {nod }}\left(u, p^{\prime}\right)\right\}\right)\right] .
\end{aligned}
$$

### 3.1.2 Potential Solutions

Let $L=\{1, \ldots, k+t\}$ be the set of indices used in labeling $r$-good quads (recall that $t=|\mathcal{P}|$ and $\left.k=\sum_{i=1}^{t}\left|V_{i}\right|\right)$, defining potential solutions of the same score as follows.

Definition 3. Given an r-good quad $\left(T, f_{\text {gra }}, f_{\text {nod }}, f_{\text {con }}\right)$ and $\ell: V_{T} \cup \operatorname{dom}\left(f_{\text {nod }}\right)$ $\rightarrow L$ satisfying $|\operatorname{dom}(\ell)|=k+t$, we say that $\left(T, f_{\text {gra }}, f_{\text {nod }}, f_{\text {con }}, \ell\right)$ is an $r$ solution.

We now define two sets: $\operatorname{Sol}(r, s)$ contains all $r$-solutions $\left(T, f_{g r a}, f_{\text {nod }}, f_{\text {con }}, \ell\right)$ of score $s$ where $\ell$ is bijective; and $\operatorname{Cor}(r, s)=\left\{\left(T, f_{\text {gra }}, f_{\text {nod }}, f_{\text {con }}, \ell\right) \in \operatorname{Sol}(r, s)\right.$ : $f_{\text {gra }}$ and $f_{\text {nod }}$ are injective $\}$. The next lemma implies that each set $\operatorname{Cor}(r, s)$ includes enough $r$-solutions from $\operatorname{Sol}(r, s)$, and all these $r$-solutions are correct.

Lemma 1. The input has a solution of score s iff $\bigcup_{r \in V} \operatorname{Cor}(r, s) \neq \emptyset$.
Note that $\left(T, f_{\text {gra }}, f_{\text {nod }}, f_{\text {con }}, \ell\right),\left(T^{\prime}, f_{\text {gra }}^{\prime}, f_{\text {nod }}^{\prime}, f_{\text {con }}^{\prime}, \ell^{\prime}\right) \in \operatorname{Sol}(r, s)$ are equal iff there is an isomorphism iso between the rooted trees $T$ and $T^{\prime}$, such that

1. $\forall v \in V_{T}: f_{g r a}(v)=f_{g r a}^{\prime}(i s o(v))$, and $\ell(v)=\ell^{\prime}(i s o(v))$.
2. $\forall(v, p) \in \operatorname{dom}\left(f_{\text {nod }}\right): f_{\text {nod }}(v, p)=f_{\text {nod }}^{\prime}(i s o(v), p), \ell(v, p)=\ell^{\prime}(i s o(v), p)$, and $\left[\forall\left(u, p^{\prime}\right):\left(u, p^{\prime}\right) \in f_{\text {con }}(v, p)\right.$ iff $\left.\left(i s o(u), p^{\prime}\right) \in f_{\text {con }}^{\prime}(i s o(v), p)\right]$.

### 3.1.3 Associating Monomials with Potential Solutions

Recall that, in the narrow sieves technique, a parameterized problem is solved via associating monomials with potential solutions. Towards defining these monomials, we introduce the variables $x, y_{e, h}$ for all $e \in V(\mathcal{P}) \cup V$ and $h \in V$, and $z_{e, l}$ for all $e \in \mathcal{P} \cup V$ and $l \in L$. Let ind denote the number of these variables, i.e., ind $=1+(k+|V|)|V|+(t+|V|)|L|$.

We next define the monomials associated with potential solutions. In defining a monomial for an $r$-solution $\operatorname{sol} \in \operatorname{Sol}(r, s)$, we store information about sol that allows reconstructing sol iff it is a correct solution (i.e., sol $\in \operatorname{Cor}(r, s)$ ).

Definition 4. $m\left(T, f_{\text {gra }}, f_{\text {nod }}, f_{\text {con }}, \ell\right)=x^{s} \prod_{v \in V_{T}} z_{f_{\text {gra }}(v), \ell(v)}$

$$
\prod_{(v, p) \in \operatorname{dom}\left(f_{n o d}\right)}\left[y_{p, f_{n o d}(v, p)} z_{f_{n o d}(v, p), \ell(v, p)} \prod_{\left(u, p^{\prime}\right) \in f_{\text {con }}(v, p)} y_{f_{n o d}(v, p), f_{n o d}\left(u, p^{\prime}\right)}\right]
$$

Given an $r$-solution, $x$ tracks its score (as in [4]); $\prod_{v \in V_{T}} z_{f_{g r a}(v), \ell(v)}$ marks which graphs to choose from $\mathcal{P}$ and how to label them; $\prod y_{p, f_{n o d}(v, p)}$ $z_{f_{\text {nod }}(v, p), \ell(v, p)}$ specifies how to map nodes in $V(\mathcal{P})$ to nodes in $V$ and how to label nodes in $V$; and $\prod y_{f_{n o d}(v, p), f_{n o d}\left(u, p^{\prime}\right)}$ notes how to $(v, p) \in \operatorname{dom}\left(f_{n o d}\right),\left(u, p^{\prime}\right) \in f_{c o n}(v, p)$
connect the graphs chosen from $\mathcal{P}$.
We now claim that correct solutions are associated with unique monomials, and a monomial of an incorrect solution represents an even number of solutions.

Lemma 2. Pairs $\{$ sol, sol'\} of different solutions in $\operatorname{Cor}(r, s)$ satisfy $m(s o l) \neq$ $m\left(s^{\prime} l^{\prime}\right)$, while $\operatorname{Sol}(r, s) \backslash \operatorname{Cor}(r, s)$ can be partitioned into pairs $\{$ sol, sol' $\}$ s.t. $m(s o l)=m\left(s o l^{\prime}\right)$.

### 3.1.4 Evaluating the Sum of the Monomials

For each $r \in V$, let $P(r)=\sum_{s \in\{0, \ldots,(|V|+|E|) W\}, \text { sol } \in \operatorname{Sol}(r, s)} m($ sol $)$. We will evaluate these polynomials over $\mathbb{F}_{q}$, the finite field of order $q$, where $q=2^{\left\lceil\log _{2}(10(2(k+t)+t))\right\rceil}$.

By Lemmas 1 and 2, the input has a solution of score $s$ iff there exists a node $r \in V$ such that $P(r)$ has a monomial with an odd coefficient in which the degree of $x$ is $s$. Since $\mathbb{F}_{q}$ has characteristic 2 , we have the following result.

Lemma 3. The input has a solution of score $s$ iff there is a node $r \in V$ such that $P(r)$ has a monomial in which the degree of $x$ is $s$.

Given $A \subseteq L$, let $P_{A}(r)=\sum_{s o l}$ is an $r$-solution in which ima $(\ell) \subseteq A m(s o l)$. Using inclusion-exclusion, and since $\mathbb{F}_{q}$ has characteristic 2, we have that $P(r)=$ $\sum_{A \subseteq L} P_{A}(r)$. Thus, we can evaluate $P(r)$ by using the following lemma.

Lemma 4. Let $A \subseteq L$ and $a_{1}, \ldots, a_{\text {ind }-1} \in \mathbb{F}_{q}$. For all $r \in V$, we can evaluate $P_{A}(r)\left(x, a_{1}, \ldots, a_{\text {ind-1 }}\right)$ (assign values to all variables except $x$ ) in time $O\left(W \log W|V|^{t w+O(1)} k^{O(1)}\right)$ and space $O\left(W|V|^{t w+O(1)} k^{O(1)}\right)$ (using dynamic programming).

### 3.1.5 Concluding Procedure SimpleFewSingles

SimpleFewSingles first chooses values from $\mathbb{F}_{q}$ (see below), to be assigned to all the variables, excluding $x$, of polynomials of the form $P_{A}(r)$. It evaluates these polynomials, and thus evaluates polynomials of the form $P(r)$. Finally, it determines the maximum score $s$ of a solution by verifying that at least one evaluation of a

```
Procedure. SimpleFewSingles ( \(\mathcal{P}, H, \Delta\) )
    forall \(r \in V\) do \(\operatorname{Sum}[r] \Leftarrow 0\). end for
    select \(a_{1}, \ldots, a_{\text {ind }-1} \in \mathbb{F}_{q}\) independently and uniformly at random.
    forall \(A \subseteq L, r \in V\) do \(\operatorname{Sum}[r] \Leftarrow \operatorname{Sum}[r]+P_{A}(r)\left(x, a_{1}, \ldots, a_{\text {ind }-1}\right)\). end for
    return the maximum value \(s\) such that (there exists \(r \in V\) for which \(\operatorname{Sum}[r]\) is
    a nonzero polynomial of degree \(s\) ), where if no such \(s\) exists - reject.
```

polynomial $P(r)$ resulted in a polynomial (whose only variable is $x$ ) of degree $s$. Lemma 4 implies the time and space complexities of SimpleFewSingles, while correctness follows from Lemma 3 and the Schwartz-Zippel lemma [29,32].

Lemma 5. If there is a solution, then SimpleFewSingles returns OPT with probability $\geq \frac{9}{10}$, and does not return a higher score otherwise; else, it rejects. It uses $O\left(2^{k+t} W \log W|V|^{t w+O(1)} k^{O(1)}\right)$ time and $O\left(W|V|^{t w+O(1)} k^{O(1)}\right)$ space.

### 3.2 Procedures FewSingles and ManySingles

FewSingles extends SimpleFewSingles to handle indels. The input is of the form $\left(n_{E}, n_{\mathcal{P}}, \mathcal{P}, H, \Delta, I_{F}, I_{A}, D\right)$, where $n_{E}$ and $n_{\mathcal{P}}$ indicate that we seek solutions of exactly $n_{E}$ edges from $E$, such that $n_{\mathcal{P}}$ graphs in $\mathcal{P}$ are not entirely deleted.

Lemma 6. If there is a solution s.t. $\left|E_{S}\right|=n_{E}$, where $\left\{V_{S}^{1}, \ldots, V_{S}^{t}\right\}$ includes exactly $n_{\mathcal{P}}$ nonempty sets, then FewSingles returns the maximum score of such a solution with probability $\geq \frac{9}{10}$, and not a higher score otherwise; else, it rejects. It uses $O\left(2^{k-D+I_{A}+n_{\mathcal{P}}} W \log W|V|^{t w+O(1)} k^{O(1)}\right)$ time and $O\left(W|V|^{t w+O(1)} k^{O(1)}\right)$ space.

ManySingles, extending [6], efficiently finds solutions of many graphs from $\mathcal{P}^{*}$. Its input is of the form $\left(n_{E}, n_{\mathcal{P}^{*}}, n_{\mathcal{P}}, \mathcal{P}, H, \Delta, I_{F}, I_{A}, D\right)$, where $n_{\mathcal{P}^{*}}$ indicates that we seek solutions of exactly $n_{\mathcal{P}^{*}}$ graphs from $\mathcal{P}^{*}$. ManySingles assumes that there is a set $U \subseteq V$ satisfying $\left[\forall h \in U:\right.$ If $p \in V(\mathcal{P}) \backslash V\left(\mathcal{P}^{*}\right)$ then $\left.\Delta(p, h)=-\infty\right]$ and $\left[\forall h \in V \backslash U:\right.$ If $p \in V\left(\mathcal{P}^{*}\right)$ then $\left.\Delta(p, h)=-\infty\right]$.

Lemma 7. If there is a solution without alignment insertions from $U$, satisfying $\left|E_{S}\right|=n_{E}$, in which $\left\{V_{S}^{1}, \ldots, V_{S}^{t}\right\}$ includes exactly $n_{\mathcal{P}}$ nonempty sets and $n_{\mathcal{P}^{*}}$ one-node sets, then ManySingles returns the maximum score of such a solution with probability $\geq \frac{9}{10}$, and not a higher score otherwise; else, it rejects. It uses $O\left(2^{k-D+I_{A}+n_{\mathcal{P}}-n_{\mathcal{P}^{*}}} W \log W|V|^{t w+O(1)} k^{O(1)}\right)$ time and $O\left(W|V|^{t w+O(1)} k^{O(1)}\right)$ space.

## 4 An Exact Algorithm

We now describe our main algorithm (see below). Exact first manipulates the weights to be nonnegative (Step 1). The variable $s$, initialized to $-\infty$, holds the highest score found so far, corresponding to the original weights. Exact iterates
over all choices for $n_{E}, n_{\mathcal{P}^{*}}$ and $n_{\mathcal{P}}$, specifying the number of edges, graphs from $\mathcal{P}^{*}$ and graphs from $\mathcal{P}$, respectively, in the currently searched solution (Step 2).

For each choice, Exact uses a calculation which determines whether $n_{\mathcal{P}^{*}}$ is "small" or "large" (Step 3), indicating whether it is now preferable (in terms of running time) to call FewSingle or ManySingles. If $n_{\mathcal{P}^{*}}$ is "small", Exact calls FewSingles to compute the maximum score of a solution complying with $n_{E}, n_{\mathcal{P}^{*}}$ and $n_{\mathcal{P}}$ (Step 4). In this step, the term $v\left(n_{E}+k-D\right)$ is used to correctly compare between the score returned by FewSingles and $s$, since only $s$ corresponds to the original weights. Now, suppose that $n_{\mathcal{P}^{*}}$ is "large". Before calling ManySingles (Step 11), Exact uses divide-and-color (Steps 6-10) to examine several choices of nodes in $V$ for mapping graphs in $\mathcal{P}^{*}$, and those used for mapping graphs in $\mathcal{P} \backslash \mathcal{P}^{*}$. In particular, the number of iterations of Step 6 ensures that, with high probability, Exact examines such a choice that complies with a solution of maximum score. Finally, Exact returns the score $s$, unless no solution was found, in which case it rejects (Step 15).

```
Algorithm 2. \(\operatorname{Exact}\left(\mathcal{P}, H, \Delta, I_{F}, I_{A}, D\right)\)
    subtract \(v=\min (\) weights) from every weight, and initialize \(s \Leftarrow-\infty\).
    for \(n_{E}=0, \ldots,|E|, n_{\mathcal{P}^{*}}=\max \left\{0, k^{*}-D\right\}, \ldots, \min \left\{k^{*}, k-D\right\}\),
            \(n_{\mathcal{P}}=n_{\mathcal{P}^{*}}, \ldots, \min \left\{t, n_{\mathcal{P}^{*}}+\left(k-D+I_{A}-n_{\mathcal{P}^{*}}\right) / 2\right\}\) do
        if \(2^{n_{\mathcal{P}}} \leq \frac{\left(k-D+I_{A}\right)^{k-D+I_{A}}}{n_{\mathcal{P}^{*}}^{n_{\mathcal{P}^{*}}}\left(k-D+I_{A}-n_{\mathcal{P}^{*}}\right)^{k-D+I_{A}-n_{\mathcal{P}^{*}}}}\) then
            if FewSingles \(\left(n_{E}, n_{\mathcal{P}}, \mathcal{P}, H, \Delta, I_{F}, I_{A}, D\right)\) returns \(s^{\prime}>s-v\left(n_{E}+k-D\right)\)
            then \(s \Leftarrow s^{\prime}+v\left(n_{E}+k-D\right)\). end if
        else
            for \(\frac{10\left(k-D+I_{A}\right)^{k-D+I_{A}}}{n_{\mathcal{P}^{*}} n_{\mathcal{P}^{*}}\left(k-D+I_{A}-n_{\mathcal{P}^{*}}\right)^{k-D+I_{A}-n_{\mathcal{P}^{*}}}}\) times do
                initialize \(U \Leftarrow \emptyset\) and \(\lambda \Leftarrow \Delta\).
                forall \(h \in V\), with probability \(\frac{n_{\mathcal{D} *}}{\left(k-D+I_{A}\right)}\) do add \(h\) to \(U\). end for
                forall \(p \in V(\mathcal{P}) \backslash V\left(\mathcal{P}^{*}\right), h \in U\) do \(\lambda(p, h) \Leftarrow-\infty\). end for
                    forall \(p \in V\left(\mathcal{P}^{*}\right), h \in V \backslash U\) do \(\lambda(p, h) \Leftarrow-\infty\). end for
                if ManySingles \(\left(n_{E}, n_{\mathcal{P}^{*}}, n_{\mathcal{P}}, \mathcal{P}, H, \lambda, I_{F}, I_{A}, D\right)\) returns
                \(s^{\prime}>s-v\left(n_{E}+k-D\right)\) then \(s \Leftarrow s^{\prime}+v\left(n_{E}+k-D\right)\). end if
            end for
        end if
    end for
    if \(s \neq-\infty\) then return \(s\). else reject. end if
```

Theorem 1. Exact solves $\mathrm{PINQ}_{\mathrm{I}}$ in $O\left(3.698^{k-D+I_{A}} W \log W|V|^{t w+O(1)} k^{O(1)}\right)$ time and $O\left(W|V|^{t w+O(1)} k^{O(1)}\right)$ space, handling instances with integer weights, where $\mathcal{P}$ is a set of bounded treewidth graphs. Its running time for $\mathrm{ANQ}_{\mathrm{I}}$ is $O^{*}\left(2^{k+I_{A}-D} W\right)$, and for $\mathrm{GM}_{\mathrm{I}}, O^{*}\left(2^{k-D} W\right)$.

Using scaling and rounding, we obtain the next result.
Theorem 2. There is an FPT-AS for $\mathrm{PINQ}_{\mathrm{I}}$, handling instances with nonnegative integer weights, where $\mathcal{P}$ is a set of bounded treewidth graphs. It uses $O\left(3.698^{k-D+I_{A}}\left\lfloor\frac{1}{\epsilon}\right\rfloor \log \left(\left\lfloor\frac{1}{\epsilon}\right\rfloor\right)|V|^{t w+O(1)} k^{O(1)}\right)$ time and $O\left(\left\lfloor\frac{1}{\epsilon}\right\rfloor|V|^{t w+O(1)} k^{O(1)}\right)$ space. Its running time for $\mathrm{ANQ}_{\mathrm{I}}$ is $O^{*}\left(2^{k+I_{A}-D} W\right)$, and for $\mathrm{GM}_{\mathrm{I}}, O^{*}\left(2^{k-D} W\right)$.
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#### Abstract

This work continues the study of preprocessing for integer linear programs (ILPs) via the notion of kernelization from parameterized complexity. Previous work, amongst others, studied covering and packing ILPs under different parameterizations and restrictions on the sparseness of the constraint matrix. Several fairly restricted cases, e.g., if every variable appears only in a bounded number of constraints, were shown not to admit polynomial kernels, and in fact are even $\mathrm{W}[1]$-hard, due to generalizing the Small Subset $\operatorname{Sum}(k)$ problem; this hardness relies on using coefficients of value exponential in the input size. We study these cases more carefully by taking into account also the coefficient size of the ILPs and obtain a finer classification into cases with polynomial kernels and cases that are fixed-parameter tractable (but without polynomial kernel) in addition to the previously established $\mathrm{W}[1]$-hardness for unrestricted coefficients.


## 1 Introduction

Integer Linear Programs (ILPs) are a powerful language for formulating and solving (NP-)hard combinatorial problems. An important part of successful ILP solvers (like CPLEX) are efficient preprocessing routines that simplify the input ILP before applying branch-and-bound or cutting-plane methods for solving it since the latter are worst-case exponential-time. From a theoretical perspective, this makes it interesting to study the possibility of proving upper and lower bounds for the possible impact of preprocessing. Following previous work [12,13] we study this question using the notion of polynomial kernelization to formalize preprocessing (see Sect. 2 for definitions). Concretely, we are interested in the case of covering and packing ILPs as these capture and generalize various parameterized problems known to admit polynomial kernelizations. Formally, by covering and packing ILPs we mean the following normal forms

$$
\begin{array}{cc}
\min c^{T} x & \max c^{T} x \\
\text { s.t. } A x \geq b & \text { s.t } A x \leq b \\
x \geq 0 & x \geq 0
\end{array}
$$

[^36]where $A \in \mathbb{N}^{m \times n}, b \in \mathbb{N}^{m}$, and $c \in \mathbb{N}^{n}$ (here $\mathbb{N}$ denotes the non-negative integers) and all variables are required to be integers; allowing negative coefficients would make the restriction to, e.g., $A x \leq b$ meaningless. Generalizing well-studied parameterized covering and packing problems, like Hitting Set or Independent SET, we consider the decision problems of determining whether there exist feasible solutions with $c^{T} x \leq k$, respectively $c^{T} x \geq k$, parameterized by $k$. We call these problems Covering ILP $(k)$ and Packing ILP $(k)$, respectively.

Previous work [12] studied Covering $\operatorname{ILP}(k)$ and Packing $\operatorname{ILP}(k)$ under restrictions on the row- and column-sparseness of the constraint matrix $A$, i.e., when $A$ has at most $r$ nonzero entries per row and/or at most $q$ nonzero entries per column. These restrictions are equivalent to requiring that there are at most $r$ variables with nonzero coefficients in each constraint and that each variable occurs in at most $q$ constraints with nonzero coefficient. By considering both $r$ and $q$ as either constant, additional parameter, or unbounded this gives rise to covering and packing ILP problems that generalize various covering and packing problems on graphs, hypergraphs, and set families. In this regard, note that for hypergraph problems the edge size corresponds to $r$ and the vertex degree to $q$ (and analogously for problems on set families).

It should not come as a surprise that several of these variants inherit $\mathrm{W}[1]$ - or W[2]-hardness, or lower bounds against polynomial kernels, from Independent Set and (variants of) Hitting Set. Since these problems can be expressed in an easy way using only small coefficients, this is clearly not an artifact of the generality of allowing large coefficients. ${ }^{1}$ If $q$ is bounded, however, then one would hope to reproduce/generalize polynomial kernelizations from bounded-degree graph problems, which in some cases are very easy to obtain. Regrettably, there is a second hardness source for covering and packing ILPs, namely the Subset Sum problem or, more accurately, the Small $\operatorname{SubSEt} \operatorname{Sum}(k)$ problem where one seeks a set of at most $k$ numbers to match a specified target number. Small $\operatorname{Subset} \operatorname{Sum}(k)$ is known to be $\mathrm{W}[1]$-hard [8,9] and can be expressed using only a constant number of constraints (thereby trivially bounding also the variable occurrences). Thus, if row-sparseness is unbounded then due to the possibility of having huge coefficients even constant column-sparseness $q$ is not helpful to avoid even $\mathrm{W}[1]$-hardness, let alone obtaining polynomial kernels. Note that we study here only the cases with unbounded row-sparseness $r$ since the cases of bounded $r$ and additional parameter $r$ already have either positive results or negative results already for 0/1-coefficients [12].
Our work. In this work, our goal is to analyze more carefully the influence of increasingly large coefficients on the (in-)tractability of Covering ILP $(k)$ and Packing ILP $(k)$. We denote by $C$ the largest coefficient in $(A, b)$ and study all cases obtained by the following choices: (1) Letting the column sparseness $q$ be either constant or an additional parameter. (2) Letting $C$ be bounded, or adding parameter $C$ or $\log C$. The former choice corresponds exactly to the two cases for which we only know $\mathrm{W}[1]$-hardness from $\operatorname{Small} \operatorname{Subset} \operatorname{Sum}(k)$ (when

[^37]Table 1. "PK" stands for polynomial kernelization, "No PK" stands for no polynomial kernelization unless NP $\subseteq$ coNP/poly. All normal-font entries are implied by boldface entries. All cases are FPT except those in the last column (unrestricted $C$ ).

| Parameterized Complexity of Packing/Covering ILP $(\boldsymbol{k})$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | Constant $C$ | Parameter $C$ | Parameter $\log C$ | Unrestricted $C$ |  |
| Constant $q$ | PK | PK <br> (Theorems 1 and 2) | No PK <br> (Theorem 3) | W[1]-hard from <br> Subset Sum $(\boldsymbol{k})[12]$ |  |
| Parameter $q$ | No PK <br> (Theorem 4) | No PK | No PK | W[1]-hard from <br> Subset Sum $(\boldsymbol{k})[12]$ |  |

row-sparseness is unbounded). Parameters $C$ or $\log C$ mean that a polynomial kernelization may depend polynomially on the largest coefficient or on the maximum encoding size (in binary) of coefficients. We obtain the following results, which completely settle these questions; see Table 1. Since the further results for Packing ILP and Covering ILP in [12] are effectively independent of the coefficient size (e.g., hardness holds already for 0/1-coefficients in several cases), this settles the effect of using bounded $C$, parameters $\log C$ or $C$, or unbounded $C$ for all parameterizations of PACKING ILP and Covering ILP studied in [12].

Theorem 1. $q$-PACKING ILP $(k+C)$ admits a polynomial kernelization of size $\mathcal{O}\left(k^{2 q} \cdot C^{2 q^{2}} \cdot \log C\right)$ with $\mathcal{O}\left(k^{q} \cdot C^{q^{2}}\right)$ variables, $\mathcal{O}\left(k^{q} \cdot C^{q^{2}}\right)$ constraints.

Theorem 2. $q$-COVERING ILP $(k+C)$ admits a polynomial kernelization of size $\mathcal{O}\left(k^{q+1} \cdot C^{q} \cdot \log C\right)$ with $\mathcal{O}\left(k^{q} \cdot C^{q}\right)$ variables, $\mathcal{O}(k)$ constraints.

Note that the above results also show the fixed-parameter tractability of PACKING ILP and Covering ILP in the cases that $q$ and $C$ or $\log C$ are considered as constants or parameters since they constitute (not necessarily polynomial) kernelizations for all these cases.

Theorem 3. For all $q \geq 2$, $q$-PaCKIng $\operatorname{ILP}(k+\log C)$ and $q$-Covering ILP $(k+\log C)$ admit no polynomial kernelization unless $\mathrm{NP} \subseteq$ coNP/poly and the polynomial hierarchy collapses to its third level. If $q=1$, then $q$-PACKING ILP $(k+\log C)$ and $q$-Covering ILP $(k+\log C)$ admit polynomial kernelizations.

Theorem 4. $C$-Packing $\operatorname{ILP}(k+q)$ and $C$-Covering $\operatorname{ILP}(k+q)$ admit no polynomial kernelization unless $\mathrm{NP} \subseteq$ coNP/poly and the polynomial hierarchy collapses to its third level.

Related work. We have already mentioned the previous work $[12,13]$ on kernelization properties of parameterized ILP problems. Apart from Packing ILP and Covering ILP this work addressed also existence of polynomial kernels for the ILP FEASIBILITY problem of, given $A \in \mathbb{Z}^{m \times n}$ and $b \in \mathbb{Z}^{m}$, determining whether a feasible solution $x \in \mathbb{Z}^{n}$ exists for $A x \leq b$. (Note that there the constraints are more general and not necessarily of covering or packing type since $A$
and $b$ may have negative entries.) We reuse a few of the basic reduction rules for Covering ILP and Packing ILP that were observed in [12].

For $\mathrm{W}[1] / \mathrm{W}[2]$-completeness of standard problems such as Independent $\operatorname{Set}(k)$, Hitting $\operatorname{Set}(k)$, and $\operatorname{Set} \operatorname{Packing}(k)$ we refer to standard textbooks on parameterized complexity $[8,11]$. Some restricted variants of these problems are known to be fixed-parameter tractable and to admit polynomial kernels: Bounded degree Independent $\operatorname{Set}(k)$ [folklore], $d$ - $\operatorname{Hitting} \operatorname{Set}(k)$ [2,11], $d$-Set $\operatorname{Packing}(k)$ [1]. For the latter two, lower bounds ruling out kernels of size $\mathcal{O}\left(k^{d-\varepsilon}\right)$, for all $\varepsilon>0$, unless NP $\subseteq$ coNP/poly were proved in $[5,6]$.

W[1]-hardness of Small Subset $\operatorname{Sum}(k)$ was proved by Downey and Fellows [8,9]. Dom et al. [7] proved, amongst others, that Small Subset $\operatorname{Sum}(k+d)$ has no polynomial kernel in $k+d$, where $d$ bounds the encoding size of the input numbers (i.e., all numbers are less than $2^{d}$ ). Dom et al. [7] also proved that REDBlue Dominating $\operatorname{Set}(|T|+k)$ and Bounded Rank Disjoint $\operatorname{Set}(d+k)$ (i.e., Set Packing $(d+k))$ do not have polynomial kernels; we use these as source problems for the lower bounds of Theorems 3 and 4.

Organization. In Sect. 2 we recall definitions and basic concepts of parameterized complexity. Section 3 provides the proofs for Theorems 1 and 2. Section 4 gives the proofs for Theorems 3 and 4 . We conclude in Sect.5. Due to space constraints proofs for statements marked with $\star$ are deferred to the full version.

## 2 Preliminaries

Parameterized complexity and kernelization. A parameterized problem over some finite alphabet $\Sigma$ is a language $\mathcal{P} \subseteq \Sigma^{*} \times \mathbb{N}$. The problem $\mathcal{P}$ is fixed-parameter tractable if $(x, k) \in \mathcal{P}$ can be decided in time $f(k) \cdot(|x|+k)^{\mathcal{O}(1)}$, where $f$ is an arbitrary computable function. A polynomial-time algorithm $K$ is a kernelization for $\mathcal{P}$ if, given input $(x, k)$, it computes an equivalent instance ( $x^{\prime}, k^{\prime}$ ) with $\left|x^{\prime}\right|+k^{\prime} \leq h(k)$ where $h$ is some computable function; $K$ is a polynomial kernelization if $h$ is polynomial bounded (in $k$ ). Here equivalence means that $(x, k) \in \mathcal{P}$ if and only if $\left(x^{\prime}, k^{\prime}\right) \in \mathcal{P}$. By relaxing the restriction that the created instance ( $x^{\prime}, k^{\prime}$ ) must be of the same problem and allow the output to be an instance of any language we get the notion of (polynomial) compression.

Let $P$ and $Q$ be parameterized problems. We say that $P$ has a polynomial parameter transformation to $Q([4])$, denoted by $P \leq_{p p t} Q$, if there exists a polynomial time computable function $f: \Sigma^{*} \times \mathbb{N} \rightarrow \Sigma^{*} \times \mathbb{N}$ and a polynomial $p$ such that for all $(x, k) \in \Sigma^{*} \times \mathbb{N}$ we have $(x, k) \in P$ if and only if $\left(x^{\prime}, k^{\prime}\right)=$ $f(x, k) \in Q$ and $k^{\prime} \leq p(k)$.

Proposition $1([3,4])$. Let $P$ and $Q$ be parameterized problems such that $P \leq_{p p t} Q$. If $Q$ admits a polynomial compression or polynomial kernelization then $P$ admits a polynomial compression. If, possibly under some complexitytheoretic assumption, $P$ admits no polynomial compression then $Q$ admits no polynomial compression or polynomial kernelization under the same assumption.

## 3 Kernelizations for ILPs with Fixed Column Sparseness

### 3.1 Packing ILP Parameterized by the Largest Coefficient

In this subsection, we prove Theorem 1, i.e., that $q$-Packing ILP $(k+C)$ admits a polynomial kernelization. We recall that this refers to Packing ILP with constant column sparseness $q$ and with parameter $k+C$. Before giving the proof, we will define some reduction rules. A reduction rule is safe if after applying it we get a new instance which is equivalent to the original instance. Additionally, we use the following simple lemma that summarizes some elementary reduction steps (a similar statement is used in [12] but we include a proof in the appendix for completeness).
Lemma $1(\star)$. Given an instance $(A, b, c, k)$ for Packing ILP. We can in polynomial time reduce to an equivalent instance ( $A^{\prime}, b^{\prime}, c^{\prime}, k$ ) such that:

1. Each variable appears in at least one constraint.
2. For every variable $x_{j}$ and row $i$ of matrix $A^{\prime}$ we have $A_{i j}^{\prime} \leq b_{i}^{\prime}$.
3. For every variable $x_{i}$ we have $1 \leq c_{i} \leq k$.

We call the reductions in the lemma basic rules. Without loss of generality, from now on all instances for Packing ILP are assumed to satisfy the three conditions of the lemma.

Rule 1. If two variables $x_{u}, x_{v}$, with $c_{u} \leq c_{v}$, have the property that they always appear together and their corresponding coefficients in each constraint are always the same, i.e., $a_{i u}=a_{i v}$ for every row $i$ of matrix $A$, then we can delete $x_{u}$ from our problem.

Rule 2. If there exist $k$ variables which have the property that no pair of them appear together in any constraint then our instance is a YES instance.

Safeness of these two rules is an easy consequence of Lemma 1. Before continuing with the next reduction we recall the definition of a sunflower and (a simple variation of) the well-known sunflower lemma of Erdős and Rado [10].

Definition 1. A sunflower of cardinality $r$ with core $C$ is a family of $r$ sets $S_{1}, \ldots, S_{r}$ such that $S_{i} \cap S_{j}=C$ for all $i \neq j$ and the pairwise disjoint sets $S_{1} \backslash C, \ldots, S_{r} \backslash C$, which are called petals, are required to be non-empty.

Lemma 2. Let $r, d, n \in \mathbb{N}$ and $\mathcal{F}=\left\{S_{1}, \ldots, S_{n}\right\}$ be a family of sets each of size at most $d$. If $n>d \cdot d!\cdot r^{d}$ we can find a sunflower of cardinality $r+1$ in $\mathcal{F}$ in time polynomial in $n+d$. (The extra factor of $d$ allows set size at most d.)

Definition 2. Let $(A, b, c, k)$ be an instance of Packing ILP. For each variable $x_{j}$ we define a set $P_{j}$ by $P_{j}=\left\{i: A_{i j} \geq 1\right\}$ i.e., $P_{j}$ is the set of all constraints in which $x_{j}$ appears.

Then $x_{i_{1}}, \ldots, x_{i_{r}}$ are called sunflower variables if $P_{i_{1}}, \ldots, P_{i_{r}}$ form a sunflower of cardinality $r$, i.e., each constraint involves either all of $x_{i_{1}}, \ldots, x_{i_{r}}$ (with nonzero coefficients) or at most one of them. We then call the constraints that involve exactly one sunflower variable petal constraints and the constraints that involve all sunflower variables core constraints.

Rule 3. Let $s=k q+k$. If $x_{i_{1}}, \ldots, x_{i_{s}}$ are sunflower variables with $c_{i_{1}} \leq \cdots \leq$ $c_{i_{s}}$ and their corresponding coefficients are always the same when they appear together, then we can delete $x_{i_{1}}$ from our problem.

Lemma 3. Rule 3 is safe.
Proof. Rule 3 is equivalent to enforcing $x_{i_{1}}=0$. Clearly, this additional constraint cannot increase the optimum target function value. Thus, it suffices to show that if our instance has an integer feasible solution $x$ such that $c^{T} x \geq k$ then there exists another such solution, say $x^{\prime}$, with $x_{i_{1}}^{\prime}=0$. If $x_{i_{1}}=0$ then we have nothing to do. If $x_{i_{1}}>k$ then we can reduce $x_{i_{1}}$ to $k$ which preserves feasibility and the cost function is still not smaller than $k$. Thus, we can restrict to the case that $1 \leq x_{i_{1}}=h \leq k$.

Let $S=\left\{i: x_{i} \geq 1\right\}$, i.e., $S$ is the set of variables with nonzero value, and we have $i_{1} \in S$. If $|S| \geq k+1$ then we simply set $x_{i_{1}}=0$. This of course preserves feasibility and since there remain at least $k$ variables with nonzero values, the cost function is still at least $k$. So, we again restrict ourselves to the case $|S| \leq k$.

Let $P=\bigcup_{j \in S} P_{j}$, then $|P| \leq \sum_{j \in S}\left|P_{j}\right| \leq|S| \cdot q \leq k q$ since each variable occurs in at most $q$ constraints. On the other hand, each sunflower variable corresponds to one non-empty petal. Consider $s=k q+k$ petals corresponding to $x_{i_{1}}, \ldots, x_{i_{s}}$. There are at least $k$ petals disjoint from $P$, i.e., $k$ sunflower variables corresponding to them do not appear in the same petal constraint with any variable in $S$. Since $h \leq k$ we can pick $h$ sunflower variables from them, say $x_{j_{1}}, \ldots, x_{j_{h}}$. By definitions of $S$ and $P$ we have $x_{j_{1}}=\cdots=x_{j_{h}}=0$.

Now, we construct a new solution $x^{\prime}$ from $x$ by decreasing $x_{i_{1}}$ from $h$ to zero and increasing $x_{j_{1}}, \ldots, x_{j_{h}}$ from zero to one. Formally, $x^{\prime}$ is defined as follows:

$$
\begin{cases}x_{i_{1}}^{\prime} & =0 \\ x_{j_{1}}^{\prime} & =\cdots=x_{j_{h}}^{\prime}=1 \\ x_{j}^{\prime} & =x_{j} \text { otherwise }\end{cases}
$$

We just need to check the feasibility of $x^{\prime}$ with constraints that involve sunflower variables, i.e., core constraints and petal constraints. Let us consider a core constraint. Let $a$ be the coefficient value that all of $x_{i_{1}}, x_{j_{1}}, \ldots, x_{j_{h}}$ have in this constraint. Then the left hand size will decrease by $a \cdot h$ when $x_{i_{1}}$ reduces from $h$ to zero and increase by $a \cdot h$ when $h$ variables $x_{j_{1}}, \ldots, x_{j_{h}}$ move up from zero to one. Thus, all core constraints are still satisfied. We have nothing to check with the petal constraints that involve $x_{i_{1}}$. Now we consider a petal constraint that involves $x_{j_{t}}$ for some $t \in\{1, \ldots, h\}$. By the way we choose $x_{j_{1}}, \ldots, x_{j_{h}}$, there is no variable in $S$ that appears in this constraint, i.e., all variables in this constraint get value zero. Note that we are now in the case that all conditions in Lemma 1 are satisfied, so increasing one variable in this constraint from zero to one cannot break feasibility. Hence, all petal constraints are also satisfied. We finished checking the feasibility of $x^{\prime}$ and now only have to check the cost function value:

$$
c^{T} x^{\prime}-c^{T} x=c_{j_{1}} \cdot 1+\cdots+c_{j_{h}} \cdot 1-c_{i_{1}} \cdot h \geq 0
$$

since $c_{j_{t}} \geq c_{i_{1}}$ for all $\mathrm{t}=1, \ldots, h$.
Now we are ready to prove Theorem 1.
Proof (Theorem 1). We consider an arbitrary instance $(A, b, c, k)$ of $q$-Packing $\operatorname{ILP}(k+C)$. Let $m$ and $n$ denote the number of constraints and variables respectively and let $r=(k q+k-1) \cdot C^{q-1}$. We will show that if $n>C^{q} \cdot q \cdot q!\cdot r^{q}$ then at least one of Rule 1-3 can be applied.

Assume that $n>C^{q} \cdot q \cdot q!\cdot r^{q}$. We define $P_{j}$ as in Definition 2 and let $\mathcal{F}=\left\{S \mid S=P_{i}\right.$ for some $\left.i=1, \cdots, n\right\}$ the family of sets that appear in the sequence $P_{1}, \ldots, P_{n}$. For each $S \in \mathcal{F}$ we define $n(S)=\left|\left\{i \mid P_{i}=S\right\}\right|$. By scanning all sets $P_{j}$, which can be done in time polynomial in $n$, we can check if there exists $S \in \mathcal{F}$ such that $n(S)>C^{q}$. If the answer is yes then there exist $C^{q}+1$ variables that always appear together. For each of them, we define its ID by the (nonzero) coefficients in the constraints in which it appears. Since each variable appears in at most $q$ constraints, the length of each ID is at most $q$. On the other hand, each entry of an ID can get one of $C$ possible values from $\{1, \ldots, C\}$. Hence, there are at most $C^{q}$ possible IDs. So, by the pigeon-holeprinciple, we can find two of them which share the same ID and therefore can apply Rule 1.

In the case that $n(S) \leq C^{q}$ for all $S \in \mathcal{F}$ we have:

$$
C^{q} \cdot q \cdot q!\cdot r^{q}<n=\sum_{S \in \mathcal{F}} n(S) \leq|\mathcal{F}| \cdot C^{q}
$$

Thus, $|\mathcal{F}|>q \cdot q!\cdot r^{q}$ and by the Sunflower Lemma, we can find a sunflower of cardinality $r+1$ in $\mathcal{F}$, say $P_{j_{1}}, \ldots, P_{j_{r+1}}$, in time polynomial in $|\mathcal{F}| \leq n$, i.e., we can find $r+1$ sunflower variables. If the set of core constraints is empty, i.e., if the sunflower variables never appear together, then we can apply Rule 2 since $r+1 \geq k$.

Now we consider the case that the set of core constraints is non-empty. Since each sunflower variable appears in at most $q$ constraints and at least one petal constraint, the number of core constraints is at most $(q-1)$. We define the ID of a sunflower variable by its coefficients in the core constraints. Each entry of an ID can get one of $C$ possible values from $\{1, \ldots, C\}$. The length of each ID is equal to the number of core constraints and therefore at most $(q-1)$. Hence, there are at most $C^{q-1}$ possible IDs. On the other hand, we have $r+1=(k q+k-1) \cdot C^{q-1}+1$ sunflower variables. Thus, we can find at least $s=k q+k$ sunflower variables that share the same ID, i.e., we can apply Rule 3.

Thus, whenever $n>C^{q} \cdot q \cdot q!\cdot r^{q}$ we can determine in polynomial time which one in Rule 1-3 can be applied to reduce the number of variables. Since each iteration reduces the number of variables at least one, in polynomial time we must obtain an equivalent instance with at most $C^{q} \cdot q \cdot q!\cdot r^{q}$ variables, i.e., $n \in \mathcal{O}\left(k^{q} \cdot C^{q^{2}}\right)$. Note that each variable appears in at most $q$ constraints so we have $m \leq n \cdot q$ and, therefore, we have at most $\mathcal{O}\left(k^{q} \cdot C^{q^{2}}\right)$ constraints. Since all constraint coefficients are bounded by $C$ and all cost coefficients are bounded by $k$, the size of this instance is at most $\mathcal{O}\left(k^{2 q} \cdot C^{2 q^{2}} \cdot \log C\right)$.

### 3.2 Covering ILP Parameterized by the Largest Coefficient

In this subsection, we prove Theorem 2, i.e., that $q$-Covering ILP $(k+C)$ admits a polynomial kernelization. For each instance, we also use $m, n$ to denote the number of constraints and variables respectively. We start with a lemma which was mentioned in [12] (Lemma 8 in the full version) and allows us to bound the number of constraints and the cost value of each variable.

Lemma 4 ([12]). Let $(A, b, c, k)$ be an instance of Covering ILP $(k)$ and let $q$ denote the column-sparseness of $A$. In polynomial time we can compute an equivalent instance $\left(A^{\prime}, b^{\prime}, c^{\prime}, k\right)$ such that:

1. $A^{\prime}$ has at most $k q$ rows (i.e., there are at most $k q$ constraints).
2. The cost value $c_{i}^{\prime}$ of each variable $x_{i}$ belongs to $\{1, \ldots, k\}$.

Now it is easy to prove Theorem 2.
Proof (Theorem 2). By Lemma 4, we can restrict ourselves to the case that $m \leq k q$. The only thing we need to do is reducing the number of variables. For each variable we define its ID by its coefficients in all constraints (for the constraints in which it does not appear we let the corresponding coefficients be zero). Thus, each ID has length $m$ and contains at most $q$ nonzero entries. Hence, the number of possible IDs is not greater than $\binom{m}{q} \cdot(C+1)^{q}$ (there are $\binom{m}{m-q}=\binom{m}{q}$ ways to choose entries which get value zero and $(C+1)^{q}$ ways to assign value in $\{0, \ldots, C\}$ for each of the $q$ remaining entries). Thus, if $n>\binom{m}{q} \cdot(C+1)^{q}$, we can find two variables with the same ID, say $x_{u}$ and $x_{v}$ with $c_{u} \leq c_{v}$, then we can delete $x_{v}$ from our problem. Safeness of this reduction rule can be proved similarly to safeness of Rule 1 (note that we delete $x_{v}$ instead of $x_{u}$ because we have a minimization problem). We apply this process until $n \leq\binom{ m}{q} \cdot(C+1)^{q} \leq\binom{ k q}{q} \cdot(C+1)^{q}$ (and we already have $\left.m \leq k \cdot q\right)$. So we have in hand an instance with at most $\mathcal{O}\left(k^{q} \cdot C^{q}\right)$ variables and $\mathcal{O}(k)$ constraints. Since all constraint coefficients are bounded by $C$ and all cost coefficients are bounded by $k$, the size of this instance is at most $\mathcal{O}\left(k^{q+1} \cdot C^{q} \cdot \log C\right)$.

## 4 Lower Bounds

In this section we discuss the kernelization lower bounds of Theorems 3 and 4 . The first case is that we use $\log C$, the maximum encoding size of a coefficient, as a parameter instead of the largest coefficient $C$. The second case is that we consider $C$ as a constant, i.e., all coefficients are bounded by a constant.

### 4.1 ILPs Parameterized by the Encoding Size of Coefficients

In this subsection, we prove Theorem 3 by describing a polynomial parameter transformation from Colored Red-Blue Dominating Set. (The straightforward kernelizations for $q=1$ are given in the full version.) Recall that in

Colored Red-Blue Dominating Set we are given an integer $k$ and a bipartite graph $G=(T \cup N, E)$ where the vertices of $N$ are colored by function col $: N \rightarrow\{1, \ldots, k\}$. The problem asks whether there exists a vertex set $N^{\prime} \subseteq N$ that contains exactly one vertex of each color and such that every vertex in $T$ has at least one neighbor in $N^{\prime}$. It was proven in [7] that Colored Red-Blue Dominating Set parameterized by $|T|+k$ does not admit a polynomial compression. ${ }^{2}$ Hence, Theorem 3 is a direct corollary of following lemma.

Lemma 5. There are polynomial parameter transformations from Colored Red-Blue Dominating $\operatorname{Set}(|T|+k)$ to 2-Packing $\operatorname{ILP}(k+\log C)$ and to 2-Covering ILP $(k+\log C)$.

Proof. Let $G=(T \cup N, E)$ be an instance of Colored Red-Blue Dominating SET and assume that $T=\left\{t_{1}, \ldots, t_{d}\right\}$. Let $C_{i}$ denote the set of all vertices in $N$ with color $i$. Set $b=(k+d)^{2}$ and from now we work in the number system with base $b$, i.e., a string of numbers is also considered as a number written in the number system with base $b$. To produce transformations to Packing ILP and Covering ILP, we will first consecutively construct coefficients and variable sets of our desired instances.

For each vertex $v \in N$ we define a string $S(v)$ of length $k+2 d$ as follows:

$$
S(v)=\underbrace{011 \cdots 101}_{\text {neighbor-part }} \underbrace{0 \cdots 1 \cdots 0}_{\text {color-part }}
$$

The string contains two parts: color-part with $k+d$ digits and neighbor-part with $d$ digits. As the name suggests, the color-part is for encoding the color of $v$, i.e., the $i$-th digit in the color-part gets value one if and only if $v \in C_{i}$. Similarly, the $j$-th digit in the neighbor-part gets value one if and only if $t_{j}$ is a neighbor of $v$. If $v$ has the color $i$ then we also say that $S(v)$ has color $i$. Note that up to now we have only $k$ colors while the color-part has $k+d$ digits, it means that the last $d$ digits of $S(v)$ are all zeros.

Now we will construct new strings with new colors. For each $i \in\{1, \ldots, d\}$ and $j \in\{0, \ldots, k-1\}$ we define a string $a_{i j}$ as follows:

$$
a_{i j}=\underbrace{00 \cdots j \cdots 00}_{d \text { digits }} \underbrace{00 \cdots 1 \cdots 00}_{k+d \text { digits }}
$$

All digits of $a_{i j}$ are zeros except two positions: the $i$-th digit gets value $j$ and the $(k+d+i)$-th digit gets value one. In this case we say that $a_{i j}$ has color $k+i$ (since the $(k+i)$-th digit in its color-part gets value one). At last, we construct a number $t$ as follows:

$$
t=\underbrace{k \cdots k}_{d \text { digits }} \underbrace{1 \cdots 1}_{k+d \text { digits }}
$$

$\overline{{ }^{2}}$ The paper [7] mentions only polynomial kernelizations but applies to polynomial compressions as well (cf. [3]).

For each vertex $v \in N$, we introduce a variable $x_{v}$ and for each $i \in\{1, \ldots, d\}$ and $j \in\{0, \ldots, k-1\}$ we introduce a variable $x_{i j}$. To simplify, we use $\sum_{i j}$ instead of $\sum_{i=1}^{d} \sum_{j=0}^{k-1}$. Let us first consider the following system with two linear equations:

$$
(*)\left\{\begin{array}{l}
\sum_{v \in N} x_{v}+\sum_{i j} x_{i j}=k+d  \tag{1}\\
\sum_{v \in N} S(v) \cdot x_{v}+\sum_{i j} a_{i j} \cdot x_{i j}=t \\
x_{v} \geq 0 \quad \forall v \in N \text { and } x_{i j} \geq 0 \quad \forall i \in\{1, \ldots, d\}, j \in\{0, \ldots, k-1\}
\end{array}\right.
$$

We will show that ( $*$ ) has an integer solution if and only if the original instance of Colored Red-Blue Dominating Set is YES.

Assume that $x$ is a solution of $(*)$. Compare the two sides in constraint (2) at the last digit: We have $\sum_{j=0}^{k-1} x_{d j}=1$ modulo $b$. Since $0 \leq \sum_{j=0}^{k-1} x_{d j} \leq \sum_{i j} x_{i j} \leq$ $\sum_{v \in N} x_{v}+\sum_{i j} x_{i j} \stackrel{(1)}{=} k+d<b+1$, we must have $\sum_{j=0}^{k-1} x_{d j}=1$, i.e., there is exactly one index $j$ such that $x_{d j}=1$. Moreover, there is no carry over into the next digit, i.e., we have $\sum_{j=0}^{k-1} x_{(d-1) j}=1$ modulo $b$. Repeating this argument for the remaining digits in the color-part implies that, for each $i=1, \ldots, d$ there is exactly one index $j$ in $\{0, \ldots, k-1\}$, say $j(i)$, such that $x_{i j(i)}=1$ and for each color $i=1, \ldots k$ there is exactly one vertex with color $i$, say $v_{i}$, such that $x_{v_{i}}=1$. By (1), all other variables get value zero and we can discard strings corresponding to them. Denote $N^{\prime}=\left\{v_{1}, \ldots, v_{k}\right\}$ then (2) becomes

$$
\sum_{v \in N^{\prime}} S(v)+\sum_{i=1}^{d} a_{i j(i)}=t .
$$

Consider the left hand side as a sum of $k+d$ numbers in base $b$, since each digit is at most $k-1$ and $(k+d) \cdot(k-1)<(k+d)^{2}=b$ there are no carry overs when computing the sum. Thus identity must hold for each position, i.e.,

$$
\left|N^{\prime} \cap N\left(t_{i}\right)\right|+j(i)=k \quad \forall i=1, \ldots, d .
$$

Since $j(i) \leq k-1$ we have $\left|N^{\prime} \cap N\left(t_{i}\right)\right| \geq 1$ for all $i=1, \ldots, d$ and therefore $N^{\prime}$ is a solution of the original Colored Red-Blue Dominating Set instance.

Now assume that $N^{\prime} \subseteq N$ is a solution of the original Colored Red-Blue Dominating Set instance. By the problem definition, for each $i \in\{1, \ldots, d\}$ we have $1 \leq\left|N^{\prime} \cap N\left(t_{i}\right)\right| \leq\left|N^{\prime}\right|=k$ and therefore we can find uniquely $j(i) \in$ $\{0, \ldots, k-1\}$ such that $\left|N^{\prime} \cap N\left(t_{i}\right)\right|+j(i)=k$. Then we set $x_{i j(i)}=1$ for all $i$ and $x_{v}=1$ for all $v \in N^{\prime}$ while letting all other variables get value zero. It is easy to check that with this assignment $x$ is a solution of $(*)$.

We finish the proof by constructing formulations of (*) in packing and covering form. Let us first consider two following instances of 2-PACKING ILP and 2-Covering ILP with $k^{\prime}=k+d$ :

$$
\begin{align*}
\max & \sum_{v \in N} x_{v}+\sum_{i j} x_{i j} \\
\text { s.t. } & \sum_{v \in N} S(v) \cdot x_{v}+\sum_{i j} a_{i j} \cdot x_{i j} \leq t  \tag{3}\\
& \sum_{v \in N}(t-S(v)) \cdot x_{v}+\sum_{i j}\left(t-a_{i j}\right) \cdot x_{i j} \leq t \cdot(k+d-1)  \tag{4}\\
& x_{v} \geq 0 \quad \forall v \in N \\
& x_{i j} \geq 0 \quad \forall i \in\{1, \ldots, d\}, j \in\{0, \ldots, k-1\} \\
\min & \sum_{v \in N} x_{v}+\sum_{i j} x_{i j} \\
\text { s.t. } & \sum_{v \in N} S(v) \cdot x_{v}+\sum_{i j} a_{i j} \cdot x_{i j} \geq t \\
& \sum_{v \in N}(t-S(v)) \cdot x_{v}+\sum_{i j}\left(t-a_{i j}\right) \cdot x_{i j} \geq t \cdot(k+d-1) \\
& x_{v} \geq 0 \quad \forall v \in N \\
& x_{i j} \geq 0 \quad \forall i \in\{1, \ldots, d\}, j \in\{0, \ldots, k-1\}
\end{align*}
$$

Equivalence of these ILPs with $(*)$ is easy to prove; a detailed argument is provided in the full version. Therefore they are equivalent to the original instance of Colored Red-Blue Dominating Set. Note that the number of variables is $|N|+k \cdot d$ which is polynomially bounded in the size of the original instance. This means that the transformations can be done in polynomial time. Finally, every coefficient in the ILP is bounded by $b^{k+2 d}=(k+d)^{2(k+2 d)}$ thus $\log C=$ $2(k+2 d) \cdot \log (k+d) \in \mathcal{O}((k+d) \log (k+d))$. This completes the proof.

### 4.2 ILPs with Bounded Coefficients

In this subsection we consider the case that $C$ is considered as a constant and the column-sparseness $q$ is an additional parameter. We prove Theorem 4 by constructing reductions from Bounded Rank Disjoint $\operatorname{Set}(d+k)$ and RedBlue Dominating $\operatorname{Set}(|T|+k)$ which were shown by Dom et al. [7] to admit no polynomial compressions unless NP $\subseteq$ coNP/poly.

Lemma 6 ( $\boldsymbol{\star}$ ). There is a polynomial parameter transformation from Bounded Rank Disjoint $\operatorname{Set}(d+k)$ to $C$-Packing ILP $(k+q)$.

Lemma $7(\star)$. There is a polynomial parameter transformation from REDBlue Dominating $\operatorname{Set}(|T|+k)$ to $C$-Covering ILP $(k+q)$.

## 5 Conclusion

We have studied the influence of the column-sparseness $q$ and the maximum coefficient size $C$ on the existence of polynomial kernels for Packing $\operatorname{ILP}(k)$ and Covering ILP $(k)$. We identified several new cases (see Table 1) as admitting a polynomial kernelization or being fixed-parameter tractable but admitting no polynomial kernelization (unless NP $\subseteq$ coNP/poly). This has shed more light on cases that (with unbounded coefficients) were proved $\mathrm{W}[1]$-hard by reduction from Small Subset $\operatorname{Sum}(k)$ in previous work [12]. Since all further results for Packing ILP and Covering ILP in [12] are either lower bounds with $0 / 1$-coefficients or reductions to a polynomial number of variables and constraints, this fully settles cases with $C$ bounded or with parameters $\log C$ or $C$.

## References

1. Abu-Khzam, F.N.: An improved kernelization algorithm for r-set packing. Inf. Process. Lett. 110(16), 621-624 (2010)
2. Abu-Khzam, F.N.: A kernelization algorithm for d-hitting set. J. Comput. Syst. Sci. 76(7), 524-531 (2010)
3. Bodlaender, H.L., Jansen, B.M.P., Kratsch, S.: Kernelization lower bounds by cross-composition. SIAM J. Discrete Math. 28(1), 277-305 (2014)
4. Bodlaender, H.L., Thomassé, S., Yeo, A.: Kernel bounds for disjoint cycles and disjoint paths. Theor. Comput. Sci. 412(35), 4570-4578 (2011)
5. Dell, H., Marx, D.: Kernelization of packing problems. In: Rabani, Y. (ed.) SODA, pp. 68-81. SIAM (2012)
6. Dell, H., van Melkebeek, D.: Satisfiability allows no non-trivial sparsification unless the polynomial hierarchy collapses. In: STOC (2010)
7. Dom, M., Lokshtanov, D., Saurabh, S.: Incompressibility through Colors and IDs. In: Albers, S., Marchetti-Spaccamela, A., Matias, Y., Nikoletseas, S., Thomas, W. (eds.) ICALP 2009, Part I. LNCS, vol. 5555, pp. 378-389. Springer, Heidelberg (2009)
8. Downey, G.R., Fellows, M.R.: Fixed-parameter tractability and completeness II: on completeness for W[1]. Theor. Comput. Sci. 141(1\&2), 109-131 (1995)
9. Downey, R.G., Fellows, M.R.: Parameterized Complexity. Monographs in Computer Science. Springer, Heidelberg (1998)
10. Erdős, P., Rado, R.: Intersection theorems for systems of sets. J. Lond. Math. Soc. s1-35(1), 85-90 (1960)
11. Flum, J., Grohe, M.: Parameterized Complexity Theory. Texts in Theoretical Computer Science. An EATCS Series. Springer, Heidelberg (2006)
12. Kratsch, S.: On polynomial kernels for integer linear programs: covering, packing and feasibility. In: CoRR. arXiv:1302.3496
13. Kratsch, S.: On polynomial kernels for sparse integer linear programs. In: STACS, LIPIcs, vol. 28, pp. 80-91. Schloss Dagstuhl - Leibniz-Zentrum fuer Informatik (2013)

# No Small Nondeterministic Read-Once Branching Programs for CNFs of Bounded Treewidth 

Igor Razgon ${ }^{(\boxtimes)}$<br>Department of Computer Science and Information Systems, Birkbeck, University of London, London, UK<br>igor@dcs.bbk.ac.uk


#### Abstract

In this paper, given a parameter $k$, we demonstrate an infinite class of CNFs of treewidth at most $k$ of their primal graphs such that equivalent nondeterministic read-once branching programs (NROBPS) are of size at least $n^{c k}$ for some universal constant $c$. Thus we rule out the possibility of fixed-parameter tractable space complexity of NROBPs parameterized by the smallest treewidth of equivalent CNFs.


## 1 Introduction

Read-once Branching Programs (ROBPs) is a well known representation of Boolean functions. Oblivious Robps, better known as Ordered Binary Decision Diagrams (OBDDs), is a subclass of ROBPs, very well known because of its applications in the area of verification [2]. An important procedure in these applications is transformation of a CNF into an equivalent OBDD. The resulting OBDD can be exponentially larger than the initial CNF, however a space efficient transformation is possible for special classes of functions. For example, it has been shown in [3] that a CNF of treewidth $k$ of its primal graph can be transformed into an OBDD of size $O\left(n^{k}\right)$. A natural question is if the upper bound can be made fixed-parameter tractable i.e. of the form $f(k) n^{c}$ for some constant $c$. In [8] we showed that it is impossible by demonstrating that for each sufficiently large $k$ there is an infinite class of CNFs of treewidth at most $k$ whose smallest OBDD is of size at least $n^{k / 5}$.

In this paper we report a follow up result showing that essentially the same lower bound holds for Non-deterministic robes (NROBPs). In particular we show that there is a constant $0<c<1$ such that for each sufficiently large $k$ there is an infinite class of CNFs of treewidth at most $k$ (of their primal graphs) for which the space complexity of equivalent NROBPs is at least $n^{c k}$. Note that NROBPS are strictly more powerful than ROBPs in the sense that there is an infinite class of functions having a poly-size NROBP representation and exponential ROBP space complexity [4]. In the same sense, ROBPs are strictly more powerful than OBDDs, hence the result proposed in this paper is a significant enhancement of the result of [8].

We believe this result is interesting from the parameterized complexity theory perspective because it contributes to the understanding of parameterized space complexity of various representations of Boolean functions. In particular, the proposed result implies that ROBPS are inherently incapable to efficiently represent functions that are representable by CNFs of bounded treewidth. A natural question for further research is the space complexity of read $c$-times branching programs [1] (for an arbitrary constant $c$ independent on $k$ ) w.r.t. the same class of functions.

To prove the proposed result, we use monotone 2 -CNFs (their clauses are of form $\left(x_{1} \vee x_{2}\right)$ where $x_{1}$ and $x_{2}$ are 2 distinct variables). These CNFs are in one-to-one correspondence with graphs having no isolated vertices: variables correspond to vertices and two variables occur in the same clause if and only if the corresponding vertices are adjacent. This correspondence allows us to use these CNFs and graphs interchangeably. We introduce the notion of Matching Width (MW) of a graph $G$ and prove two theorems. One of them states that a monotone $2-\mathrm{CNF}$, whose corresponding graph $G$ has mw at least $t$, cannot be computed by a NROBP of size smaller than $2^{t / a}$, where $a$ is a constant dependent on the max-degree of $G$. The second theorem states that for each sufficiently large $k$ there is an infinite family of graphs of treewidth $k$ and max-degree 5 whose MW is at least $b * \log n * k$ for some constant $b$ independent of $k$. The main theorem immediately follows from replacement of $t$ in the former lower bound by the latter one.

The strategy outlined above is similar to that we used in [8]. However, there are two essential differences. First, due to a much more 'elusive' nature of norbps compared to that of OBDDs, the counting argument is more sophisticated and more restrictive: it applies only to CNFs whose graphs are of constant degree. Due to this latter aspect, the target set of CNF instances requires a more delicate construction and reasoning.

Due to the space constraints, some proofs are either omitted or replaced by sketches.

## 2 Preliminaries

In this paper by a set of literals we mean one that does not contain both an occurrence of a variable and its negation. For a set $S$ of literals we denote by $\operatorname{Var}(S)$ the set of variables whose literals occur in $S$. If $F$ is a Boolean function or its representation by a specified structure, we denote by $\operatorname{Var}(F)$ the set of variables of $F$. A truth assignment to $\operatorname{Var}(F)$ on which $F$ is true is called a satisfying assignment of $F$. A set $S$ of literals represents the truth assignment to $\operatorname{Var}(S)$ where variables occurring positively in $S$ (i.e. whose literals in $S$ are positive) are assigned with true and the variables occurring negatively are assigned with false. For example, the assignment $\left\{x_{1} \leftarrow\right.$ true, $x_{2} \leftarrow$ true, $x_{3} \leftarrow$ false $\}$ to variables $x_{1}, x_{2}, x_{3}$ is represented as $\left\{x_{1}, x_{2}, \neg x_{3}\right\}$.

We define a Non-deterministic Read Once Branching Program (NROBP) as a connected acyclic read-once switching-and-rectifier network [4]. That is, a NROBP
$Y$ implementing (realizing) a function $F$ is a directed acyclic graph (with possible multiple edges) with one leaf, one root, and with some edges labelled by literals of the variables of $F$ in a way that there is no directed path having two edges labelled with literals of the same variable. We denote by $A(P)$ the set of literals labelling edges of a directed path $P$ of $Y$.

The connection between $Y$ and $F$ is defined as follows. Let $P$ be a path from the root to the leaf of $Y$. Then any extension of $A(P)$ to the truth assignment of all the variables of $F$ is a satisfying assignment of $F$. Conversely, let $A$ be a satisfying assignment of $F$. Then there is a path $P$ from the root to the leaf of $Y$ such that $A(P) \subseteq A$.

Remark. It is not hard to see that the traditional definition of NROBP as a deterministic ROBP with guessing nodes [5] can be thought of as a special case of our definition (for any function that is not constant false): remove from the former all the nodes from which the true leaf is not reachable and relabel each edge with the appropriate literal of the variable labelling its tail (if the original label on the edge is 1 then the literal is positive, otherwise, if the original label is 0 , the literal is negative).

We say that a nrobp $Y$ is uniform if the following is true. Let $a$ be a node of $Y$ and let $P_{1}$ and $P_{2}$ be 2 paths from the root of $Y$ to $a$. Then $\operatorname{Var}\left(A\left(P_{1}\right)\right)=$ $\operatorname{Var}\left(\left(A\left(P_{2}\right)\right)\right)$. That is, these paths are labelled by literals of the same set of variables. Also, if $P$ is a path from the root to the leaf of $Y$ then $\operatorname{Var}(A(P))=$ $\operatorname{Var}(F)$. Thus there is a one-to-one correspondence between the sets of literals labelling paths from the root to the leaf of $Y$ and the satisfying assignments of $F$.

## All the nrobps considered in Sections 3-5 of this paper are uniform.

 This assumption does not affect our main result because, using the construction described in the proof sketch of Proposition 2.1 of [6], an arbitrary NROBP can be transformed into a uniform one at the price of $O(n)$ times increase of the number of edges. For the technical details, see the appendix of [7].Given a graph $G$, its tree decomposition is a pair $(T, \mathbf{B})$ where $T$ is a tree and $\mathbf{B}$ is a set of bags $B(t)$ corresponding to the vertices $t$ of $T$. Each $B(t)$ is a subset of $V(G)$ and the bags obey the rules of union (that is, $\bigcup_{t \in V(T)} B(t)=$ $V(G)$ ), containment (that is, for each $\{u, v\} \in E(G)$ there is $t \in V(t)$ such that $\{u, v\} \subseteq B(t)$ ), and connectedness (that is for each $u \in V(G)$, the set of all $t$ such that $u \in B(t)$ induces a subtree of $T)$. The width of $(T, \mathbf{B})$ is the size of the largest bag minus one. The treewidth of $G$ is the smallest width of a tree decomposition of $G$.

Given a CNF $\phi$, its primal graph has the set of vertices corresponding to the variables of $\phi$. Two vertices are adjacent if and only if there is a clause of $\phi$ where the corresponding variables both occur.

## 3 The Main Result

A monotone 2-CNFs has clauses of the form $(x \vee y)$ where $x$ and $y$ are two distinct variables. Such CNFs can be put in one-to-one correspondence with graphs that


Fig. 1. A graph, the corresponding CNF and a NROBP of the CNF
do not have isolated vertices. In particular, let $G$ be such a graph. Then $G$ corresponds to a $2 \mathrm{CNF} \phi(G)$ whose variables are the vertices of $G$ and the set of clauses is $\{(u \vee v) \mid\{u, v\} \in E(G)\}$. These notions, connected to the corresponding NROBP, are illustrated on Fig. 1. ${ }^{1}$ It is not hard to see that $G$ is the primal graph of $\phi(G)$, hence we can refer to the treewidth of $G$ as the primal graph treewidth of $\phi(G)$.

The following theorem is the main result of this paper.
Theorem 1. There is a constant $c$ such that for each $k \geq 50$ there is an infinite class $\mathbf{G}$ of graphs each of treewidth of at most $k$ such that for each $G \in \mathbf{G}$, the smallest NROBP equivalent to $\phi(G)$ is of size at least $n^{k / c}$, where $n$ is the number of variables of $\phi(G)$.

In order to prove Theorem 1, we introduce the notion of matching width (MW) of a graph and state two theorems proved in the subsequent two sections. One claims that if the max-degree of $G$ is bounded then the size of a NROBP realizing $\phi(G)$ is exponential in the MW of $G$. The other theorem claims that for each sufficiently large $k$ there is an infinite class of graphs of bounded degree and of treewidth at most $k$ whose MW is at least $b * \log n * k$ for some universal constant $b$. Theorem 1 will follow as an immediate corollary of these two theorems.

Definition 1 Matching width. Let $S V$ be a permutation of $V(G)$ and let $S_{1}$ be a prefix of $S V$ (i.e. all vertices of $S V \backslash S_{1}$ are ordered after $S_{1}$ ). The matching width of $S_{1}$ is the size of the largest matching consisting of the edges between $S_{1}$ and $V(G) \backslash S_{1} .{ }^{2}$ The matching width of $S V$ is the largest matching width

[^38]of a prefix of $S V$. The matching width of $G$, denoted by $m w(G)$, is the smallest matching width of a permutation of $V(G)$.

Remark. The above definition of matching width is a special case of the notion of maximum matching width as defined in [9].

To illustrate the above notions recall that $C_{n}$ and $K_{n}$ respectively denote a cycle and a complete graph of $n$ vertices. Then, for a sufficiently large $n$, $m w\left(C_{n}\right)=2$. On the other hand $m w\left(K_{n}\right)=\lfloor n / 2\rfloor$.

Theorem 2. For each integer $i$ there is a constant $a_{i}$ such that for any graph $G$ the size of NROBP realizing $\phi(G)$ is at least $2^{m w(G) / a_{x}}$ where $x$ is the max-degree of $G$.

Theorem 3. There is a constant b such that for each $k \geq 50$ there is an infinite class $\mathbf{G}$ of graphs of degree at most 5 such that the treewidth of all the graphs of $G$ is at most $k$ and for each $G \in \mathbf{G}$ the matching width is at least $(\log n * k) / b$ where $n=|V(G)|$.

Now we are ready to prove Theorem 1.
Proof of Theorem 1. Let $\mathbf{G}$ be the class whose existence is claimed by Theorem 3. By Theorem 2, for each $G \in \mathbf{G}$ the size of a NROBP realizing $\phi(G)$ is of size at least $2^{m w(G) / a_{5}}$. Further on, by Theorem 3, $w m(G) \geq(\operatorname{logn} * k) / b$, for some constant $b$. Substituting the inequality for $\operatorname{mw}(G)$ into the lower bound $2^{m w(G) / a_{5}}$ supplied by Theorem 2, we get that the size of a NROBP is at least $2^{\operatorname{logn*k} / c}$ where $c=a_{5} * b$. Replacing $2^{\operatorname{logn}}$ by $n$ gives us the desired lower bound.

From now on, the proof is split into two independent parts: Sect. 4 proves Theorem 2 and Sect. 5 proves Theorem 3.

## 4 Proof of Theorem 2

Recall that the vertices of graph $G$ serve as variables in $\phi(G)$. That is, in the truth assignments to $\operatorname{Var}(\phi(G))$, the vertices are treated as literals and may occur positively or negatively. Similarly for a path $P$ of a NROBP $Z$ implementing $\phi(G)$, we say that a vertex $v \in V(G)$ occurs on $P$ if either $v$ and $\neg v$ labels an edge of $P$. In the former case this is a positive occurrence, in the latter case a negative one.

Recall that a Vertex Cover (vc) of $G$ is $V^{\prime} \subseteq V(G)$ incident to all the edges of $E(G)$.

Observation 1. $S$ is a satisfying assignment of $\phi(G)$ if and only if the vertices of $G$ occurring positively in $S$ form $a \mathrm{VC}$ of $G$. Equivalently, $V^{\prime} \subseteq V(G)$ is the set of all vertices of $G$ occurring positively on a root-leaf path of $Z$ if and only if $V^{\prime}$ is a VC of $G$.

In light of Observation 1, we denote the set of all vertices occurring positively on a root-leaf path $P$ of $Z$ by $V C(P)$.

The proof of Theorem 2 requires two intermediate statements. For the first statement, let $a$ be a node of a NROBP $Z$. For an integer $t>0$, we call $a$ a $t$-node if there is a set $S(a)$ of size at least $t$ such that for each root-leaf path $P$, meeting $a, S(a) \subseteq V C(P)$.

Lemma 1. Suppose that the matching width of $G$ is at least $t$. Then $t$-nodes of $Z$ form a root-leaf cut.

Proof. We need to show that each root-leaf path $P$ passes through a $t$-node. Due to the uniformity of $Z$, (the vertices of $G$ corresponding to) the labels of $P$ being explored from the root to the leaf form a permutation $S V$ of $V(G)$. Let $S V^{\prime}$ be a prefix of the permutation witnessing the matching width at least $t$. In other words, there is a matching $M=\left\{\left\{u_{1}, v_{1}\right\}, \ldots,\left\{u_{t}, v_{t}\right\}\right\}$ of $G$ such that all of $u_{1}, \ldots, u_{t}$ belong to $S V^{\prime}$, while all of $v_{1}, \ldots, v_{t}$ belog to $S V \backslash S V^{\prime}$. Let $u$ be the last vertex of $S V^{\prime}$ and let $a$ be the head of the edge of $P$ whose label is a literal of $u$. We claim that $a$ is a $t$-node with a witnessing set $S(a)=\left\{x_{1}, \ldots, x_{t}\right\}$ such that $x_{i} \in\left\{u_{i}, v_{i}\right\}$ for each $x_{i}$.

Indeed, observe that for each $\left\{u_{i}, v_{i}\right\}$ there is $x_{i} \in\left\{u_{i}, v_{i}\right\}$ such that $x_{i} \in$ $V C(P)$ for each root-leaf path $P$ passing through $a$. Clearly for any root-leaf path $Q$ of $Z$, either $u_{i} \in V C(Q)$ or $v_{i} \in V C(Q)$ for otherwise $V C(Q)$ is not a VC of $G$ in contradiction to Observation 1. Thus if such $x_{i}$ does not exist then there are two paths $Q^{1}$ and $Q^{2}$ meeting $a$ such that $V C\left(Q_{1}\right) \cap\left\{u_{i}, v_{i}\right\}=\left\{u_{i}\right\}$ and $V C\left(Q_{2}\right) \cap\left\{u_{i}, v_{i}\right\}=\left\{v_{i}\right\}$.

For a root-leaf path $Q$ passing through $a$ denote by $Q_{a}$ the prefix of $Q$ ending with $a$ and by $\neg Q_{a}$ the suffix of $Q$ beginning with $a$. Observe that $u_{i}$ occurs both in $Q_{a}^{1}$ and $Q_{a}^{2}$. Indeed, assume w.l.o.g. that $u_{i}$ does not occur in $Q_{a}^{1}$. Then, by uniformity of $Z, u_{i}$ occurs in $\neg Q_{a}^{1}$. Then $P_{a}+\neg Q_{a}^{1}$ (we denote this way the concatenation of two paths) is a root-leaf path with a double occurrence of $u_{i}$, a contradiction to $Z$ being read-once. Similarly we establish that $v_{i}$ occurs in both $\neg Q_{a}^{1}$ and $\neg Q_{a}^{2}$. It remains to observe that, by definition, $u_{i}$ occurs negatively in $Q_{a}^{2}$ and $v_{i}$ occurs negatively in $\neg Q_{a}^{1}$. Hence $Q^{*}=Q_{a}^{2}+\neg Q_{a}^{1}$ is a root-leaf path of $Z$ such that $V C\left(Q^{*}\right)$ is disjoint with $\left\{u_{i}, v_{i}\right\}$, a contradiction to Observation 1, confirming the existence of the desired $x_{i}$.

Suppose that there is a root-leaf path $P^{\prime}$ of $Z$ passing through $a$ such that $S(a) \nsubseteq V C\left(P^{\prime}\right)$. This means that there is $x_{i} \notin V C\left(P^{\prime}\right)$ contradicting the previous two paragraphs. Thus being $a$ a $t$-node has been established and the lemma follows.

For the second statement, let $\mathbf{A}$ and $\mathbf{B}$ be two families of subsets of a universe $\mathbf{U}$. We say that $\mathbf{A}$ covers $\mathbf{B}$ if for each $S \in \mathbf{B}$ there is $S^{\prime} \in \mathbf{A}$ such that $S^{\prime} \subseteq S$. If each element of $\mathbf{A}$ is of size at least $t$ then we say that $\mathbf{A}$ is a $t$-cover of $\mathbf{B}$. Denote by $\mathbf{V C}(G)$ the set of all VCs of $G$.

Theorem 4. There is a function $f$ such that the following is true. Let $H$ be a graph. Let $\mathbf{A}$ be at-cover of $\mathbf{V C}(H)$. The $|\mathbf{A}| \geq 2^{t / f(x)}$ where $x$ is the max-degree of $H$.

The proof of Theorem 4 is provided in Subsection 4.1. Now we are ready to prove Theorem 2.

Proof of Theorem 2. Let $N$ be the set of all $t$-nodes of $Z$. For each $a \in N$, specify one $S(a)$ of size at least $t$ such that for all paths $P$ of $Z$ passing through $a, S(a) \subseteq V C(P)$. Let $\mathbf{S}=\left\{S_{1}, \ldots, S_{q}\right\}$ be the set of all such $S(a)$. Then we can specify distinct $a_{1}, \ldots, a_{q}$ such that $S_{i}=S\left(a_{i}\right)$ for all $i \in\{1, \ldots, q\}$.

Observe that $\mathbf{S}$ is covers $\mathbf{V C}(G)$. Indeed, let $V^{\prime} \in \mathbf{V C}(G)$. By Observation 1, there is a root-leaf path $P$ with $V^{\prime}=V C(P)$. By Lemma 1, $P$ passes through some $a \in N$ and hence $S(a) \subseteq V C(P)$. By definition, $S(a)=S_{i}$ for $i \in\{1, \ldots, q\}$ and hence $S_{i} \subseteq V^{\prime}$. Thus $\mathbf{S}$ is a $t$-cover of $\mathbf{V C}(G)$.

It follows from Theorem 4 that $q=|\mathbf{S}| \geq 2^{t / f(x)}$ where $x$ is a max-degree of $G$ and $f$ is a universal function independent on $G$ or $t$. It follows that $Z$ contains at least $2^{t / f(x)}$ distinct nodes namely $a_{1}, \ldots, a_{q}$.

### 4.1 Proof of Theorem 4

We are going to define a probability distribution of $\operatorname{VC}(G)$ and to show that for a graph $G$ of constant degree the probability of an element of $\operatorname{VC}(G)$ to be a superset of a specific subset of size at least $t$ is exponentially small in $t$. We then conclude that the number of such subsets covering all the elements of $\operatorname{VC}(G)$ must be exponentially large in $t$. In the technical details that follow, we do not use the probabilites explicitly but rather present the proof in terms of weighted counting.

Let us define a graph $G$ with fixed vertices as $(V, E, F)$ where $V$ and $E$ bear their usual meaning and $F \subseteq V$ is the set of fixed vertices. We can also use $V(G), E(G), F(G)$ to denote $V, E, F$, respectively. A set $S \subseteq V(G)$ is a vc of $G$ if $S$ is a VC of $(V, E)$ and in addition, $F \subseteq S$. Then $\operatorname{VC}(G)$ is the set of all vcs of $(V, E)$ that contain $F$ as a subset. We define $G \backslash v$ as $\left(V^{\prime}, E^{\prime}, F^{\prime}\right)$ with $\left(V^{\prime}, E^{\prime}\right)=(V, E) \backslash v$ (the usual operation of vertex removal from a graph) and $F^{\prime}=F \backslash\{v\}$. We define $G / v$ as $\left(V^{\prime}, E^{\prime}, F^{\prime \prime}\right)$, where $\left(V^{\prime}, E^{\prime}\right)$ are as above and $F^{\prime \prime}=F \cup N_{G}(v)$, where $N_{G}(v)$ is the set of neighbours of $v$ in $(V, E)$.

Let $S V$ be a permutation of $V$. Now we are going to define a decision tree of $\operatorname{VC}(G)$ w.r.t. $S V$, denoting it by $T=T_{G, S V}$. It is a rooted binary tree with edges directed from the parent to a child. If a node $a$ of $T$ has two children, we distinguish the left child $l c h_{T}(a)$ and the right child $r c h_{T}(a)$ (the subscript can be omitted if clear from the context). If $a$ is a unary node, its only child is considered the left one and the right child is not defined. We denote by $T_{a}$ the subtree of $T$ rooted by $a$. With this notation in mind we define $T$ recursively as follows.

If $G$ is an empty graph then $T_{G, S V}$ consists of a single node. Otherwise, let $v f$ be the first vertex of $S V, S V^{\prime}=S V \backslash v f$ (the suffix of $S V^{\prime}$ resulting from the removal of $v f$ ), and $r t$ be the root of $T_{G, S V}$. If $v f \in F(G)$ then $r t$ is a unary node, otherwise $r t$ is a binary node. The edge ( $r t, l c h(r t)$ ) is labelled with $v f$ and $T_{l c h(r t)}$ is $T_{G \backslash v f, S V^{\prime}}$. If $r t$ is a binary node (the right child of $r t$ is defined) then $(r t, l \operatorname{ch}(r t))$ is labelled with $\neg v f$ and $T_{r c h(r t)}=T_{G / v f, S V^{\prime}}$.


Fig. 2. A tree $T_{C, S V C}$ where $C$ is the graph on the left with $F(C)=\left\{v_{1}\right\}$ and $S V C=$ $\left(v_{1}, v_{2}, v_{3}, v_{4}\right)$. All the edges of $T_{S, S V C}$ are directed to the bottom, hence the arrows on the edges are not shown.

An example of a decision tree as defined above is provided in Fig. 2.
For a root-leaf path $P$ of $T$, denote by $V C(P)$ the set of vertices occurring positively as labels of the edges of $P$ and let $\mathbf{P}_{T}$ be the set of all root-leaf paths of $T$.

Observation 2. The set $\{V C(P) \mid P \in \mathbf{P}\}_{T}$ is precisely $\mathbf{V C}(G)$.
Let $S \subseteq V$. Denote by $\mathbf{P}_{T, S}$ the set if all root-leaf paths $P$ of $T$ such that $S \subseteq V C(P)$. Let $(a, b)$ be an edge of $T$ and let $\mathbf{P}$ be a set of paths of $\mathbf{P}$, all starting from $b$. Then $(a, b)+\mathbf{P}=\{(a, b)+P \mid P \in \mathbf{P}\}((a, b)+P$ denotes the concatenation of a single edge path $(a, b)$ and $P)$.

We say that $S$ is a distant independent set (DIS) of $G$ if the distance between any two elements of $S$ in $G$ is at least 3 (the vertices of $S$ are not adjacent and do not have joint neighbours).

Lemma 2. Suppose that $G$ is not empty and let $v f$ be the first vertex of $S V$. Assume that $S$ is a DIS disjoint with $F(G)$. Then the following statements are true regarding $\mathbf{P}_{T, S}$.

1. If $v f \in S$ then $\mathbf{P}_{T, S}=(r t, l c h(r t))+\mathbf{P}_{T_{l c h(r t)}, S \backslash\{v f\}}$.
2. If rt is a binary node and $v f$ is a neighbour of $S$ then $\left[\mathbf{P}_{T, S}=(r t, l c h(r t))+\right.$ $\left.\mathbf{P}_{T_{\text {lch }(r t)}, S}\right] \cup\left[(r t, r c h(r t))+\mathbf{P}_{T_{r c h(r t)}, S \backslash\{v n\}}\right]$ where vn is the only neighbour of $v f$ in $S$ (due to $S$ being a DIS).
3. In all other cases $\mathbf{P}_{T, S}=(r t, l$ ch $(r t))+\mathbf{P}_{T_{l c h(r t)}, S}$ wherever $r t$ is a unary node and $\mathbf{P}_{T, S}=\left[(r t, l c h(r t))+\mathbf{P}_{T_{l c h(r t)}, S}\right] \cup\left[(r t, r c h(r t))+\mathbf{P}_{T_{r c h(r t)}, S}\right]$ wherever rt has two children.

Proof. Assume that $v f \in S$ and let $P \in \mathbf{P}_{T, S}$. By our assumption about $v f$, it can occur only as a label on the first edge. Since $v f \in S$, this occurrence must be positive. Consequently, the first edge is $(r t, l c h(r t))$. Furthermore, the rest
of the labels must be supplied by the suffix of $P$ starting at $l c h(r t)$. Hence we conclude that this suffix belongs to $\mathbf{P}_{T_{l c h(r t)}, S \backslash\{v f\}}$ and hence $P \in(r t, l c h(r t))+$ $\mathbf{P}_{T_{l c h(r t)}, S \backslash\{v f\}}$. Conversely, let $P \in(r t, l c h(r t))+\mathbf{P}_{T_{l c h(r t)}, S \backslash\{v f\}}$. Then $v f$ occurs positively on the first edge and the rest of vertices of $S$ occur positively in the subsequent suffix. Thus $S \subseteq V C(P)$ and hence $P \in \mathbf{P}_{T, S}$.

It is straightforward to observe that if $v f \notin S$ then the third statement holds simply owing to the fact the the occurrences of the vertices of $S$ are not contributed by the first edges of paths of $\mathbf{P}_{T}$. However, if $v f$ is a neighbour of $v n \in S$, it can be noticed that $\mathbf{P}_{T_{r c h(r t)}, S}=\mathbf{P}_{T_{r c h(r t)} S \backslash\{v n\}}$ thus confirming the second statement. Indeed, since $S \subseteq V C(P)$ implies $S \backslash\{v n\} \in V C(P)$ for any $P \in \mathbf{P}_{T}, \mathbf{P}_{T_{r c h(r t)}, S} \subseteq \mathbf{P}_{T_{r c h(r t)}, S \backslash\{v n\}}$. For the opposite direction, recall that $T_{r c h(r t)}=T_{G / v f, S V^{\prime}}$ and $v n \in F(G / v f)$. This means that $v n \in V C(P)$ for any path $P \in \mathbf{P}_{T_{r c h(r t)}}$. Consequently, $S \backslash\{v n\} \subseteq V C(P)$ implies that $S \subseteq V C(P)$ and hence $\mathbf{P}_{T_{r c h(r t)}, S \backslash\{v n\}} \subseteq \mathbf{P}_{T_{r c h(r t)}, S}$.

Let as assign weights to the edges of $T_{G, S V}$ as follows. For a binary node assign weight 0.5 to both its outgoing edges. For a unary node assign weight 1 to its only out-going edge. Denote the weight of an edge $e$ by $w(e)$. For a path $P$, the weight $w(P)$ of $P$ is a product of weights of its edges, considering the weight of a single vertex path to be 1 , and for a set $\mathbf{P}$ of paths, its weight $w(\mathbf{P})=\sum_{P \in \mathbf{P}} w(P)$.

Observation 3. Let a be a node of $T_{G, S V}$. Then the following statements hold.
$-w\left(\mathbf{P}_{T_{a}}\right)=1$.

- Let $(a, b)$ be an edge of $T_{G, S V}$ and let $\mathbf{P}$ be a set of paths of $T_{G, S V}$ all starting from $b$. Then $w((a, b)+\mathbf{P})=w((a, b)) * w(\mathbf{P})$.

For $v \in V(G)$, denote $1-2^{-\left(d_{G}(v)+1\right)}$ by $p_{G}(v)$. The following are simple facts regarding $p_{G}(v)$.

Observation 4. The following statements hold regarding $p_{G}(v)$.

- Let $u \in V(G) \backslash\{v\}$. Then $p_{G \backslash u}(v) \leq p_{G}(v)$.
$-0.5 \leq p_{G}(v)$.
- Let $c$ be the max-degree of $G$. Then $p_{G}(v) \leq 1-2^{-(c+1)}$.

The following is the central statement towards the proof of Theorem 4.
Lemma 3. Let $S$ be a DIS of $G$ such that $S \cap F(G)=\emptyset$, let $S V$ be an arbitrary permutation of $V(G)$ and let $T=T_{G, S V}$. Then $w\left(\mathbf{P}_{T, S}\right) \leq \prod_{v \in S} p_{G}(v)$. (We assume the right-hand part of the inequality to equal 1 if $S=\emptyset$ ).

Proof. By induction on $|V(G)|$. If $|S|=0$ then the theorem clearly holds because $w\left(\mathbf{P}_{T, S}\right) \leq w\left(\mathbf{P}_{T}\right)=1$ by Observation 3. So, assume that $|S|>0$ and hence $|V(G)|>0$. Let rt be the root of $T$ and let $v f$ be the first vertex of $S V$.

Suppose $r t$ is a unary node (this means that $v f \in F(G)$ and hence $v f \notin S)$. It follows from Lemma 2 and Observation 4 that $w\left(\mathbf{P}_{T, S}\right)=w\left(\mathbf{P}_{T_{l c h(r t)}, S}\right)$. Recall that $T_{l c h(r t)}=T_{G \backslash v f, S V \backslash v f}$ and that $S$ is disjoint with $F(G \backslash v f)$. Hence, the
induction assumption stands. Combining it with the first item of Observation 4, we get $w\left(\mathbf{P}_{T_{l c h(r t)}, S}\right) \leq \prod_{v \in S} p_{G \backslash v f}(v) \leq \prod_{v \in S} p_{G}(v)$ as required.

In the rest of the proof we assume that $r t$ is a binary node. Assume first that $v f \notin S \cup N(S)$. Then $S$ remains non-fixed in both $G \backslash v f$ and $G / v f$ and hence the induction assumption stands for both $w\left(\mathbf{P}_{T_{l c h(r t)}, S}\right)$ and $w\left(\mathbf{P}_{T_{r c h(r t)}, S}\right)$. Applying the same line of argumentation as in the previous paragraph, we observe that $w\left(\mathbf{P}_{T_{l c h(r t)}, S}\right) \leq \prod_{v \in S} p_{G}(v)$ and $w\left(\mathbf{P}_{T_{r c h(r t)}, S}\right) \leq \prod_{v \in S} p_{G}(v)$. By Lemma 2 together with Observation 3, we obtain $w\left(\mathbf{P}_{T, S}\right) \leq 0.5 * w\left(\mathbf{P}_{T_{l c h(r t)}, S}\right)+0.5 *$ $w\left(\mathbf{P}_{T_{r c h(r t)}, S}\right)$. Substituting $w\left(\mathbf{P}_{T_{l c h(r t)}, S}\right)$ and $w\left(\mathbf{P}_{T_{r c h(r t)}, S}\right)$ with $\prod_{v \in S} p_{G}(v)$, we obtain $w\left(\mathbf{P}_{T, S}\right) \leq 0.5 * \prod_{v \in S} p_{G}(v)+0.5 * \prod_{v \in S} p_{G}(v)=\prod_{v \in S} p_{G}(v)$ as required.

Assume now that $v f \in S$. Observe that $S \backslash\{v f\}$ is not fixed in $G \backslash v f$. Hence, arguing as is the previous two paragraphs, we conclude that $w\left(\mathbf{P}_{T_{l c h(r t)}, S \backslash\{v f\}}\right) \leq$ $\prod_{v \in S \backslash\{v f\}} p_{G}(v)$. Lemma 2 together with Observation 3 yield $w\left(\mathbf{P}_{T, S}\right) \leq 0.5 *$ $w\left(\mathbf{P}_{T_{l c h(r t)}, S}\right)$. Substituting $w\left(\mathbf{P}_{T_{l c h(r t)}, S \backslash\{v f\}}\right)$, we obtain $w\left(\mathbf{P}_{T, S}\right) \leq 0.5 *$ $\prod_{v \in S \backslash\{v f\}} p_{G}(v)$. By the second item of Observation 4, 0.5 can be replaced by $p_{G}(v f)$ in the last inequality. That is $w\left(\mathbf{P}_{T, S}\right) \leq p_{G}(v f) * \prod_{v \in S \backslash\{v f\}} p_{G}(v)=$ $\prod_{v \in S} p_{G}(v)$ as required.

Finally, suppose that $v f$ is a neighbour of $S$. That is $v f$ is a neighbour of exactly one vertex $v n \in S$. Observe that $S$ is not fixed in $G \backslash v f$ and $S \backslash\{v n\}$ is not fixed in $G / v f$. Hence, arguing as above, we conclude that $w\left(\mathbf{P}_{T_{l c h(r t)}, S}\right) \leq p_{G \backslash v f}(v n) * \prod_{v \in S \backslash\{v n\}} p_{G}(v)$ and that $w\left(\mathbf{P}_{T_{r c h(r t)}, S \backslash\{v n\}}\right) \leq$ $\prod_{v \in S \backslash\{v n\}} p_{G}(v)$ (notice that we have not replaced $p_{G \backslash v f}(v n)$ by $p_{G}(v n)$ as retaining the former is essential for the forthcoming reasoning). By Lemma 2 and Observation 3, $w\left(\mathbf{P}_{T, S}\right) \leq 0.5 * w\left(\mathbf{P}_{T_{l c h(r t)}, S}\right)+0.5 w\left(\mathbf{P}_{T_{r c h(r t)}, S \backslash\{v n\}}\right)$. Substituting $w\left(\mathbf{P}_{T_{l c h(r t)}, S}\right)$ and $w\left(\mathbf{P}_{T_{r c h(r t)}, S \backslash\{v n\}}\right)$ and moving $\prod_{v \in S \backslash\{v n\}} p_{G}(v)$ outside the brackets, we obtain $w\left(\mathbf{P}_{T, S}\right) \leq 0.5\left(p_{G \backslash v f}(v n)+1\right) * \prod_{v \in S \backslash\{v n\}} p_{G}(v)$. The last step of our reasoning is the observation that $0.5\left(p_{G \backslash v f}(v n)+1\right)=p_{G}(v n)$. Indeed, $p_{G}(v n)=\left(1-2^{-\left(d_{G}(v n)+1\right)}\right)=0.5\left(2-2^{-d_{G}(v)}\right)=0.5\left(1-2^{-\left(d_{G \backslash v f}(v n)+1\right)}+1\right)=$ $0.5\left(p_{G \backslash v f}(v n)+1\right)$. Thus $w\left(\mathbf{P}_{T, S}\right) \leq p_{G}(v n) * \prod_{v \in S \backslash\{v n\}} p_{G}(v)=\prod_{v \in S} p_{G}(v)$ as required.

Proof of Theorem 4. To consider $H$ in the theorem statement as a graph with fixed vertices, we represent it as $(V, E, \emptyset)$. Let $S V$ be an arbitrary permutation of $V(H)$ and let $T=T_{H, S V}$.

For the given integer $x>0$, let $a_{x}$ be the constant such that $2^{-1 / a_{x}}=$ $\left(1-2^{-(x+1)}\right)$. Let $c$ be the max-degree of $H$. Then, by the last statement of Observation 4, for any $v \in V(H), p_{H}(v) \leq 2^{-1 / a_{c}}$.

Let $S$ be a dis of $H$. Then, combining the previous paragraph with Lemma 3, we observe that $w\left(\mathbf{P}_{T, S}\right) \leq 2^{-|S| / a_{c}}$.

Let $S^{*}$ be an arbitrary subset of $V(H)$. Observe that there is a DIS $S \subseteq S^{*}$ of size at least $\left|S^{*}\right| /\left(c^{2}+1\right)$. Indeed, let $S \subseteq S^{*}$ be a largest DIS which a subset of $S$. Then each element of $S^{*} \backslash S$ is at distance at most 2 from an element of $S$. For each $u \in S$, there are at most $c+c(c-1)=c^{2}$ elements of $H$ lying at distance at most 2 from $S$. Thus $\left|S^{*} \backslash S\right| \leq|S| * c^{2}$, that is $\left|S^{*}\right| \leq|S| *\left(c^{2}+1\right)$ and hence
$|S| \geq\left|S^{*}\right| /\left(c^{2}+1\right)$. Since $\mathbf{P}_{T, S^{*}} \subseteq \mathbf{P}_{T, S}, w\left(\mathbf{P}_{T, S^{*}}\right) \leq w\left(\mathbf{P}_{T, S}\right) \leq 2^{-|S| / b_{c}}$, where $b_{c}=a_{c} *\left(c^{2}+1\right)$.

Let $S_{1}, \ldots, S_{q}$ be a $t$-cover of $\operatorname{VC}(H)$. This means that for each $P \in \mathbf{P}_{T}$ there is $S_{i}$ whose vertices occur as positive labels on $P$. In other words, $\mathbf{P}_{T}=$ $\bigcup_{i=1}^{q} w\left(\mathbf{P}_{T, S_{i}}\right)$ Hence $1=w\left(\mathbf{P}_{T}\right) \leq \sum_{i=1}^{q} w\left(\mathbf{P}_{T, S_{i}}\right) \leq q * 2^{-t / b_{c}}$, where the first equality follows from Observation 3. Consequently, $q \geq 2^{t / b_{c}}$ as claimed.

## 5 Proof of Theorem 3

Denote by $T_{r}$ a complete binary tree of height (root-leaf distance) $r$. Let $T$ be a tree and $H$ be an arbitrary graph. Then $T(H)$ is a graph having disjoint copies of $H$ in one-to-one correspondence with the vertices of $T$. For each pair $t_{1}, t_{2}$ of adjacent vertices of $T$, the corresponding copies are connected by making adjacent the pairs of same vertices of these copies. Put differently, we can consider $H$ as a labelled graph where all vertices are associated with distinct labels. Then for each edge $\left\{t_{1}, t_{2}\right\}$ of $T$, edges are introduced between the vertices of the corresponding copies having the same label. An example of this construction is shown on Fig. 3.


Fig. 3. Graphs from the left to the right: $T_{3}, P_{3}, T_{3}\left(P_{3}\right)$. The dotted ovals surround the copies of $P_{3}$ in $T_{3}\left(P_{3}\right)$.

The following lemma is the critical component of the proof of Theorem 3.
Lemma 4. Let $p$ be an arbitrary integer and let $H$ be an arbitrary connected graph of $2 p$ vertices. Then for any $r \geq\lceil\log p\rceil$, $m w\left(T_{r}(H)\right) \geq(r+1-\lceil\log p\rceil) p / 2$.

Before proving Lemma 4, let us show how Theorem 3 follows from it.
Sketch proof of Theorem 3. First of all, let us identify the class G. Recall that $P_{x}$ a path of $x$ vertices. Let $0 \leq y \leq 3$ be such that $k-y+1$ is a multiple of 4. The considered class $\mathbf{G}$ consists of all $G=T_{r}\left(P_{\frac{k-y+1}{2}}\right)$ for $r \geq 5\lceil\log k\rceil$. It can be observed that the max-degree of the graphs of $\mathbf{G}$ is 5 and their treewidth is at most $k$.

Taking into account that starting from a sufficiently large $r$ compared to $k$, $r=\Omega(\log (n / k))$ can be seen as $r=\Omega(\log n)$, the lower bound of Lemma 4 can be stated as $m w(G)=\Omega(\log n * k)$.

The following lemma is an auxiliary statement for Lemma 4.

Lemma 5. Let $T$ be a tree consisting of at least p vertices. Let $H$ be a connected graph of at least $2 p$ vertices. Let $V_{1}, V_{2}$ be a partition of $V(T(H))$ such that both partition classes contain at least $p^{2}$ vertices. Then $T(H)$ has a matching of size $p$ with the ends of each edge belong to distinct partition classes.

Proof of Lemma 4. The proof is by induction on $r$. The first considered value of $r$ is $\lceil l o g p\rceil$. After that $r$ will increment in 2. In particular, for all values of $r$ of the form $\lceil\log p\rceil+2 x$, we will prove that $m w\left(T_{r}(H)\right) \geq(x+1) p$ and, moreover, for each permutation $S V$ of $V\left(T_{r}(H)\right)$, the required matching can be witnessed by a partition of $S V$ into a suffix and a prefix of size at least $p^{2}$ each. Let us verify that the lower bound $m w\left(T_{r}(H)\right) \geq(x+1) p$ implies the lemma. Suppose that $r=\lceil\log p\rceil+2 x$ for some non-negative integer $x$. Then $m w(G) \geq(x+1) p=((r-\lceil\log p\rceil) / 2+1) p>(r-\lceil\log p\rceil+1) p / 2$. Suppose $r=\lceil l o g p\rceil+2 x+1$. Then $m w(G)=m w\left(T_{r}(H)\right) \geq m w\left(T_{r-1}(H)\right) \geq(x+1) p=$ $((r-\lceil\log p\rceil-1) / 2+1) p=(r-\lceil\log p\rceil+1) p / 2$.

Assume that $r=\lceil\log p\rceil$ and let us show the lower bound of $p$ on the matching width. $T_{r}$ contains at least $2^{\lceil l o g p\rceil+1}-1 \geq 2^{\log p+1}-1=2 p-1 \geq p$ vertices. By construction, $H$ contains at least $2 p$ vertices. Consequently, for each ordering of vertices of $T_{r}$ we can specify a prefix and a suffix of size at least $p^{2}$ (just choose a prefix of size $p^{2}$ ). Let $V_{1}$ be the set of vertices that got to the prefix and let $V_{2}$ be the set of vertices that got to the suffix. By Lemma 5 there is a matching of size at least $p$ consisting of edges between $V_{1}$ and $V_{2}$ confirming the lemma for the considered case.

Let us now prove the lemma for $r=\lceil\log p\rceil+2 x$ for $x \geq 1$. Specify the centre of $T_{r}$ as the root and let $T^{1}, \ldots, T^{4}$ be the subtrees of $T_{r}$ rooted by the grandchildren of the root. Clearly, all of $T^{1}, \ldots, T^{4}$ are copies of $T_{r-2}$. Let $S V$ be a sequence of vertices of $V\left(T_{r}(H)\right)$. Let $S V^{1}, \ldots, S V^{4}$ be the respective sequences of $V\left(T^{1}(H)\right), \ldots, V\left(T^{4}(H)\right)$ 'induced' by $S V$ (that is their order is as in $S V$ ). By the induction assumption, for each of them we can specify a partition $S V_{1}^{i}, S V_{2}^{i}$ into a prefix and a suffix of size at least $p^{2}$ each witnessing the conditions of the lemma for $r-2$. Let $u_{1}, \ldots, u_{4}$ be the last respective vertices of $S V_{1}^{1}, \ldots, S V_{1}^{4}$. Assume w.l.o.g. that these vertices occur in $S V$ in the order they are listed. Let $S V^{\prime}, S V^{\prime \prime}$ be a partition of $S V$ into a prefix and a suffix such that the last vertex of $S V^{\prime}$ is $u_{2}$. By the induction assumption we know that the edges between $S V_{1}^{2} \subseteq S V^{\prime}$ and $S V_{2}^{2} \subseteq S V^{\prime \prime}$ form a matching $M$ of size at least $x p$. In the rest of the proof, we are going to show that the edges between $S V^{\prime}$ and $S V^{\prime \prime}$ whose ends do not belong to any of $S V_{1}^{2}, S V_{2}^{2}$ can be used to form a matching $M^{\prime}$ of size $p$. The edges of $M$ and $M^{\prime}$ do not have joint ends, hence this will imply existence of a matching of size $x p+p=(x+1) p$, as required.

The sets $S V^{\prime} \backslash S V_{1}^{2}$ and $S V^{\prime \prime} \backslash S V_{2}^{2}$ partition $V\left(T_{r}(H)\right) \backslash\left(S V_{1}^{2} \cup S V_{2}^{2}\right)=$ $V\left(T_{r}(H)\right) \backslash V\left(T^{2}(H)\right)=V\left(\left[T_{r} \backslash T^{2}\right](H)\right)$. Clearly, $T_{r} \backslash T_{2}$ is a tree. Furthermore, it contains at least $p$ vertices. Indeed, $T^{2}$ (isomorphic to $T_{r-2}$ ) has $p$ vertices just because we are at the induction step and $T_{r}$ contains at least 4 times more vertices than $T^{2}$. So, in fact, $T_{r} \backslash T^{2}$ contains at least $3 p$ vertices. Furthermore, since $u_{1}$ precedes $u_{2}$, the whole $S V_{1}^{1}$ is in $S V^{\prime}$. By definition, $S V_{1}^{1}$ is disjoint with $S V_{1}^{2}$ and hence it is a subset of $S V^{\prime} \backslash S V_{1}^{2}$. Furthermore, by definition,
$\left|S V_{1}^{1}\right| \geq p^{2}$ and hence $\left|S V^{\prime} \backslash S V_{1}^{2}\right| \geq p^{2}$ as well. Symmetrically, since $u_{3} \in S V^{\prime \prime}$, we conclude that $S V_{2}^{3} \subseteq S V^{\prime \prime} \backslash S V_{2}^{2}$ and due to this $\left|S V^{\prime \prime} \backslash S V_{2}^{2}\right| \geq p^{2}$.

Thus $S V^{\prime} \backslash S V_{1}^{2}$ and $S V^{\prime \prime} \backslash S V_{2}^{2}$ partition $V\left(\left[T_{r} \backslash T^{2}\right](H)\right)$ into classes of size at least $p^{2}$ each and the size of $T_{r} \backslash T^{2}$ is at least $3 p$. Thus, according to Lemma 5 , there is a matching $M^{\prime}$ of size at least $p$ created by edges between $S V^{\prime} \backslash S V_{1}^{2}$ and $S V^{\prime \prime} \backslash S V_{2}^{2}$, confirming the lemma, as specified above.
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#### Abstract

We study the exponential time complexity of approximate counting satisfying assignments of CNFs. We reduce the problem to deciding satisfiability of a CNF. Our reduction preserves the number of variables of the input formula and thus also preserves the exponential complexity of approximate counting. Our algorithm is also similar to an algorithm which works particularly well in practice and for which no approximation guarantee is known.


## 1 Introduction

We analyze the approximation ratio of an algorithm for approximately counting solutions of a CNF. The idea of our algorithm goes back to Stockmeyer. Stockmeyer [19] shows that approximately counting witnesses of any NP-relation is possible in randomized polynomial time given access to a $\Sigma_{2} \mathrm{P}$-oracle. It is known that we only need an NP-oracle if we apply the Left-Over Hashing Lemma of Impagliazzo et al. [13] which we discuss below. The use of an NP-oracle is necessary, unless $\mathrm{P}=\mathrm{NP}$. Stockmeyer's result and its improvement provides us with a first relation between deciding satisfiability and approximately counting solutions, a seemingly harder problem.

The motivation of our results comes from exponential time complexity. Impagliazzio et al. [15] develop a structural approach to classify NP-complete problems according to their exact time complexity. They formulate and prove the Sparsification Lemma for $k$-CNFs. This lemma allows us to use almost all known polynomial time reductions from the theory of NP-completeness to obtain exponential hardness results. There are however problems for which the sparsification lemma and standard NP-reductions do not yield meaningful results. Relating the exact complexity of approximately counting CNF solutions and the complexity of SAT is such a problem. We show:

Theorem 1. Let $c>0$ and assume there is an algorithm for $S A T$ with running time $\tilde{O}\left(2^{c n}\right)$ where $n$ is the number of variables. For any $\delta>0$, there is an algorithm which outputs with high probability in time $\tilde{O}\left(2^{(c+\delta) n}\right)$ the approximation $\tilde{s}$ for the number of solutions $s$ of an input CNF such that

$$
\left(1-2^{-\alpha n}\right) s \leq \tilde{s} \leq\left(1+2^{-\alpha n}\right) s
$$

with $\alpha=\Omega\left(\frac{\delta^{2}}{\log \left(\frac{1}{\delta}\right)}\right)$.
It is not clear if this approximation problem is in $B P P^{N P}$ because of the super-polynomially small approximation error. An improvement of the approximation error would yield a similar reduction from \#SAT to SAT.

Our result also holds for $k$-SAT. Here, the approximation guarantee depends on the clause width $k$. We make a case distinction between constant clause width $k$, i.e. $k$ is independent of the number of variables $n$, and non-constant $k$. The algorithm acount-constant and acount are defined in Sect. 4. Both algorithms use an algorithm for deciding satisfiability of $k$-CNFs. Their running time is $O\left(n \cdot \log (n) \cdot\left(n^{2}+2^{k} \cdot k \cdot n+\operatorname{size}(F)\right)\right)$ times the running time of some algorithm for $k$-SAT. We note that $F$ is not necessarily a $k$-CNF.

Theorem 2. (a) Let $k \geq 5$ be constant and let $s$ be the number of solutions of the input CNF F. The probability that algorithm ACOUNT-CONSTANT outputs the approximation $\tilde{s}$ such that

$$
\frac{1}{4} 2^{-n+\frac{\log (n)}{k} n^{1-4 / k}} s \leq \tilde{s} \leq 4 s
$$

is at least $1 / 4$.
(b) Let $k$ be such that $4 \log (16 n) \leq k+1 \leq n$ and let $\kappa$ be such that $k+1=$ $\kappa \log (512 \kappa) 4 \log (16 n)$. Let $s$ be the number of solutions of the input CNF $F$. The probability that algorithm ACOUNT outputs the approximation $\tilde{s}$ such that

$$
\frac{1}{4} 2^{-n / \kappa} s \leq \tilde{s} \leq 4 s
$$

is at least $1 / 4$.
An application of our algorithms is to sample a solution approximately uniformly from the set of all solutions [16]. The reduction in [16] preserves the number of variables. We can get also a result similar to Stockmeyer's result. For any problem in parameterized SNP [15] - an appropriate refinement and subset of NP - we can define its counting version. Every such problem reduces by our result and the sparsification lemma to SAT (or $k$-SAT) at the expense of an increase of $n$ to $O(n)$ variables. Here, $n$ may be the number of vertices in the graph coloring problem or a similar parameter [15]. We just have to observe that the sparsification lemma preserves the number of solutions.

We also remark that our results allow us to relax the hypothesis that SAT (or $k$-SAT) is exponential hard to the hypothesis that its approximate counting variant is exponential hard.

### 1.1 A Practical Algorithm

Stockmeyer's idea was implemented in [12]. Gomes et al. [12] provide an implementation of a reduction which uses a SAT-solver to answer oracle queries. The algorithm of Gomes et al. [12] is almost the same as our algorithm. It preserves the number of variables and the maximum clause width is small. These properties seem to be crucial for a fast implementation, in particular, for the SAT-solver to work fast.

Gomes et al. [12] compare empirically the running time of their algorithm to the running time of exact counting algorithms. Their algorithm performs well on the tested hard instances and actually outperforms exact counting algorithms. The output values seem to be good approximations. A bound on the approximation ratio is not known.

Because there are only small differences between our algorithms and the algorithm of Gomes et al. [12], our bound on the approximation guarantee may be considered as a theoretical justification for the quality of the algorithm of Gomes et al. [12]. One difference is that we need a probability amplification to obtain our result, Theorem 2, and that it only holds for clause width $k \geq 5$ at the moment. Additionally, we consider hash functions with a different probability distribution than in [12].

Algorithms for the $k$-CNF case with theoretical bounds were proposed by Thurely [20] (approximate counting) and a randomized algorithm by Impagliazzo et al. [14] (exact counting). Thurely achieves an approximation within a factor $e^{\epsilon}$ of the number of satisfying assignments in time $\tilde{O}\left(\epsilon^{-2} c_{k}^{n}\right)$, where e.g. $c_{3}=1.5366$ for 3-SAT.

### 1.2 Comparison to the Left-Over Hashing Lemma

A possible reduction from approximate counting to satisfiability testing works roughly as follows. We assume to have a procedure which takes as input a CNF $F$ with $n$ variables and a parameter $m$. It outputs a CNF $F \wedge G_{m}$ such that the number of solutions of $F \wedge G_{m}$ times $2^{m}$ is approximately the number of solutions of $F$. We apply this procedure for $m=1, \ldots, n$ and stop as soon as $F \wedge G_{m}$ is unsatisfiable. Using the information when the algorithm stops we can get a good approximation.

The construction of $G_{m}$ reduces to the following randomness extraction problem. We have given a random point $x \in\{0,1\}^{n}$ and want a function $h:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$ such that $h(x)$ is almost uniform. We think of $h$ as $m$ functions $\left(h_{1}, \ldots, h_{m}\right)$ and additionally require that each $h_{i}$ depends only on few variables. We use the latter property to efficiently encode $h$ as a CNF in such a way that the encoding and the input CNF $F$ have the same set of variables. Stockmeyer's result and its improvement can not be adapted in an obvious to get such an efficient encoding. The crucial difference of our approach to the original approach are the bounds on the locality of the hash function. Our analysis is Fourier-analytic whereas the proof of Left-Over Hashing Lemma [13] uses probabilistic techniques.

Impagliazzo et al. [13] show that any pairwise independent ${ }^{1}$ family $\mathcal{H}_{\text {ind }}$ of functions of the form $\{0,1\}^{n} \rightarrow\{0,1\}^{m}$ satisfies the following extraction property:

Lemma 1. Fix a distribution $f$ over the cube $\{0,1\}^{n}$ with min-entropy ${ }^{2}$ at least $m+\Omega(\log (1 / \varepsilon))$ and $y \in\{0,1\}^{m}$. Then,

$$
\operatorname{Pr}_{h \sim \mathcal{H}} \operatorname{Pind}\left(\left|\operatorname{Pr}_{x \sim f}(h(x)=y)-2^{-m}\right| \leq \varepsilon \cdot 10 \cdot 2^{-m}\right) \geq 0.1
$$

This result, in a slightly more general form [13], is called the Left-Over Hashing Lemma. We want for our applications that $h$, seen as a random function, has besides the extraction property a couple of additional properties. The most important being that $h_{i}$ is a Boolean function depending on at most $k$ variables. This is what we call a local hash function. These hash functions are however not necessarily pairwise independent. This leads to a substantial problem. The proof of the Left-Over Hashing Lemma relies on pairwise independence since it requires an application of Chebyshev's Inequality. In its proof we define the random variable $X=X(h):=\operatorname{Pr}_{x \sim f}(h(x)=y)$. Its expected value is $2^{-m}$. This still holds in our situation. Its variance can be however too large for an application of Chebyshev's Inequality. To circumvent the use of Chebyshev's Inequality we formulate the problem in terms of Fourier analysis of Boolean functions. We make use of a close connection between linear hash functions attaining the extraction property and the Fourier spectrum of probability distributions over the cube $\{0,1\}^{n}$.

### 1.3 Further Related Work

Calabro et al. [3] give a probabilistic construction of a "local hash function" without the extraction property. They obtain a similar reduction as the ValiantVazirani reduction [21]. The extraction property is not necessary for this purpose. Gavinsky et al. [11] obtain a local hash function via the Hypercontractive Inequality. However only for $|A| \geq 2^{n-O(\sqrt{n})}$ where $A \subseteq\{0,1\}^{n}$ is the set to be hashed. We remark that the motivations and applications in [11] are different from ours. The (Bonami-Beckner) Hypercontractive Inequality, credited to Bonami [2] and Beckner [1], found several diverse applications. See [8, 18] for further references.

Other practical algorithms using hashing similar to [12] is discrete integration, a special case of weighted optimization $[9,10]$. Results which relate different problems to SAT are for example $[3-5,22]$.

[^39]
## 2 Preliminaries

We make the following conventions. We use a special $O(\cdot)$ notation for estimating the running time of algorithms. We suppress a polynomial factor depending on the input size by writing $\tilde{O}(\cdot)$. As an example, SAT can be solved in time $\tilde{O}\left(2^{n}\right)$. We assume uniform sampling if we sample from a set without specifying the distribution.

A $\kappa$-junta is a Boolean function which depends on at most $\kappa$ out of $n$ variables. We extend this notion to functions $h:\{0,1\}^{n} \rightarrow\{0,1\}^{m}, h=$ $\left(h_{1}, \ldots, h_{m}\right)$, by requiring that $h_{i}:\{0,1\}^{n} \rightarrow\{0,1\}$ is a $\kappa$-junta for every $i \in[m]$. A Boolean function $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ is a distribution iff all values of $f$ are non-negative and sum up to 1 . It has min-entropy $t$ iff $t$ is the largest $r$ with $f(x) \leq 2^{-r}$ for all $x \in\{0,1\}^{n}$. The relative min-entropy $\tilde{t}$ is defined as $\tilde{t}:=t / n$. A distribution $f$ is $t$-flat iff $f(x)=2^{-t}$ or $f(x)=0$ for all $x \in\{0,1\}^{n}$.

Definition 1. Let $0<p_{1}, p_{2} \leq 1$. Let $\mathcal{D}$ be a distribution over functions of the form $\{0,1\}^{n} \rightarrow\{0,1\}^{m}$. A random function $h$ is called $\kappa$-local with probability $p_{1}$ iff

$$
\operatorname{Pr}_{h \sim \mathcal{D}}(h \text { is } \kappa \text {-local }) \geq p_{1} .
$$

It is called $a\left(t_{0}, \varepsilon\right)$-hash function (for flat distributions) with probability $p_{2}$ iff

$$
\operatorname{Pr}_{h \sim \mathcal{D}}\left(\left|\operatorname{Pr}_{x \sim f}(h(x)=y)-2^{-m}\right| \leq \varepsilon 2^{-m}\right) \geq p_{2}
$$

for every $y \in\{0,1\}^{m}$ and every (flat) distribution $f$ of min-entropy $t$ with $t_{0} \leq$ $t \leq n$.

## 3 Local Hash Functions: Construction and Analysis

We start with the definition/construction of the two hash functions $h$ and $h^{c}$. After this we discuss a basic connection between Fourier coefficients of distributions and the special case of linear hash functions with a one-dimensional range. We generalize this finally to functions with the high-dimensional range $\{0,1\}^{m}$.

Construction of $h$ with parameter $0<p \leq \frac{1}{2}$ : For $i=1, \ldots, m$ : Choose a set $S_{i} \sim \mu_{p}$. Define $\mathrm{h}_{i}(x):=\bigoplus_{j \in S_{i}} x_{j}$. The hash function is $\mathrm{h}:=\left(\mathrm{h}_{1}, \ldots, \mathrm{~h}_{m}\right)$.

Here, $S_{i} \sim \mu_{p}$ means that we choose every element in $S_{i}$ with probability $p$ and do not choose it with probability $1-p$. This distribution is called the Bernoulli distribution.

Construction of $h^{c}$ with parameter $k \geq 1$ : For $i=1, \ldots, m$ : Choose a set $S_{i}$ uniformly at random from $\{S: S \subseteq[n],|S|=k\}$. Define $\mathrm{h}_{i}^{c}(x):=\bigoplus_{j \in S_{i}} x_{j}$. The hash function is $\mathrm{h}^{c}:=\left(\mathrm{h}_{1}^{c}, \ldots, \mathrm{~h}_{m}^{c}\right)$.

### 3.1 Hashing, Randomness Extraction, and the Discrete Fourier Transform

We start with recalling basics from Fourier analysis of Boolean functions. The Fourier transform of Boolean functions is a functional which maps $f$ : $\{0,1\}^{n} \rightarrow \mathbb{R}$ to $\widehat{f}: 2^{[n]} \rightarrow \mathbb{R}$ and which we define by $\widehat{f}(S):=\mathrm{E}_{x \sim\{0,1\}^{n}}(f(x)$ $\left.(-1)^{\oplus_{i \in S} x_{i}}\right), S \subseteq[n]$. We will study the following normalized Fourier transform given by $\widetilde{f}(S):=2^{n-1} \widehat{f}(S)$. We call the values of $\widehat{f}$ Fourier coefficients and the collection of Fourier coefficients the Fourier spectrum of $f$.

We can rewrite normalized Fourier coefficients to see the connection to hashing and randomness extraction. We define $\bigoplus_{i \in\{ \}} x_{i}:=0$.

Lemma 2. Let $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ be a distribution. For any $S \subseteq[n]$,

$$
\tilde{f}(S)=\operatorname{Pr}_{x \sim f}\left(\bigoplus_{i \in S} x_{i}=0\right)-\frac{1}{2}=\frac{1}{2}-\operatorname{Pr}_{x \sim f}\left(\bigoplus_{i \in S} x_{i}=1\right)
$$

We may think of $\bigoplus_{i \in S} x_{i}$ as a single bit which we extract from $f$. We are interested in how close to a uniformly distributed bit it is. There is also a combinatorial interpretation of randomness extraction which we are going to use subsequently. We define for non-empty $A \subseteq\{0,1\}^{n}$ the flat distribution $f_{A}(x):=\frac{1}{|A|}$ if $x \in A$ and 0 otherwise. We want a random hash function $h:\{0,1\}^{n} \rightarrow\{0,1\}$ such that for every not too small $A \subseteq\{0,1\}^{n}$ and $b \in\{0,1\}$, $\operatorname{Pr}_{h}\left(\left|\operatorname{Pr}_{x \sim f_{A}}(h(x)=b)-\frac{1}{2}\right|\right.$ is small $)$ is large. This is the same as saying that the probability of the event $|A \cap\{x \in A: h(x)=b\}| \approx \frac{|A|}{2}$ should be large. In words, the hyperplane in $\mathbb{F}_{2}^{n}$ induced by $h$ separates $A$ in roughly equal sized parts.

### 3.2 Analysis of Local Hash Function

In this section we describe our technical tools for analyzing linear local hash functions. We show how to apply them on the example of the two random functions $h$ and $h^{c}$. We apply the Hypercontractive Inequality for the analysis of $h^{c}$, Lemma 5, and a new inequality, Lemma 3, for the analysis of h, Lemma 4. We start with Lemma 3.

The support of a function $g:\{0,1\}^{n} \rightarrow \mathbb{R}$ is the set of all points with a non-zero value and denoted by $\operatorname{Supp}(g)$.

Lemma 3. Let $f, g:\{0,1\}^{n} \rightarrow\{-1,0,1\}, 0<p \leq \frac{1}{2}$, and $0<\alpha \leq \frac{1}{9}$. Let $\tilde{A}(\alpha, p)$ be such that $\max \left(\left(1+2^{-1 / \alpha+8}\right)^{\alpha p},(1-p) 4^{\alpha p}\right) \leq \tilde{A}(\alpha, p)$. Then,

$$
\mathrm{E}_{S \sim \mu_{p}}(\hat{f}(S) \hat{g}(S)) \leq 4^{-n} \tilde{A}(\alpha, p)^{n}(|\operatorname{Supp}(f)| \cdot|\operatorname{Supp}(g)|)^{1-\alpha p} .
$$

Lemma 3 is one of the main contributions of our work. It is shown by induction over $n$. In its proof we work explicitly with the Bernoulli distribution $S$ is chosen from. The purpose is to decompose in the induction step the
$n$-dimensional functions $f$ and $g$ into ( $n-1$ )-dimensional functions with the same range $\{-1,0,1\}$.

Lemma 4 is a straight forward application of the previous result, Lemma 3, together with a result of Chor and Goldreich [6].

Lemma 4. Let $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ be a distribution of relative min-entropy $\tilde{t}$, $2^{\tilde{t} n} \in\left\{1, \ldots, 2^{n}\right\}$, and $0<p \leq \frac{1}{2}$. Then,

$$
\mathrm{E}_{S \sim \mu_{p}}(|\tilde{f}(S)|) \leq \frac{1}{2} \sqrt{2}^{-p \cdot n \cdot \tilde{t} / \log (512 / \tilde{t})}
$$

Applying the Hypercontractive Inequality in a straight forward way we get the following result.

Lemma 5. Let $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ be a distribution of min-entropy $t$ with $2^{t} \in$ $\left\{1, \ldots, 2^{n}\right\}, k$ be a positive integer, and $0<\zeta<1$. Then,

$$
\mathrm{E}_{S \sim\binom{[n]}{k}}(|\widetilde{f}(S)|) \leq \frac{1}{2} n^{-(1-\zeta) k / 2} 2^{(n-t) k n^{-\zeta}}
$$

The intuition of Lemmas 4 and 5 is given by Lemma 2. Lemmas 4 and 5 say that the normalized Fourier coefficient is small in case of high min-entropy. Lemma 2 then says that $\bigoplus_{i \in S} x_{i}, S$ as in Lemmas 4 and 5 , is good for hashing.

It remains to show how to apply Lemmas 4 and 5 to finally analyze $h$ and $h^{c}$.

## Lemma 6. (Main Lemma)

Hash Function h. Let $0<\varepsilon<1$. Let $0<p \leq \frac{1}{2}$ be as in the definition of $h$. Define

$$
P(\tilde{t}):=\frac{m}{\varepsilon} \sqrt{2}^{-p n \tilde{t} / \log (512 / \tilde{t})}
$$

If there exists $\tilde{t}_{0}$ such that $P=P\left(\tilde{t}_{0}\right)<1$ and $\tilde{t}_{0} n+m+1 \leq n$, then h is a $\left(\tilde{t}_{0} n+m+1, \varepsilon\right)$-hash function for flat distributions with probability at least $(1-P)^{m}>0$.

Hash Function $h^{c}$. Let $0<\varepsilon<1$ and $0<\zeta<1$. Let $k$ be as in the definition of $\mathrm{h}^{c}$. Define

$$
Q(t):=\frac{m}{\varepsilon} n^{-(1-\zeta) k / 2} 2^{(n-t) k n^{-\zeta}}
$$

If there exists $t_{0}$ such that $Q=Q\left(t_{0}\right)<1$ and $t_{0}+m+1 \leq n$, then $\mathrm{h}^{c}$ is $a\left(t_{0}+m+1, \varepsilon\right)$-hash function for flat distributions with probability at least $(1-Q)^{m}>0$.

We note that $\mathrm{h}^{c}$ is a $k$-local hash function with probability 1 and that $h$ is for example a $(2 p n)$-local hash function with high probability if $p=\Omega\left(\frac{\log (n)}{n}\right)$.

Our proof works as follows. Assume $f$ has min-entropy $t$. Conditioning on an event $E \subseteq\{0,1\}^{n}$ yields a new distribution $f^{\prime}$ with min-entropy $t^{\prime}$. We can not say much about the relation of $t$ and $t^{\prime}$ in general. If $E$ is however a hyperplane (in the vector space $\mathbb{F}_{2}^{n}$ ) induced by $\bigoplus_{i \in S} x_{i}$ then our inequalities from above,

Lemmas 4 and 5 , tell us that $t^{\prime} \approx t-1$ in the expectation. Iterating this step and keeping control of the entropy decay we get our result. This process works as long as we reach some threshold $t_{0}$. The proof is an induction over $m$ and the induction step an application of Lemmas 4 and 5 .

### 3.3 Limitations

In this section we discuss that we can only expect small improvements of the Main Lemma.

Rank of Bernoulli Matrices. We will argue that the restriction $p=\Omega\left(\frac{\log (n)}{n}\right)$ in the construction $h$ is necessary. We recall the combinatorial idea behind hashing. Let $M$ be a Bernoulli matrix with bias $p$ and let $y \in\{0,1\}^{m}$. The preimage of $M, y$ intersects any large enough subset $A \subseteq\{0,1\}^{n}$ in approximately $|A| \cdot 2^{-m}$ points. Let us assume $m=n$. If especially $A=\{0,1\}^{n}$ we expect that the linear system $M x=y$ has one solution in $\mathbb{F}_{2}^{n}$. This is is the case iff $M$ has full rank. The threshold for this property is around $\Theta\left(\frac{\log (n)}{n}\right)$ [7]. In particular, the probability that $M$ has full rank can get very small and in which case $M$ fails to have the extraction property with high probability. With respect to this consideration it is not surprising that our probabilistic construction of $h$ becomes efficient only if $p=\Omega\left(\frac{\log (n)}{n}\right)$.

The Isolation Problem. We will argue that the trade-off between the size of $A$, i.e. the min-entropy of the corresponding flat distribution, and $p$ is close to optimal. We can restrict $A$ to be the solution set of a $k$-CNF. The following result is due to Calabro et al. [3]: For any distribution $\mathcal{D}$ of $k$-CNFs over $n$ variables, there is a satisfiable $k$-CNF $F$ such that $\operatorname{Pr}_{F^{\prime} \sim \mathcal{D}}\left(\left|\operatorname{sol}(F) \cap \operatorname{sol}\left(F^{\prime}\right)\right|=\right.$ $1) \leq 2^{-\Omega(n / k)}$, where $\operatorname{sol}(F)\left(\operatorname{sol}\left(F^{\prime}\right)\right)$ refers to the set of solutions of $F\left(F^{\prime}\right)$. The corresponding problem of computing $F^{\prime}$ is the Isolation Problem for $k$ CNFs [3]. We show how the Main Lemma relates to a solution of this problem. Let $G$ be a $k$-CNF and let $p=\frac{k}{n}, k=\Theta(\kappa \log (\kappa) \log (n))$. The Main Lemma guarantees just that $\left|\operatorname{sol}(G) \cap \operatorname{sol}\left(G^{\prime}\right)\right|, G^{\prime}$ the CNF-encoding of h , is with high probability within a small interval around $v=2^{O(n / \kappa)}$. We need to define an appropriate distribution $\mathcal{D}_{0}$ to apply the mentioned result. Chernoff's Inequality guarantees that h is encodable as a $k$ - CNF $G^{\prime \prime}$ with high probability. We extend $G^{\prime \prime}$ by constraints (literals) which encode $x_{i}=0$ or $x_{i}=1$ as follows. Uniformly at random select a set of $\log (v)$ variables. Uniformly at random set the value of these variables. This defines our distribution $\mathcal{D}_{0}$. With probability at least $2^{-O(n \cdot \log (\kappa) / \kappa)}$ we get a $O(k)$-CNF $G^{\prime}$ such that $\left|\operatorname{sol}(G) \cap \operatorname{sol}\left(G^{\prime}\right)\right|=1$. The reason for this is the following simple to prove fact (Exercise 12.2, p. 152 in [17]): Let $B \subseteq\{0,1\}^{n}$ be non-empty. There exists a set of variables $I \subseteq[n]$ and $b \in\{0,1\}^{I}$ such that $|I| \leq \log (|B|)$ and $\left|\left\{x \in B: x_{i}=b_{i} \forall i \in I\right\}\right|=1$. Note that the construction of $\mathcal{D}_{0}$ depends only on the parameters $n, k$, and $m$, but not on the input $k$-CNF $G$. We can thus apply the result of Calabro et al. [3].

Comparing the lower and and upper bound we see that we are off by a factor $O\left(\log (k)^{2} \log (n)\right)$ in the exponent.

## 4 Algorithms and Main Results

The algorithm acount-constant is depicted in Fig. 1. It is similar to the algorithm of Gomes et al. [12]. One difference is the output. We output an approximation for the number of solutions. The algorithm of Gomes et al. [12] outputs a lower and an upper bound. Besides the experimental results, Gomes et al. [12] can show that with high probability the output lower bound is indeed smaller than the number of solutions. They give however no estimation for the quality of the output bounds which would be necessary for bounding the approximation ratio.

Input: CNF $F$ over $n$ variables and a parameter $k$.

1. If $F$ is unsatisfiable then output 0 and stop.
2. For $l=1, \ldots, n+1$ :
3. Repeat $8\lceil\log (n)\rceil$ times:
4. Construct $h^{c}$. Select $b \sim\{0,1\}^{l}$.
5. Let $G$ be the $k$-CNF encoding of $h(x)=b$.
6. Record if $F \wedge G$ is satisfiable.
7. If unsatisfiability was recorded more than $4\lceil\log (n)\rceil$ times
8. then output $2^{l-1}$ and stop.

Fig. 1. Algorithm Acount-constant with access to a SAT-oracle

We define algorithm ACOUNT similar to ACOUNT but with the only difference that it constructs $h$. In the construction of $h$ we have to check if $h$ can be encoded by a CNF with small enough clause width. This happens with high probability due to an application of the Chernoff bound.

We stress the fact that our algorithms are easy to implement and that we can amplify the success probability further by repeating the inner loop appropriately.

Finally, Theorem 2 states the analysis of these algorithms. Its proof uses the Main Lemma. Theorem 1 follows from the analysis of ACOUNT together with some simple extra ideas.
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[^0]:    ${ }^{a}$ Under the assumption that Conjecture 1 holds

[^1]:    ${ }^{1}$ In the literature, "replacement" is usually referred to as "substitution". Here, we use "replacement" to distinguish it from the "substitution" of variables defined above.
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[^7]:    ${ }^{1}$ That is, certificates consisting of a constant number of bits per vertex that can be checked by a cardinality check and by iteratively looking at the neighborhoods of the input graph.
    ${ }^{2}$ The ETH states that there exists a positive real number $s$ such that 3-CNF-SAT with $n$ variables and $m$ clauses cannot be solved in time $2^{s n} \cdot(n+m)^{O(1)}$. See [15] for more details.

[^8]:    ${ }^{3}$ In [15] that Planar Vertex Cover problem is mentioned, which is equivalent to solving Planar Independent Set, as the complement of a vertex cover is an independent set.
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[^10]:    ${ }^{1}$ We consider vertex weights, rather than color similarity scores (see [41]), for the sake of clarity. Our algorithms can be easily modified to handle color similarity scores.

[^11]:    ${ }^{2}$ We slightly improve the previous randomized algorithm that approximately counts only 3 -dimensional $k$-matchings, and deterministic algorithm for Module Motif.

[^12]:    ${ }^{3}$ We note that determining the minimal NFA size, even for a finite regular language, is computationally hard [20].

[^13]:    ${ }^{4}$ If while reading a word we reach a state where we cannot progress by reading the next symbol, this run is rejected and the state we are at is not added to $M(w)$.

[^14]:    ${ }^{5}$ We assume NXAs do not contain directed cycles of only $\epsilon$-transitions, as their XORlanguage is not properly defined in this case.

[^15]:    ${ }^{6}$ Usually the Hankel matrix is defined as an infinite matrix, and we are defining a submatrix of it; for a finite language $L \subseteq[n]^{k}$, that the rank of this submatrix is clearly the same as the rank of the entire matrix, and we are only concerned with its rank.
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[^17]:    ${ }^{1}$ A star indicates that (additional) proof details will be given in the full version of the paper.

[^18]:    ${ }^{2}$ Considering the function $f$, it is perhaps a little confusing to call $D$ the domain, but this conforms with the terminology used in the context of CSPs.

[^19]:    ${ }^{1}$ Existential and universal logic are maximal syntactic fragments properly contained in first-order logic.
    ${ }^{2}$ Conjunctive positive logic and existential (respectively, universal) logic are incomparable syntactic fragments of first-order logic.
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[^22]:    ${ }^{1}$ The $k$-Clique problem asks whether there is a clique of size $\geq k$ ?

[^23]:    ${ }^{2}$ The proofs of the results labeled with $\star$ are available in the full version on arXiv.
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[^26]:    ${ }^{1}$ For an introduction to fixed-parameter algorithms and complexity, see, e.g., [12].
    ${ }^{2}$ Such reductions are of interest by themselves as some practical WSP algorithms iterate over users in search for a valid plan [6].
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[^30]:    ${ }^{1} \mathrm{~A}$ modulator to treedepth $d$ of graph $G$ is a set $X \subseteq V(G)$ s.t. the treedepth of $G-X$ is at most $d-1$. Modulators to bounded treewidth and pathwidth are defined similarly.

[^31]:    Research supported by the Languedoc-Roussillon Project "Chercheur d'avenir" KERNEL and by the grant EGOS ANR-12-JS02-002-01.

[^32]:    ${ }^{1}$ For a function $g: \mathbb{N} \rightarrow \mathbb{N}$, a parameterized problem $\Pi$ is said to have a Turing-kernel of size $g(k)$ if there is an algorithm which, given an input $(I, k)$ together with an oracle for $\Pi$ that decides whether $(I, k) \in \Pi$ in constant time whenever $|I| \leq g(k)$, decides whether $(I, k) \in \Pi$ in time polynomial in $|I|$ and $k$.
    ${ }^{2}$ A hole in a graph is an induced cycle of length at least 4.

[^33]:    ${ }^{1}$ The notation $O^{*}$ hides factors polynomial in the input size.
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[^34]:    ${ }^{2}$ Indeed, without the cycle requirement, Clique is the special case where $t=k$, $I_{F}=I_{A}=D=0, \Delta(p, h)=0$ for all $p \in V_{i}, 1 \leq i \leq t$ and $h \in V$, and $w(e)=1$ for all $e \in E$.
    ${ }^{3}$ If such solution exists, we can simply reject the input.

[^35]:    ${ }^{4}$ This can be also viewed as applying the color coding technique [1] using only two colors.
    ${ }^{5}$ For such solutions, the time gained by handling $A$ in a manner similar to $P_{A}$ prevails the time required for the preceding selection step.
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[^37]:    ${ }^{1}$ Intuitively, when domains of variables and coefficients are bounded then Covering ILP and Packing ILP often behave similar to related hypergraph and set problems.

[^38]:    ${ }^{1}$ Notice that on the nrobs in Figure 1, there is a path where $v_{2}$ occurs before $v_{3}$ and a path where $v_{3}$ occurs before $v_{2}$. Thus this NROBP, although uniform, is not oblivious.
    ${ }^{2}$ We sometimes treat sequences as sets, the correct use will be always clear from the context.

[^39]:    ${ }^{1}$ Pairwise independence means that $\operatorname{Pr}_{h \sim \mathcal{H}_{\text {ind }}}\left(h\left(x_{1}\right)=y_{1}, h\left(x_{2}\right)=y_{2}\right)=2^{-2 m}$ for any $x_{1}, x_{2} \in\{0,1\}^{n}, x_{1} \neq x_{2}$, and $y_{1}, y_{2} \in\{0,1\}^{m}$. A Bernoulli matrix with bias $\frac{1}{2}$ induces a pairwise independent family.
    ${ }^{2}$ See Sect. 2.

