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Foreword

The 16th International Conference on Human–Computer Interaction, HCI
International 2014, was held in Heraklion, Crete, Greece, during June 22–27,
2014, incorporating 14 conferences/thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 11th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 8th International Conference on Universal Access in Human–Computer
Interaction

• 6th International Conference on Virtual, Augmented and Mixed Reality
• 6th International Conference on Cross-Cultural Design
• 6th International Conference on Social Computing and Social Media
• 8th International Conference on Augmented Cognition
• 5th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• Third International Conference on Design, User Experience and Usability
• Second International Conference on Distributed, Ambient and Pervasive
Interactions

• Second International Conference on Human Aspects of Information Security,
Privacy and Trust

• First International Conference on HCI in Business
• First International Conference on Learning and Collaboration Technologies

A total of 4,766 individuals from academia, research institutes, industry, and
governmental agencies from 78 countries submitted contributions, and 1,476 pa-
pers and 225 posters were included in the proceedings. These papers address
the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The papers thoroughly cover the entire
field of human–computer interaction, addressing major advances in knowledge
and effective use of computers in a variety of application areas.

This volume, edited by Masaaki Kurosu, contains papers focusing on the
thematic area of human–computer interaction (HCI), addressing the following
major topics:

• Gesture-based interaction
• Gesture, gaze and activity recognition
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• Speech, natural language and conversational interfaces
• Natural and Multimodal interfaces
• Human-robot interaction
• Emotions recognition

The remaining volumes of the HCI International 2014 proceedings are:

• Volume 1, LNCS 8510, Human–Computer Interaction: HCI Theories,
Methods and Tools (Part I), edited by Masaaki Kurosu

• Volume 3, LNCS 8512, Human–Computer Interaction: Applications and Ser-
vices (Part III), edited by Masaaki Kurosu

• Volume 4, LNCS 8513, Universal Access in Human–Computer Interaction:
Design and Development Methods for Universal Access (Part I), edited by
Constantine Stephanidis and Margherita Antona

• Volume 5, LNCS 8514, Universal Access in Human–Computer Interaction:
Universal Access to Information and Knowledge (Part II), edited by
Constantine Stephanidis and Margherita Antona

• Volume 6, LNCS 8515, Universal Access in Human–Computer Interaction:
Aging and Assistive Environments (Part III), edited by Constantine
Stephanidis and Margherita Antona

• Volume 7, LNCS 8516, Universal Access in Human–Computer Interaction:
Design for All and Accessibility Practice (Part IV), edited by Constantine
Stephanidis and Margherita Antona

• Volume 8, LNCS 8517, Design, User Experience, and Usability: Theories,
Methods and Tools for Designing the User Experience (Part I), edited by
Aaron Marcus

• Volume 9, LNCS 8518, Design, User Experience, and Usability: User Expe-
rience Design for Diverse Interaction Platforms and Environments (Part II),
edited by Aaron Marcus

• Volume 10, LNCS 8519, Design, User Experience, and Usability: User Expe-
rience Design for Everyday Life Applications and Services (Part III), edited
by Aaron Marcus

• Volume 11, LNCS 8520, Design, User Experience, and Usability: User
Experience Design Practice (Part IV), edited by Aaron Marcus

• Volume 12, LNCS 8521, Human Interface and the Management of Informa-
tion: Information and Knowledge Design and Evaluation (Part I), edited by
Sakae Yamamoto

• Volume 13, LNCS 8522, Human Interface and the Management of Infor-
mation: Information and Knowledge in Applications and Services (Part II),
edited by Sakae Yamamoto

• Volume 14, LNCS 8523, Learning and Collaboration Technologies: Designing
and Developing Novel Learning Experiences (Part I), edited by Panayiotis
Zaphiris and Andri Ioannou

• Volume 15, LNCS 8524, Learning and Collaboration Technologies:
Technology-rich Environments for Learning and Collaboration (Part II),
edited by Panayiotis Zaphiris and Andri Ioannou
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• Volume 16, LNCS 8525, Virtual, Augmented and Mixed Reality: Designing
and Developing Virtual and Augmented Environments (Part I), edited by
Randall Shumaker and Stephanie Lackey

• Volume 17, LNCS 8526, Virtual, Augmented and Mixed Reality: Applica-
tions of Virtual and Augmented Reality (Part II), edited by Randall
Shumaker and Stephanie Lackey

• Volume 18, LNCS 8527, HCI in Business, edited by Fiona Fui-Hoon Nah
• Volume 19, LNCS 8528, Cross-Cultural Design, edited by P.L. Patrick Rau
• Volume 20, LNCS 8529, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management, edited by Vincent G. Duffy

• Volume 21, LNCS 8530, Distributed, Ambient, and Pervasive Interactions,
edited by Norbert Streitz and Panos Markopoulos

• Volume 22, LNCS 8531, Social Computing and Social Media, edited by
Gabriele Meiselwitz

• Volume 23, LNAI 8532, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

• Volume 24, LNCS 8533, Human Aspects of Information Security, Privacy
and Trust, edited by Theo Tryfonas and Ioannis Askoxylakis

• Volume 25, LNAI 8534, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 26, CCIS 434, HCI International 2014 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 27, CCIS 435, HCI International 2014 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2014 Conference.

This conference could not have been possible without the continuous support
and advice of the founding chair and conference scientific advisor, Prof. Gavriel
Salvendy, as well as the dedicated work and outstanding efforts of the commu-
nications chair and editor of HCI International News, Dr. Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2014 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular
George Paparoulis, Maria Pitsoulaki, Maria Bouhli, and George Kapnas.

April 2014 Constantine Stephanidis
General Chair, HCI International 2014
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Effects of Language Variety on Personality Perception in Embodied
Conversational Agents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 429

Brigitte Krenn, Birgit Endrass, Felix Kistler, and Elisabeth André
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Abstract. While myoeletric signals (MES) have long been employed for
actuating hand prostheses, their potential as novel input for the inter-
action with computer systems has received little attention up until now.
In this contribution, we present RemoteHand, a system that fosters re-
mote device control through the transmission of myoelectric data over
WLAN. This allows to manipulate objects through the user’s muscle
activity regardless of their physical location. In our setup, a mechanical
hand is controlled through electromyographic (EMG) sensors placed over
the user’s forearm muscles. This approach is compared to a conventional
remote device control exercised by a tablet touchpad. The results of our
user study show that wireless interaction through myoelectric signals is
a valid approach. Study participants achieved interaction speeds equal
to those of a standard input method. Users especially value myoelectric
input with regard to novelty and stimulation.

Keywords: EMG, Myoelectric Signals, Prosthetic Hand, Remote Con-
trol, Wireless.

1 Introduction

Baseline work on employing myoelectric data for controlling upper limb prosthe-
ses dates back to 1948 [1]. Extensive research on MES processing has advanced
since, mostly with a focus on prosthesis control [2]. In this contribution, we
disclose a system for remote device interaction profiting from forearm muscle
activity. While an actual prosthetic hand serves as the device to be actuated
in immediate user-vicinity, our MES-based console opens new venues to inter-
act with computer systems. This aspect of EMG signal acquisition has only
received limited attention. Existing wireless EMG solutions are solely employed
for gathering the signal data on a computer for further analysis or do not focus
on MES exclusively. Our contribution presents a working, myoelectric control
system with data transmitted through a WLAN connection, thus removing lo-
cation constraints. With RemoteHand users are given the ability to remotely
control a mechanical hand, making it possible to utilize their muscle activity
for manipulating remote objects. Our user study shows, that wireless myoelec-
tric sensing presents an invaluable amelioration in human computer interaction.
On average, the participants achieved interaction speeds similar to or exceed-
ing an established touch interface. RemoteHand also received high user-ratings
regarding stimulating aspects and the novelty of the approach.

M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2014, LNCS 8511, pp. 3–11, 2014.
c© Springer International Publishing Switzerland 2014
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2 Related Work

In this contribution, we focus on surface EMG electrode systems rather than
invasive subcutaneous, implanted sensors. Wireless EMG solutions applying sur-
face electrodes are commercially available from companies like BTS1 or DelSys2.
However, such system solutions focus on the analysis of EMG data with respect
to medical aspects. These products generally use a proprietary protocol for signal
transmission, excluding the disclosure of the measured data for another purpose
or subsequent processing with custom computer systems. Generally, such sys-
tems merely serve as preprocessing blocks and no control information is derived
from the myoeletric signal.

While mainstream research in EMG control targets the advancement of pros-
thetic devices, we explicitly consider EMG sensor data as a novel means for
human computer interaction. Augmenting interaction capabilites through my-
oelectric sensing was notably introduced by the artist Stelarc with an EMG-
controlled third hand in 1980 [3]. Research on EMG input for human computer
interaction has since only been deducted sparingly. Saponas et al. investigated
the overall feasibility of myo-induced interaction solely focusing on gesture recog-
nition [4]. They used eight sensors and only measured signals, not including an
interaction component for the user. In a subsequent publication, the authors
extend their approach to interactive systems and reveal a wireless EMG device
prototype [5]. The proposition for a wearable EMG forearm band has recently
resurfaced with the MYO band 3, which will additionally include accelerometers
as integral components [6]. It was announced to be released to the market at
the end of 2013, however shipping of final units is now planned for mid-20144.
Dubost and Tanaka employ EMG signals for interaction in musical performance
[7]. Other systems include myoelectric sensing as an additional input method [8]
or solely as a means to enhance interaction with an existing system [9] [10].

The RemoteHand prototype presented in this contribution enables wireless
network transmission of EMG control information, so that the object or device
to be interacted with can be physically distant from the user. Only standard
hardware components are employed in our setup. Furthermore, in contrast to
other approaches, our setup requires only two EMG sensors, reducing the amount
of time spent on sensor positioning. Finally, as in traditional prosthesis control,
we solely rely only on signal thresholding to derive control information without
the need for a system training phase.

3 Prototype

A typical forearm EMG signal of a wrist flexion is shown in Figure 2. The average
signal strength, as denoted by the RMS values, rises during muscle contraction

1 http://www.btsbioengineering.com/products/surface-emg/bts-freeemg/
2 http://www.delsys.com/Products/Wireless.html
3 https://www.thalmic.com/myo/
4 https://www.thalmic.com/en/myo/faq/

http://www.btsbioengineering.com/products/surface-emg/bts-freeemg/
http://www.delsys.com/Products/Wireless.html
https://www.thalmic.com/myo/
https://www.thalmic.com/en/myo/faq/
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Fig. 1. The prototype setup with Arduino-Boards, EMG-Amplifier, i-Pad and the

Michelangelo Hand
TM

by Otto Bock HealthCare

before returning to the background noise-level when the movement concludes.
This sensor signal, picked up by EMG sensors, is then amplified, processed and
sent over a wireless network connection for device control. The prototype is
displayed in Figure 1, showing the Bagnoli EMG sensor and amplifier system
manufactured by Delsys5, an Arduino Uno board with a Sparkfun WiFly shield,
an iPad with iOS 6, a second Arduino equipped with a Arduino WiFi and a
Sparkfun Bluetooth Mate Gold shield and the Michelangelo Hand

TM

furnished
by Otto Bock HealthCare. Not pictured is the WLAN access port that both the
iPad and the WiFi-Shield connect to. The amplified myoelectric sensor data is
connected to the analog inputs of the Arduino Uno with the mounted WiFly
shield. The Arduino samples the analog inputs at about 10kHz and sends out
RMS values to the iPad for each sensor with a window size of 32 values at a
rate of 63Hz. This reduces the amount of data to be transferred as well as the
processing power needed by the iOS app.

The RMS values are visualized in the app window shown in Figure 3. The
lines shown in the realtime graph denote the adjustable thresholds, set to a level
individual for each user, taking into account the background noise of the EMG
signal [11]. As soon as the sensor signal exceeds the threshold, corresponding
control commands are sent by the iPad app through the network to the second
Arduino bearing the WiFi shield. The control command is in the format required
by the Michelangelo Hand

TM

and transmitted through the Sparkfun Bluetooth
shield.

Users can control RemoteHand with three hand gestures exhibiting different
signal levels on the connected sensors: wrist flexion (high signal level on sensor
1 placed over the hand flexor muscles on the forearm), wrist extension (high
activity on sensor 2 placed over the extensor muscles) and a fist or open palm

5 http://www.delsys.com/Products/Bagnoli_Desktop.html

http://www.delsys.com/Products/Bagnoli_Desktop.html
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Fig. 2. The EMG signal and derived RMS values for the hand extensor muscles during
wrist extension

gesture yielding a medium signal level on both sensors. Each of the first two
gestures activates a different hand movement or grip, starting from the resting
position. The hand remains in the selected grip or movement as long as the
signal exceeds the threshold. The third gesture, with medium signal levels on
both sensors, selects one of three modes, that can be accessed in the following
order:

– Hand: In this mode, the hand is open as long as both sensor signals are below
the threshold level. When exceeding the threshold, the hand closes either to
a pinch (sensor 1) or a lateral grip (sensor 2).

– Pronation/Supination: When the threshold is exceeded for sensor 1, the hand
is pronated, for sensor 2 the hand is supinated.

– Flexion/Extension: As soon as the threshold level for sensor 1 is reached,
the hand is flexed at the wrist. In case of level saturation for sensor 2, the
hand is extended at the wrist.

The iPad is also equipped with an app for touchpad interaction with the
Michelangelo Hand

TM

, serving as our baseline app for comparison with the my-
oelectric control. The corresponding control window is shown in Figure 4. The
application allows the same movements as the myoelectric app. When a hand
movement is activated and a movement speed is set with the slider, a corre-
sponding control command for the hand is generated and can be transmitted
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Fig. 3. iOS app displaying the myoelectric sensor data sampled by the Arduino

Fig. 4. The touchpad interface for controlling the Michelangelo Hand
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with the send button. The commands are again first received by the Arduino
WiFi shield and then transmitted to the hand through the Bluetooth shield.

4 User Study

To determine how users perceive EMG data for remote device control, we asked
a group of 10 able-bodied participants to perform a number of tasks with the fol-
lowing interaction options: a) using myoelectric data from the forearm, visualized
on an iPad and b) solving the task by employing only the iPad’s touch interface
without myoelectric sensing. The participants aged 21-37 were recruited among
students and research staff. Most of them studying or working in the field of com-
puter science. None of the probands had previous experience with myoelectric
device control. After a short introduction to the app and threshold adjustment,
the following tasks were assigned amid the study:

– Task 1 (Hand Close & Open): Starting from the open position, the hand was
to be closed and opened.

– Task 2 (Pronation & Supination): The hand was first to be rotated in one
and then in the opposite direction. The order of the pronation and supination
movements were not predetermined.

Each participant solved the tasks with both interaction options within a 30
minute time slot. The study was conducted with a 2x2 repeated-measures design.
All sessions were recorded on video for further reference and future enhancement
of the system. After completion of all tasks, the participants were asked to
fill the abbreviated version of the standardized User Experience Questionnaire
(UEQ)6 for both interaction types (touchpad and myoelectric). One open ended
item was added to the questionnaires prompting the participants to give further
impressions, comments or suggestions with regard to the interaction method.

5 Discussion

The study revealed, that it was a major challenge to find an appropriate thresh-
old when fitting the myoeletric control to the individual participant. Once the
sensors were in place, participants were able to quickly solve both assigned tasks.
As the second task required a mode change for the myoelectric control, it proved
more challgenging and error-prone. Three participants needed a second attempt
to carry out a positive change in mode. Two other participants experienced an
unwanted mode change on the first task. Only one error occured during the
use of the touchpad interface. The median task completion times with median
absolute deviation (MAD) are displayed in Figure 5. One outlier was removed
from task 1 with myoelectric control due to a value greater than three times
the standard deviation and one user was not able to complete task 2 with the
myoelectric control. Despite these errors, task completion times were similar for

6 http://www.ueq-online.org/

http://www.ueq-online.org/
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Fig. 5. Comparison of task completion times for both the myoelectric and the touchpad
interface

both interaction types. It is to note that the differences are not statistically sig-
nificant according to the applied paired samples t-test with p > 0.48 for each
one of the tasks. However, this formalized test setup proved the observations we
made during previous experiments with students and various probands.

The results of the UEQ are shown in Figure 6 with 95 percent confidence
intervals. Both interaction types received positive feedback from the users with
the myoelectric interation rating highly on stimulation and novelty. The lower
score for perspicuity might stem from the current issue of having to adjust level-
thresholds, which would probably be too difficult for a user to manage on their
own. Novel users typically require help from more experienced end-users. This
issue was also brought up by one participant in the corresponding questionnaire.
One test-person found, that the system required a high amount of muscle activity
for activation, which was likely caused by too strict threshold settings.

6 Conclusion and Future Work

In this paper, we presented RemoteHand, a wireless myoelectric interaction sys-
tem for manipulating remote objects or as input device for assisted or guided
steering applications. To validate the feasibility of the system, we conducted a
user study comparing the wireless control of an artificial hand through a tra-
ditional touchpad and a myoelectric interface. While task completion times did
not vary significantly between the two approaches, task completion for the my-
oelectric control included a period of error recovery for a number of users. By
increasing the number of operation states, the mode change option could be
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Fig. 6. Results of the UEQ for both interaction types

assigned to either the wrist flexion or the wrist extension gesture instead of
gestures with a medium signal level on both sensors. This could increase the
interaction speed as one of the participants in the study suggested. The results
from the UEQ clearly show, that participants rate the system high with regard to
the stimulating and novel aspects of this interaction type. These characteristics
make myoelectric control also an interesting interface for electronic games. Due
to the introduction of wireless transfer and on-par task completion times, other
applications for controlling distant objects can now be investigated. By employ-
ing a low cost EMG system like the Olimex EKG/EMG shield for the Arduino7,
hardware cost can be further reduced, yielding a setup which can be applied to a
wide range of scenarios. Implementing a method for automatic threshold setting
might improve the perspicuity rating of the system. Furthermore, as the study
has solely been conducted with able-bodied individuals, feasibility and potential
applications for increasing the interaction possibilities exhibited by computer
systems for actual prosthesis users cannot presently be estimated. As patients
usually undergo training for MES control of their prostheses [2], they are how-
ever already familiar with myoelectric interaction and preliminary training of
the interaction method is not necessary for this user group.

7 https://www.olimex.com/Products/Duino/Shields/SHIELD-EKG-EMG/

https://www.olimex.com/Products/Duino/Shields/SHIELD-EKG-EMG/
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Abstract. Development of gesture interaction requires a combination of three 
design matters: presentation, gesture and dialog. In this contribution a first ver-
sion of the tool ProGesture is introduced. The objective of its development is to 
cope with the resulting presentation-gesture-dialog design space in a flexible 
way. On the one hand, it aims at the early development phases, i.e. at rapid pro-
totyping of 3D-gestures in combination with first UI sketches, such as mock-
ups. On the other hand, it focuses on dialog and presentation modeling, and on 
testing based on executable models aiming at a smooth transition from informal 
UI sketches to formal models. 

Keywords: 3D-Gesture Interaction, Early Prototyping, Model-Based Development. 

1 Introduction 

3D-gestures, such as touchless hand gestures and body movements are more and more 
used in human-computer interaction. Although gesture controlled user interfaces have 
been investigated for several years developing systematically intuitive and ergonomic 
3D-gesture interactions is still challenging. Work in this field does not only aim at 
appropriate gestures taking into account the physiology of the human body and the 
users’ goals, but also includes investigation of suitable UI widget types and presenta-
tion as a whole, as well as of the development process. 

Nielsen et al. [1] contrast technology-based with human-based approaches for de-
veloping gestures. In the first one, gestures are implemented before being evaluated. 
Identified gestures are constrained by current technology resulting in solutions that 
may be undesired from the user perspective. Modifications, however, are costly if at 
all practicable. In human-based approaches users are asked to demonstrate gestures 
that should be implemented. This time, however, users may want gestures that are not 
realizable by up-to-date technology. ProGesture, the tool presented in this paper, 
supports rapid Prototyping of 3D-Gesture interactions allowing a combination of the 
two approaches to overcome the limitations. It is part of the authors’ current work that 
addresses the issue of how to elicit and to evaluate gestures following a user-centered 
approach.  
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Model-based UI development involves a user-centered approach in engineering in-
teractive systems. State-of-the-art works often favor the Cameleon framework1. It 
defines the modeling layers Task & Concepts, Abstract User Interface (AUI), Con-
crete UI (CUI), and Final UI (FUI). The AUI is assumed to be independent of any 
modality of interaction while the CUI copes with modality. The idea is to systemati-
cally transform AUI into CUI. This is valuable once there is a common agreement on 
interaction objects and related interactions. In the area of 3D-interactions this com-
mitment does not exist yet. Furthermore, finding gestures is mostly related to concrete 
presentations, e.g. in the form of first UI sketches, and not to abstract UI models. 
Nevertheless, tools reported in [2-4] have demonstrated the advantages of testing and 
prototyping, respectively, by means of executable models. ProGesture likewise 
enables to test elicited gestures based on dialog models, but moreover in the context 
of first UI sketches, as proposed in former work of the authors [5]. 

The structure of the paper is as follows: The next section takes a look at the design 
space spanned by the design dimensions presentation, dialog and gesture. Here, a 
coffee maker is taken as an example of developing gesture-based interactions accord-
ing to a 1-, 2- or 3-axes design subspace. Then, related work is presented, that is fol-
lowed by a short overview of the ProGesture tool. Next, usage scenarios are described 
revisiting the coffee maker examples introduced before. The paper concludes with a 
summarization of main results and an outlook.  

2 Gesture Interaction Design Space 

The development space of gesture-based interactions is impacted by different aspects 
such as visualization techniques (e.g., 2D vs. 3D), sensor technique (e.g., Microsoft 
Kinect vs. LeapMotion) and gesture recognition algorithms (e.g., body movements vs. 
finger gestures). The sketches in Fig. 1 focus on presentation, gesture and dialog, 
whereby the axes represent the scope for development in each case. The more scope 
for design exists on each dimension the more space for finding a solution is available. 
If on the contrary the presentation, the gestures and the dialog are fixed the design 
space collapses to one point, to the “point of no design options” (PnD in Fig. 1a). 

Example 1: Fig. 1b exemplifies a case in which the design space collapses to one 
dimension, here the gesture dimension. This is true if a gesture set is to be developed 
for an unchangeable application, e.g. for an existing coffee maker in a public area. 
The extent of the gesture design scope (distance of G and PnD in Fig.1b) is given by 
the applied sensor technology, the decision on gesture types such as body or only 
hand gestures, commitment to standard gestures2 etc. Since presentation and dialog 
are fixed providing no design space they constrain identification of gestures and ges-
ture set, respectively.  

                                                           
1 http://giove.isti.cnr.it/projects/cameleon/pdf/CAMELEON%20D1.1R

efFramework.pdf  
2 Which does not exist at the moment of writing. 
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Fig. 1. 3D-gesture interaction design space 

Example 2: If only the presentation is given developers deal with a 2-axes design 
space (Fig. 1c). The coffee maker mockup, for example, which is partially shown in 
Fig. 2, sets the presentation for selecting a coffee. Eliciting gestures for the task “se-
lect coffee type” may now result in different gestures affecting the dialog structure. 
The appearance and the alignment may suggest a slide gesture to put the virtual focus 
on the coffee of choice. The respective dialog is shown in Fig. 2b by means of a state 
transition diagram (please ignore the dotted arrows for this example).  

The presentation, however, may also suggest a pointing gesture by which users can 
directly select a type of coffee. Deciding for this gesture results in a modified dialog 
structure (Fig. 2b, the dotted arrows now included). Users will expect no need to 
make a detour to cappuccino if the selection should be changed from coffee to espres-
so and vice versa. 

 

 

Fig. 2. Given presentation mockup and related alternative dialog models 

The presentation, more precisely the perceived affordance highly impacts the ges-
tures users will use. The concept of affordances was introduced by Norman [6] and 
later on clarified as perceived affordances. It describes a desirable property of a UI or 
the objects of it which leads users to perform the correct actions to reach their goals. 
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If gestures, for example, are exhausting the user they have to be changed. Because of 
the demand for perceived affordances the presentation may have to be modified as 
well. All in all, designing gesture interaction requires a combination of three design 
matters: presentation, gesture and dialog. 

Example 3: All of the three mentioned axes span the design space if a gesture con-
trolled application is developed from scratch (Fig. 1a). Fig. 3 shows ideas of alterna-
tive designs for a coffee maker. In contrast to the example above the user is able to 
select coffee type, sugar and milk in a single dialog step. It is open which composition 
of the sugar and milk fields would be favored. Small changes to the layout could im-
pact eliciting gestures from users, and possibly the dialog. The proposal on the left in 
Fig. 3 suggests to firstly select the coffee type, afterwards sugar, followed by milk and 
at last to confirm these choices. Even if no sugar is wanted the user has to pass over 
the sugar field (comparable to the dialog in Fig. 2b without the dotted arrows). This is 
not the case in the presentation on the right hand resulting in a modified dialog model.  

In the case of the two presentations it is necessary to hold the gesture performing 
hand in front of the body while making all of the selections, from the first step up to 
the confirmation. Additional gestures may be allowed, e.g. a hold gesture to pause or 
a set gesture to fix a selection so that the user is able to relax the hand. Such a deci-
sion may also impact the presentation as well as the dialog. 

 

Fig. 3. Two versions of a design with only one dialog step 

Developers, while prototyping 3D-gesture controlled UI, have to “move” within 
the presentation-gesture-dialog design space in a flexible way. They may, for exam-
ple, fix the presentation as well as the dialog based on which they develop gestures in 
a subsequent design step. In the next moment, they may fix the gestures to redesign 
the presentation and dialog because of new insights. The development requires small 
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iteration steps while following a user-centered design approach taking into account 
the mutual dependencies of presentation, gesture and dialog. 

3 Related Work 

Small iteration steps demand rapid prototyping starting as early as possible within the 
development process. One approach of early testing is based on executable models. In 
respective works [2], [3], [4], [5] user actions are simulated by activating buttons, 
while animation of the model diagrams visualizes system reactions in place of UI 
representations. It allows developers to evaluate a design while concentrating on the 
AUI independently of concrete gestures. Evaluating real gesture performance and 
sequencing is of vital importance once gestures are identified. ProGesture enables 
both, indicating gesture actions by means of buttons and, similarly to [7], by execut-
ing real gestures to control the executable model. In [7] gestures (in contrast to Pro-
Gesture only poses, no movements) and dialog models are specified separately. The 
gesture recognition is subsequently linked to the executable dialog model in an expli-
cit modeling step. In ProGesture first steps towards an integrated tool are imple-
mented aiming at specifying gestures during a test run and using it in its next step as 
user action. All in all, the tool presented in [7] and ProGesture support designers to 
cope with the gesture-dialog design space. 

Another approach of early testing is revolutionary (also called throw-away) proto-
typing, e.g. mockups. Respective tools are more and more extended to include touch 
gestures, e.g. pidoco3 and proto.io4. The focus is on presentation and interactions, i.e. 
on the presentation-gesture design space. The dialog is specified implicitly by means 
of connected, interactive areas by which the user can move within and between pres-
entation units. ProGesture, in contrast, enables to test real-time gestures based on 
executable dialog models in the context of presentations to realize the presentation-
gesture-dialog design space.  

Explicit, formal dialog models are open to verification of specific properties. The 
same holds true for formal descriptions of 3D-gestures. Different gesture formalisms 
exist for the specification of poses and body movements, e.g. [8] and [9] that facilitate 
integration of gesture specification into the model-based approach. Furthermore, they 
enable animation of the gestures [10] supporting evaluation from the perspective of 
ergonomics. Current animation tools, however, do not incorporate the dialog or the 
presentation. Also the work presented in [7] necessitates video recording of users 
performing a gesture to analyze the movements afterwards. ProGesture implements 
the by-demonstration concept. Hereby, gestures are recorded and are immediately 
available for evaluation purposes – by real gestures in action or by animations. 
Furthermore, in ProGesture recorded gestures can be assigned to a dialog and presen-
tation, respectively. The tool presented in [11] follows a similar approach but consid-
ers touch gestures. There are, to the authors' knowledge, only two tools able to specify 

                                                           
3 http://www.pro-tact.de/ 
4 http://proto.io/ 
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3D-gestures by demonstration. With the Kinetic Space Tool5 a gesture is performed 
only one time and can be used afterwards by different persons. The tool can be linked 
to another application by a given communication protocol. With this mechanism, for 
example, it would possible to utilize the gestures in combination with executable 
models. An integration that enables to switch directly between, e.g. gesture specifica-
tion and dialog modeling, is not possible. In addition, gesture recognition failed too 
often in our tests. Omek GAT6 supports the by-demonstration concept as well. Speci-
fying gestures demands several repetitions, around 30 performances are recommend-
ed. This is cumbersome particularly when it comes to rapid prototyping in small  
iterations.  

4 Overview of the ProGesture Tool 

The aim of the work presented here is to support developers of 3D-gesture-based UI 
by allowing them to “move” within the given design space in a most flexible way. 
This first version of ProGesture is intended as a proof-of-concept tool. In order to 
identify relevant requirements, practitioners interested in gesture interaction were 
involved from the beginning. It became apparent that it is not possible to raise a com-
plete and thorough set of requirements at the moment due to the novelty of the topic 
and related uncertainties concerning good practice and design methods. Therefore, the 
tool’s current version serves also as an experimental demonstrator to collect more 
precise and detailed requirements on how to develop ProGesture further as well as to 
investigate methodic aspects of the user-centered design process. 

The tool is basically structured into three modules that are presented below: (1) 
gesture editor, (2) dialog editor and (3) model simulator. The gesture editor and the 
dialog editor are related to the gesture and to the dialog dimension, respectively. The 
presentation dimension, by contrast, is covered by creating UI sketches or elaborated 
UI outside of ProGesture and linking them within it to dialog models and thus to ges-
ture specifications.  

The model simulator allows testing and analyzing the dialog model at its own, in 
conjunction with gestures as well as in conjunction with gestures and presentation 
(involving all three axes then). A further module (4), which is currently under devel-
opment, enables to link gestures directly to presentations and to perform evaluations, 
supporting iterative development within the presentation-gesture design space, i.e. 
without taking into account a dialog model.  

From the functional and software architectural points of view the four modules are 
loosely coupled but work together closely. Replacement of each of the modules by a 
similar software package is possible, guaranteeing to be able to integrate future devel-
opments, also from third parties. 

                                                           
5 Kinetic Space, Training and Recognizing 3D Gestures,   

https://code.google.com/p/kineticspace 
6 Gesture Authoring Tool,   

http://www.omekinteractive.com/products/beckon-usability-
framework 
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4.1 Gesture Editor 

The gesture editor provides functionalities for recording and editing gestures and 
organizing them in gesture sets. A gesture is specified “by-demonstration”, i.e. a user 
demonstrates the body movement in front of a sensor. Hence, gestures are not de-
scribed explicitly using a specific human-readable notation, but as frame sequences 
comparable to video clips. The system currently employs the Microsoft Kinect sensor 
and works with the skeleton data delivered by the Kinect SDK. Consequently, each 
frame contains the separate positions of all the skeleton joints that are of relevance for 
the respective gesture. This frame sequence is accompanied by specific parameters for 
its interpretation, e.g. the tolerable deviation from the “ideal” movement.  

Integral part of the gesture editor is a gesture recognizer implemented by our team. 
It is based upon the Dynamic Time Warping (DTW) algorithm [12] that is able to 
eliminate temporal variations when comparing two gesture sequences. The gesture 
recognizer is realized as an independent library and can therefore be employed to use 
recorded gestures in other applications. Actually, it is used by all ProGesture modules. 

 

Fig. 4. Screenshot of the gesture editor’s main window 

The gestures editor provides first features for editing and testing of recorded ges-
tures supporting iterative development within the gesture design space. When the user 
repeats a movement the editor reports the recognized gestures (Fig. 4b). Furthermore, 
recorded gestures can be played in a so-called gesture player (Fig. 4a) in order to 
analyze the skeleton movements and cut the frame sequence as needed. Additionally, 
the skeleton joints that are of relevance for the respective gesture can be selected here, 
at that time or earlier before starting the recording (Fig. 4c). They are highlighted in 
the gesture player. For example, for a typical wipe gesture of one hand the positions 

a

b 
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and movements of head, legs and feet and even of the other arm are not of relevance 
and should be excluded from the gesture recognition process. 

4.2 Dialog Editor 

The dialog editor supports the specification of dialog models by means of state charts. 
Recorded gestures are assigned to state transitions, together with additional informa-
tion relevant for the dialog sequence, i.e. constraints and feedback such as highlight-
ing of a chosen option. The gestures to be assigned to transitions can be selected from 
a gesture set. In the case a gesture is not recorded yet and to be specified later on it 
can be added to the dialog model by a representative name. In doing so, the dialogue 
model is already executable. Therefore, gestures may be specified previous to, during 
or after the dialog modeling allowing the developer to arbitrarily shift the design  
focus within the gesture-dialog space.  

4.3 Model Simulator 

The model simulator is based on an executable model that is derived from the dialog 
model. It allows the simulation of the dialog to analyze dialog paths, gesture se-
quences and system reactions in different scenarios and in different situations. Di-
alogs can be tested in conjunction with or without the assigned presentation. Addi-
tionally, model execution can be triggered either by mouse clicks or by real gestures.  

Thus, the simulator provides various options for the test and evaluation of 3D-
gesture applications, based on combinations of its different features, such as: 

• Gesture actions can be simulated with mouse clicks on the graphical representation 
of the gesture within the diagram (Fig. 5a). All outgoing transitions of an active 
state are listed in a separate window panel (Fig. 5b). Within this panel gesture ac-
tions can be triggered by mouse clicks on buttons labeled with gestures names (e.g. 
“increase”, “next” etc. in Fig. 5). 

• The gesture player introduced above is also integrated into the simulator (Fig. 5c). 
Developers can use it to recall gestures as well as to analyze and discuss the de-
fined body movements in the context of complete interaction respectively gesture 
sequences. 

• The dialog model can alternatively be traversed by executing the gestures in reali-
ty, e.g. for evaluating physical effort. Feedback is given with a live skeleton view 
(Fig. 5d) while the gesture recognizer works in the background. 

• The presentation can be connected, currently via simple network communication. 
This enables interaction with the presentation, e.g. based on real gestures, to eva-
luate the whole user experience, also taking into account the system feedback. 

• Switching to the gesture editor, existing gestures may be modified or replaced by a 
new version and used instantly inside the model simulation. 

• A history function stores model simulation sequences, i.e. states traversed and 
constraints changed (Fig. 5e). For subsequent analysis they can be played back to-
gether with the involved gestures.  
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Fig. 5. Dialog editor in model simulation mode 

5 Example Scenarios of Using the ProGesture Tool  

The previous section outlines prototyping features of the simulator, and also of the 
editor and the fourth module that was shortly mentioned. This section provides in-
sights into the usage of ProGesture by means of three scenarios revisiting the coffee 
maker examples (cf. Sect. 2). 

5.1 Scenario 1: Developing Gesture Interaction for an Existing Application 

In scenario 1 a gesture set is to be developed for an existing application, e.g. for the 
coffee maker of example 1 where we want to augment an existing maker in a public 
area with a gesture recognition module – causing low technical effort and modifica-
tions of the UI are not possible for some reasons. By consequence, the presentation 
and dialog are fixed resulting in a design space with only one dimension, which is 
here the gesture axis.  

Let us assume that in this scenario a developer’s first step is to analyze the given 
UI with respect to the presentation’s units and transitions between them as well as to 
the system feedback. As a result the corresponding dialog is documented with the 
ProGesture dialog editor, as far as required for gesture test purposes. In addition, the 
model is linked with the presentation units, the latter in the form of a simple mockup 
including photos of the real coffee maker’s presentation. In this scenario it is assumed 

a
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d 
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that the existing UI is composed of a text display listing the available options with 
hardware buttons close-by to make the selection. 

Now, the developer specifies gestures with the ProGesture gesture editor, taking 
into account the existing coffee machine UI. As in this scenario, he has to replace 
hardware buttons by gestures, he decides for semaphoric gestures. A semaphoric ges-
ture is precisely designed to designate one specific symbol within a given alphabet, 
e.g. like in this scenario, “chose option 1”, “… option 2” and “… option 3”. Here, this 
gesture type is used to express and confirm the coffee type selection in one step. 

After assigning these gestures to the dialog model, the setting can be tested interac-
tively based on the ProGesture executable model – using the real gestures. Problems 
may be identified, e.g. in the sequencing of the gestures and prospective solutions can 
be devised. Spontaneously, gestures can be modified or replaced by newly recorded 
ones using the gesture editor, and then used instantly within a follow-up test. 

5.2 Scenario 2: Developing Gesture Interaction for a Given Presentation 

In scenario 2, which refers to example 2 (cf. Sec. 2), only the presentation is given: 
The coffee maker mockup, of which a selected part is shown in Fig. 2, constraints the 
presentation for choosing a coffee type. Here, developers deal with a 2-axes design 
space, requiring a design solution concerning gestures and the corresponding dialog.  

Let us assume, the developer again starts with analyzing the given UI, though this 
time represented by sketches without included concrete dialog behavior. Then, with 
the ProGesture gesture editor a set of gestures is compiled, whereby the developer can 
choose gestures from existing sets or record new ones. The mockup, as pointed out 
for example 2, may suggest a wipe gesture to make a selection. In this scenario, as a 
start, the designer decides for this option. The corresponding dialog model (cf. Fig. 
2b) can be specified with the dialog editor either previous to the gesture specification, 
in parallel or afterwards. Then, the presentation is connected to the dialog model and 
an interactive test of the “look and feel” of the chosen 3D-gesture interaction is con-
ducted instantly.  

Possibly, as already mentioned in Sec. 2, it would be worth comparing an alterna-
tive: The mockup may also suggest a pointing gesture by which users select a type of 
coffee directly. This implies other gestures and a modification of the dialog structure 
– both of which is effectively done with the gesture and dialog editor. Switching be-
tween both design versions to compare them is easy and fast.  

5.3 Scenario 3: Developing from Scratch 

The last scenario exemplifies the development from scratch of a 3D-gesture con-
trolled application (cf. example 3 in Sec. 2). As no design presets or limitations are 
given, the design space spans all of the three axes. This time our developer starts to 
investigate gestures and corresponding presentation clues, e.g. widgets, based on the 
user tasks involved when using the respective coffee maker. 

The developer, with a specific gesture concept in mind, generates one or several 
presentation mockups using an arbitrary tool. Fig. 3 shows two versions of possible 
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designs. Here, the central idea is, in contrast to the example in scenario 2, to let the 
user select coffee type, sugar and milk in a single dialog step. Since the two drafts 
differ in the sequence of selecting of sugar and milk, two slightly different dialog 
models have to be specified. This scenario does not imply a specific order of dealing 
with the three design dimensions – on the contrary, the designer can switch his focus 
arbitrarily. 

At last, having connected the dialog model to the mockups, both versions are ready 
to be tested. As argued for example 3, the tests may unfold, that additional gestures 
may be needed to improve the usability. The resulting modifications for the dialog 
model and the gesture set as well as the subsequent evaluation of the new design can 
be realized quickly within ProGesture. 

6 Summary and Outlook 

The gesture recognizer used in ProGesture can also be utilized by a target application. 
In such a case only those user-elicited gestures are added to a gesture set that are at 
the same time technically realizable – resulting in a combined technology-human-
based approach (cf. [1]). ProGesture additionally supports evaluation of gestures in 
the contexts of first UI drafts up to a final UI. Wizard of Oz experiments are often 
applied for rapid prototyping of gesture-based interactions (e.g. in [13], [14]). ProGes-
ture can be used within such experiments but additionally supports a model-based 
development approach. It enables to test real as well as simulated 3D-gesture interac-
tions based on executable dialog models.  

ProGesture exists as a proof-of-concept tool that allows to gain first experiences 
and to get first feedback from industrial partners of the project (within which the tool 
was developed), as well as from an involved ergonomics expert. One of the main 
results so far is the importance of including mockups in eliciting and testing gestures, 
particularly if the development should result in an innovative design solution. All in 
all, it should be possible to shift the focus of development in a flexible way within the 
presentation-gesture-dialog design space. Developers may start with a prototype of a 
UI and then develop gestures (design space is given by the gesture dimension). While 
testing they may encounter problems with single gestures. In ProGesture a person just 
has to demonstrate alternative gestures and shortly afterwards use them to interact 
with the UI draft. In the case these gestures do not match the presentation (perceived 
affordances) and/or dialog behavior, the developer can alter the UI design and assign 
the gestures to it (acting in the presentation-dialog design space).  

The concept of executable models was implemented to support the transformation 
from early models and prototypes to final code of target applications. Currently, the 
dialog editor and the model simulator are fully integrated into a coherent tool. This 
tool, the gesture editor and the additional, fourth module, that covers the presentation-
gesture design space, are coupled by shared components. Subsequent work will aim at 
the integration of all of them. In ongoing work we investigate the development 
process and further applications of ProGesture. One objective is to refine the require-
ment specification of tool support for early prototyping of 3D-gesture interaction and 
to realize additional requirements in a follow-up version of ProGesture.  
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Abstract. The goal of HCI researchers is to make interaction with com-
puter interfaces simpler, efficient and more natural. In a context of object
manipulation, we think that reaching this goal requires the ability to pre-
dict and recognize how humans grasp then manipulate objects. This is
based on studies explaining human vision, reach, grasp taxonomies and
manipulations. In this paper, we study the full cycle of gesture interac-
tion using different points of view, then attempt to organize them using
Norman’s theory of Human Action, we link the psychology of object
sensing to HCI goals and propose a simplification of gestures classes into
four principal families. Our simplification of gestures classes still allow
the expression of more detailed subclasses differentiated by the gesture
properties.

Keywords: Gesture, 3D, Interaction, Hand, Grasping.

1 Introduction

From the birth, human beings tend to discover their environment using all
their senses. They discover the existence of things by sight, then tend to touch,
grasp and manipulate objects before using these recognized items or tools to
accomplish other tasks [35]. Our study focuses on the whole cycle of an in-
teraction [27,26] starting from observation, through grasping and focusing in
manipulation and specifically direct maniplation of objects. We attempt to link
many research areas for the quest of natural and direct interaction as expressed
by Beaudouin-Lafon [2].

This research around natural interaction in 2D and 3D space is a high priority
because interfaces and visualization techniques have evolved from command line
to graphical user interface (GUI) with multidimensional graphical elements, but
the interaction are still almost the same. The presence of mid-cost 3D stereo-
scopic displays, using special glasses, provides an immersion of 3D objects below
and above the rendering surface. Some researchers worked on controlling such
rendering with 2D multi-touch input [34] but this is still very limited and a
real 3D spatial manipulation is more appropriate for direct interaction. In or-
der to reflect real world manipulations with objects, many frameworks like [11]
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or [15] have abstracted the interaction between the hand and objects to those
emulated by physics simulation engines. Even if these ways of interaction with
objects provide a sense of reality, they still provide neither information about
the psychology of grasping and manipulation, nor a prediction of the upcoming
position of the hand and fingers. Hence comes the importance of psychological
research to fill the gap between the goals of HCI among naturalness, efficiency,
discoverability and the current state of studies.

One of the main foci of Human-Computer Interaction researchers is to make
interaction easier and more intuitive allowing a larger spectrum of people to
better use systems. This is called making interaction natural in the meaning
of reducing the need to remember complex operations. Actions should be eas-
ily discoverable and the system may be learned through exploration. From the
other side, there have been many studies on human dexterity and hand grasping
taxonomies. Napier in [24] has proposed the classification of human grasp into
two main categories: power grasp and precise grasp. According to this simple
classification, we think that we can link studies on grasp and the gesture gen-
eration cycle with the objective of HCI research and start a new conquest for a
more natural interaction.

Our contributions are : 1. Attempt to link between multi-fields of research
around gesture, 2. Proposition of a new simplified taxonomy of gestures, 3. Rising
the problematic of gestures prediction with virtual objects.

This paper proposes a representation of previous work on neuropsychology,
grasp and gesture from different points of view and by using Norman model of
human interaction to organize the separate areas of research, then explaining the
limits of stopping the studies at grasping and not continuing to manipulation. In
the next chapter we discuss manipulation of objects and we propose a simplified
taxonomy.

2 Overview of the Related Work Around the Hand and
Gesture

2.1 The Evolution of the Hand with Tool Use

When the first primates have left the trees, they started freeing their hands for
new uses. As Napier [23] refers to, the use of hands in hominids evolved from self
feeding. In contrast to most animals which use their both hands, hominids and
some great apes are able to use one hand to grasp objects thanks to the thumb.
It was thought that humans are the only creatures with the ability to create
tools instead of just using them, they were even called “Homo Faber”. Even if
it cited in Napier’s book, it was discovered recently that apes can use and even
create tools [32]. This evolution of the ability to grasp, then the use and creation
of tools in primates, diverged just in a small fraction that made the anatomy
of human hand with more dexterity only for precise gestures manipulations like
playing musical instruments [19].
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2.2 Gestures and the Speech in the Brain

The recent man and the great apes like the chimpanzees can use hand gestures for
communication [31]. David McNeill has emphasized on the relation between the
gesture and the speech. In his book [20] he made an analysis of gestures relatively
to speech. The taxonomy he proposed categorize gesticulation, speech-linked
gestures, emblems and pantomime. The taxonomy of gestures vis-a-vis speech
has its background as their are both proceeded by the same neural system in
the brain [40].

2.3 Motor and Vision Brain Pathways

Manipulating an object requires detecting its presence mainly using the eyes,
then planning an action. An experiment run by Aglioti et al. [1] demonstrated
that the visual illusions have not impacted the motor action. This experiment
has proven that the perception and the action are two separate paths that do not
interfer with each others [5]. Another work has suggested that even for a hand
action to occur, there are two pathways, one for moving the fingers and another
for transporting the hand itself [29]. More detailed studies about hand movement
and the physiology of grasping are made by Nowak et al. [28] studying subjects
with disorders in the somatosensory system, or with the Parkinson’s diseases
among many others.

2.4 Proprioception, Exteroception and Manipulation Area

The proprioception is the individual perception of himself, and the self sense
of the parts of the body. [38]. This knowledge is acquired during the first years
of the individual existence and decline by aging. The proprioceptive kinesthetic
sensory system intervene in controlling and correcting limb movements during a
reach movement.

The importance of proprioception in a 3D gesture maniplation has been stud-
ied by Mine et al. [21]. The lack of feedback makes an interaction very difficult
and should be compensated by the proprioceptive capacity. Memorizing real
world positions by the exteroception, allow an efficient acces and reach to the
objects. In reaching study, it is easier to remember a position relative to ones
own hand more accurately than a position fixed in a virtual space.

2.5 Troubles in gestures Choices and Manipulation: Gestemes and
Kinemes

The planning of manipulation starts with knowledge acquired in proprioception,
which is the self sense of the parts of the body. It’s a learning process which starts
from the childhood and keeps enhancing through the age. In the grasping process,
proprioception is primordial to orient the palm and reshape the hand [17].

The classification of Signoret and North cited in [33] considers the two distinct
functional levels in gestures after a study on people having apraxia problems,
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and who fail in chosing either the right gesture for a specified object, or in
performing the gesture through the right list of kinemes. These levels explained
more in Bertranne thesis [4], are the goal of the gesture and the motor realization.
Gesture production needs in the same time the choice of the right gesteme,
then the sequence of kinemes performed with the hand. During the experiments,
patients were asked either to just mimic a just performed gesture to evaluate
the ideomotor apraxia, or to perform a named gesture to evaluate the ideational
apraxia.

2.6 Grasp, Hand Shape and Fingers Configuration

The human dexterousity in grasping is efficient but very difficult to mimic. Re-
searchers who want to build robots capable of grasping and moving objects focus
on human grasping creating taxonomies which would be possible to mimic on
robots [6]. The need for a robot capable of performing a multitude of tasks,
Cutkosky [8] and Feix et al. [10] started by studying human grasp selection.
These robots needs to grasp objects in order to manipulate them which include
moving or rotating. Even if the goal is for robots, the main element in the process
is the human, his/her hand and its dexterous manipulation [36] .

2.7 The Search for the Best Gesture Interaction in HCI

Many Human-Computer Interaction researchers have been working on tracking
the best gestures to be used for a system. In their research, like the one conducted
Wobbrock et al. and Gustafson et al. [39,13], they asked subjects during an
experiment to perform what they thought would be the best gesture to achieve
a specific task. During so, we may argue that the methods used in these studies
are more statistical analyses than a proper reverse engineering of the human
behaviors. Other studies focuses on finding newer methods of interaction or new
gestures like Nacenta et al. work [22], or by the introduction of different sensors
for the human manipulation [14].

2.8 Simulating a Rich Interaction

Physics simulation libraries are used to add a feeling of real interaction with
objects like in the work by Frohlich et al. [11]. Given the properties of objects,
Newtonian forces are computed to move, distort or bounce an object according
on its type and how a user is touching it. Systems using these libraries are not
able to gather semantics of gestures. They also can not predict user intention
before the user hand reaches the object.

3 Organization of the Related Work

3.1 Organizing through a Real Scenario

The multidisciplinary nature of the related work makes studying the subject of
gesture interaction difficult. Many researchers tried to take the problem from
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their point of view. Even with such diverse work, we can start to find what
are the common things between them all and then glue parts together. All the
research previously referred is around the human and objects. We think that in
a real scenario, in which the human is manipulating objects, would put all the
reseach pieces in place. Our practical case of study out of this work is with a
human manipulating 2D and/or 3D stereoscopic objects which are on or above
a table space as in figure 1 and the detailed interaction figure 2.

In this context, the user detects objects through vision with a possible 3D
optical illusion (stereoscopy), reaches the object inside his interaction space,
grasps the object depending on its form and the intended manipulation, then
manipulates it through gestures. In the same time the operator uses 2D and 3D
gestures, and this is why a single recognizer for the two cases is needed.

Fig. 1. The manipulation of the gestures on and above the table, using 2D and 3D
virtual objects and captured via 3D sensors

Fig. 2. The cycle of a gestural interaction, including the human, the hand, the object,
the sensors, the handling daemons, and applications



The Study of the Full Cycle of Gesture Interaction 29

3.2 Norman’s Theory of Human Action as an Organizing Method

From a HCI point of view, and as the human is the generator of gestures, we
propose the use of Norman’s theory of Human Action Cycle [25] to position the
areas of research together on the cycle. Norman describes seven stages-of-action
in his model, during an experiment like ours, all these stages are fullfiled as it is
included in his description of an interaction. The seven stages can be divided in
3 parts: Goal formation, Execution, and Evaluation. The perception can be in
the Goal formation part. The Execution having translation of goals into a set of
tasks can be attached to gestemes, the sequencing of tasks into action sequence
can be attached to kinemes and reaching, the execution can be through the
grasping and manipulation. The evalution part may include the feedback in a
non-exhaustive way, and which is not in the scope of this paper.

3.3 The Urge to Link with the HCI Discipline

The goal of connecting areas together means understanding the problem deeper.
This understanding can be transformed later into a model able to receive a
partial amount of the hand information and then can extrapolate the missing
data. We believe that a model based on the shared knowledge from different
fields can satisfies the naturality question [12].

3.4 The Naturality from EMG and fMRI

The electromyogram (EMG) is the electrical signal detectable by electrodes on
the skin of the muscle. And the functional magnetic resonance imaging (fMRI)
is a neuroimaging technique that measures brain activity from the changes in
blood flow coupled with neuronal activation. The brain activation during an
operation allows the detection of what makes an operation stressful. Ehrsson
et al. [9] studied forces and brain activation during a power and precision grip
manipulation. The results show that even if the power grip forces are higher, the
left-sided brain activity is the principal activation and it is low, while in precision
grip with small forces generated, both sides and more regions are activated. We
think that the more an operation is natural, the less zones are activated in the
brain and the less stress it generates.

Other studies confirm the gesture and speech being proceed by the same
neural system, should they be manipulated and detected using similar methods?

3.5 Comparison with a Legacy Device: The Mouse

Gesture technologies have always tried to compare to the mouse. Mainly claiming
that they are able to ditch the mouse from its current dominent position in
computing. These claims have been demonstrated to be wrong. The mouse is
currently more efficient for the usual tasks [3]. The comparison was trying to
beat the mouse.
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The specificity of the mouse is that manipulating the mouse don’t differ a lot
from the hand rest position. While gesture systems tend to trigger fatigue and
disconfort due to the gorilla arm effect. The rest position of the hand means less
activation in the brain and less stress.

3.6 Enaction and Vicarious Learning

There are two ways of organizing knowledge in the brain, either enactive knowl-
edge through action and motor skills like manipulating objects. Or learning by
observation. Do we manipulate objects gestures by doing ourselves or by watch-
ing others do?

4 Prediction of Gestures

4.1 Affordance of Object Grasping

In a grasp, we can gather rich information in relation to the object properties, the
setting, the relationship, the goal, and the anatomy of the user [37]. According to
the previous studies on grasping, the way we grasp an object may be predicted
according to the opposition plans, and in a virtual environment with virtual
objects, we can simplify the model even more by ignoring a part of the grasp
properties like the relationship and the goal.

Opposition plans [16,17] gives us hints about where fingers would be posi-
tioned for an object. In a virtual environment, we put the focus on pushing
the user into a pad opposition as there is no object tactile feedback. This affor-
dance of object grasping prepares the way into manipulation and thus gesture
manipulation affordance.

4.2 Affordance of Gesture Manipulation

Manipulating an object in a virtual environment means moving the hands and
stroking in the 3D space. The affordance of a manipulative gesture for an object
is related to the affordance of grasping on the same object. The prediction of
gestures is not always possible. But for many cases, the hand posture before
reaching the object is relevent for what the user is willing to do. The form
of the object, the hand posture before grasp and the position from where the
hand through the limb reaches the object is a telling factor of the user gesture
intention. These three, in some cases, remove many alternative possibilities of
what is remaining to recognize as in figure 3. A user reaching a pawn object in a
chess game from the upper side means he is willing to move it to another place.
The scaling of the object is impossible, and the form of the pawn which has a
base eliminates the possibility of rotation.
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Fig. 3. Cases of gestures prediction

5 Simplifying of Gesture Manipulation Recognition

5.1 Role of the Hand and the Object

In our manipulation study, and in order to simplify the process, we suppose that
the hand is the human tool used to act on a object whose existence is required.
The notion of naturality of the interaction can not be processed without an
object receiving the hand touch, grasp and movements.

5.2 Definition of Multitouch Gestures in 4 Classes

Multi-touch gestures are generally expressed in a wide form of possibilities, each
one has a separate name which add a lot of complexity in definition and in
use [41]. A burst nomination of multitouch gestures does not facilitate neither
their user nor building a recognizer engine for them. With the hypothesis of
having an object as a direct receiver of the gesture, we can organize the multi-
touch gestures as shown by the figure 4 into four principal families1. Then,
in order to detect sub-categories, we compute properties like the number of
fingers, speed and time. The factorization of gestures into a small set of categories
is previously cited by a work of Reisman et al. [30] as Rotate-Scale-Translate
interaction.

5.3 Definition of Spatial Gestures in 4 Classes

We have questioned spatial gestures classes after handling multi-touch ones. We
wanted to know whether it is possible to do the same classification into basic
families as in figure 5. The work by Bullock et al. [7] made a specific classification
for human maniplation, but using only rotation and translation. In his work,
squeezing the syringue is considered as a translation task. We take the object
into consideration, and if it is deformable, then a new category is required and
in this case is the scaling gesture.

Meanwhile, not all gestures that exist can be expressed using one of the classes
if the hypothesis of the receiver object is not satisfied. Non natural gestures that
cannot be guessed unless being teached in advance like the Cyclostar by Malacria
et al. [18] for dragging and zooming cannot be expressed by our system.

1 Using multi-touch figures from http://www.lukew.com/ff/entry.asp?1073

http://www.lukew.com/ff/entry.asp?1073
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Fig. 4. Families of multi-touch gestures and specific gestures depending on number of
fingers or the speed

Fig. 5. Families of spatial gestures

5.4 Detecting Specific Gestures and the Points of View

Four classes of gesture is not enough to detect all gestures. We need more detailed
characteristics allowing fine differentiation. From the characteristics we can list
the number of fingers, the speed of the gesture, the delay in operation, the size
of the interaction zone, the central point.

How a gesture recognition is handled differ from one system to another. Many
systems wait for the gesture to start, record its stroke until the gesture finishes,
then starts the recognition. The recognition results are only available at the
end. Other more advanced systems, as the ones implemented in smartphones,
don’t wait until a gesture finishes, they start recognition when a fixed threshold
is reached and each chunk of small movement beyond the threshold is decided
from the four basic classes. Sometimes many decisions are fired at the same
time, letting the final decision to meta recognition tools. In the case of Linux,
recognition of long strokes as standalone gesture needs a meta system capable
of matching predefined rules with the chunks feed.

6 Conclusion and Future Work

In this paper, we have explored most of the areas of research around gestures, in
an attempt to extend the view of the problem to a wider public. We have shown
that the recognition of gestures needs first a recognition of objects properties,
human grasping, understanding of how we see and decide. The context and sce-
nario of a gesture manipulation experience and the Norman’s theory of human
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action helped us organize these blocks of research and raise the question why
some legacy devices still beat new sensors and input devices. We have presented
why the prediction of user gestures from hand posture during the grasping can
improve current gesture recognizers. We have presented a taxonomy for clas-
sifying gestures either in 2D or in 3D in a few main classes and then detect
sub-categories using a set of properties. Future work will target a deeper study
to strengthen the links between the presented research areas and the develope-
ment of a real prototype to experiment the theoretical notions presented.
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Abstract. This paper represents an implementation of a computer vision based 
interface; iPanel which employs an arbitrary panel and tip pointers as a 
spontaneous, wireless and mobility device. Also the proposed system can 
accurately identify the tip movements of the panel and simulate the relevant 
events on the target environment. By detecting the key pressing, mouse clicking 
and dragging actions, the system can fulfill many tasks. Therefore, it enables 
users to use their fingers naturally to interact with any application as well as 
with any mobility enabled devices. 

Keywords: Computer vision, Human computer interaction, gesture recognition, 
optical character recognition, wearable computing. 

1 Introduction 

Human computer interaction is the technique of studding the relations between people 
and computer or computer mediated information. Thus it involves the design, devel-
opment and evaluation of models, systems and applications from a human-centered 
perspective. Since its inception in the 1980s, HCI has been primarily concerned with 
designing more usable computer systems, attractive conventional computing devices, 
be it the computer desktop, the Web, or the mobile phone. It evaluates the existing 
designs and shows how to improve them. And, it attempts to apply its methods to 
design more user friendly systems from the start. Human-computer interaction com-
prise many sub domains such as gesture reconstruction, event detection, video track-
ing, object recognition, learning, indexing, motion estimation, and image restoration. 
Each sub domain is a unique concept of computer vision and it attempt to address a 
particular area of HCI, where the computers are pre-programmed to solve tasks or the 
interactions (e.g. touch screens, tablet PCs). 

It has been identified and observed that many researches are adopting gesture re-
construction and ended up with implementing excellent results (e.g. Microsoft is re-
searching on how user can interact with computers or computational devices in  
more efficient and user friendly manner [7]. Thus gesture recognition, sensor based 
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interactions and augmented realities are becoming more and more popular. This is the 
main reason that gesture recognition is more important and required to simplify the 
user interaction with the computers of computational devices. As an example, several 
people are discussing in a meeting room using a large display. They may need to 
draw, to suggest their ideas. However, it is unrealistic to facilitate every user a key-
board and a mouse. Even more, in a large lecture room, the lecturer sometimes needs 
to write down something on a small whiteboard. However, the audience far from him 
or remote audience may not be able to see clearly what he writes on the board. There-
fore, need for a vision based system is necessary to analyze and understand what the 
lecturer writes and retrieve on a remote display, while avoiding bandwidth con-
straints. Furthermore, most of the smart mobile provide a QWERTY keyboard with 
tiny keys. It is really difficult to type with those keys. Yet, providing a large screen 
would lead to unnecessary problems such as size of the phone. In order to address the 
above a vision based solution has been suggested. 

2 Human Computer Interaction 

Human-Computer Interaction (HCI) is a technology researching on people, computer 
and the communications between them. Designing interactive computer systems to be 
effective, efficient, easy and enjoyable to use is important, so that people and society 
may realize the benefits of computation based devices such as mouse or keyboard. 
According to [2] use of these devices are recognized way of interaction with interfaces 
based on Window, Icon, Menu and Pointer (WIMP) paradigms which have succeeded 
for decades. Eventually software interfaces have got improved and interactive, lot of 
effort and code has been put behind the development of interactive software. None-
theless, the use of traditional computational devices such as keyboard and mouse do 
not provide an expected way of interaction. 

Most of the innovative interfaces such as Microsoft Surface [11] tend to support 
multi user interaction and are recognized to be augmented reality based products. Due 
to that reason there has been lot of concern on development on alternative and natural 
interaction methods to support interaction with such interfaces, while supporting for 
the existing conventional computing devices. Thus human-computer interaction de-
sign is human centered approach where human is given more priority. Also the pre-
vious work done by [2] note that “The human, the user, is, after all, the one whom 
computer systems are designed to assist. The requirements of the users should there-
fore be our first priority”.  

3 Computer Vision and Gesture Recognition 

In its most general meaning, a gesture is any physical configuration of the body, 
whether the person is aware of it or not, whether performed with the entire body or 
just the facial muscles, whether static in nature or involving a movement. In the com-
puter vision literature, gesture usually refers to a continuous, dynamic motion, whe-
reas a posture is a static configuration. 
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Computer vision based gesture recognition is a sub domain of HCI and it compris-
es of a wide range of shapes, motions and texture based variations. And also it in-
cludes different gesture recognition methods such as applying Fourier transform ([6]), 
wavelet transform ([4]) or Principal Component Analysis (PCA) ([16]) on images, 
Edge orientation histogram, temporal templates ([17]) and oriented rectangular 
patches ([8]). Thus, it is very important to study on these gesture recognition method 
differences and select good features to define simple and natural gestures which will 
be easily adoptable to be used for human computer interaction. Recognition of ges-
tures includes object detection, motion analysis, extraction of features, and machine 
learning. Besides real time recognition has been a stimulating task in all the time. 
Efficient recognition of positions can be adopted for an effectively simulation of key-
board events. For example, posture classification refers to the estimation of finger 
configurations, that is, the ability to distinguish a fist from a flat palm and so on. As 
described by [9] describes different kinds of gestures from what has become known as 
Kendon's Gesture Continuum. However practical limitations due to varying luminous 
conditions and complex backgrounds can exist. Thus, finger tracking and use of non-
geometric features such as color and outline are also important for a reliable and 
strong recognition. There is an extensive body of related computer vision research 
which could fill many books. Here, author has summarized the major works that 
could fit the bill for real-time user interface operation through hand gesture recogni-
tion in a fairly unconstrained environment. To get an independent overview, the read-
er is referred to a paper by [5] a survey on “computer vision for interactive computer 
graphics” and an evaluation of the state of the art by [15]. Three common tasks for 
computer vision processing are; (1) The detection of the presence of an object in an 
image. (2) The spatial tracking of a once-acquired object over time. (3) Recognition 
of one of many object types 

3.1 Preprocessing 

Preprocessing is the progression of color space conversion, edge detection, morpho-
logical operations, noise removal and thresholding. Therefore, it is implemented in 
almost every vision based algorithms as an entry point to be suitable for the image 
processing. According to [14] color space conversion, noise removal, edge detection 
and outlines extraction has to be carried out during the preprocessing stage. 

3.2 Detection 

As [3] showed in early neuron scientific experiments the human visual system has the 
amazing ability to detect hands in almost any configuration and situation, and possi-
bly a single “hand neuron” is responsible for recording and signaling such an event. 
The computer vision researches have not quite yet achieved this goal. However, it is 
vital that a hand is supposed to function as an input mechanism to the computer is 
strongly and consistently perceived in front of arbitrary background, for the  
reason that all further stages and functionalities depends on it. Object detection of 
artificial objects, such as colored sticks as in [18] can achieve very high detection rates 
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regardless of low false positive rates. According to [20] face detection has attracted a 
great amount of interest and many methods relying on shape, texture, and/or temporal 
information have been thoroughly investigated over the years. Author has carried out 
some researches on finding hands in grey-level images based on their appearance and 
texture. As assert by [19] “Combining with skin color segmentation, view independent 
posture recognition can be used to detect hands. Since skin color segmentation has 
already limited the searching range, hand detection can be very efficient”. [12] dem-
onstrated that, lately improved classifiers have succeeded compelling results for view 
and posture independent hand detection. However, most of the hand detection me-
thods resort to less object-specific approaches and as an alternative employ color 
information (see, for example [21]), sometimes in combination with location priors 
(for example [10]), motion flow or background differencing (for example [13]). 

3.3 Tracking 

Background subtraction is very important for motion analysis and object tracking 
because of it’s a basic function that enables to build statistical model of background. 
And used for segmenting moving objects for the background. If the detection method 
is flexible and fast enough to operate at image acquisition frame rate, it can be used 
for tracking as well. However, tracking hands is extremely difficult since they can 
move very fast and their appearance can change enormously within a few frames. As 
[1] asserts that some of the most effective head trackers, for example, use a fixed oval 
shape model which is fast and appropriate for the inelastic head structure. Similarly, 
more or flexible hand models work well for a few select hand configurations and 
relatively static lighting conditions. Since tracking with an inflexible appearance 
model is not possible for hands in general, most approaches alternative to shape-free 
color information or background differencing as in the mentioned works by [10], and 
[13]. Other methods incorporate for example, texture and color information and can 
then recognize and track a small number of fixed shapes regardless of arbitrary back-
grounds (for example, [22]). As per the research work, a particle filtering method is 
optimized for speed mean shift, and dynamic weights determine the blend of color 
with motion data. That explains, the faster the object moves, the more weight is given 
to the motion data, and slower object movements result in the color cue being 
weighted higher. Some of their performance is surely due to simple, however usually 
effective dynamical model (of the object velocity), which could add to the suggested 
solution as well. Object breakdown based on visual flow (for example, normalized 
graph cuts as proposed by [23]) can produce good results for tracking objects that 
display a limited amount of twists during global motions and, thus have a fairly un-
changing flow ([24]) 

3.4 Skin Color 

Skin color detection is widely used to detect hand configurations and thus it is  
very important in gesture recognition. Skin color classification is preferred for fast 
processing and due to its effective response to non-rigid objects such as hands.  
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Previously absorbed results shows it can be achieved only by skin color properties, 
for example, by [25] who used it in combination with a neural network to estimate 
gaze direction. [26] Demonstrate interface quality hand gesture recognition only with 
color segmentation means. Their method uses an HSV like color space, which is pos-
sibly beneficial to skin color identification. 

The appearance of skin color differs mostly in intensity while the chrominance re-
mains fairly consistent. Thus, and according to [27], color spaces that separate intensi-
ty from chrominance are suitable to skin segmentation when simple threshold-based 
segmentation is used. However, their results are based on a few images only, while a 
paper from [28] examined a huge number of images and found an excellent classifica-
tion performance with a histogram-based method in RGB color space. It appears that 
very simple threshold methods or other linear filters accomplish better results in HSV 
space, while more complex methods, particularly learning-based, nonlinear models 
excel in any color space. [28] Also state that Gaussian mixture models are lower to 
histogram based approaches. This is true as long as a large enough training set is 
available. Otherwise, Gaussians can fill in for inadequate training data and achieve 
better classification results. [29] Showed that object tracking based on color informa-
tion is possible with a method called CamShift which is based on the mean shift algo-
rithm. These methods dynamically slide a “color window” along the color probability 
distribution to dynamically parameterize thresholding segmentation. A certain amount 
of lighting changes can be allocated with. Patches or drops of uniform color have also 
been used, especially in fairly controlled scenes. According to [30] achieve excellent 
segmentation with dynamic adaptation of the skin color model based on the observed 
image. 

3.5 Contours Extraction 

Contour processing is performed on images typically after performing edge detection 
or thresholding. Contour extraction is used after canny edge detection algorithm, to 
detect an inserted object using color cluster feature. In theory, the contour or outline 
of an object reveals a lot about its shape and orientation. If perfect segmentation is 
possible, comparison based on curve matching is a feasible approach to object classi-
fication. For example as [31] assert that, based on polar coordinates above can be 
done. One can benefit even more from curve descriptors that are invariant to scale 
differences and rigid transformations such as those by [32] and Shape Context de-
scriptors. For less-than-perfect conditions however, more powerful 2D methods must 
be used. Those usually set on finding enough local clues in the image to place a shape 
model close to where the most likely placed of this shape can be found in the image 
data. Iterative methods frequently try to minimize an energy defined as images which 
are not aligned properly (far from an edge). For a hand in top view, these modes could 
theoretically be the movements of each finger. Statistical models of an object's 3D 
shape, often called “point clouds,” can also be built (as did, for example, [33]), but 
they shall not be further measured since their speed performance might drop. Accord-
ing to [34] took a popular approach and had their recognition method learn from ex-
tracted hand images instead of from actual photographs. During testing, edge data 
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between the observation and the learned database are compared and 3D hand configu-
rations can be estimated from 2D grey-level edges. According to their paper, match-
ing takes less than a second for an approximate result, but too long for interactive 
frame rates. [35] assert that; detect hands uniquely in postures regardless of messy 
backgrounds. The distance between two curves or contours is the mean of the dis-
tances between each point on one curve and its closest point on the other curve.  

4 Implementation 

4.1 Hand Gesture Recognition 

Hand gestures can be recognized with various means and varying fidelity. They are 
not in one particular identification technique, but with various sensing mechanisms. 
Hand detection for user interfaces must favor reliability over expressiveness: false 
positives are less tolerable than false negatives. Since detecting hands in arbitrary 
configurations is a largely unsolved problem in computer vision, the detector for iPa-
nel allows reliable and fast detection of the hand in one particular posture from a par-
ticular view direction. Starting the interaction from this initiation pose is particularly 
important for a hand gesture interface that serves as the sole input modality as it func-
tions as a switch to turn on the interface: without this and instead with an always-on 
interface, any gesture might inadvertently be interpreted as a command. The output of 
the detection stage amounts to the extent of the detected hand area in image coordi-
nates. This software system is capable of detecting the human hand in monocular 
video, tracking its location over time, and recognizing a set of finger configurations 
(postures). It operates in real time on commodity hardware and its output can thus 
function as a user interface. 

The software system that realizes the vision-based hand gesture recognition and al-
lows for its utilization as a user interface consists of a number of software compo-
nents that will be described in the following. iPanel main component pronounced 
“skindetector" is a library and the core gesture recognition module that implements all 
of the computer vision methods for detection, tracking, and recognition of hand ges-
tures. This module receives the direct video feed from a camera and generated the 
analyzed gesture results to the main application. This application called WinTalk 
class library, which handles pipeline initialization and implements convenience func-
tions. In addition to these runtime components, there is also an offline module that 
implements ANN (Artificial Neural Networking) training for the detection and recog-
nition components.  

The core module is a combination of recently developed methods with novel algo-
rithms to achieve real-time performance and robustness. A careful orchestration and 
automatic parameterization is largely responsible for the high speed performance 
while multi-modal image cue integration guarantees robustness. Yet, initially an hard-
coded values has been used to identify the hand gestures of the author in order to 
make sure that, development phase has not been misguided with different values. 
There are three stages: the first stage detects the presence of the hand in series of 
posture (It is required to have the vision interface always active since hand gestures 
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which are used as mouse movements may be used as commands). Yet, identifying a 
series of postures could cause different errors in the application due to the misleading 
of generated events. However, the issue has been addressed by a different mechanism, 
and to be discussed in the following paragraphs. After this gesture based activation, 
the second stage serves as an initialization to the third stage, the main tracking- and 
posture recognition stage. This multi-stage approach makes it possible to take advan-
tage of less general situations at each stage. Exploiting spatial and other constraints 
that limit the dimensionality and/or extent of the search space achieves better quality 
and faster processing speed. Author uses this at a number of places: the generic skin 
color model is adapted to the specifics of the observed user for posture recognition is 
positioned with fast model free tracking. However, staged systems are more prone to 
error propagation and failures at each stage. To avoid these pitfalls, every stage makes 
conservative estimations and uses multiple image cues (grey-level texture and local 
color information) to increase confidence in the results. “SkinDetector” assists as a 
library for gesture recognition that can be built into any windows application that 
demands a hand gesture user interface. However, it does not handle any user display-
specific operations such as image acquisition or display. Thus, it requires some pro-
gramming before it can be used. The final output of the vision system indicates for 
every frame the 2D location of the hand with the number of fingers if is tracked, or 
that it has not been detected yet. If the dominant hand's posture is recognized, it is 
described with a string identifier as a classification into a set of predefined, recogniz-
able hand configurations. 

4.2 Hand Detection 

  

Fig. 1. (1) Actual output of the custom YCrCb based skin detection algorithm. (2) Output - Hsv 
based skin detection algorithm. 

YCrCb / Custom YCrCb Based Skin Detection. Y′ is the luminance component 
and Cr and Cb are the red-difference and blue-difference chroma components. Y′ 
(with prime) is distinguished from Y which is luminance, meaning that light intensity 
is nonlinearly encoded based on gamma corrected RGB primaries. Yet, identifying 
the skin using YCrCb algorithm is very challenging because of the difficulty of identi-
fying the correct Ycc color range.  

Hsv Based Skin Detection. In the HSV color system, the colors of maximum satura-
tion are not necessarily pure. The HSV, an alternate representation of a given RGB 
color space, and the saturated colors in HSV are in fact the colors bordering the  
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corresponding RGB triangle in the chromaticity diagram. For this reason, the HSV 
color system has be identified as device dependent, meaning that it is not an absolute 
colorimetric space, but relative to the gamut of the RGB color space it describes. The 
third coordinate in HSV has the value or brightness; black has zero brightness. Start-
ing from the hues disk one can imagine the HSV space as a collection of hues circles 
with varying color value, one on top of the other and of the same size or of sizes di-
minishing with value. The Fig.1 (2) shows, the identified hand postures using the Hsv 
skin detection algorithm. 

Both algorithms custom YCrCb and Hsv based skin detection can used to identify 
the user skin of hand gestures. However, most of the researches shows, that the source 
frame is converted to both Ycc and Hsv color spaces and observed that Hsv color 
space provides better segmentation in practice over Ycc. Furthermore, it has been 
tested with different skin colors during various times of the day. The reason was Hsv 
provides clear separation of luminance and chrominance. Yet, it is more vital to train 
the algorithms through an ANN approach to recognize any type of skin in order to 
ensure that the every skin component has been identified in the image stream. 

4.3 Recognition 

In order to place flock features, initially context hulls are recognized through the iden-
tified counters, a centered point on top of the detected skin and a clock wise rotation. 
The Flock of Features follows small grey-level image artifacts. A weak global con-
straint on the features' locations is enforced, keeping the features tightly together. 
Features that are not likely to still be on an area of the hand appearance are relocated 
to close proximity of the remaining features and on an area with high skin color prob-
ability. This technique integrates grey-level texture and dimensionless color cues, 
resulting in more robustness towards tracking disturbances cause by background arti-
facts. From the feature locations a small area is determined that is scanned for the key 
postures that recognition is attempted for. Once prefect detection has been performed 
events are bind with the fingers. 

4.4 Execution 

In order to perform key pressing events author has been developed on his own algo-
rithm though out series of researches. The identified method was to capture three 
different postures of figure movements and analyze them to meet the requirements of 
performing key press actions. In the algorithm each of the fingertip positions are 
stored on a collection along with a finger number. When a key press is performed 
through the gestures it is noticeable that particular fingertip’s positions are change 
through Y axis of the screen while X axis on constant (But X axis could be slightly 
changed based on the movement). For example, if the initial X and Y position of a 
fingertip is X = 150, Y = 200; in the event of performing key press tip positions are 
changed to X = 155, Y = 265 and then again it changes to a position X = 152, Y = 
225. [37] Discussed a similar algorithm in there research related to wearable multi-
touch interaction. According to their solution three dimensional (X, Y and Z) fingertip 
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detection has been used. However, author insists to use his own algorithm in order to 
minimize the complexity and to improve effective mechanism to identify the event of 
key press. 

4.5 Finding Rectangles and Identify Characters 

Finding rectangles involves finding axis aligned rectangles in binary image. These 
rectangles will help in separating the area of the image that contains text from the rest 
of the image. Even though, this is a huge process to carry out Tesseract API, provide 
all the required processing and identifying algorithms. Therefore, no custom algo-
rithms have been developed in order to analyze images or to identify. Furthermore, to 
identify language dependent characters Tesseract API required initializing with rele-
vant tesseract data and language dictionaries. Following Fig.4 (1) illustrates charac-
ters identified by the module. 

  

Fig. 2. (1) Characters identified by the OCR module. (2) User designed key arrangement and 
module generated virtual keyboard. 

5 Evaluation 

5.1 Expert Evaluation    

An expert evaluation was conducted on the research to measure the validity and ap-
propriateness of the approaches, methodologies, and models used by the author. The 
expert evaluation process has been started at the requirement gathering stage in order 
to understand and evaluate the user requirements. Then a thorough analysis and eval-
uation has been conducted in the design phase to avoid expensive mistakes, since the 
design can be altered prior to any major recourses commitment. Therefore, sample 
design and prototypes have been provided though it is difficult to get an accurate 
assessment of the experience of interaction. [4] assert that four different approaches 
that could adopt to expert analysis: (1) cognitive walkthrough, (2) heuristic evalua-
tion, (3) the use of models and (4) use of previous work. The author uses three ap-
proaches in order evaluate system properly. 

Cognitive walkthrough approach has been adopted and it evaluation is the code 
walkthrough to check certain characteristics (for example, that coding style is adhered 
to proper coding standards). The general idea behind the heuristic evaluation is that 
several evaluators independently critique the system to identify potential usability 
problems and to understand the severity of the problems. The final approach used to 
evaluate the iPanel system is “use of previous work”. Expert knowledge on previous 
experience also has been involved in order to provide the feedback for the system. 
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Furthermore, their comment regarding research holds a significant impact for the 
future enhancements on the application. A questioner has been used to gather expert 
reviews on the iPanel. With the intension of understanding the accuracy of the output, 
and the suitability of implemented algorithms, along with identifying the independen-
cy on user hand gestures; 71% of the participation has been awarded “Excellent” for 
the accuracy of the hand gesture recognition algorithm, while 28% stated “Good”. 
Also it is notable to discuss all the experts have been agreed that, Hsv based skin col-
or detection along with structural analysis can provide an effective person indepen-
dent hand and finger detection.  

6 Conclusion 

Author has been developed the iPanel, a computer vision system for recognition of 
hand gestures in real-time and perform key strokes in order to allow real time interac-
tion with a virtual keyboard. Novel and improved vision methods had to be devised to 
meet the strict demands of user interfaces. Tailoring system and applications for hand 
motions within a comfort zone that we have established improves user satisfaction 
and helps optimizing the vision methods. Multiple applications demonstrated such as 
windows, web, and mobile showed iPanel in action and indicated that it adds to the 
options of interaction with non-traditional computing environments. 
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Abstract. This paper describes the MTGest framework, an open library for add-
ing multi-touch gesture interaction to HTML-based mobile web applications. 
MTGest was used in a comparative study to evaluate the multi-touch  
gesture interaction in a mobile web application in comparison to a native iOS 
mobile application. The results indicates that in most cases the web based ges-
tures efficiency is either approximately the same or higher than the iOS-based 
app. The study was carried out as an initial experiment using isolated gestures, 
targeting the iOS platform only. For generalizing the results there is a need to 
perform detailed user evaluation studies with different platforms and for more 
complex interaction scenarios. 

Keywords: Smart Devices, Smartphones, Tablets, Mobile Apps, Web Apps, 
Multi-Touch Gesture, Interaction Design, Mobile Environments. 

1 Introduction and Related Work 

Due to the popularity of smart devices and mobile applications (also called mobile 
apps), companies are offering more and more their product support in them. In  
order to reach to a broad pool of potential users, companies need to develop their 
applications for many of the existing mobile platforms (e.g., Google Android [2], 
Apple iOS [1], Microsoft Windows Phone [5]). Developing mobile apps separately 
for each platform is costly and time consuming while keeping focus on just one  
platform reduces the number of accessible users. We found in our previous study [3] 
that developing mobile apps through cross-platform development frameworks (where 
the application is developed once and deployed on the possible target platforms)  
still lacks in many aspects such as: few platforms support, only partially support  
of the targeted platform’s interaction schema, far behind the native development  
environments. 
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Mobile web applications (also called mobile web apps) are based on web technolo-
gies like HTML, CSS, and JavaScript. HTML51 as an upcoming standard by W3C2 
provides the possibility of offline browsing as well as accessing many device re-
sources (such as localization services or sensors); hence, HTML5-based web apps can 
be used as an alternative to the native mobile apps in many cases. There are many 
benefits of this approach such as: requires less efforts and resources for developing, 
supports all platforms, provides a consistent user experience and interaction concept 
across all platforms. However, HTML5 lacks built-in tags for the functionality of 
current multi-touch gesture interaction paradigm, which reduces the web apps’ appli-
cability compared to the native mobile apps. HTML5 provides a set of interfaces for 
the basic touch events but does not have built-in functions to support directly most of 
the current multi-touch gestures. In this work, we focus on adding the current multi-
touch gesture interaction paradigm support in HTML-based documents in order to 
provide the current multi-touch gestures (e.g., double tap, swipe, flick, zooming, rota-
tion) in mobile web apps.  

We provide this support through our developed library, called MTGest (Multi-
Touch Gestures) library. This library enables mobile web apps the provision of multi-
touch gesture interaction inside them in order to give the expected user experience 
and interaction concept of the current mobile paradigm across all platforms. For 
checking the efficiency and user satisfaction with the provided multi-touch interaction 
support in mobile web apps by our MTGest library, we conducted a user evaluation 
study. In this conducted study, users from different backgrounds and expertise tried 
two simple apps, i.e., one mobile web app based on MTGest library and the other one 
a iOS-based mobile app based on iOS native gesture support. Users tried each gesture 
on both apps one-by-one and gave their feedback using a questionnaire form. Results 
show the same level of efficiency and user satisfaction in many cases, as well as bet-
ter in few cases and lower in some other cases. Overall, results indicate that mobile 
web apps through MTGest kinds of libraries can be an alternative solution in the fu-
ture. 

Some other frameworks for the support of multi-touch gestures are: jQMultiTouch 
[7] web tool-kit, inspired by JQuery, for creating multi-touch interfaces; Gesture Cod-
er [6] for generating code to recognize multi-touch gestures. However, we chose 
JQuery3 and hammer.js4 as foundations due to their powerful abstraction from low-
level implementation details and their cross-browser compatibility. One way of work-
ing with the MTGest library has already been described in detail in [4], whereas this 
paper focuses on the study comparing MTGest with native gestures. 

The remainder of the paper is structured as follows: In Section 2, we introduce 
our MTGest library. In Section 3, we provide details of the conducted user evalua-
tion study. In Section 4, we present and discuss the results. Finally, we conclude in 
Section 5. 

                                                           
1 W3C - HTML5. http://www.w3.org/TR/html5/ 
2 World Wide Web Consortium. http://www.w3.org/ 
3 The jQuery Foundation - http://jquery.com/ 
4   Eight Media - http://eightmedia.github.com/hammer.js/ 
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2 The MTGest Library  

HTML5, the new specification of HTML by W3C, is still in working-in-progress 
process. HTML5 provides a set of interfaces5 for touch events. However, it lacks 
built-in tags for the functionality of multi-touch gestures.  

Our MTGest (Multi-Touch Gestures Library) library, based on JavaScript and 
JQuery, enables the support of multi-touch gesture interaction in HTML5-based doc-
uments. It is built on top of the hammer.js library, which is also based on JavaScript, 
for controlling gestures on touch devices. It supports most of the single and multi-
touch gestures in the current mobile domain. Moreover, it is possible to define own 
gestures in which the developer specifies the criteria for such a gesture, e.g., tapping 
three fingers together.  

The standard gestures supported by our library are: tap, double tap, hold, drag, 
swipe, transform (pinch), rotation, flick, zoom and rotation together, and shake. Addi-
tional customized gestures (e.g., three-fingers tapping or multi-fingers swiping) are 
also provided for using in some specific interaction context. 

The MTGest library works as follows. The provided functions, corresponding to 
each gesture, by the library are attached to a container representing a specific area in 
the HTML document. The hammer.js is also attached to the same container to get the 
touch events happen to this container. It is possible to attach more than one gesture to 
the same container. Then the specific area in the HTML document, representing the 
container, gives the interaction according to the attached gestures. Figure 1 provides 
the overall architecture.   

 

Fig. 1. The overall architecture of the working of MTGest library 

                                                           
5 https://dvcs.w3.org/hg/webevents/raw-file/tip/ 

touchevents.html 
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3 The User Evaluation Study 

We performed a user evaluation study in a controlled environment, where the focus 
was on comparing the multi-touch gesture interaction support provided through our 
MTGest library and a native mobile platform. This was done through developing two 
simple mobile apps, one was a mobile web app that provides the desired multi-touch 
gestures through our MTGest library while the other one was a native iOS-based mo-
bile app that provided these gestures’ support through the native iOS library.  

In the following, we provide details of the both developed apps (i.e., the mobile 
web app and the iOS-based mobile app), the study goal and hypothesis, and the expe-
riment settings.  

3.1 The Testing Apps 

For testing the multi-touch gesture interaction support through our MTGest library 
and a native mobile platform library, we developed two simple apps. The first one 
was a mobile web app that used our MTGest library for providing the multi-touch 
gesture interaction support, while the second one was an Apple iOS-based native 
mobile app that provided the multi-touch gesture interaction support using the iOS 
native gestures support. Both apps provided the same level of functionality and there 
was no difference in the interface style or layout. This was done in order to avoid any 
biasedness in the user evaluation study. 

Eight touch- and multi-touch gestures, mostly the standard ones provided by most 
of the current platforms, were implemented in both apps. These gestures include: tap, 
double tap, hold, drag, swipe, flick, zoom (both zoom-in and zoom-out), and rotation. 
In both apps, each gesture was covered up on one page where each page contained 
several (up to four) containers having the implementation of the underlying gesture. 
These containers were different in size and orientation with the same gesture support 
in order to provide a variety of user interaction with the underlying gesture. When a 
user interacts correctly with the container through the specified gesture, a feedback is 
shown to the user for this correct interaction; otherwise nothing is shown. The user 
can go to the next page for interacting with the next gesture any time or after finishing 
the interaction with all containers on the current page. 

In the cases of tap, double tap, and hold gestures, we implemented four containers 
on each page having the underlying gesture support. Figure 2 (a) shows the screen-
shot of the native iOS-based app where the four containers have the double tap ges-
ture interaction. The green correct mark indicates that the user has successfully inte-
racted with this container with the double tap gesture. In the case of drag gesture, 
there were two sets of containers. One set was showing a key while the other one was 
showing the lock, as shown in Figure 2 (b). The container set showing the key shape 
were linked with the drag gesture. When a use drags this key container to a lock con-
tainer, the app indicates a successful execution of the gesture. 

In the case of swipe gesture, both apps provided four containers to provide the inte-
raction support in four directions (i.e., left-to-right, right-to-left, up-to-down, and 
down-to-up), as shown in Figure 3 (a). The user needs to swipe the finger from the 
tail to the head of the arrow in order to execute the swipe gesture interaction correctly. 
In the case of flick gesture (here the flick gesture represents same as its representation 
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3.2 Study Goal and Hypothesis 

The goal of this user study was to analyze whether our developed MTGest library can 
provide the touch- and multi-touch gestures interaction support in mobile web apps 
compared to native mobile apps (here we target only the Apple iOS platform) from 
the perspective of efficiency of such interaction support and user satisfaction level 
with the underlying interaction. We compare the results from the following criteria:  

• Efficiency: We check whether the underlying gesture worked accurately and the 
interaction-response time was appropriate. In this regard, we collect subjects’ feed-
back for both apps and compare them. 

• User Satisfaction: We collect subjects’ feedback for both apps and compare them.  

Our hypothesis is that in term of efficiency and user satisfaction, our proposed 
MTGest library provides approximately the same interaction support for the underly-
ing gestures compared to the native platform (i.e., the iOS platform) support. 

3.3 The Experiment Settings 

We performed the evaluation study with 12 subjects (3 females and 9 males). We 
categorized them according to their experience with smart-devices and mobile plat-
forms. Four subjects were experienced users of Apple iOS platform, three subjects 
were experienced of Android platform, while the remaining 6 subjects were without 
much expertise in any specific mobile platform. The age of subjects were between 20 
and 36 years old with a mean of 27.5.  

The test devices for both developed apps (i.e., the mobile web app based on our 
MTGest library and the iOS-based native mobile app) were Apple iPad 2 with the 
same specifications. We installed the web app on one device while the native app on 
the other device. Before start of the experiment, a brief tutorial was given to each 
subject about the goal of the experiment. For each tested gesture, subjects were asked 
first to try all the containers having the underlying gesture support on both devices. 
Then they were asked to fill a closed-ended questionnaire form with a likert scale 
from 1 to 5, where 1 meant strongly disagree and 5 meant strongly agree. There were 
total four questions in this mode, same for both apps separately. The aim of first two 
questions was to get the subjects’ feedback for checking the efficiency of the underly-
ing library (i.e., the MTGest library or the native iOS library) in providing the support 
of the tested gesture interaction. The aim of the later two questions was to get the 
subjects’ feedback for checking their satisfaction level with the tested gesture for both 
apps. These four questions were: 

1. The gesture works accurately. 
2. The interaction-response time of the gesture was appropriate. 
3. Overall, I am satisfied with this gesture facility through the underlying app (i.e., 

the web app or the iOS-based app). 
4. In future, I would like to use this gesture through the underlying app (i.e., the web 

app or the iOS-based app. 
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At the end of closed-end questions for each gesture, subjects were also asked that 
which mode (i.e., the web app or the native app) for this gesture is preferable by them 
for the future usage, with the option of selecting one or both apps. In order to avoid 
any biasedness towards the second testing app due to the learning effects, half of the 
subjects were asked to test the web app first and then the iOS-based native app, while 
the other half were asked to test the iOS-based app first and then the web app.  

4 Results and Discussions 

In this section, we provide the results of our conducted user evaluation study and 
discuss them to check whether they reflect our initial hypothesis. After testing each 
gesture on both apps, subjects were asked to answer the set of questions regarding the 
tested gesture.  
 

 

Fig. 4. The subjects’ feedback for questions 1 and 2, collected through the likert-scale 

Figure 4 provides the subjects’ feedback with regard to the first two questions for 
each of the tested gesture on both apps. For the tap gesture, all subjects strongly 
agreed for the accurately work of iOS-based app, while 9 subjects strongly agreed and 
2 subjects just agreed for the web app. Regarding the second question, all subjects 
strongly agreed for both apps except one that rated agreed for the web app. Results for 
the double tap gestures are also nearly the same in both cases for both apps. This indi-
cates that our MTGest library provides the same level of efficiency for these two ges-
tures. The case of hold gesture is interested, as the subjects’ feedback for the web app 
is far better than the iOS-based app. We observed that iOS gives a too quick interac-
tion response, which the subjects might not expected from the hold gesture as they 
were expecting a little wait for keeping hold the touch. That might be the reason for 
this lower ranking by subjects. We also observed that subjects from the Android  
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platform or non-experienced background were more reluctant in liking the iOS-based 
app response, while they felt happy with the web app response. In the case of drag 
gesture, subjects’ feedback was a bit better for the iOS-based app compared to the 
web app. However, the difference was not very noticeable. 

In the case of swipe gesture, subjects’ feedback about the web app was much high-
er than the iOS-based app. We observed that again this is because the too quick re-
sponse in iOS, as even if the subject swiped just little more than half of the swipe area 
length it started working. In the case of web app, it worked only when subjects swiped 
the whole length of the swipe area. Due to this, subjects felt more confident in web 
app compared to the iOS-based app. This is also indicated in the case of flick gesture, 
where subjects’ feedback about the web app was slightly better than the iOS-based 
app. In the case of zoom gesture, subjects rated iOS-based app better than the web 
app. However, again the difference is not much significant. Finally, in the case of 
rotate gesture, subjects rated quite higher the iOS-based app compared to the web 
app. We observed that this is because of the image drawing performance issue in the 
web app, as the image is drawn on the page each time the user moves the fingers for 
the rotation.  

Overall, the subjects’ feedback of the first two questions indicates that in most cas-
es the web app efficiency is either approximately same or higher than the iOS-based 
app. While in some complex gestures such as zooming and rotation, it is behind the 
iOS-based app. However, this can be improved in future. In summary, we can say that 
the overall feedback of these two questions confirm our hypothesis regarding the 
efficiency of our developed MTGest library.  

 

 

Fig. 5. The subjects’ feedback for questions 3 and 4, collected through the likert-scale 

Figure 5 provides the subjects’ feedback with regard to the later two questions  
for each of the tested gesture on both apps. The aim of these two questions was to 
check the user satisfaction level with the tested gesture interaction. For the tap  
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gesture, the subjects’ feedback with the iOS-based app was a bit higher than the web 
app. Moreover, 11 subjects preferred for using this gesture through iOS-based app 
and 9 subjects also went for web app too. It is noted that in the case of future usage of 
the tested gesture, subjects were free to choose one or both. In the case of double tap 
gestures, subjects’ feedback was approximately the same. Also, 11 subjects choose 
the iOS-based app while 10 mentioned the web app for the future usage of this ges-
ture. We observed that subjects’ feedback improved towards positive with the web 
app after getting experience. In the case of hold gesture, the subjects’ feedback re-
flects the feedback of question 1 and 2, as their satisfaction trend for the web app was 
quite higher than the iOS-based app. They significantly also preferred the web app for 
the future usage of this gesture (12 compared to 4). In the case of drag gesture, the 
subjects’ feedback was a bit higher for the iOS-based app compared to the web app. 
However, 10 subjects choose web app while 9 subjects choose iOS-based app for the 
future usage of this gesture.  

In the case of swipe gesture, subjects’ feedback about the web app was much high-
er than the iOS-based app. Moreover, 10 subjects preferred web app and 5 preferred 
iOS for the future usage of this gesture. We observed that subjects’ feedback for the 
web app was increased because the web app provided better the expected interaction 
(i.e., working when user swipes through the whole area rather than just a part of it) in 
this gesture implementation. The same also went for the flick gesture, where subjects’ 
feedback again was more towards the web app. However in this case, the subjects’ 
preference for the future usage of this gesture was nearly the same for both the web 
app and the iOS-based app, i.e., 8 and 7. In the case of zoom gesture, subjects were a 
bit higher satisfied with the iOS-based app than the web app. However, the difference 
is unnoticeable. Finally, in the case of rotate gesture, subjects significantly rated 
higher the iOS-based app compared to the web app. Also, only 2 subjects preferred 
the usage of this gesture in web app compared to 9 for the iOS-based app.  

Overall, the subjects’ feedback of the later two questions reflects their experience 
with the tested gesture on both apps and approximately the same as of the previous 
two questions. Except in the cases of drag or rotate gestures, the subjects’ feedback 
about the later two closed-ended questions for the web app was either approximately 
the same as for iOS-based app or higher than it. However, the subjects’ feedback 
regarding their satisfaction level has many limitations. There are many factors (e.g., 
users’ expectations, curiosity, their interests in new experiences, their expertise with 
gestures, their positive attitude towards Apple, their low expertise with MTGest li-
brary, etc.) that can affect users’ satisfaction level. In spite of this, results of the study 
provide an indication that the web apps have the potential of providing an alternative 
to the native mobile apps if they get support by multi-touch gestures libraries. 
MTGest library is one of the candidate libraries; however, it needs to be improved for 
providing better performance in the cases of some complex gestures (e.g., zoom and 
rotation). Moreover, as the study targeted only the iOS platform and the tested scena-
rios were quite simple; hence, for generalizing the results there is a need to perform 
detailed user evaluation studies with different platforms and with more complex inte-
raction scenarios.  
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5 Conclusion 

In this paper, we showed that the MTGest library is feasible to be used for multi-
touch gestures with regard to efficiency and user satisfaction. We performed an initial 
evaluation study with 12 subjects comparing the MTGest library with the native iOS 
gestures. A main issue of the study was to compare single multi-touch interaction in 
an isolated scenario.  

The results showed, that MTGest works accurately for tap, double tap, hold, drag, 
swipe, flick without showing a significant difference to the native iOS gestures. In-
deed, swipe and flick gestures were rated significantly better. The rotation gesture 
worked significantly more accurate on the native iOS implementation. In general, the 
study indicates that in most cases the web app efficiency is either approximately same 
or higher than the iOS-based app. 

With regard to user satisfaction, the results of the study indicated not a clear result. 
The subjects’ satisfaction level reflects their experience with the tested gesture on 
both apps. In general, there is no significant difference between web based gestures 
and native gestures. This leads us to the conclusion, that using MTGest is reasonable 
although it needs to be improved for providing better performance in the cases of 
some of the more complex gestures. 

Future work will deal with the performance of a detailed user evaluation consider-
ing the usage of gestures within a concrete scenario and also do a comparison with 
other mobile operating systems, such as Google Android or Microsoft Windows 
Phone. 
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Abstract. We present Harmonic Navigator (HN), a system for navigating and 
exploring harmonic spaces extracted from large musical corpora, to be used in 
music composition and performance. A harmonic space is a set of harmonies 
(chords) and transitions between harmonies found in a music corpus. By navi-
gating this space, the user can derive new harmonic progressions, which have 
correct voice leading.  HN is controllable via a Kinect gesture interface.  To aid 
the user, the system also incorporates stochastic and evolutionary techniques.  
HN offers for two primary modes of interaction: a harmonic transition selector, 
called harmonic palette, which utilizes a GUI to navigate harmonic transitions 
in a front-to-back manner; and a harmonic-flow scrubber, which presents a 
global overview of a harmonic flow and allows the user to perform common 
audio scrubbing and editing tasks. Both GUIs use colors to indicate harmonic 
density based on Legname’s density degree theory.   

Keywords: harmonic navigation, computer music, graphical user interface, ges-
ture language, Kinect sensor, harmonic space, music composition, music per-
formance. 

1 Introduction 

The use of computation in music composition and performance has emerged from 
advancements in music technology, such as MIDI interface and synthesized instru-
ments, explorations in the use of mathematic and aleatoric principles in composition 
by composers like Iannis Xenakis, Gyorgy Ligeti and John Cage [1,2], and the appli-
cation of artificial intelligence tools to music analysis and generation.   

Several systems have emerged in recent decades to assist with music performance 
and composition, including Cope’s EMI [3], Biles’ GenJam [4], and Pachet’s Conti-
nuator [5].  These are discussed in more detail in the next section.  We present a novel 
system that provides an innovative, gesture-driven user interface for navigating  
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harmonic spaces of music from large corpora.   This system combines stochastic and 
evolutionary techniques and is an extension of Monterey Mirror, an interactive sys-
tem for melodic exploration [6].   

Harmonic Navigator allows for user-guided generation of new harmonic (chord) 
material from an existing musical corpus (currently we explore the Riemenschneider 
collection of 371 J.S. Bach Chorales).  This corpus is used to train a Markov model, a 
stochastic model that represents the transition probabilities of chords in the  
corpus. The Markov model is capable of rapidly generating material that is similar to 
the provided corpus.  In practice, the generated material often contains only short-
term similarities (event-to-event) and lacks long-term coherent structure. We utilize a 
genetic algorithm to search the Markov model for high-quality material. Using  
power-law metrics as a fitness measurement allows the genetic algorithm to select 
material that is similar to target material, such as a user-provided melody or harmonic 
flow [7-8]. 

Finally, the system allows saving of a generated chord progression, for further 
processing and use in music composition projects. 

This paper focuses on the user interface aspects of the Harmonic Navigator.  The 
remaining sections are organized as follows: section 2 presents related background 
research; section 3 describes the target audience and presents a high-level task analy-
sis for the system; section 4 describes the user interface in more detail; section 5 pro-
vides an overview of the system architecture and major software components; finally, 
section 6 discusses future work. 

2 Background 

Within the last 50 years there have been numerous applications of computing and 
artificial intelligence in analysis, generation, composition, and performance of music. 
While these results are sometimes judged by how well they model human intelligence 
(strong AI), the real contribution lies in how they may enhance human creativity and 
facilitate artistic exploration and expression. 

GenJam generates jazz improvisations for real time performance [4]. GenJam  
is trained using an interactive genetic algorithm, which determines fitness through  
a human mentor. The trained population is used to “trade fours” with a human  
performer.  

The Corpus-Based Harmonic Progressions Generator [10] mixes stochastic selec-
tion via Markov models and user input to generate harmonic progressions in real time. 
The user enters information to specify harmonic complexity and tension, as well as a 
bass-line contour. This is used by the system to influence the selection of harmonies 
from the trained Markov models, and to generate a harmonic progression. 

Experiments in Music Intelligence (EMI) is the most comprehensive work in auto-
mated computer music generation to-date [3]. EMI analyzes a corpus of musical 
works and trains Markov models. EMI can then automatically compose pieces in a  
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style similar to the corpus. EMI works offline and has been used to generate numer-
ous pieces in the style of various composers. 

Continuator is an interactive music performance system which accepts musical in-
put from a human performer. It completes musical material in the same style as the 
user input [5]. Using a musical corpus, the system trains several Markov models. 
Human performer input is matched against the various Markov models until a match 
is found. The corresponding Markov model is used to generate a musical continua- 
tion. This makes the system sometimes generate perfect reproductions of earlier mu- 
sical input, and other times less accurate repetitions (introducing interesting varia- 
tions). 

NEvMuse [11] is an experiment in using genetic programming to evolve music 
pieces based on examples of desirable pieces. NEvMuse uses power-law metrics as 
fitness functions.  In an evaluation experiment, these metrics were able to predict the 
popularity of 2000 musical pieces with 90.7% accuracy. The system was used to au-
tonomously “compose” variations of J.S. Bach’s Invention #13 in A minor (BWV 
784). Similarly to NevMuse, the Navigator’s genetic algorithm uses power-law me-
trics to determine fitness. 

Monterey Mirror [6] uses Markov models, genetic algorithms and power-law me-
trics to generate musical phrases in real-time, based on musical input from a human 
performer. Markov models are used to capture short-term correlations in melodic 
material. The genetic algorithm is then used to explore the space of probable note 
combinations, as captured by the Markov model, in search of novel, yet similar me-
lodic material. Similarity is measured using power-law metrics, which capture long-
term correlations in melodic material, i.e., the statistical balance between expectation 
and surprise across various musical parameters [8]. 

Harmonic Navigator is implemented in Jython and Java using custom GUI, MIDI 
and OSC libraries. It incorporates computational elements from NevMuse and Monte-
rey Mirror to allow human performers to navigate the space of musical harmonies 
using a gesture-based interface [12]. 

In this paper, we present a new user interface for the Harmonic Navigator that al-
lows composers and performers to create new music by modifying musical output of a 
generative system in real-time. 

3 Target Audience 

The Harmonic Navigator (HN) is a gesture-based interactive system for exploring 
harmonic spaces of distinct (or composite) musical styles (see Fig. 1). Also, it may  
be used to generate music in real-time, in collaboration with human performers.  
The UI has been designed for users with, at least, basic training in functional  
tonality (first-year college harmony, or equivalent). However, as we collect usability 
feedback from more users, this UI may evolve (e.g., to provide more or, even, less 
information). 
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It could also be used to explore pitch-set generated harmony or 12-tone and serial har-
monic styles in a more advanced 20th century harmony course. In this context, HN will 
provide even more insight to the student, as it would be able to offer suggestions that take 
into account pitch usage and cycling, in addition to the harmonic spacing and density. 

3.3 Music Performers  

Finally, HN may be used in musical performances.  Musicians and non-musicians 
(e.g., members of the audience, or passers-by), may utilize MIDI and OSC controllers 
(e.g., iPhone TouchOSC client), as well as traditional instruments, to create harmonic 
contexts for improvised performances.  Another related possibility is to com-
pose/design musical games (e.g., the system could be driven through audience partic-
ipation) to engage, inspire, and possibly challenge musicians in various performance 
environments, or to allow non-musicians to create musical performances in unconven-
tional settings (such as art galleries with HN sound installations). 

4 User Interface 

The Harmonic Navigator offers two primary modes of interaction: a gesture-based 
harmonic transition selector, called the harmonic palette, and a harmonic-flow scrub-
ber, which presents a global view of a flow being generated.  The first UI provides a 
tree-level view, and thus allows for localized control and inter-harmony navigation.  
The second UI provides a forest-level view, and supports scrubbing and editing ac-
tions.  Herein we focus mainly on scrubbing actions (such as playback in arbitrary 
speed). Both views use colors to indicate harmonic density calculated using Leg-
name’s density degree theory [9]. 

4.1 The Harmonic-Palette View 

The Harmonic-Palette View presents available harmonies as a dynamic navigable 
space. It utilizes a 3D front-to-back approach. The interface presents users with a 
harmonic palette, from which to choose a follow-up harmony (see Fig. 2). The  
palette contains a number of circles, each representing a harmony.  The current har-
mony is located in the center of the display.  Follow-up harmonies are determined by 
the current harmony (as dictated by the training corpus), and are placed in a clockwise 
fashion, around a clock face labeled with the 12 tones. Pieces are normalized  
to the tonic, so pitch C is always positioned at 0.  We use vertically stacked numbers 
to denote harmonic intervals. This is consistent with the vertical placement of  
notes on a staff.  We have considered using Western musical notation, however, this 
representation provides more direct information, i.e., users can see the intervals right 
away - they do not have to derive them from the musical notation. 
 Moreover, the size (radii) of follow-up circle-harmonies corresponds to transition 
probabilities from the current harmony (the larger, the more probable).  
 In the case of multiple follow-up harmonies having the same root pitch (e.g., see E 
and A root pitches, in Fig. 2, they are arranged around a smaller clock face.  The size 
(radius) of this clock face corresponds to the sum of the enclosed harmonies’ proba-
bilities.  Hovering the cursor over this clock face zooms in to display a larger version 
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4.2 Gesture Language for the Harmonic Palette  

The Harmonic Palette UI has been designed to support three main user tasks for har-
monic navigation.  These are: 

1. “Explore the current harmony palette”; 
2. “Select a follow-up harmony”; and  
3. “Backtrack” (i.e., unselect current harmony and return to the previous palette). 

Our current prototype is implemented using the Kuatro system.  The Kuatro system is 
a new architecture for supporting a multitude of sensors and wireless controllers for 
audio/visual interactive installations. The main objective behind its design is to hide 
the complexities of communicating with such devices, and allow the UI developer to 
focus on the higher-level aspects of designing an effective UI for audio/visual control 
of a computer music application.  The Kuatro architecture will be reported elsewhere. 

We have designed a Kinect-based gesture language to implement the above user 
tasks. (We are also exploring gesture languages for other controllers, such as the Leap 
Motion sensor and OSC control via smartphones.) The Kinect gesture language utiliz-
es only one hand via three gestures (freeing the second hand for other activities, such 
as interacting with MIDI and OSC controllers): 

• Hand Movement in the X-Y Plane – Moving the hand left-to-right and up-to-
down moves the cursor around the display.  This action supports exploration of the 
current harmony palette (e.g., hovering over a secondary clock face to enlarge it).  

• Hand Push – Pushing towards a follow-up harmony selects it. This moves the 
selected circle-harmony to the center, begins sounding the corresponding harmony 
(via MIDI), and displays the next harmony palette. This action supports moving 
forward in the harmonic space. 

• Hand Wave – Waving over the current circle-harmony (center of the display), 
stops sounding it, and returns to the previous harmonic palette (to possibly try 
something else).  This action supports moving backward in the harmonic space. 

In particular, moving backwards allows the user to step back to previous harmony 
selection points, and try other alternatives.  While this may seem peculiar during live 
performance, it may be utilized creatively (not unlike sound looping, and/or “scrat-
ching” by DJs).  On the other hand, this is quite natural for composition tasks (i.e., 
“should I use this harmony or that?” or  “what harmonic choices would I have here, 
had I gone to a relative minor three chords ago?”). 

4.3 Harmonic-Flow View 

The Harmonic-Flow View presents a global, forest-level view of a harmonic flow gen-
erated by the user through the harmonic palette UI (or automatically by the harmonic 
generator engine). Through this view, the user may explore and update the different 
harmonies comprising the harmonic flow as they desire.  As seen in Fig. 3, harmonies 
are placed horizontally across the display.  For each harmony being selected, alternate 
harmonies, as determined by the Markov model, are displayed vertically.  
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algorithm and the corresponding automated generation of harmonic flows is presented 
extensively in [15]. 

5 System Architecture 

The Harmonic Navigator system uses a Model-View-Controller architecture based  
on the Kuatro system.  This reduces complexity from the UI design and implementa-
tion, while allowing for a multitude of controllers, such as a mouse, a Kinect, and 
smartphones using OSC clients (e.g., TouchOSC).  In Fig. 4, the View in this archi-
tecture is the UI, the controller is the Gesture Engine, and the Model is the Harmonic 
Generator.  To support a wide range of controllers we have implemented a protocol 
for the Gesture Engine to communicate via OSC.  (This will be presented in a future 
publication.) 
 

 

Fig. 4. Harmonic Navigator architecture using a Microsoft Kinect 

6 Discussion and Future Work 

The Harmonic Navigator is a powerful tool for exploring harmonic spaces in a direct, 
physical, and accessible manner.  As new gesture control devices are introduced, its 
power will only increase. The possibility of allowing non-expert musically users to 
experience harmonic flows in such an intimate manner presents various possibilities 
for further work. We are currently exploring an application that will introduce the 
novice theory student to the notion of tonal function in common practice music. The 
system attaches a T, PD or D label to each suggested chord in the harmonic flow 
scrubber, and the user can quickly develop their listening ability to recognize tonal 
function and navigate harmonically through a musical phrase using harmonic implica-
tions alone. They can then harmonize a given melody or bass line in a more musically 
intelligent way by selecting chords with the appropriate function label among the ones 
suggested by HN, thus gaining a deeper understanding of tonal harmony.  This deeper 
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understanding would normally take several years of study, as well as keyboard profi-
ciency. This type of learning could be further enhanced by creating a physical space 
larger than the user, so that he can navigate through it by walking around the space, 
“scrubbing” through the functional harmonic space, as possible via the Kuatro archi-
tecture discussed above. 

We have presented Harmonic Navigator, a system for navigating and exploring 
harmonic spaces extracted from large musical corpora, to be used in music composi-
tion and performance.  This system is currently being evaluated with actual users, in 
order to improve its usability and possibly improve its UI.   

In closing, video demos of the system are available here: 

• A demo of the harmonic palette UI being controlled via a Kinect - 
http://goo.gl/ni7ZVl.  

• A demo of the harmonic flow view - http://goo.gl/hpXk2G. 
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Abstract. A large multi-touch tabletop has remote areas that the users
might not touch by their hands. This forces users to move around the
tabletop. In this paper, we present a novel remote control technique
which we call HandyScope. This technique allows users to manipulate
those remote areas. Moreover, users can move an object between the
nearby area and the remote areas using a widget. In addition, users
can precisely point a remote area quickly because this system includes
our proposed control-display ratio changing system. To evaluate the per-
formance of HandyScope, we compared HandyScope with direct touch
manipulation. The results show that HandyScope is significantly faster
in selection.

Keywords: bimanual interaction, multi-touch, gesture, dynamic control-
display gain, pointing, target acquisition, pull-out.

1 Introduction

A large multi-touch tabletop allows users to surround the tabletop and touch
the tabletop from their respective positions. However, it has remote areas that
users might not touch by their hands; for example, touching a distant object
displayed on the opposite side of the tabletop is difficult due to the large size of
the touch screen. This forces users to move around the tabletop.

To solve this problem, we present a novel remote control technique which we
call HandyScope (Figure 1). This technique allows users to manipulate remote

(a) (b) (c)

base-fingers

base-segment pulling-finger
scope

handler
pulled-vector

Fig. 1. HandyScope allows users to point and manipulate the remote area. a) When
users put two fingers, and b) drag their finger to cross the segment between the two
fingers, then c) HandyScope is activated.

M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2014, LNCS 8511, pp. 69–80, 2014.
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areas (e.g., move, rotate, and resize distant objects) and move an object between
the nearby area and the remote areas. In addition, users can precisely point a
remote area quickly by using the widget because this system includes the control-
display (C-D) ratio changing system which we have already proposed [21].

2 Related Work

Remote pointing techniques have been intensively investigated to facilitate es-
pecially pointing on large wall displays. Such techniques are device-based point-
ing [6, 14], gesture-based pointing [19], and gaze-based pointing [8]. In contrast,
our technique allows users to point remote areas on tabletops, which adopt a
bimanual gesture. Therefore, we focus on pointing techniques for tabletops and
studies of bimanual interaction.

Pointing Techniques for Tabletops

Parker et al. used the stylus tip’s shadow to point at a remote position [15].
In the work of Banerjee et al. [3], users could point at a remote position on
tabletops and dynamically change C-D ratio using one hand while performing a
pointing manipulation with the other hand. The above techniques required addi-
tional devices that obtain the position of users’ hands to realize direct-pointing.
Bartindale et al. [5] developed an onscreen mouse for multi-touch tabletops that
allows users to point at a remote position, similar to a conventional physical
mouse. However, this technique required to use tabletops that allow for a mea-
surement of the area of hand’s contact. In contrast, our technique can be applied
to tabletops that detect multi-touch points without additional devices and recog-
nizing the shape of hands. Matejka et al. [13] also developed an onscreen mouse,
while its activation method is still open in the literature.

I-Grabber [1] is an onscreen widget controlled by bimanual multi-touch inter-
action. Our technique is also controlled by using bimanual multi-touch interac-
tion. However, our technique allows users to change the C-D ratio and to use
only a single multi-touch gesture from activation to pointing. Therefore, users
can point precisely and quickly.

Bimanual Interaction

There was some research on bimanual interaction such as 3D operation [16,20],
modeling [2,10], and precise selection [7] . In contrast, our technique allows users
to point remote areas using bimanual interaction.

Tokoro et al. presented a pointing technique that utilized two acceleration
sensors, and postures of both hands pointing at a remote position [17]. Fur-
thermore, Malik et al. developed a bimanual pointing technique by using image
processing [12]. In contrast with these techniques, our technique is performed by
using touch based gestures.
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3 HandyScope

HandyScope allows users to manipulate remote areas using a circular widget.
The widget is composed of two parts, a scope and a handler. The scope is sent
to remote areas to select an area manipulated; the handler is used to manipulate
the remote area by users. The scope area is displayed in the handler; and all
events onto the handler area are sent to the scope area. Therefore, users can
manipulate (e.g., move, rotate, and resize) the remote objects within the scope,
using the handler. Moreover, this technique uses pull-out, a bimanual multi-touch
gesture [22]. This gesture allows multiple users to, without conflicting with other
touch gestures, simultaneously manipulate remote areas. Below we describe the
interaction of HandyScope and its advantages.

3.1 Activation and Control Technique

Figure 1 shows the procedure of HandyScope. Users put two fingers of their
non-dominant hand (base-fingers) on a tabletop as shown in Figure 1a. When
users drag a finger of their dominant hand (pulling-finger) to cross the segment
between the base-fingers (base-segment) as shown in Figure 1b, a circle (scope)
is displayed on the ray between the midpoint of the base-segment; another circle
(handler) is displayed around the pulling-finger as shown in Figure 1c. If users
arrange the pulled-vector, the scope position is updated according to the change.
Users can quit control anytime by detaching both of the base-fingers from the
tabletop.

3.2 Deciding the Position of Scope with Dynamic C-D Ratio

Suppose that Pi(x, y) and ki are the i-th scope position and the i-th C-D ratio
after i frames have passed since users placed their base-fingers on the tabletop
as shown in Figure 2, respectively. Then Pi and ki are given by the following
formulas:

Pi = G0 +

i∑
j

kjΔVj ,

ΔVi = Vi − Vi−1,

ki = α× |Si|
|S0| . (1)

S0 and Si are the length of base-segment when base-fingers were placed on the
tabletop, and the length of i-th base-segment, respectively. Then, the C-D ratio
ki is calculated as the ratio of the two lengths with α which is a constant. Fur-
thermore, G0 is the midpoint of base-segment, and Vi is the pulled-vector from
Gi to the pulling-finger. Then Pi is calculated using ki and ΔVi (the difference
of Vi) caused by moving dominant or non-dominant hand. Both Pi and ki are
calculated in each frame.
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Fig. 2. Moving the circular widget using a simple gesture

C-D ratio
Large Small

Fig. 3. Dynamic C-D ratio according to the length of base-segment

As (1) shows, ki, the C-D ratio in our technique, changes depending on the
length of the base-segment. Figure 3 shows the relation between the C-D ratio
and the length of base-segment. When users pinch out the base-fingers, ki be-
comes large. Similarly, when users pinch in the base-fingers, ki becomes small.
This design allows users to selectively perform rough control with a large C-D
ratio or precise control with a small C-D ratio, because they can point while con-
trolling the C-D ratio simultaneously. For example, users can move scope roughly
and quickly with a large C-D ratio, then they can move the scope precisely and
slowly with a small C-D ratio as shown in Figure 4.

3.3 Remote Manipulation Using the Widget

Users can manipulate remote objects using the handler, e.g., resize the remote
objects (Figure 5a) and rotate the remote objects (Figure 5b). To achieve this,
the scope area is displayed in the handler and all events onto the handler area are
sent to the scope area. Therefore, users can manipulate remote objects without
walking to remote areas or bringing remote objects to nearby area.

(a) (b)

Fig. 4. Usage of dynamic C-D ratio. Users a) roughly point at a distant position quickly
with a large C-D ratio, and then b) precisely point at an object with a small C-D ratio.
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(a) (b)

Fig. 5. Manipulating remote objects from nearby area: a) resizing the remote objects
and b) rotating the remote objects

(a) (b)

Fig. 6. Transferring objects between a nearby area and a remote area, namely, a) from
the remote area to the nearby area and b) from the nearby area to the remote area

3.4 Transferring Objects between Nearby and Remote Area

If users select a remote object in the handler and drag it outside the handler,
the remote object is transferred to the nearby area as shown in Figure 6a. Cor-
respondingly, if users select a nearby object and drag it into the handler, the
nearby object is transferred to the remote area as shown in Figure 6b. In this
way, users can transfer the objects quickly between the nearby and the remote
area.

3.5 Adjusting the Widget

Users can adjust the widget by interacting with the edge of the handler. To move
the circular widget again to manipulate other remote areas, users drag the edge
of the handler as shown in Figure 7. By pinching in and out on the edge of the
handler, users can resize the circular widget as shown in Figure 8. In this way,
users can manipulate larger objects at the remote areas.

3.6 The Advantages of HandyScope

HandyScope allows users to manipulate remote areas. This is similar to Fris-
bee [11] or Dynamic Portals [18]. However, Frisbee requires users to determine
the remote area in advance; Dynamic Portals needs collaborator(s) to select the
remote area. In contrast, HandyScope allows users to activate it from any po-
sition and decide the remote area quickly by dynamically changing C-D ratio.
Furthermore, it is possible adjust the position and the size again.
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Fig. 7. Moving the circular widget again Fig. 8. Resizing the circular widget

4 Evaluation

We conducted experiment to measure the performance of HandyScope. In this
experiment, we compared HandyScope (HandyScope condition) with the exist-
ing direct touch (Touch condition) in terms of typical three manipulations on
tabletops. These three manipulations were Selecting, Rotating, and Resizing.

4.1 Participants and Evaluation Environment

Ten undergraduate and graduate students ranging in age from 20 to 24 (M=22.8,
SD=0.5) participated in this experiment. One of them was left-handed. All of
them had never used HandyScope.

We show the evaluation environment in Figure 9. As the tabletop in this
evaluation, we used a 1470 mm × 80 mm 60-inch display (PDP-607CMX1) with
a multi-touch function by attaching a multi-touch frame (PQ Lab, Multi-Touch
G32). We adjusted the height of the tabletop to 93 cm. This height was selected
to be consistent to those of the tabletops in studies on tabletops such as [4,9,23],
ranging from 91 cm to 105 cm. We assigned 12 to α of (1) in Section 3.2, so that
participants did not need to change the C-D too frequently in this environment.

4.2 Task

We asked the participants to perform Selecting task, Rotating task, and Re-
sizing task, in this order. The design of these tasks follows the ones used in
evaluating the pointing technique for tabletops by Banerjee et al. [3]. We asked
them to complete a practice task before performing the real ones. The amount of
the practice task was 1/4 of the real task. We divided the participants into two
groups to counterbalance the order effect between two technique conditions. One
group performed the Touch condition first, and the other performed HandyScope
condition first. Participants could use each hand freely in this experiment. We
asked them to answer a questionnaire after having finished all tasks. The ex-
periment lasted approximately one and a half hour per participant, including

1 http://pioneer.jp/biz/karte/PDP-607CMX.html
2 http://multitouch.com/product.html

http://pioneer.jp/biz/karte/PDP-607CMX.html
http://multitouch.com/product.html
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Fig. 9. Experimental environment

start point

positions of the objects

106.3
86.915°

Fig. 10. Positions of start point
and target objects

answering the questionnaire. A participant was paid 1640 JPY (approximately
16 USD) for her/his participation.

4.3 Selecting Task

We asked the participants to select a target object displayed at some position.
First, a participant stand at the center of one short side of the tabletop (the
spot marked by black tape as shown in Figure 9) before each trial. From this
position, she/he selected a target object displayed at some position. Figure 10
illustrates the position of both the start point and the target objects displayed
on the tabletop. The start point and a target object were displayed before each
trial.

In HandyScope condition, a participant started the Selecting task by starting
HandyScope on the start point. Then, she/he moved the scope to the target ob-
ject, and tapped it. When the target object was tapped, the trial was completed
and a beep was played. In Touch condition, a participant started the Selecting
task by tapping the start point. Then, she/he moved (i.e., walked or ran) to
the position where she/he could touch the target object, and tapped the target
object.

In this task, independent variables were: target distance (900 and 1100 pixels,
i.e. approximately 922 and 1127 mm, respectively), target angle (-15, 0, and 15
degree), target size (40, 60, and 80 pixels, i.e. approximately 41, 61, and 82 mm,
respectively), and technique (HandyScope and direct touch).
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Fig. 11. Mean of the trial-times for each task

Each participant performed 3 trials in each combination of factors, thus per-
formed 108 (2 × 3 × 3 × 2 × 3) trials in total. Independent variables for each
technique were presented in randomized order.

Results. We measured the time to complete a trial (trial-time). The left two
bars in Figure 11 show the mean of the trial-times with each technique. The
mean time was 1942.6 ms in Touch condition, and was 1715.2 ms in HandyScope
condition. The result of t-test between the two mean times was t(9)=2.72,
p=.011<.050. This result suggests that selecting in HandyScope condition was
significantly faster than that in Touch condition.

4.4 Rotating Task

We asked the participants to rotate an object to fit a dock displayed at some
position. The object was displayed at the same position as the dock, while its
angle was different, to make the participants just rotate the object in this task.
The start point, the positions, and the action to start the task were the same as
those of Selecting task.

In HandyScope condition, a participant rotated an object to fit the dock by
HandyScope. If the angle of the object and the dock were the same (i.e., within
± 5 degree), the color of the object’s border became red. In this condition,
when she/he finished manipulation, then one trial was completed and a beep
was played. In Touch condition, she/he moved to a position where she/he could
touch the target object, and then rotated the target object.

In this task, independent variables were: target distance (900 and 1100 pix-
els, i.e. approximately 922 and 1127 mm, respectively), target angle (-15, 0, and
15 degree), dock size (60 and 80 pixels, i.e. approximately 61 and 82 mm, re-
spectively), rotate angle (-45 and 45 degree), and technique (HandyScope and
Touch). Each participant performed 2 trials in each combination of factors, thus
performed 96 (2 × 3 × 2 × 2 × 2 × 2) trials in total. Independent variables for
each technique were presented in randomized order.
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Results. The middle two bars in Figure 11 show the mean of the trial-times
with each technique. The mean time was 4520.4 ms in Touch condition, and
4443.5 ms in HandyScope condition. The result of t-test between the two mean
times was t(9)=.267, p=.397>.050. There was no significant difference in mean
time between each technique.

4.5 Resizing Task

We asked the participants to resize an object to fit the dock displayed at some
position. The object was displayed at the same position as the dock, while its
size was different. The start point, the positions, and the action to start the task
were the same of those of Selecting task.

In HandyScope condition, a participant resized an object to fit the dock by
HandyScope. If the size of the object and the dock were same (i.e., within ±
5 pixel), the color of the object’s border became red. In this condition, when
she/he finished the manipulation, then one trial was completed and a beep was
played. In Touch condition, she/he moved to a position where she/he could touch
the target object, and then resized a target object.

In this task, independent variables were: target distance (900 and 1100 pixels,
i.e. approximately 922 and 1127 mm, respectively), target angle (-15, 0, and 15
degree), dock size (60 and 80 pixels, i.e. approximately 61 mm and 82, respec-
tively), resize direction (expanding and decreasing), and technique (HandyScope
and Touch). Each participant performed 2 trials in each combination of factors,
thus performed 96 (2 × 3 × 2 × 2 × 2× 2) trials in total. Independent variables
for each technique were presented in randomized order.

Results. The right two bars in Figure 11 show the mean of the trial-times with
each technique. The mean time was 4277.9 ms in Touch condition, and 4438.2
ms in HandyScope condition. The result of t-test between the two mean time
was t(9)=-.935, p=.187>.050. There was no significant difference in mean time
between each technique.

4.6 Consideration

The mean of the trial-times in HandyScope condition was significantly faster in
Selecting task. However, there was no significant difference between techniques in
Rotating task and Resizing task. From these results, HandyScope is considered
to be useful for selecting a remote area.

In contrast, there was no significant difference between techniques in Rotat-
ing task and Resizing task. The possible cause of this derives from the fact
that restarting HandyScope took time. In this experiment, there were situations
where the participants accidentally detached their fingers before finishing the
trial. In this case, they needed extra time to restart HandyScope to manipulate
again. In contrast, in Touch condition, they needed little time to manipulate
again in such situations, because they had already moved near the target object.
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Because of this, we considered that HandyScope took time to Rotating task and
Resizing task. To avoid accidentally quitting HandyScope, we modify the design
of HandyScope to remain activated even if users detach their base-fingers. In
this case, we will place an additional button for quitting HandyScope around
the edge of the handler; users push this button to quit HandyScope instead of
detaching their base-fingers.

4.7 Questionnaire

Figure 12 shows the results of questionnaire asking a favorite technique by task.
In Selecting task, all of participants preferred HandyScope. In addition, in

Resizing task, eight out of ten participants preferred HandyScope. As the reason
of these results, all of these participants said that they could manipulate remote
objects without moving, by using HandyScope.

In Rotating task, five participants preferred HandyScope; other five partici-
pants preferred direct touch. Two of the participants said that they prefer direct
touch because they could use both hands. In addition, two of the other partic-
ipants said that they had some trouble in keeping the base-fingers touched on
the tabletop. Another of the participants also commented that he had serious
troubles in restarting HandyScope when he missed the trial.

In Resizing task, two of the participants who preferred direct touch also com-
mented that they had troubles in keeping their base-fingers on the tabletop.

5 Discussion

To investigate whether multiple users simultaneously manipulate remote areas
without conflict with other touch gestures using HandyScope, we conducted a
collaborative task which arranged cluttered photos as shown in Figure 13. In this
task, twenty photos were displayed on the tabletop. The size, angle, and location
of the photos were random. Two of the authors arranged the photos cooperating
with each other. We stood around the tabletop and did not walk. If we could
touch the photos, we manipulated the photos using direct touch. In contrast, if
we could not touch the photos, we manipulated the photos using HandyScope.
We continued this task five times.
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Fig. 13. Collaborative work of multiple users

As a result of this task, we did not observe any accidental activation of
HandyScope. Therefore, HandyScope has potential for avoiding conflict with
other touch gestures. As future work, we would like to perform a detailed eval-
uation of collaborative work using HandyScope.

6 Conclusion

We designed and implemented a remote control technique, HandyScope. The
technique allows users to manipulate remote areas that users might not touch
with their hands. In addition, users can move an object between the nearby
area and the remote areas using the widget. The evaluation using the prototype
revealed that HandyScope is a useful technique for selecting a remote area.
Moreover, the questionnaire results showed that HandyScope is liked by users.
In our future work, we plan to investigate the performance of transferring the
objects using HandyScope. Moreover, we would like to use HandyScope on large
wall multi-touch displays.
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Comparing Hand Gesture Vocabularies for HCI
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Abstract HCI systems are often equipped with gestural interfaces draw-
ing on a predefined set of admitted gestures. We provide an assessment
of the fitness of such gesture vocabularies in terms of their learnability
and naturalness. This is done by example of rivaling gesture vocabularies
of the museum information system WikiNect. In this way, we do not only
provide a procedure for evaluating gesture vocabularies, but additionally
contribute to design criteria to be followed by the gestures.

1 Motivation

Hand gestures are of great interest for HCI applications, since they are consid-
ered to help “to develop more natural and efficient human-computer interfaces.”
[1] There are two kinds of prevalent HCI gestures: manipulators and semaphores
[2]. Manipulators are actions that manipulate some entity provided by the dis-
play – for instance, pushing a button or moving a slider. Therefore, manipulators
are largely driven by the displayed entity and its functionality. This “tight re-
lationship between the actual movements of the gesturing hand/arm with the
entity being manipulated” [2, p. 172] is not a defining feature of semaphores.
Rather, semaphoric gestures are hand/arm forms that are organized as a prede-
fined, often stylized vocabulary, or lexicon [2, p. 173]. Such gesture vocabularies
can be designed in a better or worse way. Semaphores are considered to be bet-
ter, if they are more “intuitive” or “motivated”. Motivatedness is accomplished
if the form (hand shape, movement trajectory) of a gesture “imitates the refer-
ent by selecting one or more of its visually perceivable features” [3, 49]. In other
words: intuitive gestures resemble their object, they are iconic. However, it is
well known now that iconic gestures do not signify or refer on their own. Rather,
other means are required for establishing signification, for instance, a conven-
tional one [4]. Conventionality involves arbitrariness that has to be mastered by
learning. Of course, users favor gesture vocabularies that can be learned easily
[5, p. 33]. Accordingly, a second dimension for evaluating sets of semaphores has
to be their learnability.

Both lines of assessing the fitness of gesture vocabularies have been pursued
in previous research by different methodologies, for example:

– the naturalness of gesture vocabularies has been investigated by [6] by means
of user studies;

– the learnability of semaphores (including an empirically specified intuitive-
ness index) have been studied as an analytical optimization problem by [7].

M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2014, LNCS 8511, pp. 81–92, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. WikiNect application scenario: rating
of an image (taken from [9])
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Fig. 2. Representation of Checkmark
gesture from Table 3

The latter work deals with static hand configurations from one robotic arm
control vocabulary. The present paper further develops optimization procedures
for gesture vocabularies, mainly in two respects:

1. firstly, in addition to static gesture, also dynamic gestures are accounted for;
2. secondly, evaluation is not only based on one gesture vocabulary, but is

carried out as a comparison between different sets of semaphores.

The testing environment for the comparison of gesture vocabularies is theWiki-
Nect system [8] (see also www.hucompute.org/ressourcen/wikinect). Wiki-
Nect is a platform for the gestural writing of wikis in the context of museums.
Using the Kinect technology, WikiNect allows for a non-contact, gesture-based
segmentation, linkage, attribution and rating of (segments of) images. As an on-
site museum information system, WikiNect aims at enabling museum visitors
to describe, evaluate and comment images of the corresponding exhibition. In
Figure 1 (taken from [9]) a typical WikiNect application scenario is given where
a user selects an image by means of a pointing gesture and appreciates it using
a semaphoric, codified “OK” gesture.

Being an HCI application that is addressed to the diverse audience of museum
visitors, WikiNect itself has an interest in natural and learnable gesture-based
interactions. Accordingly, the gesture vocabularies to be evaluated are taken
from two prototype implementations of WikiNect [10,11]. To this end, Section 2
describes the gesture vocabularies in conjunction with a subset of tasks accom-
plished by WikiNect. Section 3 accounts for task-gesture mappings in terms
of a quadratic optimization problem. It starts from a quantitative analysis of
Wikipedia-based image descriptions which results in a corresponding set of soft
constraints. The evaluation rationale and experimentation for assessing gesture

www.hucompute.org/ressourcen/wikinect
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Table 1. Selected tasks accomplished by WikiNect

Navigation Tasks Segmentation Tasks

Scrolling backward Select image Circular segment
Scrolling forward Segment image Rectangular segment
Close, back to Main Save image Polygonal segment
Undo Display segments Free-hand segmentation

Table 2. Spatial expressions partitioned according to three spatial modalities Direc-
tion, Relations, and Form

Direction Relation Form

left above behind circle
right below through rectangle
up by at triangle
down in on cornered
front around between bent
back in front of along random

straight

vocabularies is finally presented in Section 4, while Section 5 provides a conclud-
ing discussion.

2 WikiNect Gestures, Tasks and Annotations

The usage of WikiNect is subdivided into a navigation and a segmentation
component [8]. Navigation gestures are used for selecting WikiNect’s functional
modules, while segmentation gestures are operative in the segmentation mode.
Table 1 lists 12 of these tasks which have been implemented in two prototype
systems according to different design strategies [10,11]. The first prototype, here-
after called WN-1, provides a set of controlling gestures taken from the InkCan-
vas class of the .NET Framework and mapped onto the system’s operations [10].
The second prototype, WN-2, can be operated mainly by manipulation gestures
(e.g., by pushing buttons that trigger a certain operation) [11].

Any gesture used to implement WikiNect has been represented in terms of
spatial predicates. The rationale behind this is to allow for task-gesture map-
pings: gestures are preferably mapped to tasks with which they share many
predicates. In order to obtain a set of spatial predicates, we use the list of the
spatial predicates collected by [12, p. 97]. This list has been extended by (1) the
directions spanned along the body axes and (2) basic form-related predicates.
The spatial predicates are partitioned according to the spatial modalities direc-
tion, relation and form – see Table 2. They are used to label both the tasks and
the gestures for spatial properties, either quite literally or associatively. Some
notes on the application of the predicates:
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Table 3. Navigational gestures used in [10] for implementing WikiNect

Gesture
Annotation

Image Movement Task Task
Annotation

Naturalness

right, straight,
along

towards right Scrolling
backward

back, below,
left

0

left, straight,
along

towards left Scrolling
forward

front, up, right 0

through,
cornered,
down, up,
right

Checkmark,
towards
down-left,
towards
up-right

(1) Select
image, (2)
Segment
image, (3)
Save image

(1) around,
through; (2)
in, through;
(3) in, random

(1) 0.077; (2)
0.1; (3) 0

right, through,
cornered, up,
around, above

towards right,
upward

Close active
window, back
to main

back, below,
left

0

through, right,
cornered,
down, around,
below

towards right,
downward

(1) Undo, (2)
Display
segments of an
image

(1) back,
down, left,
random; (2)
in, around, by,
random

(1) 0.033; (2)
0.031

– If a movement comprises a change of direction, it is understood as to run
through the turning point and the predicate “through” is chosen.

– If a task contains a temporal aspect like backwards (i.e., going back in the
system’s history), three conceptualizations are acknowledged:

1. Stack – orientation along longitudinal axis (“up”, “down”);

2. Tape – orientation along transversal axis (“right”, “left”);

3. Gaze – orientation along sagittal axis (“front”, “back”).

– Closed forms give rise to containment indicated by “in”.

We emphasize that the annotation so far has the status of a working hypoth-
esis. We aim at demonstrating that our approach is feasible and provides useful
results without claiming that the predicate list is the only possible one.

For illustration, the description and annotation of gestures and tasks of WN-
2 is given in Tables 3 and 4. The columns “Movement” and “Image” contain
a shorthand and a pictorial representation of the gestures. The column “Nat-
uralness” shows the naturalness index calculated according to the procedure
explained in Section 4.1. To make the gestures’ forms objects of quantitative
analyses, they are coded according to the kinematic-oriented representation for-
mat of [13] – see Figure 2 for an example. Based on text-based representations
of this kind, we apply distance measures in optimizing task-gesture mappings.
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Table 4. Segmentation gestures used in [10] for implementing WikiNect

Gesture
Annotation

Image Movement Task Task
Annotation

Naturalness

circle, around,
bent

Circle Cut out
circular
segment

circle, bent, in,
around

0.18

around,
rectangle,
cornered

Rectangle Cut out
rectangular
segment

in, cornered,
around,
rectangle

0.15

around,
triangle,
cornered

Triangle Cut out
polygonal
segment

triangle, in,
around,
cornered

0.15

through, left,
right, down,
cornered,
between

Towards
down-left,
towards
down-right

Activate
free-hand
segmentation

random, in,
around, circle,
rectangle,
triangle

0

3 Towards Optimal Task-Gesture Mappings

The task of image description is schematized to a certain degree [14]. WikiNect
deals with four such routinized tasks: rating, segmenting, linking and attributing
images (e.g., with information about painters or techniques). Our aim is to find
gestural representations of theses tasks so that users can make image descriptions
by using WikiNect, that is, by gestural writing [9]. A näıve way to realize this
would be to select from an artificial lexicon of prespecified gestures. The problem
is rather how to justify any mapping of image description tasks onto gestures. An
iconic gesture, for example, is a natural candidate to manifest a gestalt-related
image description, while a deictic gesture is a better candidate for selecting
images on the screen.

Our approach to solve this problem is twofold: firstly, we analyze Wikipedia
as the biggest sample of image descriptions to learn about the frequency dis-
tributions of the actions involved in such descriptions. Secondly, we utilize this
information to derive constraints that any procedure of gesture selection should
fulfill to provide both efficiently producible and learnable gestures for gestural
writing. This approach follows a twofold optimization criterion: we select ges-
tures for actions of image descriptions such that the more frequent the action the
more easily producible the gesture while preserving a certain amount of discrim-
inability (i.e., learnability) among gestural manifestations of different actions.

Information about the frequency distributions of image description tasks is not
directly accessible for lack of large-scale annotations of corresponding speech acts.
However, the English Wikipedia offers a range of data to approach this informa-
tion. To learn about the frequency distribution of linking images, for example,
we can explore hyperlinks between articles about these images (see Table 5 for a
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Table 5. Statistics of image description articles in the English Wikipedia

Attribute Value

articles 2,862
instances of painting/artwork template 2,926
links among the 2,862 articles 62,725
corpus size 14.7MB
average size (per article) 5.3KB
date of extraction 2014=2012 November 1, 2014

statistics of the underlying corpus; see Figure 3 for the resulting distribution (dis-
tributions have been shifted by one, to account for zero frequencies)). Likewise,
to get information about the frequency distribution of image attributions, we
explore every instance of Template:Infobox_artwork1 (Figure 4). Next, since
there is no matching template for segmenting images, we need to assess the cor-
responding frequency distribution indirectly. This is done by exploring the fre-
quency distribution of section headers like Composition, Analysis or Details
within the corpus of image articles (Figure 5). Likewise, because of the lack
of directly accessible ratings of images, we explore the ratings of their corre-
sponding articles (as manifested by the Rate this page-section). In this way,
we approximate a frequency distribution of image-related ratings (Figure 6).
As can be seen by Figures (3–6), each of the four tasks (linking, attributing,
segmenting and rating) results in a power-law-like frequency distribution be-
ing reminiscent of Zipf’s law of least effort [15]. Only a couple of images is, for
example, linked to many other images while most images are linked only once
(Figure 3). Likewise, there is a small set of predominant attributes while most
attributes are rarely used if at all. Further, the frequency distribution of section
headers shows a small set of predominant sections (Figure 5) that leave behind
a huge set of rarely used ones: apart from conventional sections in Wikipedia
(e.g. References or External links), the former set is exemplified by headers
like Artist, Description and Composition. That is, when writing about the
content of images, Wikipedians follow a power law according to which they pre-
fer a small range of topics of highest probability. Analogously, the distribution
of the numbers of ratings strictly follows a power law (Figure 6) in any of the
four dimensions considered by Wikipedia: a few images have many ratings while
most images have few ratings or none at all.

In sum, image descriptions follow a highly skewed distribution such that the
frequencies of the underlying actions decay according to a power law. Thus, when
looking for gestural manifestations of such actions we can follow the example of
natural languages [15]: the more frequent an action the simpler its manifesta-
tion should be. Since we need to manifest different actions simultaneously, we
additionally need to preserve discriminability among neighboring ranks in the

1 We also explore Template:Infobox_Painting which redirects to
Template:Infobox_artwork.

Template:Infobox_artwork
Template:Infobox_Painting
Template:Infobox_artwork
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frequency distribution of gestural manifestations. As a rule of thumb: optimizing
along the criterion of least effort should not happen at the expense of discrim-
inability and thus learnability among highly frequent gestures. In what follows, we
represent this finding in terms of a quadratic integer programming problem whose
solution leads to the optimal task-gesture mapping – subject to the operative
constraints (number of tasks, gesture repertoire etc.).
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Fig. 3. The largest weakly connected compo-
nent of the article graph of image descrip-
tions in the English Wikipedia that covers
56% of the descriptions. The distribution of
the node degrees of this graph follows a power
law with exponent 1.55 (according to [16],
we fit the complementary cumulative distri-
bution P (X ≥ x) that yields an exponent of

0.55 (R
2
= 94%); according to [17] this cor-

responds to an exponent of 1.55 in terms of
P (X = x). The same procedure is applied in
all fittings).
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Fig. 4. 1-shifted complementary
cumulative distribution of attribution
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(2.26), R
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Fig. 5. Complementary cumulative
distribution of section headers (expo-

nent 1.55 (2.55), R
2
= 99%)

Generally speaking, a quadratic integer programming problem requires all
decision variables to be integer, while its constraints are required to be linear
and the objective function to contain a quadratic term. To reformulate this
in terms of gesture modeling, we proceed as follows: let n be the number of
gestures and m the number of tasks. Assume that gestures and tasks are all
numbered so that the set of tasks is given by T = {t1, . . . , tn} and the set of
gestures by G = {g1, . . . , gm}. The decision variables in this mapping problem
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Fig. 6. 1-shifted complementary cumula-
tive distributions of ratings show four dis-
tributions of the rating template (trust-

worthy (green circle, exp. 0.7 (1.7), R
2
=

99%), well-written (orange bars, exp. 0.72

(1.72), R
2
= 99%), objective (red crosses,

exp. 0.7 (1.7), R
2
= 99%), and complete

(blue triangles, exp. 0.7 (1.7), R
2
= 99%))

Table 6. Frequency distribution of tasks
by predicates

Task Freq. Perc. %

Circular segment 1,180 10.37
Close, back to Main 719 6.32
Display segments 1,399 12.29
Free-hand segmentation 1,189 10.45
Rectangular segment 1,172 10.3
Save image 1,121 9.85
Scrolling backward 719 6.32
Scrolling forward 827 7.27
Segment image 1,132 9.95
Select image 62 0.54
Polygonal segment 1,171 10.29
Undo 691 6.07

Sum 11,382 100

are binary features xij that are 1 if gesture gi should be mapped to task tj and
zero otherwise. A hard constraint is to require that each task is always mapped
to a single gesture, i.e., synonymous gestures and not-assigned tasks are not
allowed. We formalize this by means of equality constraints:

n∑
i=1

xij = 1 for j = {1, . . . ,m} ; (1)

Since the number of gestures exceeds the number of taks, some gestures have
to be polysemous and are assigned to several tasks. For the gestures, we only
require that each gesture is assigned to at least one action:

m∑
j=1

xij ≥ 1 for i = {1, . . . , n} (2)

In addition to hard constraints, three soft constraints are encoded into the
objective function:

1. The simpler the gesture, the more frequent the action to which it is mapped.
2. The more frequent an action, the more motivated the gesture mapped onto

it. Since the mapping of gestures to actions has to be memorizable, it should
be motivated as much as possible (as explained in Section 4.1).

3. The more frequent two actions, the easier the discriminability of their ges-
tural manifestations.
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We represent Constraint 1 and 2 by a linear model and Constraint 3 by a
squared term as part of the objective function. Given two sets of tasks and
gestures (Section 2), an assessment of the motivation of any candidate task-ges-
ture-relation (Section 4.1), a frequency distribution of tasks (Section 4.2), and a
measure of the discriminability of gestures (based on their matrix representations
– see Figure 2 and [13]), we finally get an optimization problem whose solution,
henceforth called gesture optimizer, leads to an optimal task-gesture mapping
subject to the operative constraints.

4 Experimentation

In this section, we compare two instantiations of the gesture optimizer and con-
trast them with their corresponding null-models of random task-gesture assign-
ments. To this end, we utilize both implementations of WikiNect (see Sec. 2).

For instantiating the optimizer, we first need to specify two boundary condi-
tions: the motivation of task-gesture relations and the frequency distribution of
image description tasks.

4.1 On the Naturalness of Task-Gesture Relations

In order to find an optimal mapping of gestures onto tasks, one needs to know the
degree of motivation by which a candidate gesture fits as a manifestation of the
tasks. If a user wants to move, for example, something to the left of the display,
it is a bad choice to signal this by moving the hand to the right. We provide
a simple quantification of this sort of naturalness in terms of bipartite graphs
whose bottom mode comprises the candidate gestures and whose top mode is
spanned by the tasks under consideration. For any pair {g, t} of gestures g and
tasks t, an edge occurs in the graph whose initial weight equals the overlap of
the predicate descriptions P (g) and P (t):

w1({g, t}) = |P (g) ∩ P (t)|
min(|P (g)|, |P (t)|) (3)

Next, we account for diversification in the bipartition. The reason is to prefer
unifying task-gesture mappings (in terms of 1 : 1 mappings). To see this, think
of a system of n tasks, n � 2, mapped onto one or two gestures. Because of the
polysemy of the gestures (as a function of the predicates assigned to them), this
system tends to be unnatural: it leads to a semantic overload of the gestures in
question. Thus, we re-weight edges as follows (dv is the degree of vertex v in the
bipartition):

w2({g, t}) = w1({g, t}) · 2

dg + dt
(4)

Obviously, a 1 : 1-mapping does not alter w1. Conversely, if the gesture is
polysemous or the task is manifested by different gestures, then w2 < w1. Finally,
for any gesture (task), we get a rank order of tasks (gestures) according to their
decreasing degree of naturalness. Note that the edge weights are ordinally scaled.
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Table 7. Assignments determined by the optimizer for scenarios 1 and 2

Task Gesture (Scenario 1) Gesture (Scenario 2)

Scrolling backwards Left Grab and drag left
Close window Left Grab and drag left
Save Image Left Grab and drag right
Display image segments Right below Grab and drag right
Scrolling forward Right Push forward
Selection Right above Push forward
Segment Image Checkmark Push forward
Circular segment Circle Push forward
Free-hand segmentation Circle Push forward
Rectangular segment Rectangle Set image point
Polygonal segment Triangle Set image point
Undo Open triangle Grab and drag left

4.2 Towards a Frequency Distribution of Image Description Tasks

In order to provide a frequency distribution of image description tasks for imple-
menting the gesture optimizer, we cannot rely on the Wikipedia data explored
in Section 3. The reason is that we focus on the specific task list of WikiNect
(see Table 3 and 4). Thus, we alternatively analyze a specialized corpus of image
descriptions [18]. The aim is to estimate the probability by which the tasks of
Table 1 are conducted in sessions of image description. Since the Wally corpus
[18] does not annotate this information and since some of the focal tasks are even
not observable in the corpus, we account for this probability indirectly. Following
the former sections, we relate tasks and gestures by the predicates they share in
their descriptions (see Table 3 and 4). As we map a range of expressions onto
these predicates (e.g., round and around are explored as manifestations of the
same-named predicate around), the mapping is done by observing the corpus
frequencies of the predicates’ verbal manifestations. The result of this mapping
is shown in Table 6. In contrast to our findings of Section 3, this distribution
does not fit a power-law. This may hint at insufficient or even erroneous descrip-
tions of tasks and gestures. For example, though we additionally accounted for
multi-word expressions (e.g., in the front of ), we did not resolve paraphrases of
spatial descriptions. Thus, Table 6 has to be understood as a first attempt to
estimating the frequencies in questions.

4.3 Results

We tested our approachon two scenarios: given the set of tasks listed in Table 1, the
scenarios are distinguished by using the WN-1 and WN-2 set of gestures, respec-
tively. For both scenarios, we determined the optimal assignment for the decision
variables by means of the Gurobi optimizer2 and therefore the optimal mapping

2 http://www.gurobi.com

http://www.gurobi.com
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Table 8. Values of the objective function as determined by the optimizer and the base
line method

Scenario 1 Scenario 2

Optimized value −2.09 −1.14
Baseline value −0.98 −0.55

from tasks to gestures that minimizes the objective function (see Table 7 for the
optimal mappings).3

As a base line, we estimated the expectation value of the objective function
by generating 1,000 random assignments of tasks to gestures that fulfill the
hard constraints of the optimization problem. The evaluation shows that the
optimizer determines assignments for both scenarios for which the objective
function values are lower than the base line values (see Table 8 – recall that the
lower the objective value the easier to learn and more natural the assignment).
Furthermore, the optimal value of the objective function of scenario 1 is below
the optimal value of scenario 2, which indicates that scenario 1 is the superior one
in terms of learnability and naturalness. Since the number of gestures exceeds
the number of tasks in both scenarios, some gestures have to be assigned to more
than one task. As can be seen in Table 7, for instance, the Circle gesture from
scenario 1 is assigned to both the tasks circle and free-hand segmentation, since
both tasks can be chosen in the same context. Thus, the gesture Circle, which
intuitively is strongly related to circular segmentation mode, gets ambiguous
under this assignment. This observation hints at context as a further parameter
for improving our model in future work.

5 Conclusion

Based on the notions of learnability and naturalness, we provide the gesture op-
timizer, a method to assess the fitness of HCI gesture vocabularies to a set of
tasks. Optimization is expressed as a quadratic integer programming problem
sensitive to a number of constraints. The method is tested in a gesture vocabu-
lary comparison of two WikiNect implementations. Given frequency information
of the tasks, a discriminability order between the gestures and a naturalness
index based on spatial annotations for gesture-task mappings, we found that
the gesture optimizer not only distinguishes gesture vocabularies from a random
baseline, but also ranks the vocabularies in the intuitively correct way. Thus, in
order to provide an assessment for HCI gestures, the gesture optimizer fuses in-
formation and considerations from different sources. Not all of these sources are
fully developed yet. However, even given these conditions, we could show that
naturalness, frequency and learnability are effective design criteria for devis-
ing good HCI gesture vocabularies. This result shows that existing vocabularies

3 For the second scenario, the optimizer was able to determine the optimal value, for
the first scenario we used the best solution found before reaching a time limit.
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(think, e.g., of touch gestures!) can be evaluated and, possibly, improved. The
gesture optimizer also delineates criteria for designing new vocabularies, so that
the method proposed here has many practical applications and provides a test
bed for further studies on the fitness of HCI gestures.
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Abstract. A virtual reality model for a motional electromotive force physics 
experiment, “Fleming’s rail,” was designed and developed. A hand gesture in-
terface was constructed to control a virtual simulation using a Microsoft Kinect 
sensor and a finger-gesture interface SDK. A gesture-based object tracking test 
was performed to examine the effects of virtual hand visualization. In addition, 
motion trajectories of real hands with and without hand visualization were ana-
lyzed. Trajectories obtained with hand visualization exhibited higher Hurst ex-
ponent values compared with those obtained without virtual hand visualization. 
This suggests that the displacement change was more persistent with positive 
fluctuation feedback, indicating sensory feedback for real hand motions. For 
comparison, the effects of the model on learning Fleming’s left- and right-hand 
rules were experimentally tested. Results exhibited that knowledge acquisition 
from the model was almost equivalent to that from the real experiment. 

Keywords: Hand gesture interface, virtual reality learning material, Hurst  
exponent. 

1 Introduction 

In introductory physics, it is important to understand invisible physical quantities, 
such as force, energy, electric current, and voltage, because certain visible phenomena 
are explained from invisible physical quantities; e.g., a visible standing wave is  
explained as a superposition of two invisible waves traveling in opposite directions. 
To this end, mathematical simulations have been useful for generating visualizations 
of such physical mechanisms, and computer simulations have become popular as  
resources for learning [1]. 

Attempts have been made to apply virtual reality (VR) technology to the visualiza-
tion of physics simulations in order to merge theory with real experiments and phe-
nomena [2]. Such attempts have been partially intended for the correction of common 
beginner misconceptions [3]. The augmented reality technique is effective to visualize 
invisible components in real objects and phenomena [4]. In addition, projection map-
ping techniques are applicable to represent virtual components directly onto real  
objects and to make objects interactive using augmented reality. 

With these approaches, one can interact with real physical objects by using virtual 
components that supplement these with physical properties. This will be effectively 
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achieved by designing a natural user interface[5, 6] for the virtual components to be 
manipulated as real objects. 

The purpose of this study is to develop a VR model for a physics experiment of 
motional electromotive force, i.e., “Fleming’s rail.” A hand gesture interface was 
introduced using a Microsoft Kinect sensor to manipulate the model. By using the 
hand gesture interface SDK provided by 3Gear Systems Inc., user hand gestures were 
exhibited as virtual hand gestures. The virtual hands manipulated the model’s  
components according to the user’s real hand motions. 

This visualization is expected to help the user manipulate the VR model and ex-
plore the physical phenomena shown in it. In addition, this virtual experiment is con-
ducted simultaneously with a real (i.e., non-virtual) version of the same experiment. 
Thus, the user can learn from both the real and virtual experiments at the same time. 

In this paper, the motion trajectories of real hands are analyzed both with and 
without virtual visualization. Results showed that higher positive feedback for the 
motions was observed with the visualization of virtual hands. In addition, the effect of 
the model in attaining the basic knowledge of Fleming’s left- and right-hand rules was 
compared using the virtual and real experiments separately. It was concluded that the 
effectiveness of the virtual experiment was equivalent to that of the real experiment. 

2 Methods 

2.1 Development Environment 

The gestural interface SDK that tracked hand and finger motion was provided by 
3Gear Systems [7]. An application was constructed using Light Weight Java Game 
Library 2.9.0 with OpenGL for 3D graphics. The motion sensors used were a Micro-
soft Kinect for Xbox 360 and an ASUSTek Xtion PRO. The development and tests 
were performed on an Apple Mac mini with a 27-inch display. The Kinect sensor was 
set 65 cm above the surface of the desk where hand gestures were performed. 

2.2 Model 

Fleming’s rail consists of two long parallel rails on which a mobile conducting bar is 
mounted. The virtual model has a scale of 510 × 100 arbitrary units, which  
correspond to 510 × 100 mm as detected by the Kinect sensor.  

The model is switched between generator mode and motor mode. In generator 
mode, the left sides of the rails are connected, thereby forming a circuit (Fig. 1 left). 
The mobile conducting bar can be moved according to the motion of the user’s right 
hand. As the conducting bar is moved in the magnetic field, the electrons of the bar 
are driven by magnetic force to generate an electric current within the circuit. 

In motor mode, the left sides of the rails are connected with an external battery to 
form a circuit (Fig. 1 right). The electric current provided by the battery is again dri-
ven by magnetic force, and the mobile bar moves in the direction of the rail. In this 
mode, the voltage of the battery varies as per the height of the left hand. 
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Fig. 1. Real Fleming’s rail experiment and the VR model: (left) motor mode; (right) generator 
mode 

Generator mode is initiated by a right-hand pinch gesture, and motor mode is initiated 
by a left-hand pinch gesture. For the motor, the directions of the electric current, 
magnetic field, and mechanical force are assigned to the middle finger, first finger, 
and thumb of the left hand, respectively. Similarly, electric current, magnetic field, 
and mechanical force are assigned to corresponding fingers of the right hand. In our 
model, the directions of these vectors are presented on the corresponding virtual 
hands; thus, the user can verify the relationships of these vectors by comparing them 
with those shown in the computer display. 

 

Fig. 2. 1D tracking test 

2.3 Tracking Test 

To compare the participant’s hand motion with and without virtual hand visualization, 
a simple tracking test was introduced. A spherical object is generated at a randomly 
chosen position in the virtual space where the model rails are set (Fig. 2). When the 
participant’s right hand point position collides with the sphere, it is moved to another 
randomly selected position. The position of the real hand was defined as the joint base 
of the middle finger. The participant tracks the sphere, and the Kinect sensor detects 
the trajectory of the user’s hand motions. The sphere was generated in one, two, and 
three dimensions. For 1D tracking, the sphere was placed within −230 ≦ x ≦ 230 
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(arbitrary unit; corresponds to mm in real space), y = 30, and z = 0. The y-axis corres-
ponds to a vertical line, and the z-axis corresponds to depth. For 2D tracking, the area 
for sphere motion was within −230 ≦ x ≦ 230, y = 30, and −50 ≦ z ≦ 50. For 3D 
tracking, the sphere appeared within −230 ≦ x ≦ 230, 30 ≦ y ≦ 130, and −50 ≦ z ≦ 
50. Under these conditions, the target sphere was captured approximately once per 20 
frames of position detection. 

During the tracking test, participants were asked to practice tracking in 3D for 30 s. 
Then, they attempted 1D tracking, followed by 2D and 3D tracking with virtual hand 
visualization. For each dimension, tracking continued for approximately 20 s and was 
repeated three times. The same procedure was repeated without the virtual hands. 
There were seven participants: four male and three female undergraduate university 
students. 

For analysis, the following Hurst exponent H was calculated for hand motion tra-
jectories. Let x(t) be the value of a fluctuating variable at time t. Then, for arbitrary 
time difference Δt, the standard deviation h(Δt) of the difference of the variable Xt(Δt) 
= x(t) − x(t + Δt) tends to exhibit a power law, which is expressed as follows. 

                                   h2(Δt) ≈ Δt2H . (1) 

The exponent H is the Hurst exponent. If the fluctuation is a non-correlated Brownian 
fluctuation, H = 0.5. Thus, as H increases, the change of fluctuation tends to sustain 
with the positive feedback. In turn, as H decreases below 0.5, development of fluctua-
tion is suppressed with negative feedback. 

2.4 Classroom Practice 

To compare the effectiveness of the virtual experiment with the real one, a classroom 
practice study was performed. Thirty students from a literature class were divided into 
groups A and B and were made to take a pretest before the main instructions were 
provided. Group A, which consisted of 14 students (10 female; four male), was in-
structed using the VR model. Group B, which consisted of 12 students (eight female; 
four male), was instructed using the real Fleming’s rails experiment. After the initial 
instruction, a posttest was carried out. For the second instruction, instruction materials 
were exchanged between Groups A and B. Finally, another posttest was performed. 
Each participant attempted to conduct the virtual experiment once. 

The pretest and posttests consisted of two questions regarding the use of Fleming’s 
left- and right-hand rules, and a 5-point Likert scale questionnaire was used to deter-
mine the confidence level of the answers. The degree of difficulty was slightly  
increased from the pretest to the second posttest. 

3 Results 

3.1 Tracking Test 

Figure 3 shows examples of 1D hand motion tracking with and without virtual hand 
visualization. The range of hand motion in the x-direction is rather large for the case 
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Fig. 3. Real hand motion trajectories for 1D tracking in x-, y-, and z-directions: (top) with vir-
tual hand visualization; (bottom) with virtual hand visualization 

with no hand visualization, which indicates that the rendering of the virtual hand re-
duces excessive motion. In addition, fluctuations in the y- and z-directions are smaller 
with the virtual hand, which indicates that the real hand motions are smoother and less 
excessive, and the user may be more careful when tracking motions. 

Figure 4 shows log–log plots of Eq. (1) for 1D tracking with virtual hands. In the 
x-direction, the motion naturally persists and hx increases. In the y- and z-directions, 
deviation is suppressed and motions are smooth with high H values. 

 

 

Fig. 4. Log–log plots of displacement h vs. time difference Δt for x-, y-, and z-directions for 1D 
tracking with virtual hand visualization 
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Figure 5 shows a comparison of Hurst exponent H of the hand motions with and 
without virtual hand visualization. This figure shows the results of trajectories for all 
three dimensions. Hurst exponent H for the motion with virtual hands showed higher 
values than without the visualization. This implies that both acceleration and decele-
ration toward the target were smoother and sustained when the virtual hands were 
displayed. Paired t-tests did not support the hypothesis that there would be no differ-
ence in the mean values of H with and without the virtual hands (significance level of 
0.05); p-values were 2.0 × 10−5 for 1D tracking, 1.7 × 10−4 for 2D tracking, and 1.1 × 
10−6 for 3D tracking. 

 

Fig. 5. Comparison of Hurst exponents of hand motion trajectories with and without virtual 
hand visualization for 1D, 2D, and 3D tracking (error bars show standard deviations) 

 

Fig. 6. Spatial dimensions dependency of Hurst exponents of hand motion with virtual hand 
visualization. The target sphere appears on the x-axis in 1D tracking, and it appears on the xz-
plane in 2D tracking. The error bars show standard deviations; error bars for the z-axis are thick 
and light gray. 
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Figure 6 shows the dependence of Hurst exponent H to the spatial dimensions of 
tracking with virtual hand visualization. For 1D and 2D tracking, hand motion was 
primarily restricted to the xz-plane, which corresponds to the surface of the desk. In 
these cases, motion in the y-direction was not persistent; thus, more non-correlated 
randomness was observed, as is shown by the H-values that are close to 0.5. In 3D 
tracking, the range of motion was extended vertically, and the motion was also smooth, 
as is shown in the increased H-value as compared with the 1D and 2D tracking. 

3.2 Classroom Practice 

Figure 7 shows the rate change of correct answers. In addition, Fig. 8 shows the 
change of the self-confidence histograms for the participants’ answers. Before instruc-
tion, 51% of participants strongly denied self-confidence, and the total rate of correct 
answers was 39%. 

 

Fig. 7. Change of the percentage of correct answers for two types of instructions and two types 
of questions 

 

Fig. 8. Changes in confidence levels for student answers from the pretest and two posttests 
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After the first instruction, 64% of participants strongly agreed that were confident, 
and the total rate of correct answers was 87%. For the total seven failed answers, six 
cases were for the question on the generator, and five were from group B, which was 
first instructed with the experiment. This may partially reflect the fact that Fleming’s 
right hand rule is not always taught in Japanese high schools. After the second in-
struction, 78% of participants strongly agreed that they were confident in their  
answers, and the total rate of correct answer was 94%. 

The results, which show that the rate of correct answers increased and the distribu-
tion of confidence reversed, indicate that both the VR experiment and the real expe-
riment were effective for learning Fleming’s left and right rules. In addition, several 
subsequent tests were conducted for the same participants. The test results show that 
the rate of total correct answers obtained the following week was 83% and was 98% 
the week after that. 

Figure 9 shows a comparison of confidence level histograms between the two in-
struction orders, i.e., from VR experiment to real experiment type (light color) and 
from real experiment to VR experiment type (hatched dark color). No obvious devia-
tion was found between the confidence distributions of these instruction orders. A 
Welch two sample test showed that the hypothesis, i.e., the difference in means for 
the first posttests was expected to be zero, was supported at a significance level of 
0.05 (p-value of 0.78). In addition, the test showed that the hypothesis for the second 
posttest was rejected with a p-value of 0.53. 

 

 

Fig. 9.   Comparison of the student self-confidence histograms for two types of instruction 
through two posttests 

These results suggest that the effectiveness of the VR model for learning Fleming’s 
left- and right-hand rules does not differ between the real and virtual Fleming’s rails 
experiments. However, from the descriptions of the impression of this entire session, 
many students commented that the virtual experiment was effective for confirming 
what was learned in the real experiment. This suggests that it is helpful in general to 
use VR material during or after a real experiment. In addition, some participants 
commented that this VR content was memorable because the virtual space manipula-
tion was similar to the real experiment.  
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4 Conclusion 

VR learning material for Fleming’s rails was constructed, and a natural interface for 
manipulation was produced using hand gesture input through a Microsoft Kinect sen-
sor. A virtual space object-tracking test demonstrated that the Hurst exponent of tra-
jectories of real hand motions was higher when the virtual hands were visualized. 
This suggests that visual hand motion feedback results in smoother physical motion, 
which in turn facilitates more effective tracking. 

Classroom practice revealed that the virtual experiment is almost equally effective 
as a real experiment for learning Fleming’s left- and right-hand rules. By simulating 
hand manipulation, the VR material was a relatively natural and effective supplement 
to the real experiment. This may be partially due to the strong relationship between 
hand movements and Fleming’s left and right hand rules. In this sense, the gestural 
interface may be applicable to learning materials that are related to somatosensory 
stimulation. 
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Abstract. According to the rapid spread of the Internet, the new devices and 
web applications using the newest multimedia technologies are proposed one 
after another and they become commodity in an instant. In these new web 
communications, the natural and intelligible interaction corresponding to the 
user's various demands is required. In the communication in which persons do 
the direct dialogue in the interaction not only on the web but also in real world, 
it is widely known by the psychology field that the nonverbal information 
which is hard to express in words such as expression of face and gesture is play-
ing the important role. In our research, the new analysis method of interaction 
using the dynamical model is proposed and paid our attention to the characteris-
tic gestures especially. These gestures are the special motions such as lively or 
powerful actions which used effectively in Kabuki, anime, dance and the  
special gestures in the speech and presentation of attracting audiences. By ana-
lyzing the mechanisms of these characteristic gestures mathematically, we can 
design the new interactive interfaces easily which are natural and familiar for 
all users. 

Keywords: Nonverbal Communication. 

1 Introduction 

The conventional researches about the role of nonverbal information such as the facial 
expression and gestures have been studied by cognitive and social psychologists for 
many years. It was advocated by A. Mehrabian in 1981 that there were many rates 
which was occupied by nonverbal information farther than verbal one [1]. M. Wagner 
found out in 2004 that the gesture would play very important role when forming the 
place which shared early stage of communications in elementary school education [2]. 
Furthermore, D. McNeil discovered in 2005 that the language was assumed to consti-
tute the independent communication channel, although gesture and language were the 
same growing points [3]. In the research on the interaction of human and computers, 
B. Reeves pointed out in 1996 that people tends to treat computers and other media as 
if they were either real people or real places, it was called by Media equation [4]. And 
B. Shneiderman in 1997 advocated that there was two poles of dialog with direct 
communication and agent (including 3D character), and he pointed out that the effect 
on the dialog with the humanoid agent was skeptical [5]. On the other hand, since it is 
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the natural interaction and does not need special operation, there are many researches 
for the dialog with 3D character. There is the interesting research of expression of 
body language using an interactive robot by T. Nishida [6], he showed that it was 
insufficient just to reproduce motions and facial expression but also needs to express 
the higher order expression such as emotion called Conversational informatics. But 
many of old researches based on psychology have some problems that they are used 
subjective evaluation and lack in reproducibility.  

There is the field of mechanical robot control where prosperous research of quan-
titative analysis of human’s motions is proceeding. In this field, S. Kudoh in 2006 
analyzed that the adaptive control of balance in a walk of humanoid robot by defining 
the moment of robot’s arm in four-musculars model [7]. And Y. Uno showed in 1989 
that there was the relation between four-muscular model in motion of human's upper 
arm and torque as the bell type velocity change [8]. In the kinematical analysis of 
sports, M. Feltner analyzed in 1986 the movements of shoulder and arm in pitching of 
baseball [9] and C. Putnam conducted to show rules of pitching motion quantitatively 
between upper arm and torque of joint in football [10]. But these conventional re-
searches aimed the specific sports motions, so there was little research which paid its 
attention to the gesture in communication. Under these circumstances, we tried to 
make modeling the mechanism of characteristic gesture communication by referring 
to these motion evaluating methods. 

2 Definition of Nonverbal Information  

In this section, the nonverbal information which is the main theme of our research is 
defined and categorized. There is the following well known nonverbal information in 
human communication. “Facial expressions”: They not only express person's indivi-
duality but also include the much information such as emotions, internal feeling and 
intention. ”View direction”: Many feeling information is included in the movement 
of eyes such as turned away ones eyes, winks and gazing and so on. “Pose and ges-
ture”: Many communicating information is included like gesture, pose and motion of 
hands and figures. Furthermore adding the Individual distance to them, people are 
taking various communications by selecting them according to each situation appro-
priately. Among this nonverbal information, we tried to quantify the structure of ges-
ture communication because of the numerical analysis was not performed until now. 
The characteristic gestures can be classified into the following two categories like 
Reality and Actuality shown in Table1. 

Table 1. Definition and classification of gestures 

Characteristics of gestures 

Reality  Actuality 

Smooth and flowing motion 
Not awkward motion Vivid performance, powerful and persuasive action 

Correctness and continuity of 
accuracy 

Creation of presence, sense of closeness and persuasion.  
ex. Gesture of emphasis and exaggeration 
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“Reality”: Correctness of motion, continuity and smoothness of accuracy are required. It is the 
level in which numerical evaluation, analysis and reappearance are possible. 

“Actuality”: Gestures which are intentionally used by persons although not necessarily the 
natural motion but they give some strong impression for recipient. It is the motion that is inten-
tionally used for emphasis (exaggeration) in the remarkable speech and attracting audiences, 
too. We estimated that people could feel the sense of closeness to 3D characters when this 
actuality was realized. 

3 Definition of Mathematical Analysis Model 

We selected the kinematic dynamics of articulated structure as the mathematical 
model in order to analyze gestures quantitatively. The torque value τ which arises at 
each joint (it expresses the strength of exaggeration in motion) can be given using the 
angle data θ  of each joint defined by multiple skeletal structure shown in Figure 3. It 
can be given by the equation of motion in Equation 1. In Equation 1,θ is the time 
series data of each joint angle [θ1,θ2,・・・θ11] , M is inertia matrix, C is coriolis force, 
also g shows the gravity andθ’ andθ’’ are the angular velocity and angular accelera-
tion for every joint, respectively. 

τ  = M (θ ) θ”+ C (θ, θ’  ) θ’ + g (θ )                                 (1) 

 

Fig. 1. Three dimensional skeletal model of 3D character (right arm) 

Furthermore, Lagrange function L is defined by Equation 2 when we expressed  
Equation 1 by generalized coordinate system using joint angle θ(i = 0～n), also the 
equation of motion Qi is given by the Equation 3 using L. 

L = 


<< ni0 {(Kinetic energy of link i）－（Potential energy of link i）｝    (2） 

 Qi  =   ii

LL

dt

d

θθ ∂
∂−








∂
∂

'             where  i = 0 ～ n        （3） 



 Proposal of the Effective Method of Generating Characteristic Gestures 105 

 

The following nonlinear ordinary differential equations can generally be described 
by the equation of motion Qi  as Equation 4. In the right-hand side of Equation 4, the 
first term is the angular velocity, second term shows the force of coriolis and centri-
fugal force, and the third term is gravity, respectively. In case of rotational movement, 
Qi turns into torqueτ which arises at each joint as shown in Equation 5. Furthermore, 
Tj shows the conversion matrix which translates into the world coordinate system 
from the local coordinate of the j-th joint, Ji is the inertia tensor of j-th link and mi 
shows the mass of i-th link, gT is the gravity vector and Sj expresses the position  
vector of center of gravity of the j-th link. 
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In this paper, when calculating the inertia tensor Ji, each link is approximated with 

the elliptic cylinder shown in Figure 1-b, therefore the density distribution inside of 
each link sets constant. We estimate that dmp is minute mass at the point P (mass cen-
ter of gravity at each link is the point (xp, yp, zp) in local coordinate system) in the 
rigid body, then inertia tensor H of the circumference of center of gravity at each link 
can be denoted by Equation 6.  

       H  = 
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     Where    I xx  = ppp dmzy + )( 22

,  I yy  =  ppp dmxz + )( 22

I zz  = 

ppp dmyx + )( 22

, 

  I xy = I yx  =  ppp dmyx ,   I yz = I zy = ppp dmzy ,   I zx = I xz  = ppp dmxz      
 
If we approximate each link such as shown in Figure 1-b, the inertia procession J 

will be given by the Equation 7. However, the length of the elliptic cylinder shall be 
2d and center of gravity is at the starting point, further the length direction is defined 
by x-axis, y-axis and z-axis in the direction which intersects perpendicularly  
with them. The y-axis of the path of the ellipse of the section which intersects  
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perpendicularly within the length direction, and the length of z shaft-orientations are 
set to a and b, respectively. 
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4 Gesture Evaluation System 

Block diagram of gesture assessment system is showed in Figure 2. In this system, 
gestures of humans (actors) are captured using motion tracking [11], and they are 
changed into time-series-data θ(θ1, θ2, ... θn) of each joint angle shown in Figure 3. 
And torque τ is calculated which arises at each joint by using kinematical dynamics 
analysis. In case when the direct dynamical analysis is used, we can calculate the 
change of time-series-data θ(θ1, θ2, ... θn) of joint angle from each joint torque τ. 
Therefore, we can generate or correct the gestures of 3D character. In our proposed 
system, the special data of the body which required for the calculation of kinematical 
analysis is used such as standard Japanese body shape data like m0  is 1.49 kg, m1 is 
1.08 kg and m2 is 0.24m, l0 is 0.28 m , l1 is 1.08m and l2 is 0.17m, respectively. 

 

Fig. 2. Gesture analysis system and process using 3D character 

Furthermore, the value Tn is defined by Equation 8 which is integrated with the sum 
of time squares derivative value from start time ts of motion to end time te at each 
joint torque τ as the total amount torque value of each gesture. Generally, Tn expresses 
the size of time average torque change of each gesture. When Tn is quantitatively 
small, it means that few amounts of change of motion and the degree of emphasis of 
gesture will be small movement. 

  Tn  =  
 

















+






+






e

s

t

t

wes

dt

d

dt

d

dt

d
222

τττ

                             （8) 



 Proposal of the Effective Method of Generating Characteristic Gestures 107 

 

In this equation,τs ,τe andτw are torque values of each joint which are calculated by 
Equation 1 and they are raised at the shoulder joint, elbow and wrist of the dynamic 
model of 3D character shown in Figure 3, respectively. 

5 Experiments and Results 

Some experiments by using the characteristic gestures and results in order to verify 
the usefulness of our proposed model are described in this section. As the experimen-
tal gestures used for the proof, we selected twenty-five characteristic gestures careful-
ly which were the motions such as using in Walt Disney's anime, dance, theater,  
Japanese Kabuki and the emphasizing (exaggeration) gestures of effective speech and 
presentations. The classification of the gestures which used for the experiments and 
the feature of each motion are listed in Appendix. In Appendix, Category A includes 
the action like "kime (finalized action)" and "tame (emphasis/exaggerating motion)" 
of Japanese Kabuki, Category B is the motion of dance movement of Laban's classifi-
cation [12] and Category C is gestures of anime characters effectively used in Walt 
Disney’s movie [13] and characteristic exaggerating gestures used by the emotional 
expression technique [14]. Furthermore, we classified in Category D which is the 
exaggeration gestures used in the comedy of Japan called Manzai. In order to com-
pare the effect of emphasis gestures in the communication, we selected the gestures in 
Category E which are often used for the method of persuading in the speech and pres-
entations like Mr. S. Jobs and Mr. B. Obama who charm audience and attract atten-
tion. All experimental results showed that the motion of these gestures had strong 
correlation with the value of torque τ of main joints which were able to calculate by 
our proposed model (See Figure 3 and 4 [11]). 

6 Gesture Generation and Compensation by Direct Dynamics 

By using the direct dynamical analysis method , it is possible to calculate each joint 
angle θ(θ1, θ2, ...θn) from the amount of changes of joints torque. When the torque 
value τ of multiple joint skeletal structure of 3D character is generated or corrected, 
then we can estimate the movement of link of each skeletal structure using Newton-
Euler method as follows. The angular acceleration θ” (θ”1, θ”2, ...θ”n) which arises at 
each joint of 3D character is given by following Equation 10 by transforming  
Equation 1. 

        θ” = M (θ ) -1 { τ－C (θ, θ’  ) θ’ －g (θ ) }                             (10) 

In case the displacement angleθ(0) and articular velocityθ' (0) of each joint of 3D 
character at the time t = 0 (which is starting position) and the torque value τ(t) (which 
arises at each joint from time ts of start time to target time te) are given, then we can 
obtain the numerical solution of θ(t) by defining some suitable value of Δt by solving 
θ(t) and θ'' (t) of each joint at the time t = 0,Δt, 2Δt, 3Δt ..., one by one until the pur-
pose time te. Andθ(t) and θ'' (t) at time t are obtained, the value of θ(t+Δ) in time t+Δ 
andθ'' (t+Δ) can be calculated using the equation of motion in Equation 10, and by 
supposing the value of θ'' (t) of Equation 10 is still more nearly constant in the minute 
time interval [t and t+Δ] is drawn by Equation 11. 
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 θ(t +Δt)  = θ(t) + θ’ (t)Δt + ( )
2

)(Δt 2 t”

θ
                             (11) 

Furthermore, it is possible to omit the third term which is square of Δt of Equation 
11 because it is minute, then we can obtain Equation 12. The solution of Equation 12 
is approximated to the clause of the first item of Euler series expansion one by one to 
the last time te with Δt. We selected the calculating step Δt of Newton-Euler method 
to 0.0029 by considering the convergence time. We checked the convergent accuracy 
error of calculation from our exploratory experiment, even if it used minute Δt value 
beyond this value [11]. 

 θ(t +Δt)  = θ(t) + θ’’ (t)Δt                                               (12) 

7 Verification about Naturalness of Generated Gestures 

In this section, the validity of our proposed model is verified by using twenty-five cha-
racteristic gestures which are listed in Appendix. We compared the naturalness (actuali-
ty) of generated gestures with the original motions by using the following method. As 
the basic experiments, some exaggerated gestures are generated by Inverse dynamical 
calculation since the difference appears clearly. For these gestures, we replaced the 
torque value τ of the natural motion (without exaggeration) by newly calculated torque 
value τnew for each gesture which was classified from Category A to Category E in  
Appendix. They both move same start and target position (destination) correctly. 

 

 
Fig. 3. (a) Natural gesture (b) Exaggerating gesture and each Torque (Gesture 18) 
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In Figure 3, we showed the typical example of (a) natural gesture without exaggera-
tion and (b) gesture with exaggeration as representative case of Gesture 18 in Catego-
ry D. Also in Figure 3 (c) and (d), the inward and outward rotational swing torqueτ5 in 
horizontal plane (rotation of circumference of z-axis) of right shoulder is expressed 
with solid line, it is the main link of multiple joint skeletal structure. The external and 
inner rotation torque (rotation of circumference of x-axis) τ7  is shown by dashed line 
and long dashed line shows the inward and outward rotational swing torqueτ9  of left 
elbow, and outward swing and the adduction torqueτ6  (rotational of circumference 
around y-axis), respectively.al In Figure 4, we showed another typical example of (a) 
natural gesture without exaggeration and (b) gesture with exaggeration as representa-
tive case of emphasis gesture in speech Geture 21 in Category E. The inward and 
outward rotational swing torqueτ5 (rotation of circumference of z-axis) in horizontal 
plane of right shoulder were expressed with the solid line in Figure 4-(c) and (d). The 
external and inner rotation torque (rotation of circumference of x-axis) τ7  showed by 
dashed line and long dashed line was the inward and outward rotational swing 
torqueτ9  of right elbow and outward swing and the adduction torque (rotation of cir-
cumference around y-axis) τ6, respectively. We tried to compensate by replacing the 
torque value of the main link of multiple joint skeletal structure of natural motion 
(without exaggeration) by the exaggerating torque value τnew. Some typical cases are 
shown as follows. 
 

 

 

Fig. 4. (a) Natural gesture (b) Exaggerating gesture and each Torque (Gesture 21) 
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Case-1: As the natural Gesture18 in Category D, we tried to replace the torque value 
of external and inner rotation torqueτ7 of left shoulder and inward and outward rota-
tional swing torqueτ9 of left elbow by each exaggerating torqueτnew7 andτnew9. 

Case-2: Same as Case-1 of natural Gesture21 in Category E, we replaced the tor-
que value of external and inner rotation torqueτ7 of right shoulder and inward and 
outward rotational swing torqueτ9 of right elbow by exaggerating torquesτnew. 

In both cases, new gestures of each joints anglesθnew（θ1,θ2・・・θn ）from 
new torque τnew are given by using the above mentioned direct dynamical method. 

8 Results 

We conducted to verify the reproducibility of actuality based on the subjective eval-
uation to the characteristic gestures which were newly generated by our proposed 
kinematical method. As for the evaluation, we used DSCQS (Double Stimulus Conti-
nuous Quality Scale) method of subjectively comparing the newly generated gestures 
with original ones. The flow of evaluation of DSCQS method is as follows. We 
showed evaluators the original exaggeration gesture as reference about 10 sec and 
placing interval of about 3 sec after that, we showed the newly generated exaggera-
tion gestures about 10 sec. These trials were set into one pair and shown twice repeat-
edly. Each evaluator was requested to perform evaluation to both gestures at the time 
of second presentation. In these experiments, the order of presentation was changed at 
random without teaching each one which was the gesture of the original (reference). 
Twelve men and women (nine men and three women) of adult in twenties were se-
lected for evaluator. Each evaluator was asked to mark the subjective evaluating value 
over each pair of gestures with continuation measure based on the five steps of quality 
as shown in Figure 5. Furthermore, the final score was normalized to 0 to 100 (maxi-
mum of measure is 100), and the evaluation value of the new exaggerating gesture 
from the difference of the reference was used as Evaluation difference (DE). Ten 
evaluators average value was adopted for this DE value as the last evaluation result 
(the maximum and minimum difference of evaluation result was accepted of each 
trial). This DE value shows the difference of subjectivity value of the nature of ges-
tures. In case the impression of naturalness will be strong then DE become small (near 
the natural exaggerating gesture). It can be said to be one index of natural impression 
(actuality) when it has small value. 

 

Fig. 5. Measure and value of DSCQS evaluation 



 Proposal of the Effective Method of Generating Characteristic Gestures 111 

 

All evaluating results of above mentioned DSCQS method are shown in Table 2. The 
subjective evaluation values of the original exaggerating gesture used as reference, 
the value of newly generated exaggeration, and the evaluation difference DE value are 
listed, respectively. As for the result of Case 1, the average value of subjectivity eval-
uation of the original exaggeration gesture of Gesture 18 in Category D was 91.0, the 
average value of the newly generated exaggeration gesture became 69.8 and evalua-
tion difference DE was set to 21.4. As for the result of Case 2, the average value of 
the original exaggeration gesture of Gesture 21 in Category E was set to 97.3, the 
average value of newly generated exaggeration gesture was 80.0 and evaluation dif-
ference DE became 17.3. Furthermore, total average value of subjectivity evaluation 
of the original exaggeration gestures became from 80.1 to 98.2 for all the gestures 
used for experiment from Category A to Category E, and the average value of the 
generated new exaggeration gesture was through 44.3 to 85.7 and each difference DE 
was set to 35.8 to 12.5. In all categories, the most natural exaggerating gesture was 
Category E with the subjectivity value of 80 to 90 percent. The DE value of the newly 
exaggerating gesture was the value from 60 to 70 percent of near impression (actuali-
ty) for other categories. 

Table 2. Results of subjective evaluation of each exaggerating gestures 

 Reference ges-
ture 

Generated gesture 
DE value 

Category 

A 

Gesture 1 90.1 55.0 35.1 
Gesture 3 85.9 55.1 30.8 

Category 

B 

Gesture 6 78.3 47.1 31.2 
Gesture 10 80.1 44.3 35.8 

Category 

C 

Gesture 11 85.6 51.4 34.2 
Gesture 14 89.3 54.8 34.5 

Cate-

goryD 

Gesture 18 91.0 69.6 21.4 
Gesture 19 92.1 64.8 27.3 

Category 

E 

Gesture 21 97.3 80.0 17.3 
Gesture 22 98.2 85.7 12.5 

9 Conclusion 

In this paper, the new quantitative evaluation technique of the mechanism of nonver-
bal communication which is especially paying attention to the characteristic gestures 
in the web communication was proposed. We analyzed the effect of the gestures using 
kinematic  dynamical method by choosing the characteristic gestures carefully which 
were used for the purpose of exaggeration and emphasis in Kabuki, Disney's anime 
and the communication and presentation of attracting audiences and we obtained the 
following conclusions.   

1. The exaggeration and emphasis degree of gesture has high correlation with the 
main joints torque value and it can be quantified by both inward and outward  
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rotational torque value and changing ratio of main joints such as shoulders, elbows 
and wrists of skeletal structure. 

2. As for each characteristic gestures, it is possible to obtain the natural exaggeration 
gestures by correcting or replacing the torque values of natural motion withτnew  
of the exaggeration ones. This calculation was conducted by using the direct  
dynamical method. 

3. We performed to proof the actuality of those newly generated gestures based on 
the subjective evaluation, and the natural exaggerating gesture was generated with 
the result of subjective evaluation value was 80 percent or more near impression.  

We can use these results for the wide range of the fields such that the development of 
user interface with 3D characters on the web with feeling actuality and the designing 
the natural and intelligible gesture interaction in real world. 
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Abstract. Evidence from psychology has shown that visual man-made manipul-
able objects can afford grasping actions even without the observers’ intention  
to grasp them, and humans are able to use grasping information to recognize  
objects. But little is known if visual man-made objects, especially tools, can  
potentiate much more complex actions associated with using an object. In the 
present study, a priming paradigm was used to explore if passively viewing  
manipulable objects could be enough to activate specific action information 
about how to use them. The results showed that target objects with similar  
functional manipulation information to the prime objects were identified signifi-
cantly faster than that with dissimilar manipulation knowledge to the prime  
objects. This is the first evidence by using behavioral study to indicate that just 
passively viewing a manipulable object is sufficient to activate its specific  
manipulation information that could facilitate object identification even without 
participants’ intention to use them. The implications of manipulation knowledge 
in object affordances and object representation are discussed. 

Keywords: Structural manipulation, Functional manipulation, Object recogni-
tion, Object affordances. 

1 Introduction 

How do humans interact with objects? One type of object-hand interaction is called 
structural manipulation (or volumetric manipulation), depending on online visual 
processing of objects’ action-related properties such as object size or handle orienta-
tions [1 and 2]. Just imagine you grasp a cell-phone on your desk and move it from 
the left to the right. In order to implement these serious actions, you have to adjust 
your hand grip to the real size of the cell-phone and grasp it correctly. Another type of 
hand-object interaction that is more important in our daily life is functional manipula-
tion, using the object with its function [1 and 2]. If you want to text a message with 
your phone, all you have to do is grasp it first and poke its keys or touch the screen. 
Though both types of object manipulations concern the ways we interact with objects 
[1, 2, and 3], learning how to use an object, especially a tool is of greater significance 
for individual development given the ubiquity of tool usage in human history.  
                                                           
*  Corresponding Author. 
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The difference and dissociation between structural manipulation and functional 
manipulation have been supported by neuropsychological studies suggesting that 
there may exist two separate motor systems of hand-object interaction: dorso-dorsal 
pathway devoted to on-line translation of action-related properties of objects into 
motor program for reaching and grasping actions and a ventro-dorsal stream devoted 
to transforming object features into the appropriate object using action [1 and 2]. 
More importantly, psychological research has also shown that although both types of 
manipulation represent the possible interactions with objects, action associated with 
using an object seems more crucial to object representation [4]. 

But unfortunately, the bulk of psychological as well as human-computer interac-
tion research aiming to examine hand-object interactions so far hasn’t paid attention 
to functional actions, but only focused on simple and mechanical object grasping 
actions. For example, in robotics and automation field, robotic grasping has been an 
active research subject for decades, and a great deal of efforts has been spent on grasp 
synthesis algorithms to help robots grasp visually presented objects [5 and 6]. In addi-
tion, efforts have also been focused on object recognition using grasping cues [7 and 
8] and grasp recognition by robots [9]. This is also the case in psychology. By far, 
examination of the interaction between perception and action has primarily centered 
on how visual features of an object can potentiate human’s reaching and grasping 
actions toward the object. Psychological research has shown that visually presented 
graspable object can directly activate observer’s structural action representation, 
which in turn influences both recognition [10] and grasping execution [11] toward 
that object.  

These lines of evidence support Gibson’s “object affordances” hypothesis [12 and 
13] suggesting that humans perceive directly what tools afford in terms of meaningful 
actions, and visual objects can potentiate motor responses even in the absence of the 
observer’s intention to implement an action. A growing body of evidence has already 
indicated that visual manipulable objects can automatically elicit action representation 
associated with grasping and moving an object without the observer’s intention to act 
and even without their attention allocated to it [14 and 15]. For example, when partic-
ipants were instructed to respond rapidly to the change in the prime objects’ back-
ground color (either blue or yellow) by mimicking precision or power grip responses, 
they produced faster precision-grip responses to pinchable prime objects  compared 
to the “graspable” ones, and faster power-grip responses when primed with graspable 
objects compared to pinchable objects, suggesting that the grip type of prime object 
irrelevant to the task affected participants’ structural hand response (precision and 
power grasp) [16]. However, the potentiated action has been largely limited to struc-
tural manipulation associated with grasping and moving a manipulable object in terms 
of hand-object interaction.Therefore, little is known about if visual objects can also 
directly afford functional manipulation even when observer’s attention is not allo-
cated to the objects. Few psychological studies that touched on this issue provided 
inconsistent results. Evidence from neuroimaging studies showed that passively view-
ing a manipulable tool suffices to evoke its action information [17]. But due to the 
fact that most of the man-made objects in these experiments can be manipulated  
in both ways (e.g., we can structurally manipulate a calculator by grasping and  



 Hand-Object Interaction: From Grasping to Using 115 

 

moving it, and functionally manipulate it by poking its keys), we are not sure it is the 
structural manipulation or functional manipulation that leads to the activation of mo-
tor-related brains areas, including inferior parietal lobule, intraparietal sulcus and 
superior parietal lobule [17 and 18]. Brain imaging studies cannot help us to detangle 
the respective contribution of grasp-based action and function-based action. Several 
behavioral studies provided much more straightforward evidence suggesting that a  
manipulable object has to be processed to some degree before its functional manipula-
tion information being evoked, and passively viewing the object is not enough to  
potentiate its functional manipulation information [19 and 20]. 

Based on the previous research, the goal of present study is twofold. We will  
examine: 1) if passively viewing a manipulable object is sufficient to activate its func-
tion-based action information; and 2) if so, is the function-based action information of 
a manipulable object able to affect its recognition? In order to address these issues, a 
priming paradigm modified from Helbig et al. [21] was used. Given the extensive 
experience we have interacted with common objects in terms of using them in our 
daily life, we hypothesized that function-based action knowledge could be a necessary 
component of object representation rather than a by-product of object processing. 
Therefore, it is predicted that passively viewing objects suffices to elicit their  
function-based actions. 

2 Method 

2.1 Participants 

Participants consisted of a total of 16 undergraduate and graduate students (12 males 
and 4 females), ranging from 20 to 26 years of age (M = 20.1 years). All parti-cipants 
had normal or corrected-to-normal vision, and they were unaware of the purpose of 
the experiment.  

2.2 Stimuli 

We used 132 Gray-scale photographs of objects, including 86 man-made familiar 
manipulable objects and 46 animals, all of which were turned into a square of 
280×280 pixels. Picture size on the screen was circa 9.7 cm by 9.7 cm, with a viewing 
distance about 85cm in order to keep the same visual angle about 6.5° with Helbig et 
al. [21]. All images were presented in the center of a 17-inch CRT computer monitor 
with a resolution of 1,024 by 768 pixels and a refresh rate of 80 Hz. 

According to the functional manipulation actions of the prime objects and target 
objects, the experiment set up four conditions: congruent condition (the prime object 
and target object shared similar functional manipulation, e.g. a calculator and key-
board shared the same action of manipulation “poke” when using them); incongruent 
condition (functional manipulation of the prime object was different from that of tar-
get object, e.g., actions associated with using a keyboard and using an abacus were 
different ); control condition (the prime objects were man-made object but hardly 
served a functional manipulation, e.g., tower) and unrelated condition (the prime  
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objects were animals). Each of the four conditions contained 27 prime-target pairs 
with the same set of 27 target objects. 

Because the participants were required to conduct object categorization task (judg-
ing if the target object is living or nonliving), we added another four filter conditions 
in each of which the same set of 27 living objects was used as target objects while the 
prime objects kept the same to the corresponding four experimental conditions. 
Therefore, the experiment was consisted of 27×4×2 trails in total. 

In order to match object familiarity of the prime objects as well as visual similarity 
of prime-target pairs that might compound the expected functional manipulation con-
gruency effect, we first asked 30 participants, none of whom took part in the experi-
ment, to rate the familiarity and object manipulability of the original 184 objects  
pictures. Ratings were also obtained with regard to visual similarity and functional 
manipulation congruency between 196 pairs of prime and target objects, all of which 
were matched from the 184 objects. All the dimensions were rated on a five-point 
scale. We selected the final 27 prime-target pairs in each condition that repeated-
measured ANOVA revealed no significant difference in the familiarity of the prime 
objects among the four critical conditions, but showed significant differences in func-
tional manipulation congruency of the prime-target pairs among the four critical con-
ditions, F(3, 24) = 256.8, p < .001. Post-hoc tests showed that functional manipulation 
congruency of prime-target objects in congruent condition (4.06) is much higher than 
that in incongruent (2.23, p < .001), control (1.25, p < .001) and unrelated conditions 
(1.09, p < .001). Although repeated measure ANOVA also revealed significant differ-
ences in visual similarity of the prime-target pairs among the four critical conditions, 
F(3, 24)=55.16, p < .001, Post hoc tests showed that the difference was attributed  
to higher visual similarity of prime-target pairs in congruent (3.25) and incongruent 
condition (3.12) than that in control (1.57, p < .001) and unrelated conditions (1.37, p 
< .001), while visual similarity between congruent and incongruent conditions  
revealed no difference. 

2.3 Procedure 

The experiment procedure was adapted from Helbig et al.’s research [21]. As schema-
tized in Fig. 1, each trail started with a fixation point that remained 500ms on the 
center of the screen. After a blank white screen of 700ms, the prime object was 
present for 300ms and immediately replaced by another blank screen that was pre-
sented for 250ms. The blank screen was immediately followed by the target object 
that would not disappear until the response was made. 

Different from the task in Helbig et al.’s research, the present experiment required 
participants to make object categorization task as quickly as possible without sacrific-
ing accuracy. Object categorization responses were made by pressing A if the target 
object was man-made and L if it was a living object on the keyboard. All participants 
were right-handed and the dominant right hand was always used for responding to 
man-made targets. RTs were measured from the onset of the target objects. 
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Fig. 1. Sequence of presentation in a typical trail for experiment 

3 Results 

All the data were analyzed using SPSS 17.0C (SPSS China). One participant was not 
included in the analysis because of his accuracy that is below three standard deviation 
of the mean. Response accuracy was not analyzed because it approached the ceiling 
that is higher than 99.7% in each condition. Reaction times more than 3 standard dev-
iations above the mean were abandoned, as were trails with incorrect response. Total-
ly, 1.54% trials were excluded. Because the primary goal of the present study is to 
examine if the action congruency effect would occur when the prime objects were 
merely passively viewed, therefore the data was analyzed with paired T-tests to di-
rectly compare participants’ reaction times to target objects in congruent conditions 
with reaction times in incongruent conditions. Due to our prediction that the target 
objects in congruent condition would be identified much faster than in incongruent 
condition, one tailed paired t-tests was conducted. 
 

 

Fig. 2. Mean reaction times of target object classification in the four critical conditions  
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The response times for incongruent condition is the longest (RT = 556ms), while it 
is the shortest for congruent condition (RT = 543ms). Identification time for control 
condition (RT = 553ms) and unrelated condition (RT = 552ms) fell in between  
(Fig. 2). The results of the paired t-test showed that participants classified man-made 
target objects that shared with the prime objects similar functional manipulation sig-
nificantly faster than target objects with different manipulation from the primes, t(26) 
= 1.9, p < .05. It also revealed faster responses for congruent condition as compared 
with the control condition, t (26) = 1.73, p < .05, as well as the unrelated condition, t 
(26) = 1.8, p < .05. No significant difference was found among incongruent condition, 
control condition and unrelated condition. 

4 Discussion 

Results of the experiment indicated that there was a reliable priming effect for func-
tional manipulation. Specifically, when an object that afforded a specific functional 
action was primed by anther object with a similar functional manipulation, it would 
be processed and then identified more quickly. The action congruency effect occurred 
even when action-related information of the prime object was irrelevant to the expe-
rimental task and our participants had no intention to make any action response to the 
prime. More importantly, given the fact that the prime object per se was irrelevant to 
the categorization task, this result strongly demonstrated that passively viewing a 
manipulable object was sufficient to elicit its functional manipulation knowledge. 
Additionally, the action congruency effect couldn’t be attributed to several potential 
variables due to the fact that both the visual similarity of the prime-target pairs in 
congruent and incongruent conditions and the familiarity of the primes among the 
four critical conditions were controlled in the experiment.  

4.1 Hand-Object Interaction: From Grasping to Using 

Since initially introduced by Gibson to explain how inherent “meanings” of objects in 
the environment can be directly perceived, and linked to the action possibilities of-
fered to the agent [13], concept of object affordances has been developed by many 
other researchers and used in a variety of fields [see reviews, 22 and 23]. Though 
contemporary researchers still hold different views on affordances, most of them have 
been primarily focused on simple and mechanical actions associated with grasping 
objects, which relies on online processing of visual manipulation properties, such as 
object shape, size and orientation. As mentioned above, in robotics and automation 
field, scientists aim to create autonomous robotics not only capable of grasping a 
manipulable object, but also of categorizing and detecting objects according to their 
grasping affordances. However, our interaction with manipulable objects is not li-
mited to simple and biomechanical reaching-out and grasping actions, it also involves 
complex functional manipulation that is more central to human’s life dominated by 
tool use. Therefore, a more intelligent robot should be also capable of functionally 
manipulating a tool, and recognizing a tool according to its functional affordances. 
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The present study provided direct evidence for the notion that visual manipulable 
objects would also automatically afford human’s action representation associated with 
using them, and the potentiated functional manipulation would in turn affect recogni-
tion of the objects. The extension of affordances in humans would be applied to robot-
ics filed as well. New algorithms or methods would be explored to help robots  
functionally manipulate a visually presented tool or recognize the object by extracting 
its functional manipulation affordances. 

4.2 Is Functional Action Knowledge A Key Part of Object Representation? 

Though much evidence from behavioral , brain imaging and even neuropsychological 
research supported that action knowledge associated with an object’s specific usage is 
an important component of the its representation, less of them are not without contro-
versies [20]. Generally, we are not sure whether the activation of functional action 
information has a genuine causal role in object representation, or it is just a by-
product of semantic or post-semantic object processing [for a review see 24]. Moreo-
ver, as for the issue if functional manipulation could be elicited under passively  
viewing condition, brain imaging research has not provided us a consistent picture. 
For example, while some studies have indicated that passive viewing of tools is suffi-
cient to evoke a range of specific cortical activation associated with motor processes 
[17 and 18], others reported that brain regions specific to tools was evoked only when 
participants engaged in naming or object categorization task, not during passively 
viewing [25]. 

To our knowledge, the present study provided the first behavioral evidence that 
functional manipulation can be evoked under passive viewing condition. Due to the 
fact that participants in our experiment were neither required to attend to the prime 
objects nor biased to process action-related properties of the primes by asking them to 
make responses with prehensile actions, the action congruency effect we obtained 
excludes the possibility that the automatic activation of functional manipulation is an 
epiphenomenon of semantic or post-semantic object processing. On the contrary, it 
suggests that action representation associated with object use can pop out even when 
viewed passively. This result strongly supports the view that functional manipulation 
knowledge of man-made object is a necessary part of object representation. 
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Abstract. Many of todays software development processes include
model-driven engineering techniques. They employ domain models, i.e.
formal representations of knowledge about an application domain, to
enable the automatic generation of parts of a software system. Tools
supporting model-driven engineering for software development today are
often desktop-based single user systems. In practice though, the design
of components or larger systems often still is conducted on whiteboards
or flip charts. Our work focuses on interaction techniques allowing for
the development of gesture-based diagram editors that support teams
in establishing domain models from a given meta-model during the de-
velopment process. Users or groups of users are enabled to instantiate
meta-models by free-hand or pen-based sketching of components on large
multi-touch screens. In contrast to previous work, the description of
multi-touch gestures is derived directly from the graphical model rep-
resenting the data.

Keywords: Multi-touch gestures, model-based development.

1 Graphical Model-Driven Development

To allow for the graphical modeling of artifacts according to a given data model,
graphical models can be used to represent features of the data model. These
models contain shapes and containers providing a graphical description of data
models and supporting the development of graphical diagram editors. One exam-
ple of graphical modeling within the Eclipse framework is the Graphical Editing
Framework (GEF) [13], which provides methods for the creation of graphical ed-
itors for the Eclipse Modeling Framework (EMF). The Graphiti Toolkit [7] based
on GEF provides a graphical model for the representation of model instances,
the Graphiti pictogram model. In our prototypical diagram editor, instances of
a data-model can be created and manipulated by interacting with graphical rep-
resentations specified using the Graphiti pictogram model, which are linked to
the appropriate elements of the data model (see Figure 1).
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Fig. 1. Model-driven diagram editor based on Eclipse

1.1 Formal Representation of Gestures

Explicit methods for gesture recognition are based on patterns of strokes that
are compared to the user input and evaluated regarding their similarity. To
represent these strokes, previous developments use domain-specific languages to
define multi-touch interaction such as the Gesture Description Language (GDL)
[9] or the Gesture Markup Language (GML). In contrast, we propose to use
the graphical representation of artifacts that is already present in the graphical
model to derive multi-touch gestures. We identified three modes of gesture inter-
action that have been employed by users to sketch the various graphical items
specified using the pictogram model: Single-touch / single-stroke, single-touch /
multi-stroke, and multi-touch / multi-stroke (see Figure 2).

Fig. 2. (left) single-touch / single-stroke. (middle) single-touch / multi-stroke. (right)
multi-touch / multi-stroke.

2 Related Work

Interaction with diagram editors was been simplified by enabling finger- or pen-
based gestural sketching input. Plimmer et al. [12] give some overview about
sketching tools developed for multiple application domains, such as UML mod-
elling and UI generation, as well as on the gesture recognition algorithms that
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have been employed in the various works. Rubine’s algorithm [14], a single-stroke
pattern-matching algorithm, is one of the recognition techniques employed e.g. in
InkKit [12], SUMLOW[5] and the Knight UML Designer [6]. Rubine’s algorithm
performs a comparison between features extracted from registered patterns and
features extracted from user input. In the implementation in InkKit, the recog-
nition process is started manually, while in SUMLOW, a timer is responsible for
starting the recognition.

This is regarded as a drawback by Alvardo et al., who provide continuous
recognition in their SketchREAD engine [1], using a gesture recognition algo-
rithm based on bayesian networks.

In their SKETCH framework [15], Sangiorgi et al. employ a recognition al-
gorithm based on the Levenshtein Distance [10], using string-based descriptions
of gestures describing cardinal directions. The development effort on SKETCH
seems to have ceased since 2010.

Scribble [16] is a GEF-based framework which allows for a seamless extension
of GEF editors with gesture input. Since no pre-generated patterns are used,
users are enabled to choose their own gestures, making the framework usable in
many different application domains. The GEF editors that are augmented by
Scribble have to be trained by the user to support their respective gestures of
choice.

The related work shows the relevance of gesture-based input for diagram ed-
itors in multiple application domains. Multiple methods towards gesture recog-
nition have been evaluated, with descriptions of gestures being either program-
matic, pattern-based or feature-based. In contrast to the existing work, we pro-
pose methods for generating gesture description from the graphical models used
to represent entities of the application domain.

3 Specification of Graphical Models

A Graphical Model contains graphical representations of the elements contained
in a Data Model that represents concepts of the underlying application domain.
In the context of workflow editing, a model-based graphical workflow editor
contains a model of the workflow items (i.e. activity, event, loop, connection,
etc.), and a graphical model containing graphical representations of these items
(i.e. rectangle, diamond shape, line, etc.). By selecting graphical shapes in the
editor, the user is enabled to instantiate concepts of the underlying data model.

In our prototypical application, we extended the graphical modeling frame-
work Graphiti to allow for sketching of instances of the underlying pictogram
model used by Graphiti. As can be seen in Figure 3, we extended Graphiti’s Di-
agram Editor to make use of a Gesture Recognizer, that is able to detect shapes
contained in the graphical model of the application. On detection of sketched
fragments of the graphical model, instances of the underlying data model are cre-
ated and the associated feature of the graphical model is added to the editor’s
scenegraph.
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Fig. 3. Architecture of the prototypical diagram editing framework. Instances of the
gesture model are recognized by a $N gesture recognizer, features of the data model
and the graphical model are instantiated for display by the system.

3.1 Recognition of Sketched Graphical Models

To be able to recognize sketched user input, fragments of the graphical model,
such as can be seen in Figure 5, have to be able to be detected by theGesture Rec-
ognizer. We would like to give a short introduction about the methods that are
employed in the Gesture Recognizer for sketch recognition, and for transforma-
tion of the pictogram model fragments to reference templates for the recognizer
component.

The $1-Recognizer, a pattern-matching algorithm for single-stroke gestures,
was introduced by Wobbrock et. al. [17]. It uses simple lists of coordinates as pat-
terns for gesture recognition, which are compared to user input. The algorithm
is implemented in four steps:

– Resampling. Because of different speed of user input, gestures contain dif-
ferent numbers of input points. In this step, the point path is resampled to
contain a certain number of equidistant points, Wobbrock et. al. propose to
use 64 points per point path.

– Rotation. Point paths are rotated in negative direction such that the in-
dicative angle, the angle formed between the centroid of the gesture and the
gestures first point, is 0.

– Scale and translation. After scaling the point path to a reference square, the
centroid of the point path is translated to (0,0).

– Recognition. The point path is continuously rotated to find the minimum
path-distance between the point path and supplied reference patterns.

The $1 recognizer’s main benefits are simple implementation, high speed and
that extensive training is unnecessary. This simplicity comes with several draw-
backs. The algorithm is not able to distinguish input according to its orientation,
aspect ratio or position, making it impossible to differentiate between e.g. squares
and non-square rectangles. Also, $1 is not usable for multi-stroke gestures.
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Listing 1.1. or.pictograms

<?xml ve r s i on =”1.0” encoding=”UTF−8”?>
<p i : Diagram xmi : v e r s i on =”2.0”
xmlns : xmi=”http : //www. omg . org/XMI”

xmlns : x s i=”http : //www.w3 . org /2001/XMLSchema−i n s t anc e ”
xmlns : a l=”http : // e c l i p s e . org / g r aph i t i /mm/ algor i thms ”
xmlns : p i=”http : // e c l i p s e . org / g r aph i t i /mm/pictograms ”
v i s i b l e=”true ” a c t i v e=”true ” name=””>

<ch i l d r en x s i : type=”p i : ContainerShape ” v i s i b l e=”true ” a c t i v e=”true”>
<graph ic sAlgor i thm x s i : type=”a l : Po l y l i n e ” foreground=”//@colors . 0”

l ineWidth=”2” width=”40” he ight=”40”>
<po in t s x=”0” y=”20”/>
<po in t s x=”20” y=”0”/>
<po in t s x=”40” y=”20”/>
<po in t s x=”20” y=”40”/>
<po in t s x=”0” y=”20”/>

</graphicsAlgorithm>
<ch i l d r en v i s i b l e=”true”>

<p r op e r t i e s key=”ge s tu r e ” va lue=”1”/>
<graph ic sAlgor i thm x s i : type=”a l : E l l i p s e ”

foreground=”//@co lors . 0” l ineWidth=”3” f i l l e d =” f a l s e ”
width=”18” he ight=”18” x=”11” y=”11”/>

</ch i l d r en>
<ch i l d r en>

<p r op e r t i e s key=”ge s tu r e ” va lue=”2”/>
<graph ic sAlgor i thm x s i : type=”a l : Po l y l i n e ”

foreground=”//@colors .0”>
<po in t s x=”0” y=”0”/>
<po in t s x=”50” y=”100”/>
<po in t s x=”100” y=”0”/>

</graphicsAlgorithm>
</ch i l d r en>

</ch i l d r en>
<c o l o r s red=”102” green=”102” blue=”255”/>

</p i : Diagram>

Fig. 4. Instance of Graphiti pictograms model representing the or data model instance
of our prototypical workflow editor

Protractor [11] was developed to address some shortcomings of the $1 recog-
nizer, the key difference being sensitivity to orientation, making it possible to
distinguish eight base orientations. The $N recognizer [2] improves on the $1 al-
gorithm, allowing for the representation of multi-stroke gestures as single-stroke
gestures, combining the last point in a stroke with the first point of the following
stroke. This allows for the recognition of a mixture of single- and multi-strokes.
The $N Protractor [3] is a combination of the $N recognizer and the aforemen-
tioned Protractor algorithm.

The main reason for selecting the $N family of algorithms for our application
framework is the simplicity of transforming fragments of the employed graph-
ical model into patterns for the recognizer. The coordinate lists contained in
the al:Polyline elements of the graphical model, as well as al:Rectangle and
al:Polygon elements, as can be seen in Figure 5, can be easily converted into
required coordinate lists for the $N recognizer. For shapes such as al:Ellipse and
al:RoundedRectangle, we sample the shape to provide the appropriate coordinate
lists.
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Fig. 5. Input possibilities for the or element: (left) mathematical symbol. (middle)
circular gesture. (right) circular + diamond gesture.

3.2 Functionality of the Workflow Editor

We selected an existing EMF-based workflow editor to evaluate our prototypical
gesture based sketching framework. The editor uses traditional mouse based in-
teraction according to the WIMP concept. In addition to interactions performed
using existing Eclipse interfaces, possible interactions with the editor are sepa-
rated into two categories. As can be seen in Figure 1, the right side of the editor
contains a list of workflow objects that can be dragged to the main diagram in
the middle of the workspace, instantiating entities of the graphical model and
placing them inside the diagram. Inside the diagram, existing workflow objects
can be moved, deleted or connected using transitions between ports contained
in workflow objects.

3.3 Integration of Gesture Recognition

The extended architecture of the workflow editor can be seen in Figure 6.
Input, processing and detection of gesture based sketching are enabled inside
Graphiti’s Diagram Editor and our additional Gesture Recognizer. The link be-
tween Graphiti and gesture recognition is Graphiti’s Interaction Component,
where touch input is received and forwarded to the newly introduced gesture
recognizer. Upon detection of one of the entities provided in the graphical model
based on Graphiti’s pictogram model, the Diagram Type Provider is used to
instantiate the particular entities of the data model and the graphical model
respectively.

4 Evaluation

The evaluation of our prototype was performed on a Dell XPS One 27 featuring
a capacitive multi-touch display. The gestures that were automatically generated
from the graphical model of our workflow editor were evaluated in a user study
involving 15 participants. Furthermore, a comparison between the existing, tra-
ditional mouse-based interaction and gesture based usage was performed. This
was done to gather evidence towards if expected advantages of gesture based
sketching, such as higher intuitiveness, or expected disadvantages such as fat-
finger problem or user fatigue, dominate the user experience. The evaluation
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Fig. 6. Integration of gesture based sketching into the Graphiti architecture (adapted
from Brand et al. [4])

was performed using two different quantitative methods, a formative user sur-
vey, and user transparent observation of behaviour. Participants in the study
have not been involved in the development of the gesture recognition, although
most of them belonged to the same faculty with similar background in software
engineering, the application domain of the tasks in the user study.

To achieve the above mentioned goals, the following scenario was prepared.
The participants were to sketch the graphical workflow elements Process, If,
Or, And, Loop and Ports. Ports belonging to some of the elements were to
be connected using Transitions. The workflow editor was to detect sketched
workflow elements and position them at the respective position in the diagram.

Indicators that were rated were based on the NASA TLX evaluation [8] to as-
sess cognitive and physical demands, overall effort, mental effort, physical effort,
temporal effort, time pressure, performance and frustration levels. The observer
that was monitoring the participants was mainly passive. Although the sequence
of user tasks was arranged through the use of a survey sheet, the approach to-
wards the solution of each task was presented to be open to the preferences of
the user. The advances of the users were logged in the background and analyzed
afterwards.

4.1 Evaluation Results

Following a short introduction of the evaluated categories are an evaluation of
the most interesting results of the user study. Mental effort of gesture based
sketching was perceived to be lower as traditional mouse interaction throughout
the study. Further, a significant reduction in mental effort between the first
and the following tasks leads to the impression that the method of interaction is
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learned after a very short period of familiarization, and can thus be characterized
as intuitive.

Physical effort was perceived to be higher using gestures than using mouse
interaction, a result that was to be expected since gesture interaction requires
free movement of a stretched arm in mid-air in front of the display. Physical
effort seems to be a fundamental weakness of gesture interaction, which is also
seconded by results in the overall effort category. Temporal effort was also per-
ceived to be higher for gesture interaction, even on tasks where measurements of
the time requirements for mouse based and gesture based interaction where sim-
ilar. Overall values for frustration where quite high when recognition of sketched
objects failed. This happened mainly in the sketching of ports, with a recognition
rate as low as 67.5%, where recognition rates for the other workflow elements re-
liably achieved between 90% and 100%. Further evaluation has since shown that
the low rate of recognition of ports was due to problems with the positioning
of the performed sketching. Multiple users have tried to sketch ports slightly on
the outside of existing workflow objects, when ports were actually only added to
workflow objects when the sketching was performed on the inside of an object,
due to programming errors in the prototype.

Although multiple participants of the study voiced their discomfort with
longer periods of gesture interaction on a desktop computer due to physical
effort, overall evaluation has shown that users accepted the process of gesture
based sketching of graphical representations as equal to mouse based interaction.

The decision to allow for multi-stroke gestures has to be reconsidered, as
only two of the 15 participants made active usage of multi-stroke sketching for
the And element, even after being explicitly advised towards the possibility of
multi-stroke sketching.

Fig. 7. Pen-input on interactive whiteboard
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Multiple users intuitively reduced complex geometries to simpler gestures that
represented subsets of the graphical representation of objects. E.g., the surround-
ing diamond of the graphical representations of the And and Or elements (see
Figure 5) have been disregarded by most users, leaving just a simple circle ges-
ture for the Or element and a plus gesture for the And element.

All participants but one have sketched transitions in a straight line between
workflow objects, even when the final graphical representation of a transition
was not a straight line to avoid cutting existing workflow elements.

5 Summary and Conclusion

We have evaluated a method for diagram sketching where gestures were au-
tomatically derived from the underlying graphical model of the application. A
prototypical workflow editor based on Eclipse and Graphiti was augmented to
support the generation of templates for a gesture recognizer from the Graphiti
pictogram model. A formative user study was performed to evaluate user inter-
action with the modified editor.

As a fundamental difference towards previous work, the presented concept
and prototypical implementation allows for collaborative multi-user interaction
using multi-touch multi-stroke gestures. Evaluation with single user interaction
on a desktop PC have shown that the sketching of workflows was accepted to
be largely equivalent to mouse-based interaction concerning the preparation of
workflow diagrams. Follow-up testing has shown tendencies that collaborative
scenarios featuring digital whiteboards are promising targets for further user
studies. Independent of the testing environment, our evaluations have shown that
gestures derived from graphical models are accepted as input methods by users.
The intuitive reduction of graphical representations by users towards simpler ge-
ometric subsets suggests further areas of research towards automatic generation
of intuitive gestures from graphical models.

6 Future Work

Several different methods that support graphically similar objects need to be
evaluated in future work. First, using context to allow the system to choose the
item that is perceived to be of higher probability. Second, the support of similar
objects using the same gestures, with additional pop-up menus allowing the user
to choose one of the different objects. Third, further evaluation which parts of
the graphical model are perceived by users to carry the most significance or
relevance. Identifying parts that are perceived to be meaningful by users given
a graphical representation is also necessary the more complex graphical models
become.

Further work is also needed in the evaluation of introducing mobile multi-
touch devices such as tablets into the software modeling process, expanding
the collaborative user environment from single devices such as whiteboards to
multiple devices.
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Abstract. Traditional methods of authenticating a user, including password, a 
Personal Identification Number (PIN), or a more secure PIN entry method (A 
PIN entry method resilient against shoulder surfing [14]), can be stolen or ac-
cessed easily and, therefore, make the authentication unsecure. In this work, we 
present the usability of our multi-sensor based and standalone finger ring called 
Pingu in providing a highly secure access system. Specifically, Pingu allows 
users to make a 3D signature and record the temporal pattern of the signature 
via an advanced set of sensors. As a result, the user creates a 3D signature in air 
using his finger. Our approach has two main contributions: (1) Compared to 
other wearable devices, a finger ring is more socially acceptable, and (2) signa-
tures created via a finger in the air or on a surface leaves no visible track and, 
thus, are extremely hard to forge. In other words, a 3D signature allows much 
higher flexibility in choosing a safe signature. Our experiment shows that the 
proposed hardware and methodology could result in a very high level of user 
authentication/identification performance. 

Keywords: uman Computer Interaction (HCI), Touch less gestural interaction, 
Wearable device, Finger ring. 

1 Introduction 

Due to increased capability of a smartphone, users tend to store all of their personal 
information in their mobile devices. Smart technology, however, raises a serious threat 
to a user’s credentials, unless the access to these devices is secured by information 
unique to each user. As an example, access to a user’s smartphone may lead to his 
bank account, social security number, email accounts, or other personal information.  
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Traditional methods used for authenticating a login include entering a password, 
Personal Identification Number (PIN). Previous research shows that it’s not difficult 
to replicate this information, thereby making it insecure. A more robust solution will 
be to provide users with a unique way of interaction with their computing device. 
While a modern computing device easily fits a human hand, our world of interaction 
is not limited by the size of the device. With this motivation, we have developed a 
multi-sensor based framework called Pingu [1] that helps a user perform gestural 
signatures to access his computing device (e.g. smartphone). Pingu is calibrated in the 
form of a miniature, wearable finger ring that can perform sharp and tiny gestures. 
When the user performs his signature as a general gesture, sensor readings specific to 
each sensor are recorded, even if the device is not in the vicinity of the user. These 
sensor readings define the 3D trajectory of the ring and, therefore, are unique to each 
individual.  

With wireless connectivity, feedback mechanism, and an advanced set of sensors, 
Pingu offers a wide range of applications. In addition, unlike previously proposed 
wearable devices (such as gloves, wristwatch [2, 6]), Pingu is a standalone device that 
does not require any extra hardware for interaction with a computing device and is also 
socially wearable. In this work, we explore the usability of Pingu in providing a secure 
authentication method for users to access their computing devices. To illustrate further, 
we conducted a user study with 24 participants, where each participant performs his 
signature in the form of a gesture and the sensor readings specific to the gesture are 
recorded. We show that the recorded sensor readings provide rich information specific 
to each gesture made by a user and with simple classification algorithms, the users can 
be authenticated based on their signatures with very high accuracy. 

The rest of this paper is organized as follows. In Section 2, we review the related 
potential solutions for generating 3D signatures. Then in Section 3, we explain the 
architecture of the Pingu’s hardware. In Experiments Section, the data collection and 
feature extraction via Pingu are explained. Section 5 presents our results of signature 
classification via different machine learning algorithms. In Section 6, further classifi-
cation based on correlation and frequency features is illustrated. Finally, we conclude 
the paper in the Section 7. 

2 Related Works 

In recent years, different gestural recognition approaches are developed which are 
either used to generate 3D signatures such as MagiSign [5, 16], or can potentially be 
used to generate a 3D signature [2, 3, 4, 6, 7, 15].  

In our previous work, MagiSign [5, 16], a 3D signature is created via influencing 
the magnetic field of a magnetic (compass) sensor embedded in mobile devices. 
However, the space of interaction is limited to the immediate 3D space around the 
device. Moreover, while Pingu can work with any computing device, MagiSign works 
only with smartphones (e.g., an iPhone). Finally, using multiple sensors in Pingu 
leads to a more precise gesture recognition in comparison to only one magnetic sensor 
in MagiSign. 
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Table 1. Sensors used in the design of Pingu with their specifications. 

 

4 Experiment 

To evaluate the usability of Pingu in secure authentication, we perform gestures de-
fined as a signature. Since Pingu is worn on a finger, even sharp and tiny gestures can 
be used for the purpose of authentication. When the user performs a gesture, the asso-
ciated sensor data is collected. The sensor readings define the temporal pattern of the 
signature and, thus, can be used in matching the signature for authentication. Our 
experiments were split into two categories: 

1. Signature in the air and  
2. Signature on the table 

Setting the two medium of air and desk provides a variety of surfaces for gesturing. In 
this way, the methodology can be tested under more variable yet practical scenarios. 
The desk medium is a surface which is commonly available for users during the ges-
turing process. The air medium also provides the fantasy of writing in air for the user, 
when the two other mediums are not available. 

Signatures for each user are recorded on two different mediums to evaluate Pingu 
for its dynamic usability. In other words, these two experiments ensure that the usabil-
ity of Pingu in secure authentication is irrespective of the surface (or medium) of 
interaction.  Each signature is first performed in the air and then on the table. Mul-
tiple templates per signature are collected. Specifically, when a signature is per-
formed, the 3D trajectory of the ring is recorded in the form of sensor readings. For 
example, as the ring moves, the accelerometer, embedded in Pingu, measures the 
linear acceleration along three axes: x, y, and z. 

Since Pingu performs sharp and tiny gestures, any general gesture can be used as a 
signature pattern. When a user performs a gesture, the sensor readings specific to the 
gesture are compared to the previously recorded signature pattern (template) for the 
user. The two patterns can be compared via Dynamic Time Warping (DTW) tech-
nique and if the difference between the two patterns is less than a pre-defined thre-
shold, the signature is accepted. Next, we provide details on the datasets and the clas-
sifiers used to analyze signatures made by the users. 

Sensor Description

Accelerometer [-8g, 8g]

Magnetometer [-2gauss, 2gauss]

Gyroscope [-2000deg/s, 2000deg/s]

Bluetooth Up to 2m
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assumptions, and (d) Support Vector Machines (SVM), which set hyperplanes in high 
dimensional space for using classification and regression. The current implementa-
tions available for these classifiers in Weka machine learning toolkit version 3.7.0 
[11, 12] on Mac OS X are used. Tables 2-3 list the classification accuracy obtained 
for both sets of experiments. As shown, MLP and SVM outperform the other two 
classifiers (i.e., DT and NB).  In addition, we note that using simple features (i.e., 
mean and variance of sensor readings) can enable us to classify users (based on their 
signature patterns) with an accuracy of about 99% in both experiment categories. 

Table 2. Signature Classification for 24 Users in Signature in the air 

Classifier Accuracy 

MLP 98.8889% 

DT 82.2222% 

NB 97.5% 

SVM 99.1667% 

Table 3. Signature Classification for 24 Users in Signature on the table 

Classifier Accuracy 

MLP 99.1549% 

DT 87.0423% 

NB 97.4648% 

SVM 99.4366% 

6 Correlation and Energy Features 

To illustrate the effect of a feature set on the accuracy of classification techniques, we 
extract piecewise correlation and frequency features of sensor readings. Frequency 
features measure the intensity in the movement of ring and are calculated as the sum 
of squared discrete FFT magnitudes. The correlation features, on the other hand, help 
differentiate between sharp and tiny gestures made by users. Together, these features 
help capture the periodicity in sensor readings. Thus, we performed another study of 
classifyingsignatures with a feature set that contains frequency and correlation fea-
tures in addition to mean and variance extracted from each of the three sensors. Spe-
cifically, 

1. Piecewise correlation between linear acceleration along x, y, and z axes (3 fea-
tures), and 

2. Frequency domain features along x, y, and z axes (3 features). 
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Feature vector for each sensor, therefore, contains 14 elements. With a window size 
of 4, the size of the feature set is 56 (=14x4). To classify, we again use the four clas-
sifiers listed earlier. Tables 4-5 present our results obtained for the experiments per-
formed in air and on the table. The results indicate that with correlation and frequency 
features, the accuracy can be excelled to 100%.  

Table 4. Signature Classification for 24 Users in Signature in the air (with Correlation and 
Frequency features) 

Classifier Accuracy 

MLP 100% 

DT 86.6667% 

NB 98.3333% 

SVM 100% 

Table 5. Signature Classification for 24 Users in Signature on the table (with Correlation and 
Frequency features) 

Classifier Accuracy 

MLP 100% 

DT 86.6667% 

NB 99.1549% 

SVM 99.7183% 

7 Conclusions 

In this work, we have proposed a unique secure authentication solution and presented 
our results for this system using a standalone, miniature, and wearable finger ring 
called Pingu. Pingu is a socially wearable, small finger ring that is equipped with 
multiple sensors to provide rich information about the signatures made by a user. Our 
analysis for signature recognition is based on a large dataset of 24 users and we have 
shown that with simple classification algorithms, the signature performed by a user 
can be recognized with a very high accuracy. Therefore it can be a trustworthy au-
thentication solution for many applications. 
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Abstract. This paper presents a new type of gesture for identifying spatio-
temporal patterns: the analog gesture. Analog gestures can be characterized by 
some features (speed, acceleration, direction, and angle) which describe the dy-
namic morphology of the gesture. At first, we detail interactive tasks that 
should benefit for the use of analog gestures. Then we give a state of the art 
concerning gesture recognition and investigate the specificity and the main 
properties of the analog gesture. Then, we propose a review of the surveillance 
maritime system called Hyperion which uses analog gestures. Finally, we give 
an example of the use of this type of gesture by the operator. It concerns the in-
teractive detection of ship abnormal trajectories in the context of maritime  
surveillance. 

Keywords: Gesture recognition, time-space pattern search, tabletop computing. 

1 Introduction 

Gestural interfaces are increasingly present in our daily lives. Nowadays, many dif-
ferent gestures have been investigated to enrich interaction. It is possible to use 3D-
gestures to control characters in video games or 2D-gestures to make a call with a 
smartphone. Gestures may be associated with different commands; for instance,  
symbol drawing can be used as a shortcut for calling software functions [1]. 

The recognized gestures refer to an action, a symbol or an idea, which refer them-
selves to software functions. However, to the best of our knowledge, there is no at-
tempt in the literature [6,7,8,12] to consider gestures which can directly refer to a 
time-space pattern of reference. We call time-space pattern (TSP) a series of positions 
that takes into account space and time simultaneously. We consider positions com-
posed of a location and a timestamp. TSPs are useful in many domains, such as the 
behavioral analysis of pedestrians in a crowd, optical character recognition, and more 
generally any study that aims at spatio-temporal clustering and classification. In this 
paper, we considered the application domain of maritime surveillance, where TSPs 
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correspond to boat trajectories that take into consideration the boats speed. Schematic 
examples of such trajectories are given in figure 1. The TSP on the left corresponds to 
a uniform speed while the right corresponds to a deceleration. 

 

Fig. 1. TSP with uniform speed (left) and deceleration (right). All positions are sampled with 
the same frequency. 

Our proposal consists in investigating the potential uses a new gesture type called 
analog gesture (AG) which is based on the explicit specification of a TSP. An analog 
gesture is a gesture dedicated to the expression of spatial and temporal features of a 
trajectory (or by extension a shape). The gesture is called “analog”, because we ex-
pect lengths, orientations and speeds to be proportional or representative of the real 
trajectory, which is expressed through a TSP.  

The paper is organized as follows. Section 2 presents some works related to our 
problematic. To the best of our knowledge, gestures have not been used so far to ex-
press of all the features describing a TSP. This is the aim of the analog gesture, which 
is defined in section 3. We then described the Hyperion platform, a maritime surveil-
lance application where analog gesture is useful. Finally, we focus on the integration 
of the analog gesture in Hyperion before a final conclusion.  

2 Related Work 

Previous works in gesture recognition mainly focus on path recognition. $1 Gesture 
Recognizer [14] is a 4-step algorithm that recognize a predefinite gesture extracted 
from a finite alphabet of unistroke gestures. The algorithm was later extended ($-
family) to enable multistroke gesture recognition [13]. Other algorithms as like in 
Octopocus [2] or the turning angle algorithm [5] use template alphabets to recognize 
gestures. Though originally applied on images, the turning angle algorithm can be 
applied on gesture recognition. 

Contrary to the aforementioned algorithms, PaleoSketch [10] does not use any al-
phabet. This application improves free hand draws by replacing parts of the sketch 
with ideal shapes. For example, it replaces a round sketch with a circle and a line 
sketch with a straight line. When a new shape is drawn, a corner finding algorithm 
produces a polyline interpretation that closely fits the original shape. After that, each 
subpart of the computed polyline is analyzed and replaced with the closest simple 
shape. The simple shape library is composed of several shapes, like line, arc, circle 
and ellipse. This approach does not use templates to recognize a big shape; the shape 
is seen as an addition of simple shapes. A very large number of shapes can thus be 
represented with gestures as long as those shapes can be decomposed in simple 
shapes. Nevertheless, all those works only focus on the shape. They don’t take into 
account the speed of the gesture which was used to draw the shape.  
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Holz and al. [4] takes into account the speed of the gesture in a selection technique 
they proposed for querying time-series graphs. To select a part of the graph, users 
sketch over part of the graph, establishing the level of similarity through the speed at 
which they sketch. Whereas this technique uses a temporal parameter (speed of 
sketch), it does not allow the expression of free shapes. To search a specific shape, a 
similar one has to exist.  

Rubine’s algorithm [11] classifies gestures according to 13 criteria like the length 
and the angle of the bounding box diagonal, the maximum speed and the duration of 
the gesture. This algorithm requires an initial training by drawing sample gestures. 
Even though time is taken into accounts in gesture classification with maximum speed 
and duration criteria, those two time parameters are too few to express acceleration in 
a TSP for example. In addition, the template alphabet required by this technique does 
not allow the expression of all spatial characteristics of a TSP. 

While some works focus on the spatial dimension, others use template alphabets 
which reduce the number of recognized path to the size of the alphabet.  

3 The Analog Gesture 

The analog gesture is a gesture dedicated to the expression of spatial and temporal 
characteristics of a trajectory. This gesture taken as a whole is devoted to be decom-
posed into a series of segments. Spatial characteristics will mostly correspond to the 
lengths of the segments as well as their orientations; while temporal the features are 
expressed via the speed or acceleration within the segment. 

Table 1. Parameters used to characterize a trajectory 

Dimension Parameter Recognized feature 

Space 

Number of dimension  2D, 3D 

Shape  
of the 
drawing 

Angle Each 15°-interval 

Direction Continuous 

Spatial inking Previously defined area 

Path 
Sequence of remarkable object in the  
environment crossed by the drawing 

Orientation A direction or the opposite direction 

Time Speed Zero, slow, medium, fast 

Acceleration 
Strong deceleration, deceleration,  
acceleration, strong acceleration 

Force Variation of pressure 
Same pressure, increasing pressure,  
decreasing pressure 

The speed and variation of pressure are important when we produce the gesture. 
Table 1 presents the three dimensions of the gesture realization were used to charac-
terize the gesture and therefore the intended TSP. These three dimensions are space, 
time and force. For each dimension, one or more parameters are recognized. 
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For each parameter, the assigned value is either continuous or discrete according to 
human abilities. Since human can draw a direction with a fairly good accuracy, there-
fore this is a continuous parameter. On the contrary, people are unable to draw a TSP 
with an accurate speed, so this parameter can take only few values (zero, slow, normal 
and fast), and therefore is a discrete parameter.  

Analog gestures are multi-touch gestures whenever the objective is to express rela-
tive evolutions of multiples trajectories. For instance, in the maritime surveillance 
domain, if we want to indicate that two vessels are sailing close together on near pa-
rallel courses (this situation occurs in boarding situation), we have to use two fingers. 

Analog gestures allow in one hit, to express simultaneously various parameters of a 
segment (length, orientation, speed) as well as complex objects composed of chained 
segments. 

To prove the utility of this type of gesture and how it works in real situation, we 
will show how we integrated AG in an effective application of maritime surveillance 
called Hyperion. In the two next parts, we will present the Hyperion platform and 
after that, we will expose how we use the gesture in this platform. 

4 Hyperion Platform 

VTS are control centers from which the maritime traffic is monitored. They aim at 
improving the safety and the organization of the traffic and at protecting the environ-
ment. The VTS controllers deal with many different types of information at the same 
time (AIS, radar, weather …). This considerable amount of raw information involves 
a heavy cognitive load which reduces the efficiency of the operator. 

We propose to develop a domain-specific maritime surveillance system (Hyperion) 
to reduce cognitive load through a process of computer-aided decision-making. 
Hyperion is an application dedicated to help vessel traffic service (VTS) controllers. It 
is developed in Java on Diamond Touch DT107 a touch table.  

The main aim of Hyperion platform is to highlight abnormal behaviors of moving 
vessels. The abnormal behaviors are defined by rules. These rules can contain static 
properties, a behavior (trajectory) and an anchorage (restriction of a rule to a specific 
area). Since there rules are strongly related to TSP patterns of sailing behaviour, such 
behaviours are defined by the controller (expert) using AG. 

In order to detect abnormal behaviors of moving vessels in a maritime area, we 
propose to combine a bottom-up and a top-down approach. The analysis of how sur-
veillance operators work [9] has shown that they were more looking for abnormal 
trajectories than checking normal ones. This is why we propose in a rule based expert 
system devoted to the maritime traffic analysis, to focus on the detection of abnormal 
behaviors. 

The top-down approach allows the operator to define a rule characterizing what 
he/she considers an abnormal situation in a given area. These rules work like a filter-
ing function. Any vessel matching the rules is highlighted (fig. 2). 

The bottom-up approach restricts the identification of abnormal behaviors to prede-
fined but well established rules. For example, if a vessel breaks a rule of navigation, it 
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must be reported to the operator. This type of detection is robust in trivial situations. 
Without these predefined rules, the operator would have to define a larger number of 
rules for simple situations. Subsequently, he would not be focusing on the detection of 
abnormal behaviors. 

Hyperion works on 2 main modes: an operational mode and a rule edition mode. 
When the application starts, the operational mode is on. In this mode, a ship breaking 
a rule is highlighted, and the user has to check the alert report and possibly report a 
false positive recognition. In rule edition mode, the user can create, search and delete 
rules, and apply them on map elements (vessels, harbors and areas).  

4.1 Operational Mode 

Figure 2 shows the interface in operational mode: a map represents the current situa-
tion. Vessels, harbors and areas appear on the map while alert reports are displayed on 
right of the map. Rules can be applied on every map elements. Moreover, the areas 
can be created, modified and deleted by the operator.  

When an alert occurs, an alert box which give an overview of the alert goes down 
from top to bottom right of the screen while, an animation catches the operator atten-
tion on the boat triggering the alert. Until alert is treated, the alert box stays in the 
stack of alerts. Alert box presents the icon of the rule, the time since the alert, the boat 
name, the rule name, and a number and a color that corresponds to the rule priority. If 
a vessel breaks a rule, it takes the color of the rule priority or a color corresponding to 
the sum of broken rules priorities, if more than one rule is broken.  

 

 

Fig. 2. Hyperion GUI in operational mode 
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4.2 Rule Edition Mode 

To add a new rule on map elements, the user has to tap and hold on an element. A 
circular menu appears and the operator can choose the create rule item. If the tap and 
hold gesture is performed directly on the map (not on a map element) the created rule 
will apply on the entire area monitored by the VTS. The user can also apply an exist-
ing rule on a map element. In this case, the user has to select an existing rule and  
apply it on a map element.  

The set of applied rules can be modified in rule edition mode. In Hyperion plat-
form, a rule is composed of 5 properties: a rule name, a priority, an anchorage, a dy-
namic behavior (trajectory) and a set of static properties like the boat name or its size.  

Figure 3 shows Hyperion GUI when the user is creating a new rule. In this situa-
tion, the map and its elements are displayed in the background and two new boxes 
appear in the bottom left corner. The first one is a detailed view of the currently rule 
edited and the second one allows the testing of the rule.  

In the rule box, each part of the rule is visible. First, the text area in the top left 
corner allows the showing and editing of the rule name. First, a default name “rule  
n°--” is given to the rule. Below, the slider corresponds to the rule priority that allows 
the user to order alert treatment by setting the colors and the numbers to the Vigipirate 
code (a French alert state). The anchorage area shows the “anchorage” property of the 
rule. The box in the middle (“behavior”) shows the abnormal trajectory expressed by 
the rule. These two properties are expressed using analog gestures performed directly 
on the map. Finally, the last box shows the static rule properties. For example, if we 
want to express a rule forbidding a military ship to enter an area, we have to add the 
military property. The static property set can be accessed by performing an up swipe 
on the property box. 

 

Fig. 3. Create a new rule in Hyperion platform 
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The second box concerns rule testing. At the top, the button “test” is used to test 
rule on the last 24 hours or less according to the recorded history. When a rule is 
tested a text area under test button displays the number of alerts that would have been 
raised over the recorded period, as well as the number of false alarms (boats trigger-
ing an alarm but considered as normal by the operator). Finally, the circle allows user 
to replay the recorded history to understand better the alerts triggered by his rule. To 
play history, it is possible to tap on the play symbol or to move the slider around the 
symbol to go backwards or forwards.  

Figure 4 shows the research of rules, where the user in looking for rules expressing 
a given behaviour: a list appears above the rule view. It contains every rule in the 
system, which corresponds to the research. To apply an existing rule on a map ele-
ment, user just has to drag and drop rule from the list, to the element. In this case, the 
rule is cloned and the “anchorage” property of the cloned rule is replaced with the 
new map element.  

 

Fig. 4. Rule selection in Hyperion GUI 

This section aimed at the description of the Hyperion system, and how it uses 
rules: next section focusses more on the use of AG in the platform.  

5 Use of Analog Gesture for Vessel Trajectory Appointment 

Let us consider a simplified example to describe how AGs are used in Hyperion: sup-
pose the controller wants to describe a vessel trajectory starting from a harbor,  
suddenly turning to the southeast while accelerating. 

Without AG, operator should to select the harbor to indicate the anchorage proper-
ty of the rule. To express the abnormal trajectory, the operator has to learn the rule 
syntax and write it in a text editor like in [3].  
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With AG, the surveillance controller has just to perform a gesture from the point 
on the map indicating the harbor, going away from the port at normal speed and  
turning abruptly and rapidly to the bottom right corner of the touch table screen  
(figure 5a). In a same gesture and without learning process from the operator,  
“anchorage” and “behavior” properties are added to the edited rule.  

When the gesture is completed, a feedback appears on rule view (figure 5b). This 
feedback allows the user to see what is understood by the system. If the operator does 
not agree with the recognized TSP, he/she can cancel his/her action by performing 
another gesture. 

 

Fig. 5. a- Example of real gesture (left) and b- its corresponding feedback, with the same sam-
pling frequency. 

Analog gesture is limited to maritime surveillance domain. In aerial monitoring 
domain, it would be possible to use this type of gesture to watch the air traffic. It 
would be possible to add AG to easily plan the itinerary of an unmanned vehicle like 
UAV or unmanned car. 

6 Conclusion 

We saw that in some situation, we need to refer to TSP global features. Therefore, we 
propose the concept of analogical gesture which allows people to directly match to the 
TSP of reference in the system. Finally, we present the Hyperion platform, our  
maritime surveillance application which uses the AG. 

The analog gesture recognizer is developed. Now, we have to make some experi-
ments to know if it is a real benefit for an operator to express the main characteristics 
of a trajectory via a gesture, in terms of precision and time to realize this task.  
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Abstract. Typical view sharing system has same camera alignment that camera 
take images from back of remote instructor. We change this alignment to cam-
era take images from front of remote instructor for preventing occlusions 
caused by a body of remote instructor self. Also as visual feedbacks, a mirror 
image of remote instructor is indicated in display of remote instructor side. 
Eventually remote instructor can confirm own instruction in the display. There-
fore due to displaying the mirror image of remote instructor and changing cam-
era alignment, we proposed and implement a novel remote collaboration system 
which prevents occlusion problems caused by instructor body self when he/she 
sends clear instructions by whole body gesture and allows instructor to use di-
rect manipulation. 

Keywords: Remote collaboration, Occlusion, Augmented Reality, View shar-
ing system, Spatial AR. 

1 Introduction 

Work conducted by a local worker under the instructions of a remote instructor is 
called remote collaboration [1-3]. Using a telecommunication terminal, the remote 
instructor and the local worker transmit and receive sounds and videos to accomplish 
their work since they cannot share voices and views directly. On the other hand, a 
worker and an instructor sometimes communicate regarding objects and places in real 
work spaces in local collaborative works. To conduct such communication smoothly, 
a support system sends the remote instructions including the place of the local worker. 

Especially, some studies focus on the situation in which a remote instructor  
provides an instruction to a local worker with real objects, for example, repairing 
machinery. In these studies, a tabletop display is adopted to capture the gesture of the 
instructor and a projector is adopted to indicate the gesture image to the real-world 
directly [9-12]. With these devices, it becomes easy that a local worker realizes an 
instruction intuitively with watching the projected image of instruction gesture on the 
work environment. This study focuses on remote collaboration in which a local work-
er works with real objects using a remote instructor. The goal of this study is to 
achieve an interaction that allows a remote instructor to provide a local worker with 
clear and accurate instructions by means of various gestures. A view sharing system 
between remote instructor and local worker are often used in this type of remote  
collaboration. In particular, we focus to occlusion problems when making clear  
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instructions by gestures. To solve this problem, we apply spatial augmented reality 
technique to view sharing system for remote collaboration..  

2 Related Work 

Some researches study the support of the instruction to the local worker by the remote 
instructor as a remote collaboration. Some of these research focus on the remote col-
laboration with real-world objects. The teleoperated laser pointer is adopted in some 
research as a pointing tool for remote collaboration [4-6]. Cterm [4] and GestureLaser 
[5] are device placed in a work space, and WACL [6] is a wearable device. Each of 
these is compact size and consists of a camera, a microphone, a speaker and a laser 
pointer which can be controlled remotely. The instructor can pan and tilt the laser 
pointer on the camera to point at real-world objects. GestureMan [7] is a system 
equipped with not only a teleoperated laser pointer but also a robot head and a robot 
arm. The robot head and the robot arm trace the motion of the remote instructor. 

Kondo [8] develops view sharing system between an instructor and a worker for 
remote collaboration. This system is constructed from the video-see-through Head 
Mounted Displays (HMD) and motion trackers. The system allows two users in re-
mote places to share their first-person views each other. 

To achieve the instruction considering embodiment in the remote collaboration, 
some researches display the image or the shadow of the instructor on the work envi-
ronment [9-12]. These systems allow to transmit the embodiment and awareness to 
the remote worker by sharing their arms and gestures each other on the displayed 
image. These research show the remote communication becomes smooth by consider-
ing embodiment and transmitting the awareness information or gestures. Therefore, 
the instruction via work field images including target object is effective for the remote 
collaboration with real-world objects. Moreover, considering embodiment and trans-
mitting gesture or awareness information is important in the instruction with real-
world objects. However, above systems focus on the system placed on the work envi-
ronment. There has been little researches which proposes the instructor system, the 
remote interaction for the instructor and deploying spatial AR techniques. 

3 View Sharing System Using Instructor Mirror Image 

In typical view sharing system for remote collaboration, as conveying remote instruc-
tion to local worker, researchers studied indicating only arm image of instructor and 
line drawing [14-15], whole body or upper of instructor [13][16] and some instruc-
tions in VR space rebuilt for remote instructor. Especially, we focus to Kuzuoka 
works [17] that upper body image can help to understand instructor’s gestures and 
measure intelligibility of worker and instructor. Along to the principle, we use images 
of instructor’s upper body to support nonverbal communication. 

In typical view sharing system for remote collaboration, HMD and table top dis-
play are used for displaying situation of remote instructor and local worker sites each 
other. Remote instructor and local worker cannot take different field of view because  
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Fig. 1. Occlusion problems in typical view sharing system 

view of remote instructor and local worker are perfectly matched in remote collabora-
tion systems such as both remote instructor and local worker wears HMD. Finally, 
remote instructor cannot observe worker sites freely, and then performance of remote 
collaboration is decreased in tasks such as searching and picking. Using table top 
display in such remote collaboration are often used to compensate the previous prob-
lem that remote instructor cannot observe working site. In such remote collaboration 
system, instructions for real objects are conducted by gestures of only finger and arm. 
However, gesture of whole body, face and other body parts cannot be used in such 
kind of system due to deployment of the display placed horizontally. In our proposed 
system we use old fusion wall type LCD panel as output device for instructor to use 
gestures of whole body.  

Typical view sharing system for remote collaboration has almost same camera 
alignment that camera take images from back of remote instructor as shown in fig 1. 
We change this alignment to take camera images from front of remote instructor for 
preventing occlusions caused by a body of remote instructor self as shown in bottom 
of fig 2. Also as visual feedbacks, a mirror image of remote instructor is indicated in 
display of remote instructor side as shown in fig 3. Eventually remote instructor  
can confirm own instruction in the display with this Spatial AR technique. Therefore 
due to displaying the mirror image of remote instructor and changing camera align-
ment, we proposed and implement a novel remote collaboration system which  
prevents occlusion problems caused by instructor body self when they sends clear 
instructions by whole body gesture and allows instructor to use direct manipulation. 
We suppose to unveil relationship among tasks efficiently, whole body gesture and 
even face expressions in remote collaboration regarding objects and places in real 
work spaces. 
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Fig. 2. Camera alignment in typical view sharing system and proposed system 

 

Fig. 3. System diagram 
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3.1 System Overview 

Our proposed system is composed of instructor and worker interfaces. Fig 4 shows ap-
pearance of instructor interface. It composed of Flat panel display (Mitsubishi,  
55P-FD100) to indicate video image of worker side, and Microsoft Kinect to capture 
instructor’s body movement. The Kinect is deployed between the Flat panel display and 
standing position of instructor. Kinect can capture depth and RGB image of instructor at 
the same time. Image of only instructor can be extracted from RGB image according to 
the depth image. After that extracted instructor image is sent to worker interface as 
shown in Fig 3. Also instructor cannot touch the display directly with deploying the 
Kinect between the display and standing position of instructor. Instructor cannot recog-
nize where instructor is pointing to exact. It causes a lack of direct touch and decreasing 
usability. To compensate those issues, transparent image of instructor body is superim-
posed to image on the display as shown in upper right of Fig 4. 

Fig 5 shows worker interface. The worker interface is composed of a projector 
(Mitsubishi, LVP-DX95) and RGB camera (Logicool, HD Pro Webcam C920). The 
RGB camera capture circumstance of worker side. Image of instructor upper body is 
overlaid on working place with the projector as shown in Fig 5. This interface is not 
special and this style is typical Procams (Projector and Camera systems). Because of 
that we do not focus to improvement of worker interface in this paper. 

 

Fig. 4. Appearance of instructor interface (Left) and worker interface (Right) 

Fig 3 shows process of instructions. Worker interface capture working place in-
cluding worker’s hand and objective parts of this task. The captured image stream is 
sent to instructor interface via TCP/IP network. At this time, we apply keystone effect 
to configure and compensate distortion. And then the corrected image indicate on the 
large display located in front of the instructor. Observing the image stream of worker 
side, the instructor make instructions by finger pointing and whole body gesture.  
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Also, image of instructor upper body can be extracted according to depth image of  
Kinect. Those image is sent to worker side, and then the instructor upper body is  
overlaying on work place. Finally, instructor’s finger pointing and whole body gesture 
are duplicated in worker side. Referring duplicated nonverbal channel, the worker 
conduct tasks. Simultaneously, the image is superimposed to the display in instructor 
side as visual feedback for the instructor. Also aural communication can be used each 
other as full duplex via Skype. 

3.2 User Study and Result 

We conduct 2 type user study. After that we called them Experiment 1 and 2. Task 1 
can be accomplished by pointing out only 1 place. Also we set that occlusion prob-
lems do not occur so much as the experiment condition of Experiment 1. Aim of Ex-
periment 1 is to confirm that the proposed system can mark almost same performance 
as well as typical view sharing interface as shown in upper of fig 2.  

In Experiment 2, subject should be pointing out 2 places to accomplish. We set 
Experiment 2 condition that occlusion problems occur so much. Aim of Experiment 2 
is to confirm that the proposed system can perform much more than typical view shar-
ing interface. 

In Experiment 1, we set a task that subjects place some blocks on gridded paper as 
shown in left of Fig 5. The blocks are painted by random color pattern not to distin-
guish at once. Also the gridded paper is painted by random color pattern. It means that 
we let instructor use finger pointing rather than aural instruction. In experiment 2, we 
set a task that subject draw a line from two point indicated by remote instructor on a 
gridded board (Right of Fig 5). Some base points are painted as large black circle on 
the gridded board. The base points avoid that remote instructor spend time for search-
ing two points which convey to a local worker.  

12 subjects (ages 21-25, 11 male and 1 female) conduct Experiment 1 and 2 to 
consider order effects. As a result, typical view sharing is faster than the proposed 
interface in Experiment 1. Significant difference is found in task completion time  
of Experiment 1. In Experiment 2, the proposed interface is faster than the typical  
view shared interface. Significant difference is found in task completion time of  
Experiment 2.  

Also we conduct questionnaire after Experiment 1 and 2. In experiment 1, we can-
not find significant difference among almost all evaluation items excepting “Which 
condition do you transmit the instruction easier?”. In terms of “Which condition  
do you transmit the instruction easier?”, the proposed interface is more easier  
than typical interface. In Experiment 2, the proposed interface obtain good impres-
sions and obtain significant differences in “Which condition do you transmit the in-
struction easier?”, “Which condition do you conduct the instruction precisely?”  
and “Which condition do you feel burdens during instructions?”. However, we cannot 
find significant difference in “Which condition do you conduct the instructions  
faster?”  
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Fig. 5. Gridded board (Left). Blocks and gridded paper (Right). 

3.3 Discussion 

In Experiment 1 which needs one pointing instructions, the typical existed interface 
mark shorter completion time than the proposed interface. As quantities evaluation, 
we cannot find significant difference among almost all evaluation items excepting 
“Which condition do you transmit the instruction easier?”.  

In Experiment 2 which needs two pointing instructions, the proposed interface 
marks shorter completion time than typical interface. As quantities evaluation, the 
proposed interface provides better impressions than the typical interface. Especially, 
quite large difference is obtained in evaluation item of “Do you feel burden when 
instructions?” because instructors should take unnaturally posture during instruction 
in the typical interface. It can say the proposed interface using mirror image can com-
pensate those occlusion problems. Also the proposed interface can provide same im-
pression when conducting one pointing instruction.  

4 Sharing Face Expression among Worker and Instructor 
Using Mirror Image  

In previous chapter, we proposed, implemented and evaluated view sharing system 
using instructor mirror image as application of remote collaboration with installing 
spatial AR techniques. As a result, we can compensate occlusions problems during 
two pointing instructions. Also we propose a method of sharing face expression 
among worker and multiple instructors using mirror image as other application of 
remote collaboration with installing spatial AR technique. We assume that application 
can mark good performance in remote collaboration between two or three instructors 
and one field worker.  

As shown in fig 6, two or three instructor are considering how to instruct. Then,  
local worker can watch the conversation among instructors with observing face ex-
pression, gestures and body. The local worker might obtain much nonverbal commu-
nication comparing to a method of left and middle of Fig 6. Finally, understanding the 
conversation deeply, the local worker can conduct tasks smoothly. 
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Fig. 6. Advantage of sharing face expression with using mirror image of instructors 

5 Conclusion 

We propose, implement and evaluate new view sharing system for remote collabora-
tion. We change this alignment to camera take images from front of remote instructor 
for preventing occlusions caused by a body of remote instructor self. Also as visual 
feedbacks, a mirror image of remote instructor is indicated in display of remote in-
structor side. Eventually remote instructor can confirm own instruction in the display. 
Therefore due to displaying the mirror image of remote instructor and changing  
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camera alignment, we proposed and implement a novel remote collaboration system 
which prevents occlusion problems caused by instructor body self when he/she sends 
clear instructions by whole body gesture and allows instructor to use direct manipula-
tion. Also we propose a method of sharing face expression among worker and mul-
tiple instructors using mirror image as other application of remote collaboration with 
installing spatial AR technique. 
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Abstract. In the work at hand, a method is presented that can pre-
dict gestures during input. The scheme is based on the specification of
prominent points defining subgestures within templates. Classification
of a partial input is only against a small set of subgestures pre-selected
by nearest neighbor searches regarding these prominent points. The ges-
ture prediction is invariant against variations in scale, rotation, transla-
tion and speed of an input and handles single-touch, single-stroke and
(sequential) multi-touch gestures. We provide thorough investigations of
the classifiers performance on tests with two medium sized gesture sets.
Results are promising and feasible for a wide range of applications. Even
common direct manipulation operations can be reliably detected.

Keywords: gestures, multi-touch, prediction, classification, template-
based.

1 Introduction and Motivation

In this work, the task of a gesture’s prediction during input is investigated. In
the best case, input is accompanied by continuously adapting interpretations in
terms of the most probably intended gestures. In this way, users can finish their
input as soon as enough of it is seen for proper recognition. Besides the incorpo-
ration of multi-touch to encode more information in time, such shortening can
drastically reduce the time of gestural interaction, too. In addition, a predictive
recognition can connect gestural interaction and direct manipulation or support
tools for dynamic training of gestures. Freeman et al. [7] see the barrier for users
in the necessity of learning complex physical input methods as the main cause
why developers of commercial systems avoid implementations of multi-touch in-
teraction beyond basic direct manipulations as defined by Shneiderman [18].
Consequently, literature mainly focuses on such training purposes or support of
input by feedforward mechanisms that show current predictions [2,3].

2 Known Methods and Applications

In [14], purpose of a gesture’s ‘eager recognition’ is the fluent transition from
gesturing to direct manipulation, targeting to convey additional parameters of
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the operation. This is realized by forming two sets for each class, one for the suf-
ficient complete ones (unambiguous) and one selection of ambiguous subgestures
of all possible prefixes each gesture can contain. Under modification of weighting
parameters by cross-validation, a binary classifier is trained that decides whether
enough of an actual input is seen (input falls into an unambiguous set) to pass
it to the standard classification method presented in the same work.

The classification method of [14] and its eager recognition routine is used in [9]
for the interpretation of hand drawn sketches of ER-diagrams (4 simple geometric
symbols for entities, relationships, and attributes). A similar method is used in
[19] for the recognition of sketches. Partial (separated by strokes) sketches are
added to the training data which is clustered (supported by a supervised SVM)
by similarity of visually represented features (as in [12]). Assignment of partial
inputs to a class is by a Bayesian approach.

The feedback system ‘Octopocus’ [2] supports single-touch input of gestures
normalized regarding their size by presenting suggestions of possible progress.
Beginnings of each classes’ templates that correspond in length are replaced by
the actual input. This modified gesture is then classified based on the method in
[14] by Mahalanobis distances against the original template set. An alternative
classification by distances between the shape signatures of angular traversal of
the trajectory is proposed, but not investigated. The error measurement in terms
of the distance of a template to the input indicates the probability of performing
a gesture equivalent to this template. This probability is visually presented by
the stroke’s thickness in the depiction of each possible outcome. An approach
similar to ‘Octopocus’ that only displays the most probably intended gesture to
not stress the user is presented in [3]. In contrast to the work in [2], the prediction
scheme scales templates to the bounding box of the current single-touch input.

More sophisticated estimation of the size of a partially entered gesture is done
in [1] on the basis of a scale independent gesture representation by sequences of
quantized absolute angles. Subsequences of similar angles are collapsed to achieve
independence of an input’s duration, which otherwise needs an equal distance
resampling under knowledge of the complete gesture. Two thus computed shape
signatures are compared - up to the length of the shorter one - by the ratio of
their pair-wise angles that exceed a threshold of (π/4). Is this ratio below 10%,
a scaling factor is determined by the mean lengths of all examined segments1

in both trajectories that are represented by those concordant angle-pairs. Tests
showed an average over-estimation of a partial gesture’s real size by 1/3.

In [11], a DTW approach is used to recognize partial input of planar gestures
of the hands. Classification of a partial input is done by comparisons with sub-
gestures of templates in length of the input’s duration. A gesture network is used
to model common subgestures and the formal prediction capacity. It provides
points in time where the classification of a partial input is possible. Further
progress is predicted by averaging trajectories following the input part in the
graph for predefined gestures. However, common partial sequences of gestures
require a manual analysis of the gesture set. Kawashima et al. [10] extend the

1 Ignoring the last one, as it can not be determined, if it is already completed.
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concept of [11] to handle input with strong variations in its duration compared to
the specified and quantized (per Self Organizing Maps) templates. The method,
however, requires the computation of Euclidean distances between input and all
possible subsequences of a template to choose the most similar segment as soon
as it differs by a threshold to the second most similar one.

In general, classification by DTW can also be done by relaxing constraints, so
that partial matchings are possible or even preferred [8]. Further approaches can
be found in other application areas. Classification by HMM, for instance, can be
extended by combination of the models [21] or modification of the Viterbi proce-
dure [6] to detect gestures in continuous input streams. Such ‘gesture spotting’
could be transferred to find partially entered gestures within templates.

The Main Problem of a gesture’s early recognition is the estimation of the
amount of input already done. Obviously, absolute criteria as time or the length
of trajectories can provide sufficient indications of this amount, but presume cer-
tain restrictions in input (i.e. fixed size, orientation, speed or scale). Additionally,
nearest neighbor searches within all possible subgestures of all templates are too
expensive if several classifications are to be done during a gesture’s input.

In the methods available so far, single-touch is the common form of input
[14,2,1,3] and tools that provide sophisticated multi-touch gesture input at all are
rare.2. Multi-stroke is supported, for instance, by [19], but prediction is restricted
to partial sketches containing fully drawn strokes. Due to the selection of absolute
(i.e. angular) features [14,1,19] normalization by size [2,3] or usage of time as
a criterion to find subgestures of equal length [11], our required invariances are
currently not fully supported, too.

We require the prediction of gestures to be invariant against variations in
scale, rotation, translation, and speed as having such constraints limits the ver-
satility of the classifier. On the other hand, if such natural variations in input are
required, they can easily be integrated by parameter checks or enhancements by
absolute features. To prevent restrictions to the diversity of gestures, we require
our classification approach to handle single-touch gestures as well as multi-stroke
or (sequential) multi-touch ones as defined in [17].

3 The Proposed Method

The proposed method is based on the definition of prominent points within tem-
plates. The recognition routine of [17] is applied at each new input sample point
(time-outs are possible), but classification is only against templates with a promi-
nent point similar to this last point in input. This way, the classification’s work-
load can be scaled regarding real-time requirements. Each prominent/landmark
point, is represented by a feature vector which is independent of a gesture’s posi-
tion, scale or orientation. If an input is compared to a template, the best fitting

2 Direct manipulation operations (for instance, pinch-gestures) as defined by Shnei-
derman [18], though possibly applied by multi-touch, are not regarded as gestures.
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prominent point allows to estimate the common portion within the template,
which in turn allows the prediction of further progress and training schemes as
in [2,16,3]. Our detailed procedure includes the following steps:

• Find prominent points in each template during training phase.
• Define a representation of landmarks in respect to features supporting all
required invariances and incremental (with gesture length) computation.

• Store landmark points (together with references to the corresponding sub-
gesture) in a data structure that provides fast searches for nearest neighbors.

• During input, find landmarks that are most similar to its currently termi-
nating point and classify it against their corresponding subgestures.

We find prominent points within a gesture’s token (trajectory) by a modified
Ramer-Douglas-Peucker-algorithm [13,5] (abbr.: RDP). It approximates curves
by omitting points that do not provide much information to its contour.

Algorithm 1. ModifiedRamerDouglasPeucker(T,n,f,l)

Require: INPUT: T - single trajectory of an gesture input
Require: INPUT: n - maximum number of landmark points
Require: INPUT: f - index of first point
Require: INPUT: l - index of last point � defining relevant sequence in trajectory

� by ignoring duplicates/first point, point set contains landmarks on end of recursion
StoreToPointSet(T(f))
StoreToPointSet(T(l))
� if further landmark points are to be included, find the one with maximum
� perpendicular distance to the line segment defined by index l and f
if n > 0 & l − f > 0 then

for all i = f + 1 to l − 1 do
distance ← PerpendicularDistance(T(i),T(l),T(f))
if distance > maxdistance then

landmark ← i
maxdistance ← distance

end if
end for
StoreToPointSet(T(landmark))
� distribute next landmarks approximately equally on left and right side of the
� currently found one by the number of samples within both parts
left ← n · (landmark − f)/(l − f)
right ← n-left
ModifiedRamerDouglasPeucker((T,left,f,landmark))
ModifiedRamerDouglasPeucker((T,right,landmark,right))

end if

In its original version, the recursive procedure successively selects points that
contain the most relevant contour information. It terminates as soon as a point
would be added whose distance to the polyline formed by already chosen points
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falls below a threshold. We adapted the procedure to collect a maximum number
of points. If one such point is found, the reduced maximum number is distributed
in the ratio of sample points within the trajectory that precede or follow this
currently found prominent point. The first point in the token of a template is
excluded from the list of landmark points after the algorithm’s termination.

All landmark points found by the RDP-algorithm are represented by a feature
vector. The features are depicted in figure 1. They contain the angle between
the first point, landmark and its preceding point (1), the angle enclosed by the
landmark’s preceding point, landmark itself and an incremental center of gravity
(2), the angle between first point, the point half way to the landmark (median)
and the landmark (3) as well as the distance of incremental center of gravity to
the landmark in relation to the length of the trajectory up to the landmark (4).

1 2

3

4

Fig. 1. The feature set of a landmark (cross) is used for retrieving similar points within
templates. It contains measurements of angles and distances incorporating interesting
points on the trajectory (black dots) and an incremental center of gravity (gray).

An additional feature not depicted in figure 1 is the cosine (self-) distance be-
tween two segments of the partial trajectory up to the landmark that are bisected
by the median. It indicates the trajectory’s continuity. If more than one (partial)
trajectory is included in a subgesture up to the landmark, the structural and
temporal features of [17] are added. All features can be computed in maximum
time relative to the length of the trajectory and in this case incrementally.

For each landmark point within a trajectory of a gesture, the feature vectors of
simultaneous points in possibly existing concurrent3 trajectories are retrieved,
too. The combined feature vector for all trajectories at a given point in time
is seen as a point in multi-dimensional space. Every possible combination of
the tokens’ feature vectors (and a reference to the corresponding subgesture) is
added in a kd-tree [4], appropriate for this number of tokens. This data structure
supports efficient searches for nearest neighbors within radii of fixed number or
range. Figure 2 illustrates the complete process.

For each new sample of an input, the kd-tree for its current number of tokens
is chosen. A set of nearest neighbor landmarks in respect to the combined last
points of the input’s trajectories is requested and used for classification. The
result of this classification is our best guess of the intended input.

3 In case of terminated trajectories, their last point is chosen.
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Fig. 2. Signal processing of a gesture (left). Landmark points for a token are detected
and features retrieved and combined with features at simultaneous time or (if at the
current time already completed) past endpoints of other tokens (second picture). For
each ordering of tokens a feature vector is generated and the order corresponding
subgesture is referenced by this point which is included in a kd-tree structure (right).

4 Evaluation

We evaluated our procedure by classification tests of partial gestures for two sets
of templates. The first set (see figure 3 left) contains only multi-touch gestures
and is introduced in [17]. The set was not developed for this purpose and due
to inherent identical prefixes of the gestures4, it is impractical for real world
applications of gesture prediction. However, for analysing purposes and first
impressions of our approach’s performance, this systematical ‘construction flaw’
may be useful. For a more realistic scenario, a second set (see figure 3 right) was
constructed which contains single- as well as multi-touch gestures. One member
of each group of identical prefixes of set 1 was included. In addition to the
three-finger pinch gestures, author-defined two-finger versions were added to
investigate the potential for recognizing direct manipulations by our approach.
Due to the lack of other known multi-touch gesture sets, a selection of letters
from the gesture alphabet presented in [15] and four single-stroke gestures of
[20] (in ‘medium’ speed) are included. Each gesture in the second set contains
all available user-independent templates.

From the first set, six user-dependent test cases were generated and results
averaged. One user-independent test case is used for the second set. For each
test case of each set the following procedure was executed five times: For each
of the 20 gesture classes in a set five5 specifications were randomly selected as
templates and five were randomly selected as test instances. In each template, ten
landmark points were detected by the modified RDP method and their feature

4 Considering delays in input between strokes, more than half of the gestures within the
sets {1, 2}, {5, 6, 7}, {4, 9, 10, 11, 13, 14}, {15, 19} and, at recognition invariant against
rotation, {8,16} are completely equal.

5 In one exception only four templates were chosen as in the first gesture set, one user
specified only nine templates for class 2.
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Fig. 3. The two gesture sets used in the tests. Depicted on the left is the original
multi-touch gesture set. A modified and more realistic set combined with gestures of
[20], multi-touch letters of a gesture alphabet [15] and two finger pinching gestures is
seen on the right. Larger dots depict the start of a trajectory, arrows their movement
and dashed smaller dots symbolize their end. Black colored starting points belong to
the first stroke, gray ones to the second.

vectors together with the corresponding subgestures included in kd-trees.6 The
test instances were splitted into subgestures of lengths between 10% and 100%
(in steps of 10%) by their temporal progress to simulate continuous gesture input
(see figure 4). At classification of a subgesture, the search within a kd-tree (the
one storing instances of the current input’s number of tokens) was restricted
to ten nearest neighbors (approximately 0.14% of all possible subgestures). The
input is classified against these candidates and the best one returned as result.

Fig. 4. Segmentation of a gesture (class 10 of first set) into 10%-steps of its duration

6 For the first set, this resulted in approx. 7300 generated subgestures per test run.
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5 Results and Discussion

In the following section, results regarding both gesture sets are presented. Table
1 lists accuracy values for classifications of partial gestures of set 1 sorted by
average results per gesture class. The left side of figure 5 shows the ratio at which
correct results are already included in the set of one to three or ten candidates
chosen by the nearest neighbor searches for a partial input. On the right side,
the results of the classification against the ten nearest candidates are presented.
Accuracy values are explicitly given for 13 gestures with identical prefixes, the
remaining seven as well as the best and the worst gesture class.

Table 1. Prediction Results for Gesture Set 1

Gesture 10 20 30 40 50 60 70 80 90 100 �
20 0.8 0.91 0.89 0.89 0.92 0.92 0.92 0.97 0.98 0.99 0.92
17 0.51 0.79 0.94 0.97 0.99 1 1 1 1 1 0.92
18 0.41 0.77 0.97 1 1 1 1 1 0.99 0.98 0.91
12 0.64 0.68 1 0.96 0.95 0.94 0.73 1 1 1 0.89
8 0.95 0.64 0.8 0.84 0.84 0.82 0.99 1 1 0.99 0.89
3 0.62 0.8 0.85 0.82 0.83 0.91 0.79 0.93 0.94 0.99 0.85
15 0.48 0.73 0.74 0.78 0.83 0.81 0.95 1 1 1 0.83
19 0.51 0.66 0.85 0.84 0.87 0.85 0.85 0.87 1 1 0.83
16 0.59 0.53 0.78 0.85 0.85 0.87 0.73 1 1 1 0.82
1 0.54 0.52 0.55 0.57 0.57 0.44 0.71 0.92 1 1 0.68
2 0.36 0.49 0.44 0.42 0.42 0.52 0.78 0.96 0.99 0.99 0.64
11 0.17 0.23 0.35 0.35 0.59 0.87 0.87 0.87 0.98 0.98 0.63
7 0.27 0.29 0.46 0.48 0.49 0.53 0.8 0.88 0.97 0.97 0.61
13 0.34 0.33 0.39 0.39 0.39 0.65 0.84 0.86 0.89 0.98 0.61
6 0.37 0.3 0.45 0.47 0.52 0.55 0.57 0.88 0.99 0.95 0.61
14 0.18 0.32 0.33 0.26 0.27 0.6 0.97 1 1 1 0.59
9 0.27 0.28 0.23 0.37 0.37 0.53 0.95 0.96 0.96 0.97 0.59
10 0.22 0.2 0.29 0.23 0.23 0.39 0.93 0.96 0.98 0.99 0.54
5 0.31 0.37 0.36 0.4 0.41 0.42 0.45 0.78 0.93 0.96 0.54
4 0.24 0.22 0.29 0.37 0.4 0.42 0.63 0.85 0.97 0.98 0.54
� 0.44 0.5 0.6 0.61 0.64 0.7 0.82 0.93 0.98 0.99 0.72

As soon as more than 10% of a gesture is entered, in over 50% of the
cases, nearest neighbor templates already represent correct results. For restricted
searches to ten candidates, an upper bound is given in figure 5 (left). Recogni-
tion rates of 90% are possible if at least 20% of an input is seen. At 80% of
input, 98% accuracy can be achieved by correct choices from nearest neighbor
sets. In comparison (figure 5 right), average prediction accuracy is above 50%
with at least 20% of a gesture entered. A correct selection within the two nearest
neighbors would give better results (overall in average 94% against 72% actual
prediction rate). With progression of input, the classifier’s selection from near-
est neighbor sets becomes more reliable.7 Actual prediction accuracy is best for
gesture 17 which is classified correctly at more than 60% of input and predicted
with at least 94% rate if more than 30% of it is seen. The seven gestures without
common prefixes are recognized with no less than 88% if input passes 30%.

7 Prediction rates for finished gestures (100%) are only slightly worse than results of
the classification approach alone against all full templates.
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Fig. 5. The ratio at which one to three or ten nearest neighbor templates of partial ges-
tures already include correct results is shown left. Next to it, classification accuracies in
relation to a partial input’s progress are presented. Results for best and worst gestures
and subsets that are or are not afflicted by identical prefixes are given separately.

Prediction accuracies regarding gesture set 2 are given in table 2. Figure 6
(left) illustrates these results in comparison to prediction hits by nearest neighbor
searches.

Table 2. Prediction Results for Gesture Set 2

Gesture 10 20 30 40 50 60 70 80 90 100 �
9 0.76 1 1 1 1 1 1 1 1 1 0.98
2 0.92 0.88 0.92 1 1 1 1 1 1 1 0.97
10 0.8 0.96 0.96 1 1 1 1 1 1 1 0.97
8 0.56 0.8 1 1 1 1 1 1 1 1 0.94
6 0.64 0.84 0.96 0.92 0.92 0.92 1 1 1 1 0.92
19 0.6 1 0.92 0.56 1 1 1 1 1 1 0.91
4 0.44 0.92 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.9
18 0.36 0.8 0.84 0.92 0.96 1 1 1 1 1 0.89
16 0.64 0.96 0.92 0.96 0.96 1 1 0.88 0.68 0.88 0.89
5 0.44 0.64 0.84 1 0.92 0.92 0.92 0.96 1 1 0.86
15 0.64 0.56 0.56 0.72 0.84 1 1 1 1 1 0.83
11 0 0.4 0.96 1 1 1 1 1 0.96 0.88 0.82
3 0.76 0.48 1 0.76 0.76 0.72 0.68 1 1 1 0.82
17 0.68 0.88 0.84 0.64 0.48 0.68 1 0.92 0.96 0.96 0.8
7 0.48 0.56 0.88 0.8 0.76 0.76 0.76 1 1 1 0.8
20 0.56 0.64 0.68 0.8 0.84 0.96 0.92 0.88 0.88 0.6 0.78
12 0.2 0.4 0.76 0.8 0.84 0.8 0.8 0.88 0.96 1 0.74
1 0.72 0.52 0.44 0.44 0.44 0.36 0.88 0.96 1 1 0.68
13 0.24 0.24 0.16 0.28 0.44 0.48 0.64 0.88 1 0.92 0.53
14 0.12 0.24 0.36 0.4 0.4 0.4 0.36 0.48 0.96 0.88 0.46
� 0.53 0.69 0.8 0.8 0.83 0.85 0.9 0.94 0.97 0.95 0.82
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Fig. 6. Left: Achieved prediction rates in comparison to the rate at which the set of one
to three or ten nearest neighbor templates of a partial input already include the correct
result for classifications regarding gesture set 2. Right: Averaged prediction rates at
three different restrictions (3, 10, 20) of the nearest neighbor search in comparison to
potential prediction rates on optimal choices, i.e., the average rate on which a correct
result would be within the nearest neighbor sets of different sizes.

Accuracies for gesture set 2 are no less than 80% at at least 30% progression
in a gesture’s input and no less than 90% if at least 70% of a gesture is entered.
In average, an overall prediction rate of 82% is achieved.8 Again, if less than
30% of a gesture is seen, the nearest neighbor selection alone would give best
results and with input’s progress the subsequent classification gains benefit.

Trying to get more insight into how our approach is influenced by parameter
choices, figure 6 (right) shows averaged (over all lengths) rates of the correct
result being within the set of one to 20 nearest neighbors (prediction potential).
Besides, actual prediction rates by our procedure at three different sizes of near-
est neighbor sets are given. The results show that the set of 20 nearest neighbors
already includes a good pre-selection of gesture templates and searches beyond
that size promise no significant improvements. On the other hand, prediction
rates for our two gesture sets do not improve with a double sized set (20) at all.
The limiting factor probably is a suboptimal selection of good candidates at the
first phases of an input.

The tokens of gestures in set 1 contained 20-27, in average 24, sample
points. Choosing all sample points as landmarks, recognition accuracy improves
marginally by 0.59%. The same modification, however, increases 10-nearest
neighbor hits regarding gesture set 2 from 80% to 83% and average prediction
rates from 82% to 85%. Classification of a partial gesture of set 1 required with

8 Completed gestures of gesture set 2 were classified with an accuracy of 99.80% by
the classifier alone using all full templates.
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our test setting9 on average 97.73ms whereas the mean input time for our ran-
domly chosen test gestures was 1.41s with minimum of 1.29s. Practically, more
than ten classifications per input would therefore be possible.

6 Outlook

We presented a method allowing to predict gestures during input that were spec-
ified by templates. This approach can support gesture designers and application
developers in quick prototyping or investigating manifold gesture interaction
techniques. Utilizing a realistic gesture set, even common (for zooming or ro-
tation) gestural direct manipulation operations can be handled when specified
by templates only. If some invariances to input variations are not required, the
feature set can be enhanced by a small set of absolute measurements for further
accuracy improvements. Improvements are conceivable by incorporating passed
observations or predictions by nearest neighbors only depending on an input’s
progression. Still we are keen to see sophisticated applications for a gesture pre-
diction scheme that are beyond every day multi-touch interaction. We imagine
tools to provide dynamical feedforward mechanisms for versatile sketching, text
input systems, and training.
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Abstract. The Xbox Kinect and now the Leap Motion Controller have brought 
about a paradigm shift in the way we interact with computers by making the 
recognition of 3D gestures affordable. Interfaces now understand natural  
user interfaces, integrating gestures, voice and various other kinds of multi-
modal input simultaneously. In this paper we attempted to understand in-air 
gesturing better. The purpose of the study was to understand differences be-
tween touchscreen and in-air gesturing for simple human computer interactions. 
The comparison of the gestures was done in terms of Muscle effort/fatigue and 
Frustration, Satisfaction and Enjoyment We have also tried to study the learna-
bility of in-air gesturing. In our research we found that in-air gesturing was sig-
nificantly superior with respect to muscle effort and fatigue when compared 
with touchscreens. We also found that in-air gesturing was found to be more 
fun and preferred because of its “coolness factor”. Lastly, in-air gesturing had a 
rapid learning curve. 

Keywords: HCI, Touch Screens, in-air gestures, ergonomics, EMG, learnabili-
ty, social acceptability, natural user interfaces (NUI). 

1 Introduction 

Gone are the days when user interfaces were based entirely on buttons, joysticks, 
keyboards and mice. Today the world has advanced into direct manipulation devices 
such as touchscreens and smart phones. An external device that maps onto the x-y  
co- ordinate system of a computer control is no longer required. The future of the 
computing world lies in interfaces described in the press as gesture controlled, mo-
tion-controlled, direct, controller- less and natural. The most popular gesture con-
trolled devices that exist in the market today are gaming devices such as the Nintendo 
Wii, the Microsoft Kinect, the Sony Eye Toy and the Leap Motion. Smart phones and 
tablets are joining the trend of using gestures.  

1.1 What Is Gesture Recognition? 

Gesture recognition mainly concerns with identifying, recognizing and making mean-
ing of human movements. The human body parts involved can be the hands, arms, 
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face, head or the body [1]. Kendon states that amongst all human body parts convey-
ing gestures, the hand gestures are the most natural and universal [7]. They form a 
direct and instant form of communication. Hand gestures are therefore the most used 
method for interaction with technological systems [7]. According to Dr. Harrison at 
Carnegie Melon University, the human hands alone are capable of tens of thousands 
of gestures, individually and in combination. Some tasks hinder the use of hands to 
interact with devices, such as checking email while driving a car [2]. Atia et al 
showed that in such cases certain applications use face and body related gestures. 
They also showed that using the leg to gesture was limited due to the spatial con-
straints [2]. 

1.2 Background and Related Work 

In a survey, where Americans were polled for the top two inventions that improved 
their quality of life, “television remote” and “microwave oven”, emerged as the win-
ners [17]. Freeman and Weissman explored the control of a television using gesture 
recognition [17]. They compared voice and gesture as two candidates for equipment 
control. Voice had the advantage of having an established vocabulary, but was 
deemed not appropriate for the context. Gestural control was more appropriate for the 
context, but lacked a natural vocabulary [17].   

Perzanowski et al explored the possibility of building a multi- modal interface 
based on voice and gestures [13]. Their interface used natural gestures especially 
those made using the arms and hands. They made use of meaning-bearing gestures 
that were associated with locational cues for a human-robot interaction. The meaning-
bearing gestures mainly included indication of distances (by holding the hands apart) 
or directions (tracing a line in the air). When a user says “go there”, the accompany-
ing gesture signaling the direction was essential to make sense of the verbal com-
mand. Perzanowski et al observed that in noisy environments, gestures was largely 
used to compensate for lack of comprehensible auditory input [13].    

The idea of using “free hand” gestures as an input medium is based out on the 
famous “put that there” experiment conducted in 1979. This experiment used primi-
tive gestural input in the form of gestural languages: Task control primarily used ges-
tures. Sign language interpretation was one of them. Some other examples were those 
where Sturman [16] presented a gestural command system to orient construction 
cranes, while Morita et al showed the use of gestural commands in an orchestra [12].  

1.3 Naturalness of Gestures 

The more natural a gesture is to its context and the more coherent in its mapping to 
human performance, the higher its interaction fidelity will be [4]. Bowman et al con-
ducted a series of experiments to answer the questions they posed. They found that 
increased “interaction fidelity” has an increasingly positive experience on the user 
performance and efficiency of user tasks.  Natural gestures were especially beneficial  
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when the tasks were more complex. Users perceived that interactions with a higher 
degree of interaction fidelity were more fun, engaging and had higher immersive  
value.   

Considering learnability of a NUI, Wigdor and Wixon claim that a NUI is one that 
provides a quick and enjoyable learning experience from novices to skilled users [18]. 
This rapid learnability occurs due to practice. They also define an NUI to be extreme-
ly enjoyable. 

1.4 Social Acceptability of Gestures 

Beyond recognizability, the acceptability of gestures is also critical. Certain cultures 
have politeness conventions for gestural use [8]. For example, pointing with the left 
hand is considered impolite in the country of Ghana. Here, receiving and giving with 
the left hand is also considered taboo [9, 10]. Hand gestures might have some draw-
backs, such as acceptance or rejection in a public space [2]. Atia et al found that pub-
lic found it threatening when a user performed the gesture of a large circle in a public 
place [2]. Studies have examined the usability of hand gestures in different generic 
environments, especially public places [15]. Ronkienen et al conducted “tap gesture” 
based experiments where they presented participants with gesture-based scenarios and 
quizzed on their willingness to use the gesture in various situations [15]. It was ob-
served that the social acceptability of performing a gesture was dependent on where it 
is performed and the audience it was performed for. Further, certain gestures could be 
viewed as threatening in public spaces. Rico and Brewster expanded Ronkienen’s 
experiment and examined the social acceptability of eight common gestures, example 
wrist rotation, foot tapping, nose tapping, shoulder tapping, etc. [14]. They showed 
that acceptability depends on the combination of audience and workplace. For exam-
ple in the US, nose tapping was acceptable when the performer was alone at home, or 
in a pub among strangers, but not when alone in a workplace or in front of friends and 
family. 

1.5 Drawback of Gestures 

Baudel and Beaudouin-Lafon extensively explored the limitations of any gesture rec-
ognition system [3]. Fatigue was found to be one the key limitations. Gestural com-
munication used more muscular activity than simple keyboard interaction, mouse 
interaction or speech. The wrist, fingers, hands and arms all contributed to the com-
mands. In order for the gestures to be of minimal effort, they had to be concise and 
fast. Over time they may induce fatigue in the user [5]. Among the more recognized 
tools to measure muscle fatigue is the Electromyographic (EMG) analysis [5]. The 
surface EMG has limitations related to electrode placement, skin impedance and 
cross-talk [11]. In spite of the limitations, the surface EMG has been shown to be a 
valid and reliable tool to identify muscle fatigue [5].   
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2 Experimental Design 

The purpose of our study was to understand differences between touchscreen and in-
air gesturing for simple computer interactions. Gestures were used to select from a 
series of tiles displayed on a computer screen. The comparison of the gestures was 
done in terms of measuring  

• Muscle fatigue/effort   
• Frustration, satisfaction and enjoyment 
• Learnability of in-air gesturing, as a measure of the time component was also 

measured    

2.1 Hypothesis 

We hypothesized that in-air gesturing would be preferred to a touchscreen for inte-
racting with a computer and that users would easily learn to use in-air gesturing  
during the experimental period 

2.2 Participants 

Thirty-two participants (SJSU) students taking the course Psych 1 and a few volun-
teers) were recruited to perform the tasks for this study. The participant pool  
was coordinated with the SJSU Psychology Department. The mean age of the partici-
pants was 20 years old and ranged from 18-29 years old. Fourteen participants were 
male and eighteen were female.  Recruitment of the participants was entirely volunta-
ry and scheduling was done online using SONA (human-subject pool management 
software). 

Participants with active musculoskeletal disorders were excluded. This information 
was elicited by asking the participant about any disorders. All participants, except two 
were right handed. These two were ambidextrous and conducted the experiment using 
their right hand. All participants had used a smart phone or tablet with a touchscreen 
for at least one month.   

The study was approved by the SJSU Institutional Research Board (IRB). A con-
sent form, a photo consent form and an NDA was signed by each participant before 
beginning the testing session. 

2.3 Apparatus and Instrumentation 

A Dell AIO with an 3rd generation Intel Core i7-3770S processor 3.10 GHz with 
Turbo Boost 2.0 up to 3.90 GHz configured with 8GB Dual Channel DDR3 SDRAM 
at 1600MHz was used to conduct the study. Its’ display was a 27.0” diagonal wide-
screen native resolution (FHD) with tilt base and a Touchscreen with HD support.  
    The system ran software that emulated the Windows 8 64 bit (Metro) home screen 
in English. Surface EMG sensors and software provided by Biometrics Ltd. 
(http://www.biometricsltd.com) was utilized.  A range of surface EMG pre amplifiers 
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was used with either the Biometrics DataLink DLK900 or DataLOG P3X8 for moni-
toring, storing and analyzing muscle electrical activity.    

2.4 Procedure 

Learnability Section: Task 1. Learnability section: Task 1 All participants com-
pleted a learnability task. This task helped familiarize the participant with the equip-
ment (interfaces) and the gestures used to perform the task. This task helped deter-
mine if the gestures were easy to learn and remember.    

 

                       

Fig. 1. Tile selection using touch screen and in-air gesturing 

The participant was seated upright (back firmly against backrest) on a comfortable 
chair with armrests. Armrest height, seat height and distance from the screen were 
adjusted so to be consistent relative to each participant’s body size and reach. In prep-
aration for the in-air gesturing, the participant wore a yellow tag on his right index 
finger. This helped the recognition algorithm detect the finger for in-air gesturing 
more robustly.    

 

                     

Fig. 2. Input screen with varying tile sizes 

 
In this task, tiles lighted up in a pre-determined order every three seconds and par-

ticipants selected the highlighted tile. The screen consisted of a collage of “Metropoli-
tan” like tiles of four different sizes. The sizes were 310 x 150 pixels - rectangle 
shaped tile, 150 x 150 pixels - square shaped tile, 390 x 150 pixels - rectangle shaped 
tile and 60 x 60 pixels - square shaped tile. The first two sizes were the native Win-
dows 8 desktop icons. The third size was from an email client, a highly used applica-
tion. The last size was one of the smaller sized tiles prevalently used in Windows 8.  
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Tiles were separated uniformly by a 10 pixel gutter. Tiles were highlighted in a pre-
determined fashion every three seconds. The colors were randomized. 

Tiles of any size would highlight by showing a black blinking border around the 
tile. This task was repeated for both the touchscreen and in-air interface. Participants 
tapped the screen in a touchscreen interface and moved a finger in free space for in-air 
gesturing to perform a “selection gesture”. The selection gesture was a “Hold to 
Click” gesture, where the pointer controlled by the finger was held motionless for 
about 1.5 seconds on a tile to indicate selection. Less than the 1.5 second hold would 
result in unsuccessful selection of the tile. On selection of a tile, a graphic was dis-
played on the software to provide selection feedback. The tile remained highlighted 
until successful selection of the tile was complete, after which the next tile was hig-
hlighted. The hand moved from the resting position (which is the position where the 
participant is comfortably seated, with no hand lifted up) to the relevant point of se-
lection. The participants selected a total of 20 tiles during the task. The software run-
ning the task measured the following factor:  

Duration: Response time from the point of tile highlight to selection. Question-
naires were administered to elicit subjective data about the experience for the touch-
screen and in-air gesturing interface.   

EMG Setup. The surface EMG transducers were placed parallel to the muscle fiber at 
three locations on the dominant side of the body as in Figure 3. They are the Upper 
trapezius, Anterior deltoid and Extensor Digitorum (the center of the dominant post-
erior forearm at approximately 30% of the distance from the elbow to the wrist). The 
muscle was palpated to detect the exact point of muscle activity when the participant 
extended his fingers. The ground electrode was connected to the left ankle.  

Maximal Voluntary Electrical (MVE) activation measurements were performed 
against manual resistance to normalize the EMG signals from each location.   

 

                                              

Fig. 3.  EMG Transducers fixed to the 3 positions in the body 

Task 2. Next, the participant performed Task 2. The task and setting was similar to 
task 1 but with a different tile layout. Here tiles of a particular size alone were hig-
hlighted each time. The task was performed four times, once for each size. Each task 
took approximately 1-2 minutes. EMG data was recorded for each task. The order of 
the tasks was randomized to reduce order effects.  



176 V. Vaidyanathan and D. Rosenberg 

Task 3. Next, Task 1 of the experiment was repeated. The duration was measured and 
compared with the initial session. The comparison helped us understand to what ex-
tent learning happened. The same questionnaires were administered once again and 
later analyzed for any change in subjective measures. Subjective ratings on discom-
fort and ease of use of the touchscreen and in-air gesturing interface was elicited by 
means of self-report questionnaires. This was done at the end of task 1 and 3. The 
questionnaires consisted of check boxes, semantic differential scales and open ended 
questions. The semantic differential scales used 7 points ranging from very high to 
very low with a center point of neutral stance. 

3 Analysis of Data 

3.1 Learnability Task 

The time taken to perform the Learnability Task 1 and Learnability Task 2 for in-air 
gesturing alone were compared. Of 32 participants, 26 showed an improvement in 
speed in the second session. That made up about 81.25% of the participants. A paired 
samples T-test was conducted to compare the mean differences between the times 
taken for the two learnability sessions for in-air gesturing alone. The mean time for 
Learnability 1 was 142.40 seconds while the mean time for Learnability 2 was only 
128.36 seconds. The mean difference was found to be statistically significant, 
M=14.04, SD= 16.82, t (31) =4.722, p<0.05, Cohen’s d=0.83. This shows a large 
effect in the mean difference. When 1.5 seconds of hold to click time and three 
seconds between highlights (82.5 seconds) was reduced from each participant’s time, 
we found a statistically significant result with the same t and p values. 

3.2 EMG Setup 

The participants were subjected to four trials with each one of the four tile sizes. 
There were eight tiles in each category in all of the permutations. For each participant, 
six values were obtained which were the average value for Upper Trapezius, Anterior 
Deltoid and Extensor Digitorium for touchscreen and in-air gesturing. 
 

  

Fig. 4. Filtered Signals for Upper Trapezius for touch screen and in-air gesturing 

Figure 4 shows the values for participant 18’s upper trapezius values for a touch-
screen and in-air gesturing after application of filters. The spikes show activity in the 
upper trapezius as it moved to select a tile. We barely see any activity in the second 
graph, showing that in-air gesturing requires less effort when it comes to the upper 
trapezius. Similarly we saw barely see any activity showing that in-air gesturing  
requires less effort for the anterior deltoid. The spikes in the touchscreen were  
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attributed to every time the participant stretches out his arm to touch the screen. For 
the Extensor Digitorum, some activity was seen with the in-air gesturing when com-
pared to touch screen. The spikes in the touchscreen were attributed to every time the 
participant closes the wrist to point to the screen. 

Three Repeated measure ANOVAs were conducted to compare the muscle effort 
of the Upper Trapezius, Anterior deltoid and Extensor Digitorum immaterial of the 
tile size. Significant results were obtained for Upper Trapezius and Anterior deltoid. 
Very small significance was obtained for Extensor Digitorum. 

 

                             

Fig. 5. Comparing means values for the 3 muscle points for touchscreen and in-air gesturing 

Further ANOVA analysis showed no statistically significant difference between 
the four tile sizes for touchscreens. There was statistical significance between the four 
tile sizes for in-air gesturing. It was found that tile size 4 was the most difficult to 
manipulate in in-air gesturing. 

 

                  

Fig. 6. Comparison of mean values for Tile sizes versus Muscle point for In-air gesturing  

3.3 Subjective Questionnaire Analysis 

Familiarity with In-Air Gesturing: To begin with, 10 out of 32 participants were 
familiar with in-air gesturing either through Xbox Kinect etc. while 22 were unfami-
liar. About 69% of the participants were unfamiliar with in- air gesturing   

Interface Preference: Of the 30 participants, 27 preferred touchscreen at the end 
of both learnability sessions. Three participants preferred in-air gesturing to begin 
with. Two participants changed their preference from touchscreen to in-air gesturing. 
One participant changed preference from in air to touchscreen. One participant’s pre-
ference with respect to in-air gesturing remained the same.   
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Analysis of Individual Questions: Touchscreen data reported represents data rec-
orded after the first learnability session. In-air data represents data from both learna-
bility sessions. All data reported is an average of the individual ratings given by the 
32 participants.   

Figure 7 compares the values for 5 factors. The scale defined 1=low and 7=high. 
Touchscreen generally reported the best value. In-air gesturing after the second lear-
nability session reported better values than the first.   

 

                 

Fig. 7. Comparing above 5 questions for touchscreen, in- air gesturing session 1 and in-air 
gesturing session 2 

No participant felt silly or embarrassed to use the touchscreen. Nine participants 
felt so using in-air gesturing after the first session. The number fell to four after the 
second session. For in-air gesturing, the degree of embarrassment was 4 (around 
mean) after the first session, but fell to a low 2.75 after the second session.   

Participants found in-air gesturing initially easier in the first session at a value of 
2.84 than in the second session of in-air gesturing, with a value of 3.13   

All 32 participants said they would use the touchscreen in a public place. 9 said no 
to in-air gesturing after the first session, which came down to 7 after the second ses-
sion. 2 participants changed their preference to yes. Among the 9 participants in the 
first session, 6 found it silly to use in-air gesturing. 3 were ready to use it in a public 
place even though they found it silly. After the second session, only 2 out of the 7 
found it silly to use in-air gesturing. The number increased to 5 for those people who 
found it silly but still would use it in a public place.            

After the first session, 5 participants didn’t want to own a device, while after the 
second session, the number increased to 2. 5 participants who found in-air gesturing 
silly, wanted to own a device after the first session. After the second session, 3 who 
found it silly wanted to own a device. Further, 2 people who found it silly and didn’t 
want to use in-air gesturing in a public place, still wanted to own a device. The vari-
ous reasons people wanted and didn’t want to own a device were multifold. The num-
ber of reasons to own a device outnumbered the ones that were against owning a de-
vice as seen in Table 1. 
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Table 1. Reasons quoted verbatim 

I want a device I don’t want a device 
It’s Cool It will make me self-conscious 

Fun and exciting Too unreliable 

For development purposes Touchscreen is more efficient 

Support new technology Hard to use 

Enjoyable for gaming Hard to control 

Easy to use In accurate 

Makes life more efficient Feel no need for gesturing 

Fun and less work for the shoulder  
People get more exercise while using the 
Kinect kind of things 

 

For curiosity  
I will eventually get used to it  
Use when hands are not free  
I will use it to create my own gestures  
Fun to do something at a distance than up 
close 

 

Don’t want to do the extra work in touch-
screens 

 

Only in situations where physical touch is 
not possible 

 

4 Discussion 

The primary goal of the study was to elicit preference between two interfaces, the 
touchscreen and in-air gesturing. A secondary goal of the study was to understand the 
learnability of in-air gesturing as it is a new and upcoming technology, especially 
given its limitations.  

EMG recordings very clearly showed that in-air gesturing was a more ergonomic 
methodology of interacting with the computer when compared to touchscreen. Statis-
tically significant results were found for two of the critical muscle points, the Upper 
Trapezius and Anterior deltoid. EMG recordings also showed that muscle effort in-
creased significantly when the size of the target decreased. Among the 4 tile sizes 
uses, tile size 4 was found most difficult to select during in-air gesturing and differed 
statistically significantly from the other 3 sizes.  

The experiment session lasted for about 1 hour 15 minutes, approximating about 1 
hour of time between the first learnability and second learnability sessions. That ac-
counts for a total of 8 minutes maximum of in-air gesturing. It was found that there 
was a statistically significant improvement in the time taken to perform the two simi-
lar sessions. Mean value of the time taken decreased by 14.04 seconds. This was 
found to be a large effect. Note that 69% of the participants were using in-air gestur-
ing for the first time in their lives during the experiment. This shows that significant 
learnability happened over a period in in-air gesturing within an hour of time.  
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Subjective questionnaire analysis showed a similar trend throughout. Touchscreen 
always rated better for almost all the questions over in-air gesturing. But between the 
two sessions of in-air gesturing, ratings after the second session were always found 
better than the first. It is evident that with time and practice, in-air gesturing is compa-
rable to touchscreen eventually for almost all the factors. The only factor that saw a 
higher rating in the second session was the “ease of use” of in-air gesturing.  

Majority of participants did not find it silly to use in-air gesturing and were ready 
to use it in a public place. There were some conflicting answers such as, some partici-
pants who found it silly, were ready to use it in a public place. Some participants who 
found it silly and were not ready to use it in a public place still wanted to own a de-
vice. Majority of participants wanted to own a device capable of in-air gesturing. The 
most popular reason was because they found it cool, among various other relevant 
reasons. 

According to Harrison’s definition, the gesture does not directly indicate its intent 
because in real life, “hold to click” does not indicate selection [6]. It is interesting to 
note that though this gesture is not very intuitive for selection purposes, the learning 
curve was found to be very easy and showed statistical significance. This goes against 
the literature that claims that it is the naturalness and intuitiveness of a gesture that 
defines the learning curve. 

We learnt in this experiment that “social acceptability” does play a role. But this 
experiment has also shown that this self-consciousness of people actually fades away 
with time and people would want to use a device because in-air gesturing is consi-
dered more technologically advanced. It overrides the social taboo of in-air gesturing. 

5 Conclusion 

In-air gesturing definitely emerged as a winner during the period of the experiment. 
Participants clearly showed that it was easy to learn the technique of interacting with 
the interface and the subjective attributes were comparable to that of the current reign-
ing touchscreen with the passage of time. The reasons why participants preferred in-
air gesturing outnumbered the reasons why participants preferred the touchscreen and 
the reasons were variant and spread across a large spectrum. In-air gesturing emerged 
as the winner ergonomically when compared to touchscreen. This experiment has 
shown what Steve Jobs once quoted that touchscreen computers are “ergonomically 
terrible”. It has also been shown that participants prefer the in-air gesturing to touch-
screen because of the coolness factor associated with new technology.  
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Abstract. Despite long standing attention from research communities, the tech-
nology of intelligent agents still harbours a large amount of unrealised potential. 
In this text, we argue that agent technology can benefit from a shift in focus 
from presentation to possible functionalities. In doing this, our focus is on the 
provision of pro-activity: The ability of agents not to merely react but to predic-
tively shape their environments. In order to illustrate our arguments, we present 
an instance of interactive technology, showing how pro-active intelligent agents 
can be employed in exhibition contexts. 

1 Introduction 

Scientific research regarding pedagogical agents has mainly been focused on analys-
ing different forms of their depiction, rather than possible features. For example, nu-
merous studies have analysed whether an agent should be designed as either male or 
female [13] or whether or not an agent should be displayed as realistic as possible, 
including facial animations [1]. In addition to this, Lusk et al. [18] tested if there was 
a positive effect on learning with an animated or a static agent and Baylor et al. [2] as 
well as Huang et al. [10] hypothesise a beneficial effect on learning as long as the 
agent is depicting one’s own peer-group and ethnicity. 

Regarding the features of an agent-system however, the focus is largely about es-
tablishing behavioural strategies. These focus on questions such as if agents are to be 
depicted as either polite or rude [25], whether the implementation of gestures and 
mimic behaviour changes the acquisition of learning material [6] or if social conver-
sations, not touching on the topic itself, help to create a positive learning environment 
[23]. What all these research projects have in common is the tendency to analyse pas-
sive features of an agent. But what appears to be missing from empirical discourse is 
research regarding active components of pedagogical agent designs such as active 
listening, observation of real-world surroundings and just-in-time information aggre-
gation. Those active components would allow for an agent to analyse the environment 
and to react pro-actively to changes in it [26] as well as acting on behalf of the user. 
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In order to demonstrate the role pro-active agents are able to play with respect to 
design of interactive technologies, we discuss a series of design prototypes developed. 
These have been implemented in various degrees of fidelity, ranging from paper-
prototypes to mid-fidelity digital artefacts. The devices conceived are targeted at the 
museum domain. Their goal is to strike up verbal interaction between previously un-
acquainted museum visitors. Embedded in the wider scope of a design ecology [7], 
the system comprises mobile components as well as a stationary wall mounted instal-
lation. The stationary setup is equipped with depth cameras used for monitoring of 
users. Museum visitors are provided with tablets which replace traditional printed 
museum documentation. On these tablets a personalised instance of an intelligent 
agent is presented. This agent acts in the capacity of a museum docent, providing both 
additional information as well as helpful incentives regarding the possibilities of the 
exhibition visited. 

 

Fig. 1. Exploration phase: Agents on mobile devices 

The system's main functionality is localised at the wall mounted installation. It 
serves in analogy to information plaques, displaying personalized multimedia content. 
Designed to accommodate two visitors at the same time, its screen setup realizes a 
split-screen configuration. When users approach the display, respective individual 
agents migrate from the tablet into the stationary screen space, taking up position at 
the left and right periphery of the screen. 
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main program, is located on a server which is administrating the informational data-
base and which is able to initiate crossovers between the interests of individual visi-
tors. In addition, the exhibits have explanatory screens which present additional in-
formation like the basic description, usage, relevance up to videos of seeing the object 
in context of, for example, everyday life or whatever purpose. 

Following the extensive examples of Lieberman and Selker [16] regarding an 
agent’s depiction and usage as a helpful tool inside a virtual environment, the primary 
directionality of the aspired social catalyst would be that of an ‘advisor’ instead of 
being an ‘assistant’. 

Although in later steps it might be necessary to not keep this explicit distinction, 
we employ it here for the sake of conceptual clarity. Once stepping into the museum 
the aforementioned tablets are handed out together with the admittance ticket. The 
tablet would ideally be a small one in the range of current 7” display sizes in order to 
be able to keep it in one hand or to easily store it in a pocket. 

The screen would be populated by applications like an in-door positioning system, 
providing for an accurate ‘you-are-here’-button at all times. Additionally, there would 
be different routes presented, available by pushing a button on the side of the screen.  

This would allow to find: 

• the nearest exit and other points of interest (coffee spots, sanitary installations, 
phone spots, souvenirs etc.) 

• an information officer, a real human ‘agent’ to talk to and help in case of any prob-
lems with the device or the exhibition 

• a personalised route through the exhibition, perhaps even planned ahead from 
home 

In addition to the device being able to plot routes, the system would be represented by 
an embodied agent being able to react and offer conversational topics regarding the 
museum and presented objects. A conversational database in the background would 
continually track the user’s interaction with the agent and compare it to other visitor’s 
inquiries. Due to this, the administrating program can check for similar requests to the 
database and proximity of visitors based on their location inside the museum. It could 
provide access to personal information about the visitors via their social network con-
nections.  

Based on those two cornerstones of information, the system would engage visitors 
in a conversation by pre-structuring conversations towards similar interests. Once two 
devices and their associated visitors converge to a distance which would allow for a 
regular volume speaking voice, the agents initiate their social catalyst routine. This 
would happen in three steps. 

1. The agents individually acknowledge each other and their respective individual or 
group to the person using the device. This happens by virtue of a visible turn of the 
agent towards the other one. 

2. A user then has the option to either confirm the upcoming interaction or deny it, re-
sulting in a courteous discontinuation of the initiated process. As soon as one party 
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The goal has to be the implementation of a pro-active conversational agent which 
is capable of gathering various forms of input. As mentioned before, numerical statis-
tics are able to elicit certain behaviour, like in the case of proximity to another agent 
system. Environmental information like shambles in the vicinity or auditory superim-
positions which would hinder a conversation, can be used to either get away from 
such incidents or avoid plotting through such areas beforehand. These behaviours 
would be in accordance with the postulations of Lieberman and Selker [17] as they 
urge to enable computer systems to be able to grasp the context of a situation. 

Other pro-active components are facial interpretations by camera systems, finger-
tip temperature through sensors on the surface of the tablet, gait information, body 
posture as well as gaze and eye tracking. These person centred information can be 
used to indicate a user’s current emotional, vigilance and inquisitiveness state. The 
cognition of emotional states via facial action recognition, as shown by Kapoor, Qi 
and Picard [11], provide a reliable prognosis of human reactions to certain events. 
While Breazeal [5] developed a humanoid robot’s emotional model which is able to 
register affective intents based on a user’s voice.  

Regarding the interaction between two users, the system should be able to ‘read’ 
users reactions to the initiation process. Even for humans this is not an easy task since 
nonverbal cues are often polysemantic. To adequately register the emotion, context is 
once more of relevance to the process. As stated by Olsson and Ochsner [21] the prior 
experiences with the persons become relevant which ideally have been tracked by the 
agent system along the way up to the point of becoming acquainted with the other 
visitor.  

Regarding the depiction of the agent, empirical research postulates an agent to be 
able to act socially intelligent. Meaning it knows about cultural peculiarities and pos-
sesses the ability to detect and act on them. It has to be perceived as being polite [15, 
22, 25] which also extends to the choice of clothing and grooming. The user should be 
offered a choice of agent representations since learning from a representative of one’s 
own peer group seems to be beneficial [12, 13, 20]. If the agent is equipped with a 
voice, then the choice of words and tone of the voice should be polite as well but also 
it must not be identifiable as a text-to-speech software. Although immense progress 
has been visible over the last decade, it still is not comparable to a human voice, 
which might even be more important than appearances [23, 24]. 

Facial animations of the agent seem to be an issue as well. Static agents still trans-
fer information but some studies [1, 4, 18] postulate a positive effect on motivation, 
retention and transference of learning material. Gestures and body postures of an 
agent however apparently do not have a positive effect. Once added to an already 
facially acting agent, the gestures either showed no [6] or even hindering effects [3].  

4 Experiential Structure 

Design efforts are guided by a three-partite construal [9] of the museum experience: 
Prior to their visit, users become aware of the museum and the possibilities con-

tained within it. During this phase, users utilise information offered in order to decide 
which institution to visit. 
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During their visit, users interact with installations, and with each other. After the 
visit, users possibly relive experiences made and reflect on knowledge gained. 

Following this structure, interactive artefacts as well are grouped into three interac-
tion ecologies [8]: 

• A web and app-based ecology, allowing for information about the museum to be 
gathered. 

• A spatially structured ecology within the museum, allowing for incentives to be 
generated in the context of interactive installations and mobile devices. 

• A web and app-based ecology, allowing for additional information on exhibits to 
be obtained and for furthering of social contacts made. 

Likewise, distinct content presentation strategies are adopted in order to address dif-
ferent requirements during the phases. I.e. consumption of time-based media poten-
tially creates problems within a museum setting, running the danger of distracting 
visitors from the experientially rich environment around them. 

However, watching videos or listening to historical recordings can be a useful ac-
tivity during a train ride antecedent to the actual visit. They refer to experiences al-
ready made while prolonging the possibility to exist within the historical space en-
countered. 

Agents provide an experiential tie between all three phases. They can be gently in-
troduced in the first phase, provide helpful incentives during the second and act as 
gentle reminders in the last one. 

5 Conclusion 

We have argued for a shift in focus from presentation to functionality within interac-
tive agent research. Numerous scenarios exist where proactively behaving agents 
could be beneficial. We detailed one such scenario within the domain of interactive 
installations in museums. 

The discussion points to a broader issue. Refocusing agent research onto the level 
of functionality forces us to reopen the design space. Many of the tacit assumptions 
present within existing discourse surrounding pedagogical agents have to be re-
examined. This will provide both for new possibilities while creating new challenges 
for the agent research community. 
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Abstract. Gesture-based interfaces offer the possibility of an intuitive
command language for assistive robotics and ubiquitous computing. As
an individual’s health changes with age, their ability to consistently per-
form standard gestures may decrease, particularly towards the end of
life. Thus, such interfaces will need to be capable of learning commands
which are not choreographed ahead of time by the system designers.
This circumstance illustrates the need for a system which engages in
lifelong learning and is capable of discerning new gestures and the user’s
desired response to them. This paper describes an innovative approach
to lifelong learning based on clustered gesture representations identified
through the Growing Neural Gas algorithm. The simulated approach uti-
lizes a user-generated reward signal to progressively refine the response
of an assistive robot toward a preferred goal configuration.

Keywords: machine learning, gesture recognition, human-robot inter-
action, assistive robotics.

1 Introduction

As the population ages, their desire to retain a level of independence in the face of
diminished mobility and health will increasingly draw upon assistive technologies
to facilitate essential Activities of Daily Living (ADLs). The work described in
this paper is motivated by a dearth of technologies that might provide adequate
support of these essential ADLs. Effective design, deployment, and use of such
technologies are seen as critical to promoting an improved quality of life and
prolonged independence for the user. The Assistive Robotic Table (ART) project
begun at Clemson University seeks to develop an intelligent class of assistive
devices and services which are highly integrated into the built environment. In
so doing, the environment becomes an adaptive partner to facilitate aging in
place for users whose ability levels are changing.
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Non-verbal communication interfaces, and in particular, gesture-based inter-
faces offer the possibility of an intuitive command language for assistive robotics
and ubiquitous computing. However, as an individual’s health evolves with age,
their ability to perform standard gestures consistently may decrease, particularly
towards the end of life. The envisioned non-verbal communication loop between
a user and the ART appliance (a robotic version of the standard over-the-bed
table) is depicted in Fig. 1.

(a)

(b)

Fig. 1. (a) The non-verbal communication loop of the Assistive Robotic Table. The
focus of this work is on the emergent (learned) response of this device to the user. (b)
A recent project artifact.

In addition, for impaired or unskilled users, such interfaces will need to be
capable of learning commands whose choreography is not strictly prescribed by
the system designers. These circumstances illustrate the need for a system which
engages in lifelong learning [1] and is capable of discerning new gestures and the
user’s desired response to them. The reported research targets the ART appliance
and presents an approach which learns a user’s preferred three-dimensional con-
figuration of the appliance for tasks performed in a healthcare or home setting.
Results are based on arm-scale gesture motions collected from human partici-
pants and interactions using a simulated human user which controls the appli-
cation of a success indicator (reward) signal.
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Extending past work by the authors [2], a system based on the Growing Neural
Gas (GNG) algorithm [3] is used in this research to create an active mapping
between performed gestures and robotic actuations. The proposed method takes
advantage of the user’s broad view of the problem space to selectively apply
positive rewards where robot actions are tending toward the user’s preferred goal
configuration for a given gesture. Corrections in the form of negative rewards are
similarly applied when the agent is diverging from the intended configuration.

Toward practical application with a live human user, a use/training model for
the system is proposed which aims at reducing both the number of observations
of a new gesture required to train ART to desired responses and the effort
borne by the user in doing so. Thus, the success of the proposed approach is
measured in terms of its speed of convergence to the user’s preferred response
in terms of decreasing numbers of cycles of observation and reward. Also, the
ability of the approach to learn new information while retaining past knowledge
is investigated.

This paper is structured as follows. Section 2 presents past research efforts
in lifelong learning and describes their respective advances and shortcomings.
Section 3 discusses specifics of the system design including data representations,
algorithms and the simulation environment. Section 4 discusses the data collec-
tion fixture, and experimentation scenarios. Section 5 presents and interprets the
experimental results. Finally, conclusions and future work are given in section 6.

2 Related Work

Often, the operational life of a learning system is divided into the distinct phases
of learning versus recognition. This paradigm neglects the possibility that the
system may need to acquire new recognition capabilities in the face of a chang-
ing input distribution from its environment. Conventionally, systems forced to
consider new forms of input must reiterate the training phase. In so doing, they
may suffer degradation in their ability to preserve knowledge acquired in the
past. Thus, by extending their recognition capability, the stability of the system
is compromised [1]. This problem is termed the Stability-Plasticity Dilemma [4].
Toward the development of a system which can acquire new gestures as the user
requires, the need for lifelong learning is considered.

A variant of Kohonen’s self-organizing feature map (SOFM) [5], GNG is ca-
pable of tracking a moving distribution, of adding new reference nodes, and of
operating from static input parameters [6]. Given these qualities, GNG is well
suited to the task of gesture recognition where no labelled data is available.
Indeed, since the acquisition of gesture data is often expensive in terms of the
effort and time required of both the user and the researcher, such a technique
which learns online is particularly desirable. Further, the capabilities of GNG to
add nodes and to alter its topology over time suggest that it may be effective
in learning new gestures as they are observed. For these reasons, GNG is the
clustering method employed in this paper.
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The plasticity of the GNG network lies in its ability to add and delete nodes
during normal operation. The feature vectors of new nodes represent input
patterns which differ from those seen in the past and the topology of the net-
work is altered accordingly. Indeed, this feature of GNG is one of the primary
motivations for its selection in this research. Fritzke [3] proposed the incremen-
tal augmentation of GNG based on the periodic assessment of local error at
each node. The node with the largest accumulated local error is the node whose
receptive field (or cell) is too large to adequately represent the distribution of
inputs within the region and which is most in need of a new node to reduce the
global error of the network. However, in this simple form, incremental learning
may result in the addition of a large number of nodes over time. In such a case,
both overfitting at overlapping cluster boundaries and excessive computing time
may ensue. Alternatively, a maximum node count may be set which potentially
limits network plasticity [1].

Fritzke [7] also proposed a utility-based approach (GNG-U) for the resource-
conserving deletion of nodes in order to allow GNG to track non-stationary input
distributions. However, in terms of life-long learning, this approach may remove
nodes which represent past learning and thus leading to instability. Hamker [1]
proposed a method for stategic insertion of nodes using local error thresholds
developed from quality measures based on both long-term and short-term local
error. The method was effective but focused on supervised learning scenarios.
Furao and Hasegawa [8] extend this work to focus on the insertion of nodes in
unsupervised tasks. This method attempts to assign unlabeled data to clusters
autonomously before applying an adaptive similarity threshold based on cluster
size. Input to an existing node is compared to the threshold to determine if it
represents a new pattern class and is thus a candidate site for node insertion.
The method also performs assessment to determine whether a particular inser-
tion effectively reduced the network error in the long-term. Nodes which do not
reduce the error are deemed ineffective and removed. This method, however,
presupposes separable input distributions in order to place nodes in distinct
clusters.

In each of the approaches mentioned above, however, the possibility of online
learning and the need to accommodate a human user/trainer is neglected. The
presence of a human user poses significant challenges in terms of input data
separability and learning rate. As noted in [2], gesture motion data collected
from human participants may be poorly separated and thus, may adversely affect
the speed of convergence for an algorithm dealing with unlabeled input. This
issue becomes especially important when considering the physical and congitive
burden to the user as they perform and apply feedback to potentially large
numbers of gesture samples. Key differentiating features of our research include
the proposal of a use model which reduces the physical burden on the user, and
a method for making gesture classifications for lifelong learning with unlabeled
data. These features are detailed in section 3.
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3 Method

This section describes the gesture set used for experimentation and its relation-
ship to the ART device. Toward the goals of reducing user effort and size require-
ments of the input data set, a use model and training paradigm are detailed.
Also, a novel method for node insertion which preserves network stability while
promoting the rapid learning of new gestures is described. Essential components
of this method including data representation, simulation, reward generation and
action learning based on GNG were first developed in [2].

3.1 Gesture Types

For the experimentation discussed in this paper, six gesture types are considered.
These are selected with the user’s intention in mind and are broadly indicative
of activities in which the user wishes to engage or to have ART support. These
include eat, read, rest, take (take an item away), give (bring an item closer)
and therapy (use the specially designed therapy surface - see Fig. 1b). Although
no particular choreography is required, performance models for these gestures
were taken from the American Sign Language Dictionary [9] for repeatability
among participants. Envisioned goal configurations for these these gestures are
understood to exercise the three degrees of freedom within ART shown in Fig.
2. Their numerical values are mappings to distinct points (x, y, θ) for simulation
purposes. The qualitative labels and their mappings are given in Table 1.

Table 1. 3D goal configurations for ART

Gesture Type Lift Slide Tilt Mapping in (x, y, θ)

eat low center down (−3.95, 3.95, 135o)

read high center up (3.95, 0, 0o)

rest high center down (0, 3.95, 90o)

take high away from user down (−3.95, 0, 180o)

give high toward user down (0, 3.95, 270o)

therapy middle center down (3.95, 1.98, 22.5o)

3.2 Data Collection and Gesture Representation

A representation of gesture motion based on the concept of Dynamic Instants
(DIs) [10] is employed. DIs are defined as the extrema of acceleration in the
motion of an actor. Using the Microsoft Kinect RGB-D sensor [11] to capture
3D depth data for the motion of an actor’s left hand, the five DIs of greatest
magnitude during an isolated five second performance interval are concatenated
to form a gesture motion descriptor (Fig. 3). The sensor was placed at a height
of 75 cm. Participants stood at a distance of 1.3 m in front of the sensor to
perform gesture samples.
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(a) (b) (c)

Fig. 2. The three DOFs of ART: (a) the vertical lifting column, (b) the horizontal
sliding table top and (c) the tilting work surface
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Fig. 3. Feature vector format for a depth-sampled gesture. DIs are concatentated in
chronological order by frame number.

3.3 The Growing Neural Gas Algorithm

The Growing Neural Gas (GNG) algorithm [3] is a vector quantization technique
in which neurons (nodes) represent codebook vectors that encode a submanifold
of input data space. GNG forms connections between nodes and thus preserves a
topological representation of input space in a manner functionally similar to the
Self-Organizing Feature Map (SOFM). It is further capable of adding new nodes
so as to allow for a changing input data distribution. The reader is referred to
[2] for details of the algorithm and its implementation in this research.

3.4 Use Model

A use model is proposed which aims at reducing the physical and cognitive
burden to the user in terms of the number of training iterations required for the
system to fully learn the desired actuation. In this model, the user demonstrates
a single sample of a new gesture to a system which has been pretrained to
respond to a baseline set of gestures. The user then observes the robotic agent’s
incremental attempts to assume a desired configuration. As they do so, the user
provides a series of consecutive rewards until the system is fully trained for that
sample.



A Method for Lifelong Gesture Learning Based on Growing Neural Gas 197

Training (or, path shaping [12],[13]) consists of simple binary rewards r ∈
{−1, 0, 1} (cold, hot, warm, respectively) assigned to incremental movements of
the robot agent in response to the gesture. Movements toward a user-defined goal
are assigned rewards of 1. Movements away from the goal are assigned rewards
of −1. Gestures which, in the course of training, elicit the full and complete
action toward the user’s goal are deemed fully trained and are given a reward of
0. Upon completion of training for a given gesture, the learning policy for the
GNG node (the action associated with that node) is frozen. Thus, any subsequent
similar gesture whose feature vector falls into the receptive field for the same
node require no further training. For the available data set, this approach is
shown to require a human-tolerable number of training iterations.

3.5 Lifelong Learning

As previously stated, the presence of a human trainer represents a key differ-
ence between the past methods described in section 2 and that presented in this
research. Here, input gesture samples are unlabeled and may not be well sepa-
rated. However, using the proposed use model, the user-generated reward may
be considered a binary in-cluster/out-of-cluster indicator. In the case of fully
trained nodes, an input pattern which receives negative rewards when executing
the action vector associated with that node is interpreted to be of a different
class. The cell location indicated by the input feature vector is, then, likely to
be a good candidate site for node insertion and the formation of a new cluster.

In the proposed approach, the local accumulated error of the winner in this
case (the node nearest the input feature vector) is artificially inflated to the
network maximum. At the same time, any nodes in the network whose most
recent reward is negative (cold nodes) are considered for deletion. The GNG
age parameter for connections within the network may loosely be thought of as
being indicative of a node’s nearness to a cluster center. A node with older-aged
connections has previously been matched with fewer incoming patterns in those
regions where its connections are oldest. When the network has reached a de-
fined maximum node count, the cold node with the highest sum of connection
ages is targeted for deletion by the artificial aging of its connections to the max-
imum age limit. If the network is not at the maximum node count, then a new
node may be added without deletion elsewhere in the network. In cases where all
nodes in the network are either fully trained or are receiving positive rewards,
new nodes may be added above the predefined maximum. This effectively re-
laxes the predefined maximum to afford plasticity when needed. This scheme
for node insertion/deletion is summarized in Algorithm 1. In this manner, new
node clusters are allowed to form without catastrophically eliminating existing
knowledge gained through training.

3.6 GNG Network Distance Metrics

Of particular interest in determining cluster membership for the purpose of ges-
ture classification are the intra-node distances and connectivity which emerge
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Algorithm 1. Node insertion/deletion algorithm

1. Apply a gesture input sample.
2. Determine the winner reference node.
3. Perform the winner’s associated action vector.
4. Observe the user-generated reward.
5. if winner is trained and reward is cold or warm then
6. Inflate local error: winner.E = max(refNode[i].E) + 1.
7. if numNodes < maxNodeCnt then
8. A node will be inserted near winner.
9. else
10. Locate a cold node having greatest the sum of connection ages.
11. if A cold node exists then
12. Target if for delection by inflating connection ages: C[i].age = ageMax+1.
13. else
14. numNodes is allowed to increase beyond maxNodeCnt.
15. end if
16. A node will be inserted near winner.
17. end if
18. end if
19. GNG will perform node insertion and deletion in the next time step.

from the GNG cloud as it matures during operation. These quantities allow for
neighborhood learning [14]. By examining the past rewards of neighboring nodes,
the system may select action vectors from among those neighbors whose actions
have received positive rewards in the past. This has the effect of allowing a
cluster of nodes to behave similarly and to learn more rapidly, thereby providing
indications of cluster membership to otherwise unlabeled data. For this research,
two distance metrics are considered. These metrics include:

1. Euclidean distance - node neighbors within a mean distance of all connected
nodes are considered, and

2. Estrada’s network clumpiness metric [15] - node neighbors of maximum
clumpness are considered. Clumpiness Ξ for a given node is computed as
in (1).

Ξij =

⎧⎨
⎩

kikj
(dij)2

for i �= j

0 for i = j
(1)

where ki is the degree of node xi and dij is the network distance between
nodes xi and xj as computed using Floyd’s algorithm [16] with connection
age serving as length. It is shown in section 5, that although computationally
intensive, clumpiness is highly effective as a means of selecting neighborhood
nodes with action vectors likely to yield positive rewards.
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4 Experimentation

Five participants each performed fifty repetitions of each of the six candidate
gestures. This yielded 250 samples of each gesture for a total of 1500 samples.
Participants were encouraged to perform gestures as consistently as possible.
Dynamic instants (DIs) were computed for each sample. Feature vectors were
constructed from the DIs and presented to the system as described in section
3.4.

The 1500 gesture samples for the six candidate gestures were divided into
two data sets. The training data set consisted of the gestures eat, read and
rest. From these, a set of 450 samples (150 samples of each type) were selected
and randomized. The second test data set consisted of the 750 samples of the
gestures take, give and therapy sequenced randomly. The system was initially
pre-trained using the training data set. The network was constrained to include
100 nodes. This step yields the essential GNG data structures A (node list) and
C (connection list) which define a mature GNG network for the eat, read and
rest gestures contained in the training set.

With the system pretrained, a single epoch (one presentation of all gesture
samples in the data set) was applied one sample at a time according to the use
model described in section 3.4. Upon each presentation of a sample to the system,
a simulation sequence was performed which included execution of GNG, simu-
lation of robotic action, and assignment of reward. This sequence was repeated
for that sample until one of three terminating conditions was reached:

1. The reference node closest to the input gesture sample became fully trained.
2. The input gesture sample received a negative reward in the receptive field of

a fully trained node. In this case, the sample was immediately ignored and
a new node was inserted near the trained node according to Algorithm 1.

3. The number of training iterations exceeded 1000 (the confusion threshold).
This indicates that the formed neighborhood is issuing conflicting action
advice and the input sample is near a boundary between clusters. In this case
also, the sample was ignored. However, the number of attempted learning
iterations was considered in the calculation of outcome metrics.

In this way, a 3-epoch sequence was conducted as described below. Following
each epoch, performance metrics were recorded. These metrics included the total
number of nodes in the GNG network, the number of fully trained nodes, the
percentage of samples ignored, and the average number of training iterations
per sample. The sequence was conducted for the two distance metrics methods
described above.

1. Demonstration of Plasticity. With the system initially trained using the
training data set, a single epoch of the test data set was applied. This phase
was intended to demonstrate the plasticity of the GNG network to learn the
take, give and therapy gestures.

2. Demonstration of Stability of Past Learning. A single epoch of the
training data was reapplied. This phase was intended to demonstrate the
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stability of the system learning implementation. If the implementation is
indeed stable, the outcome would be expected to reflect an already-trained
network. That is, the performance metrics would show iteration counts which
remain tolerably few for a human trainer.

3. Demonstration of Stability of New Learning. A final epoch of the test
data was executed. This phase reinspects the network for the stability of the
newer take, give and therapy gestures introduced by the test data set in the
first epoch.

Results for this experimental procedure are given in section 5.

5 Results and Discussion

Typical results for execution of the three epochs are given in Table 2.

Table 2. Results for three epochs

Epoch
Distance
Metric

# Nodes
# Trained
Nodes

Samples
Ignored
(%)

Average
Iterations

1 Mean 100 85 9.1 7.32

Clumpiness 100 93 7.3 8.89

2 Mean 99 91 4.9 5.62

Clumpiness 100 98 5.6 2.89

3 Mean 100 93 3.1 0.79

Clumpiness 101 100 1.2 0.97

For epoch 1, the GNG network was previously trained to the eat, read and
rest gestures. Application of the test data in the first epoch shows the plasticity
of the network in learning new gesture types under the proposed use model.
Two metrics in particular are seen as key to evaluation of the use model: (1)
the percentage of samples ignored and (2) the average number of training it-
erations. As previously stated, samples may be ignored by taking too long to
train (exceeding a confusion threshold of 1000 iterations). They may also be ig-
nored if they fall into the receptive field of a previously trained node and receive
negative reward. The rationale to ignore such problem samples is based on the
assertion that non-action on the part of the robot is preferred to persisting with
training and ultimately performing an undesirable action. Further, alteration of
a previously trained action would negatively affect the stability of the system.
Thus, the priority for alteration of the network is set in favor of stability over
the attempt to adapt to a rapidly changing input distribution. It can be seen
from Table 2 that the percentage of samples ignored is small (less than 10.0%).
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The clumpiness metric ignores the fewest samples. This is coupled to the
improved separability of the data set as participants were guided to perform
gestures in a uniform manner. With well-defined clusters in the GNG network,
the proximity of any given gesture input to the cluster center for its class is likely
to have improved, while the distance between cluster centers will have increased.
Thus, the clumpiness computation would be more apt to form its neighborhood
from members its own class.

The average numbers of iterations (less than nine iterations per sample) are
manageable in general, if still somewhat burdensome to the user. It is noted,
however, that those gesture samples which are ignored for having exceeded the
confusion threshold will negatively impact this metric. The attempted iterations
are not deducted from the total iteration count over the epoch and thus con-
tribute to a higher average. After several nodes of each gesture class are fully
trained within the network, the overwhelming majority of subsequent samples
requires no training at all. Further, the average number of training iterations is
seen to decrease further in subsequent epochs. These results demonstrate that
the fully trained network which existed before the test data was first applied is
capable of learning new gestures in a human-tolerable number of time steps.

For epoch 2, training data was reapplied to the network after it had been
newly trained with the test data set. These results reflect the stability of the
GNG implementation. It can be seen that both the average number of iterations
and the percentage of samples ignored are now smaller for both distance metric
schemes. Again, the clumpiness metric yields best results.

Epoch 3 underscores the stability of the system which remains stable through
the reapplication of test data. Both the average numbers of iterations and the
number of samples ignored have decreased from the first application of this
data set under both distance metric schemes. The clumpiness metric is typically
(though not always) seen to ignore the fewest samples. Although not reported
quantitatively here, subsequent epochs for either the training data or the test
data frequently resulted in convergence to zero iterations per sample: the entire
network had become fully trained for the available data sets. This result may be
problematic in cases where gesture data is poorly separable; the algorithm may
have overfit the data. A more discriminating method for node insertion may be
desirable to temper the generalizing capability of the network in such cases.

6 Conclusions and Future Work

In this paper, we have presented a method for training a gesture-based interface
to a robotic agent (ART) with a human user/trainer. We have introduced a
use model for the agent which attempts to minimize the physical and cognitive
loads on the user in terms of training iterations. It has been shown that the GNG
algorithm offers a construct for learning new gesture classes while retaining past
information. Strategic addition and deletion of GNG nodes based on their history
of user-generated reward within a node neighborhood was shown to facilitate
both plasticity and stability of learning.
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Future work in this area will include development of a means by which training
sequences for a given gesture may be abandoned early if they would fail to
converge. Also, alternative network distance metrics (and models for assigning
connection lengths) will be explored in pursuit of faster neighborhood learning.
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Abstract. Besides the emergence of many input devices and sensors,
they are still unable to provide good and simple recognition of human
postures and gestures. The recognition using simple algorithms imple-
mented on top of these devices (like the Kinect) enlarges use cases for
these gestures and postures to newer domains and systems. Our meth-
ods cuts the needed computation and allow the integration of other al-
gorithms to run in parallel. We present a system able to track the hand
in 3D, log its position and surface information during the time, and
recognize hand postures and gestures. We present our solution based on
simple geometric algorithms, other tried algorithms, and we discuss some
concepts raised from our tests.

Keywords: Gesture, Posture, 3D, Kinect, Interaction, Hand.

1 Introduction

During the last years, we have seen a big interest in 3D gesture interaction in the
research and the industrial field, many input devices and sensors were and are
still being released to translate human movements into computer information.
Sadly, many sensors either have complex systems for gesture recognition [11,7],
takes a lot of computation power or still lack good recognition algorithms. Some
studies show that the mouse is still unbeaten in its current use [2] and this
motivates us to figure out new scenarios for gestures and postures systems [4].

3D gestures have also the specificity of not having a clear hardware timing of
when a gesture starts and ends. In contrast with multi-touch devices that define
the beginning and the end of the gesture by fingers touching the surface and
leaving it, in 3D we do not touch physical objects and this is what makes the
problem harder.

The increasing number of sensors and devices, and the emergence of new 3D
visualization techniques like the 3D stereoscopy [14], pushes us to test a new
approach in creating hand gestures and postures recognizers. We target a user
commanding a system using a table and the space above. We take the object itself
into consideration taking a part in the recognition method in a way different from
just using physics simulation libraries [6,17]. We detail in this paper a simple and
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real-time solution for recognizing gestures and postures, which can be embedded
into other systems. As we take the manipulated object into consideration, the
recognition becomes instantaneous and newer concepts start to emerge. We have
chosen to mold geometric recognition algorithms towards our needs.

Our contributions are: 1. The fast system for tracking the hands from the 3D
raw points data. 2. The use of the same geometric algorithms to detect both ges-
tures. 3. The use of the same algorithms to detect postures by transforming the
hand contour into an algorithm input. 4. The experimentation of other methods
and ideas in the same context.

In this paper, we start by describing our base system for recognizing, tracking
and logging the hand in 3D; then we describe how we have used and extended
simple geometric algorithms for 3D gesture analysis and for hand posture recog-
nition. We describe other tested algorithms and finally we discuss the recognition
issues and provide some new ideas coming out from our applied study.

2 Kinect-Based System for Tracking and Recognition

2.1 Installation

In our system as shown in fig. 1 we have used the Kinect as a depth sensing
camera mounted in the ceiling above the user. We have decided to process the
raw data directly to be able to optimize the pipeline and get the maximum speed.
The standard Microsoft Xbox Kinect sensor pipes us a raw input of 640x480
3D points cloud at 30Hz frequency. We limit the captured zone to the size of
100x80cm and a 60cm of depth above the table because of the human reachability
concerns [10] and table size. The Kinect is connected to an Intel Xeon computer
with ubuntu 64bit installed. We have used the open source libfreenect library
for kinect access in addition to OpenCV.

2.2 Tracking of the Blobs

To accelerate the hands detection and tracking, we have decided to do all the
tracking on 2D surfaces and using well designed one pass per frame algorithms.
So while keeping the 3D data of the Kinect on separate data structures, we have
flattened the recorded 3d box of points into a single layered image (in comparison
to a three layered RGB image) which can proceeded by OpenCV. We have used
cvBlob library to label the blobs present on the scene then we apply the same
algorithms described in [3] to track the resulted blobs between frames. We still
have access to all the 3D information after the flattening operation since the
single layer where blobs will be tracked in 2D has been duplicated in memory.

2.3 Extraction of the Hand

The blob we obtained form the hand and the arm, but as we only want infor-
mation about the hand, we extract only that part from the bigger blob of the
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Fig. 1. Kinect Install

full arm and we get the position of the hand center. To extract it, we simplify
the blob into a shape just fewer points, we try to mesure and compare distances
between points and we select the longer segment. As the segment contains the
hand farthest point and the point near the forearm, we select the one which is
near the interaction zone center as shown in fig. 2. To select the hand center,
we have selected a constant interval from the extreme point towards the other
direction. The interval size varies by the hand vertical position.

Fig. 2. Hand Extraction

2.4 Logging of the Hands Information

We are able to process data in near real-time while recording the hand surface
shape and the 3D coordinates of hand movements through time for further use in
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posture recognition as shown (fig. 3). Data structures for tracking and identifying
the hand are separated from 3D raw data, but we use them to select the zone
to be recorded. We select a fixed rectangle around hand center and we verify
whether it is inside the recording zone. We have used textual files to facilitate
debugging and allow direct visualization using gnuplot. One problem faced with
3D sensors is that they can only provide the surface layer of an object, and not
the 3D blob in itself. This means that when we speak about recording the hand,
we record only the points of its surface which are between the sensor and the
real hand. This limits for example recognizing what happens below the hand
surface.

Fig. 3. The recorded scene including hands, and the extracted and recorded hand
surface

2.5 Application and Research Context

In the previous section we have described the 3D input handling part, but the
general context where our system as described in fig. 4 is used is the mar-
itime surveillance. The input handling and the maritime systems are connected
through a software bus where we can pipe recognition results in one direction
and the commands for the mode of recognition tuning in the other direction.

Fig. 4. Maritime suveillance system and Kinect Logger system architecture

3 Recognition Methods

3.1 Use of Geometric Algorithms

When starting the development of our project, the performance was one of our
biggest concerns so we focused on using algorithms that take the shortest com-
puting time and we tuned them to our needs. We have studied the Rubine[13]
and the “1 dollar” families [18,9] of stroke recognizers. We have chosen to use
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the 1$ recognizer (or its variation “Protractor”) for its simplicity and speed. We
define geometric algorithms as those which use simple geometry operations and
measurements in order to compute a distance value, in contrast to soft computing
algorithms.

3.2 Our Use of 1$ Algorithm in Gesture Recognition

In our system, we track the hand center and the pointing finger. We have ex-
tended the 1$ algorithm to work on 3D strokes. Works like [5] or 3$ [8] have
only used either a different algorithm or a still 2D recognition of 2D strokes
performed in the 3D space, the work of Haubner et al. [5] in particular worked
mostly on searching the flat space of a gesture. In our 3D adaptation of 1$, we
have tested 3D strokes that can not be reduced to a simple plan.

3.3 Our Use of 1$ Algorithm in Posture Recognition

By posture, we define the current configuration of the hand similarly to Baudel et
al. [1]. The 1$ algorithm is supposed to be used with mouse, touch screen or pen
strokes. We have got the idea to keep using it but for hand posture recognition
based on previous work we have made [3]. We have managed to make the hand
contour as the input of the algorithm (fig. 5), then we have recorded a set of
template, and the slightly modified algorithm have worked and we are now able
to detect our set of hand postures, which are just a subset of the American Sign
Language 1.

Fig. 5. Using 1$ in posture recognition

3.4 Pointing 3D Objects on the Table

In our system, as we are able to track the hand center and its extreme, which
can be the pointing finger, we have developed a mode where we track these two
points in 3D and detect the direction pointed by the finger. As a quick and fast
application, we computed the fixed position of the table (Z=constant) to simplify
equations and detect where the user finger is pointing on the table shown in fig. 6
below.

1 http://en.wikipedia.org/wiki/American_Sign_Language

http://en.wikipedia.org/wiki/American_Sign_Language
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Fig. 6. Pointing on table

4 Other Tested Algorithms

4.1 Extension of Angle Quantization Method in 3D

The angle quantization geometric algorithm [12] works by coding the stroke
into a vector of values. These values calculate the parts being in a specified
angular zone. The algorithm allows fast and high detection rate of strokes but
fails in differencing between repeated stroke patterns like , and . These
patterns have parts in the same angular zone, so even if they are repeated, the
AQ algorithm can’t differenciate between them. We have tried extending the AQ
to the 3D space 2

4.2 Application of the ICP Algorithm for Hand Tracking

We have tried using usual point cloud algorithms like Iterative Closest Point
(ICP) for aligning the recorded hand on one of the templates and use the angles
and positions given by the algorithm to compute the transformation and thus
detect the gesture. The prototype code allowed us to get acceptable results but
appeared to be very slow. The ICP algorithm was not intended for real-time use
and discouraged us from continuing through that research area. We should note
that during the tests, we have tried giving the algorithm the fixed part which is
the hand back without the fingers. The use of this part makes better rotation
recognition. The use of simpler geometric algorithms seems more appropriate.

5 User Experimentation

5.1 Definition of Gestures

In our prototype, and before thinking about how gestures can be natural, we
tried recognizing the usual 3D strokes and we have defined 4 arbitrary and simple
ones as shown in fig. 7 just to test our recognition algorithm. We have chosen
4 gestures that can not be reduced into a 2D plan by studying their principal
components.

2 https://github.com/dylandrover/3D-AQ

https://github.com/dylandrover/3D-AQ
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Fig. 7. A set of 4 pure 3D gestures arbitrary selected

5.2 The Naturality of the Performed Gestures

During preliminary tests and recording of 3D command gestures, we have spotted
a problem of memorability, which we think it comes from the background of
human activities. Humans are very well used to write and draw on a 2D paper
but not in space. Only skilled sculptors can interact with a three dimensional
element. What we can do is touching an object, moving it, rotating it, and
sometimes compressing it, but not commanding an object or a system with
indirect gestures. The natural gesture in reference to a hand and an object should
be classified into four basic families: (Touch, Move, Rotate, Scale) in reference
to how we manipulate objects in nature [15]. We think that a hand interaction
with objects need first to be categorized into one of these four classes, then we
look further into sub-properties to achieve a fine-grained classification.

5.3 Benchmarks and Recognition Rates

We have tested the time it takes to compute the gesture after we finish recogni-
tion. It takes less than 60ms on our machine, and with our set of gestures. For
the hand posture recognition, we have made prior tests in the past using the
same posture recognition algorithm and an RGB camera, we were able to reach
realtime recognition rates 3. When using the Kinect, we have flattened the hand
capture then extracted its contour and we are able to reach a similar but not
yet evaluated recognition rates.

6 Recognition Issues and Ideas

6.1 Gesture Parsing (Start and End)

We have been faced though by the problem of real-time gesture parsing. Knowing
when a gesture starts and when it finishes pushed us first into using a foot pad
to tell the system when it must start considering the recorded 3D points as part
of the gesture, and another foot click to stop recording. The system delivers
after start and stop the detected gesture. A priror work [16] used a posture
to start an interaction. The work could be improved by inheriting ideas from

3 http://youtu.be/AbNKPBCw4EU

http://youtu.be/AbNKPBCw4EU
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speech recognition system as for detecting the commands between two silences.
In our case, the detection of a possible gesture will be performed between two
stationary positions while posture detection will be performed in them as shown
in fig. 8.

Fig. 8. The gesture parsing by seeking big difference in hand movements

6.2 Recognition Simplification Using Object Position

While searching for methods to easily detect rotation, we have tried first de-
tecting it in the hand itself based only on the point cloud transformation. This
appeared a computation hog using the ICP algorithm. Then we have questioned
detecting such gesture without the presence of a target object. Having an object
interacting with the hand, and willing a rotation, means that the hand-object
position will change and the line linking their respective centers will rotate. We
can know about the center of an object, and we track the hand, so we know
where it is. We are able to detect rotation instantly using this method.

6.3 Spheres of Interaction

The interaction we want to promote is the one with objects because that is where
natural interaction goes instead of commands or posture interaction. We have
proposed in the previous paragraph that we can simplify algorithms using the
hand and object positions. Here, we extend this approach to define interaction
zones or spheres of interaction around the object as shown in fig. 9. We dedicate
the first sphere around the object, which is bigger than it by two times the hand
thickness, to direct manipulation of the object by moving, resizing, rotating and
selecting it, and the second layer to accept indirect commands to be applied on
it. When the hand is not in these zones, we ignore its posture and movement
which is far from the object.

7 Conclusion and Future Work

In this paper, we have shown that we can provide a system capable of tracking
hand movements in the space above the table, logging information, and recog-
nizing gestures and postures in real-time. The most relevant feature of our work
is that it is able to reach good performances using only very simple algorithms.
Use them in a new way. Our approach can help other researchers by giving them
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L1

L2

O

Fig. 9. Spheres or layers of interaction around the object, their size depend on the
object and hand ones

the tests and examples that worked and those which ended up with some con-
straints.We think that the simplification of recognition using information about
the object along with the hand, and the position of these two is an idea to
consider in further studies. Future studies will target making the system more
robust and improve its recognition capabilities. We plan also to target more user
testing and perform new benchmarks.
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Prates, R.O., Winckler, M. (eds.) INTERACT 2009. LNCS, vol. 5727, pp. 400–414.
Springer, Heidelberg (2009)

3. Boulabiar, M.-I., Burger, T., Poirier, F., Coppin, G.: A low-cost natural user inter-
action based on a camera hand-gestures recognizer. In: Jacko, J.A. (ed.) Human-
Computer Interaction, Part II, HCII 2011. LNCS, vol. 6762, pp. 214–221. Springer,
Heidelberg (2011)

4. Gustafson, S., Bierwirth, D., Baudisch, P.: Imaginary interfaces: Spatial interaction
with empty hands and without visual feedback. In: Proceedings of the 23rd Annual
ACM Symposium on User Interface Software and Technology, UIST 2010, pp. 3–12.
ACM, New York (2010)

5. Haubner, N., Schwanecke, U., Dörner, R., Lehmann, S., Luderschmidt, J.: Recog-
nition of dynamic hand gestures with time-of-flight cameras. In: Proceedings of
ITG/GI Workshop on Self-Integrating Systems for Better Living Environments,
vol. 2010, pp. 33–39 (2010)

6. Hilliges, O., Izadi, S., Wilson, A., Hodges, S., Garcia-Mendoza, A., Butz, A.: Inter-
actions in the air: Adding further depth to interactive tabletops. In: Proceedings
of the 22nd Annual ACM Symposium on User Interface Software and Technology,
pp. 139–148. ACM (2009)



214 M.-I. Boulabiar, G. Coppin, and F. Poirier

7. Ionescu, B., Coquin, D., Lambert, P., Buzuloiu, V.: Dynamic hand gesture recog-
nition using the skeleton of the hand. EURASIP Journal on Applied Signal Pro-
cessing (2005)

8. Kratz, S., Rohs, M.: A $3 gesture recognizer: Simple gesture recognition for devices
equipped with 3D acceleration sensors. In: International Conference on Intelligent
User Interfaces, pp. 341–344 (2010)

9. Li, Y.: Protractor: A fast and accurate gesture recognizer. In: Proceedings of
the SIGCHI Conference on Human Factors in Computing Systems, CHI 2010,
pp. 2169–2172. ACM, New York (2010)

10. Marquardt, N., Jota, R., Greenberg, S., Jorge, J.A.: The continuous interaction
space: Interaction techniques unifying touch and gesture on and above a digital
surface. In: Campos, P., Graham, N., Jorge, J., Nunes, N., Palanque, P., Winckler,
M. (eds.) INTERACT 2011, Part III. LNCS, vol. 6948, pp. 461–476. Springer,
Heidelberg (2011)

11. Oikonomidis, I., Kyriazis, N., Argyros, A.A.: Markerless and efficient 26-dof hand
pose recovery. In: Kimmel, R., Klette, R., Sugimoto, A. (eds.) ACCV 2010, Part
III. LNCS, vol. 6494, pp. 744–757. Springer, Heidelberg (2011)

12. Olsen, L., Samavati, F.F., Sousa, M.C.: Fast Stroke Matching by Angle Quantiza-
tion. In: Proceedings of the ImmersCom (2007)

13. Rubine, D.: Specifying gestures by example. ACM SIGGRAPH Computer Graph-
ics 25(4), 329–337 (1991)

14. Valkov, D.: Interscopic multi-touch environments. In: ACM International Confer-
ence on Interactive Tabletops and Surfaces, ITS 2010, pp. 339–342. ACM, New York
(2010)

15. Victor, B.: A Brief Rant on the Future of Interaction Design (2011),
http://worrydream.com/ABriefRantOnTheFutureOfInteractionDesign/

16. Walter, R., Bailly, G., Müller, J.: Strikeapose: Revealing mid-air gestures on public
displays. In: Proceedings of the SIGCHI Conference on Human Factors in Com-
puting Systems, CHI 2013, pp. 841–850. ACM, New York (2013)

17. Wilson, A., Izadi, S., Hilliges, O., Garcia-Mendoza, A., Kirk, D.: Bringing physics to
the surface. In: Proceedings of the 21st Annual ACM Symposium on User Interface
Software and Technology, pp. 67–76. ACM (2008)

18. Wobbrock, J., Wilson, A., Li, Y.: Gestures without libraries, toolkits or training:
A $1 recognizer for user interface prototypes. In: Proceedings of the 20th Annual
ACM Symposium on User Interface Software and Technology, pp. 159–168. ACM
(2007)

http://worrydream.com/ABriefRantOnTheFutureOfInteractionDesign/


Frontal-Standing Pose Based Person

Identification Using Kinect

Kingshuk Chakravarty and Tanushyam Chattopadhyay

Innovation Lab, Tata Consultancy Services Ltd., Kolkata, India
{kingshuk.chakravarty,t.chattopadhyay}@tcs.com

Abstract. In this paper we propose a person identification methodology
from frontal standing posture using only skeleton information obtained
from Kinect. In the first stage, features related to the physical charac-
teristic of a person are calculated for every frame and then noisy frames
are removed based on these features using unsupervised learning based
approach. We have also proposed 6 new angle and area related features
along with the physical build of a person for the supervised learning
based identification. Experimental results indicate that the proposed al-
gorithm is able to achieve 96% recognition accuracy and outperforms all
the stat-of-the-art methods suggested by Sinha et al. and Preis et al.

1 Introduction

Biometric Person identification in an image or video is of crucial importance
and it is critical to determine the presence of a particular person for applica-
tions where automatic person recognition is a key enabler such as security and
surveillance, elderly people care etc. People are mainly identified based on dif-
ferent physical and behavioral features e.g. iris, fingerprint, speech, face etc.
But biometric identification based on these modalities are intrusive as they re-
quire direct human interaction. In addition, extracting face, iris or fingerprint
characteristic from a large distance or in poor lighting condition are indeed a
challenging job. This paper aims at developing a novel person identification al-
gorithm based on only physical build characteristic of a person. As the overall
physical structure of a person can be extracted at a large distance and it is
very difficult to imitate or hide, the method has clear advantages over the ex-
iting ones. One approach to determine physical characteristics of person is to
capture skeleton joint co-ordinates over time. But to accomplish this, we need
to have multiple positional cameras to obtain skeleton information. Fortunately,
Microsoft provides us a 3D (RGB-D) sensor platform called ”Kinect” which can
directly provide the 20 skeleton joint co-ordinates. As we are only using skeleton
information instead of video or RGB-D image, our proposed method can prop-
erly ensure user’s privacy and security issue.
After obtaining the skeleton information, the physical build (features) of a person
like body dimensions, height, length of two legs, arms etc. can be easily com-
puted from the data. As human being is capable of identifying a person from
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his/her physical or structural build, any standard statistical learning method
(supervised or unsupervised) can be used to map these unique features to a par-
ticular object class repressing a person. It needs to be mentioned that person
identification using skeleton information already exists in the literature. Preis
et al. [1] used physical build of a person like height, length of torso etc. and
dynamic gait information like step length and velocity for person identification
from constrained side walking pattern. Adrian et al. [2] proposed an unsupervised
learning (K-Means) based identification algorithm based on dynamic angular in-
formation related to the gait pattern using Kinect and obtained 43.6% accuracy
for 4 subjects. Manual gait cycle extraction used by Adrian et al. is not possible
in any realtime system. While Naresh et al. [3] tried to model arbitrary walk-
ing pattern using only physical build characteristics, Sinha et al. [4] proposed
a robust pose and sub-pose based modeling approach for the same. But none
of them tried to identify a person from their only static posture using skeleton
information obtained from Kinect.
For some applications like TV viewership monitoring or monitoring blackboard
activity in school or college, it is very much important to recognize a person
from his/her static posture. The static posture may be interpreted as standing,
sitting, lying or anything else. To address the above usecases, this paper aims
at proposing a novel framework for supervised learning based person identifica-
tion using only frontal standing pose. We have done the frame level performance
analysis as well as comparison our proposed method with respect to existing
solution. The key contributions of the paper are given below

– Frontal standing pose based person identification using skeleton data.
– New area and angle related features are proposed for person identification.
– Noisy skeleton data removal using physical characteristic of the person.
– Multiclass Support Vector Machine (SVM) with RBF kernel [2] is employed
for supervised learning based person identification.

Rest of the paper is organized as follows. The proposed methodology is described
in the Section 2. The detailed results are provided in Section 3 followed by
conclusion in Section 4.

2 Proposed Methodology

In this paper, we have presented a frontal standing posture based person iden-
tification using only skeleton data obtained from Microsoft Kinect sensor [5].
Kinect provides human skeleton data for 20 skeleton joints at 25 frames per sec-
ond in real time. The framework shown in the flowchart (Fig. 1) has mainly five
modules as given below.

– Acquisition of skeleton data
– Feature extraction
– Noisy frames removal
– Decision Making using Supervised Learning
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Fig. 1. Flowchart of Our Proposed Algorithm

2.1 Acquisition of Skeleton Data

For data-capture we have marked a fixed position in front of the Kinect where
an individual is requested to stand for training and testing. We have used the
20 joints of skeleton data for a person captured at 30 frames per second in
frontal-standing posture (figure 2). Each joint consists of 3D world co-ordinates
i.e. {x,y,z} tuple in meters considering the Kinect camera as origin of the world
coordinate system. We have used Microsoft SDK version 1.5 for the data-capture.

(a) Recording Setup (b) 3D world co-ordinate points
for 20 joints of a subject

Fig. 2. Kinect experimental setup
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2.2 Feature Extraction

Feature extraction is one of the main steps for any machine learning based
approach. In this case, we have tried to model physical build or structure of a
person using a feature vector f which includes
Area Feature (farea) - Area occupied by the polygon formed by the joints 1.
shoulder left, shoulder right and shoulder center, and 2. hip left, hip center and
hip right are unique features for any individual because they do not vary with
pose or time. We have considered both of these as one of our candidate features
i.e. farea ∈ R2. If co-ordinates of ith (i ∈ 20) joint is (xi, yi), then the area A
enclosed by the N joints can be computed using eqn. 1

A =
1

2

N−1∑
i=0

(xi ∗ yi+1 − xi+1 ∗ yi) (1)

Angle Feature (fangle) - We have calculated four angles mentioned below
1. angle between shoulder left, shoulder center and spine.
2. angle between shoulder right, shoulder center and spine.
3. angle of the shoulder center and spine with respect to the vertical axis.
4. angle between hip left, hip center and hip right.
As these four angles are unique for any individual and also invariant to pose or
posture, we have used the same as one of the candidate features (fangle ∈ R4).
Features Related to the Physical Build - We consider height, length of
upper and lower legs, length of arms etc to describe physical build of a person.
For this, we have used all the static features (fstatic ∈ R12) mentioned in [1].

We have used feature vector f = {farea, fangle, f static} ∈ R18 for training
and testing using SVM.

2.3 Noisy Frames Removal

The skeleton data obtained from Kinect is itself very much noisy. So noise clean-
ing is required to achieve good recognition accuracy. The noisy frames are iden-
tified and removed based on the static feature vector f static. For noise cleaning,
we assume that the mutual Euclidean distance between two joints should not
vary with time. So if it varies significantly from one frame to another, we mark
those frames as noisy frames and remove all the features (f ) corresponding to
those frame for further processing. In our implementation, this is done using
unsupervised clustering algorithm [4]. The cluster or group with sparsely dis-
tributed points (representing the static feature vectors) is identified as a noisy
one, and the frames associated with the sparsely distributed static feature vec-
tors are referred to as the noisy frames. The cluster centers are initialized in the
following manner.

– We compute A histogram of B bins on f static where each bin is defined by
(2) where k represents the bin-index, for ith static features and jth frame
level data points (D).

Binij
k , 1 ≤ k ≤ B, 1 ≤ i ≤ 12, 1 ≤ j ≤ D (2)
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– The bin kimax containing the maximum number of data points for ith feature
is used to calculate the ith dimension of the first center.

– An mean of all the points belonging to the kimax bin represents the center
(Ci

1)of the first cluster for the feature i and it can be defined as (3), where
P i is the number of feature points ∈ kimax. The first center is defined as
C1 ∈ R12.

Ci
1 =

∑
j∈ki

max

f i
staticj

P i
, 1 ≤ i ≤ 12 (3)

– The second cluster center (C2) is the data point (f staticj ) representing
the static feature vector that is at a furthest distance with respect to the
first center (C1). We have selected C2 based on the initialization of the
K-Means++ [6] algorithm.

2.4 Decision Making Using Supervised Learning

We have used multicalss Support Vector Machine as supervised learning algo-
rithm for decision making process.
Given N-class training data in the form of D = (f1, y1), (f2, y2), (f3, y3), ....,
(fn, yn) where fi ∈ Rn is feature vector representing a class, a supervised
learning algorithm [7] [8] requires a function g which maps the input/feature
space (X) into decision or output space (Y) g:X → Y. Here g is the element of
hypothesis space G. Some times g is also expressed as scoring function f(x,y):
X × Y → R, such that g is defined as g(x) = argmaxy f(x, y). For probabilistic
learning model g is defined either by conditional probability g(x) = P(Y|X) or by
joint probability model f(x,y) = P(x,y). Empirical risk minimization (ERM) and
structural risk minimization (SRM) [9] are commonly used for choosing g and f.
In structural risk minimization based approaches the problem of over fitting is
prevented by incorporating regularization penalty.
Support Vector Machine (SVM) [10] [11] [12] a very well known supervised learn-
ing algorith was first proposed by Vapnik. SVM is developed based on the struc-
tural risk minimization [9] principle derived from computational learning theory.
SVM separates objects into different classes by defining a hyper plane in mul-
tidimensional space. SVM employs mathematical operator φ for mapping the
training datapoints from input space to higher dimensional space. These math-
ematical opertor are often referred as Kernel. Then iterative training algorithm
is used to define the separating hyperplane in that higher dimensional space by
optimizing (minimizing) an error function. Based on the selection of the error
function, SVM can also be categorized as i) C-SVM ii) nu-SVM iii) epsilon-
SVM regression and iv) nu-SVM regression. For example, C-SVM has the error
function

e =
1

2
∗ wTw + C

N∑
i=1

εi (4)

subject to the constraints:
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yi(w
Tϕ(xi) + b) ≥ 1 − εi and εi ≥ 0, i = 1, .., N (5)

Though linear hyperplane was originally proposed by Vapnik, but in 1992, Bern-
hard E. Boser, Isabelle M. Guyon and Vladimir N. Vapnik also modified the ker-
nel function [13] to maximum-margin hyperplanes [14] for building a nonlinear
classifier. Various types of kernel functions already exist in the literature for dif-
ferent applications e.g linear Kernel, Radial Basis Function (RBF), polynomial
function etc.
Polynomial (homogenius) kernel- k(xi, xj) = (xi.xj)

d

Polynomial (inhomogenius) kernel- k(xi, xj) = (xi.xj + 1)d

Gaussian radial basis function (RBF) kernel - k(xi, xj) = exp(−γ||xi − xj ||2),
for γ > 0. Sometimes γ = 1/(2σ2), where σ is described as the area of influence
occupied by the support vectors over input data space. Several approach had
already been proposed for multiclass SVM, few of them include

– one of the class label with respect to rest (one-versus-all)

– between each and every pair of classes (one-versus-one)

– Directed Acyclic Graph SVM [15]

– error-correcting output codes [16]

Crammer and Singer also proposed a multiclass SVM by considering entire clas-
sification objective as a single optimization problem rather than dividing it into
multiple binary classification problems.

3 Experimental Results

We have taken 10 persons (7 male + 3 female subjects) dataset for training and
testing. Initially, a single kinect is positioned at a fixed position to record the
skeleton information at a distance of 6 feet from the subject. Then feature vector
f ∈ R18 is extracted at frame level for 10 subjects (A-J). As discussed earlier
then we perform the noise removal using fstatic. After removing noisy frames,
we store the feature vector f for rest of the frames in a dataset D. The dataset
D is used for training model generation using multiclass SVM.
We have done the frame level performance analysis as well as comparison on
the basis of F-score (6), which is defined as the harmonic mean of precision and
recall. Here N is the number of subjects.

Fscorei =
2 ∗ precisioni ∗ recalli
(precisioni + recalli)

∀i, 1 ≤ i ≤ N (6)

The performance analysis is done in 2 sections

– Effect of outlier removal

– Comparison with state-of-the-art systems.
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3.1 Effect of Outlier Removal

As discussed in the section 2.3, skeleton information obtained from Kinect is
very noisy [17]. Euclidean distance based outlier detection algorithm [4] is used
to remove noisy frames. It is based on the fact that mutual distance between
two physical joints should be constant over frames. Thus if the the joint-distance
varies significantly from one frame to another frame, we remove those noisy
frames from further processing. K-Means++ [6] algorithm is used for clustering
fstatic into two clusters - one containing noisy frames and other containing clean
data. Figure 3 shows the cluster based analysis of noisy skeleton data. Figure
3(a), 3(b) and 3(c) represent the skeleton information for all the frames, for noisy
frames and outcome of our proposed noise removal algorithm (i.e. noise clean
skeleton data), respectively.

(a) for all frames (b) for noisy frames (c) noise clean data

Fig. 3. Sample static feature for different frames of a subject. The horizontal axis rep-
resents different frames and the vertical axis represents the normalized feature values.

3.2 Comparison with State-of-the-Art Systems

Performance evaluation of our proposed system is done at frame level with 30
seconds training data and 20 seconds testing data. A sample confusion matrix
for 10 subjects marked as ’A’ to ’J’ is shown in the table 1. The diagonal entries
of the matrix (shaded in grey) indicate correctly identified frames. Performance
comparison is also performed with [18], [4] [1]. The results are tabulated in table
2. From table 2, it is very much clear that our proposed algorithm with noise
removal technique is able to achieve 95.75% in real time and outperforms all the
state-of-the-art methods.

4 Conclusion

Results indicate that our proposed angle and area related features with SVM
based classification technique are having good contribution as the recognition
accuracy has increased to 96% when only frontal standing pose is used for person
identification. We are planing to do Kinect calibration to identify a multiple
person in arbitrary poses using supervised learning.



222 K. Chakravarty and T. Chattopadhyay

Table 1. Confusion matrix for the proposed algorithm with 10 subjects

Subjects A B C D E F G H I J

A 2644 0 0 0 0 0 0 0 0 0
B 0 2647 0 0 0 0 0 0 0 0
C 0 17 2297 0 0 0 0 0 0 350
D 0 57 0 2608 0 0 0 0 2 1
E 0 0 0 0 2610 0 0 0 7 0
F 0 0 0 0 0 2654 0 0 0 0
G 0 0 0 0 0 0 2655 0 483 0
H 0 1 0 0 0 0 0 2653 0 0
I 0 0 0 1 0 0 0 0 2653 0
J 0 309 0 4 0 0 0 0 0 2334

Table 2. Performance (Fscore in %) comparison with [18], [4] and [1]

Our Proposedwith frontal-standing Using [18] Using [4] Using [1]

95.75 56 69 29
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Abstract. The handwriting tablet is an electronic product, which is a kind of 
human-computer interfaces acting as a computer input device comprising a set 
of a special pen and a tablet. The user holds the pen to draw contents within a 
region of the tablet as inputs, which imitates handwriting and is a replacement 
of mouse inputs. Some handwriting tablets not only imitate the handwriting and 
mouse functions, but also detect the pen tilts and pressures. The tilt and pressure 
information can be applied to some drawing software which can also render the 
thickness and depth of strokes. However, since the handwriting tablet is a piece 
of precise equipment, it has some drawbacks- fragile, not easy to carry, and the 
weight is often heavy. Therefore, in this paper, we propose a new concept based 
on the computer vision technology to simulate the handwriting tablet. We put a 
rectangular plane in the FOV of a video camera to emulate a tablet, and use a 
conventional pen to emulate the stylus. Many experiments have been made for 
evaluating the effectiveness of the proposed methods. The performance of such 
a virtual handwriting tablet is very satisfactory and encouraged. 

Keywords: virtual handwriting tablet, shadow cues, computer vision, human-
computer interface. 

1 Introduction 

With the evolution of information technology, there are various means of human-
computer interfaces. In order to make computers more convenient and interactive to 
control, several ways of controls have been developed, such as joysticks, hand ges-
tures, and pens. Nowadays, human-computer interfaces without keyboards and mice 
are a trend because they provide users different experiences. For example, in racing 
games, wheel shaped joysticks are created to simulate handlers for actual cars, which 
gives players a more entertaining experience. Input texts via handwriting tablets sup-
plies users a feel of writing. 

The handwriting tablet is a kind of computer input devices, which is an electronic 
product composed of a special pen and a tablet. The user holds the pen to draw con-
tents within a region of the tablet as inputs, which imitates handwriting and replaces 
mouse inputs. Some handwriting tablets not only imitate the handwriting and  



 A Virtual Handwriting Tablet Based on Pen Shadow Cues 225 

mouse functions, but also detect pen tilts and pressures. Both the tilt and pressure 
information can be applied to some drawing software that the thickness and the depth 
of strokes can be also rendered [1]. 

However, since the handwriting tablet is a piece of precise equipment, it has some 
drawbacks- fragile, not easy to carry, and too heavy. Therefore, we adopt the comput-
er vision technology together with a few materials to simulate the handwriting tablet. 
This novel concept is to develop a virtual handwriting tablet as shown in Figure 1, 
where we put a rectangular plane (that can be a cardboard, corrugated paper, and so 
on) in the FOV of a video camera to emulate a tablet, and use a conventional pen to 
emulate the stylus (the pen for handwriting tablet) [2],[3]. 

 

 

Fig. 1. The concept of the virtual handwriting tablet. 

 
The development of such a virtual handwriting tablet is divided into three parts, in-

cluding tablet detection, stylus detection, and pen shadow detection. First, the user 
selects an object in the FOV as the tablet, and the system determines whether the 
selected object meets the conditions on the form of a tablet. After the tablet object is 
confirmed, the system detects a pen in the tablet region. If so, the shadow of the pen is 
then detected. The tablet, pen, as well as shadow information are saved for the system. 
Figure 2 graphically shows the main flowchart of our virtual handwriting tablet  
system. 
 

 

Webcam 

Pen 

User 

Paper 



226 C.-S. Fahn, B.-Y. Su, and M.-L. Wu 

 

Fig. 2. The main flowchart of our virtual handwriting tablet system 
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2 The Relation of Pen and Its Shadow 

The following elaborates how we acquire the distance between the pen and its shadow 
used for the detection of a pen touching or detaching a tablet. After the area of the 
shadow is obtained, we can use the bounding box of the shadow to get the boundary 
and position of the area. By analyzing the variation of the distance from a pen to its 
shadow, we can detect the relation between the pen and the tablet. Figure 3 illustrates 
the pen under different tilt degrees in several sampling frames that the pen approaches 
the tablet and leaves it gradually. 

 

 

Fig. 3. A pen approaching a tablet and then leaving it: (a) the pen is tilted by 63 degree; (b) the 
pen is upright; that is, tilted by 0 degree 

Pen approaching 
the tablet 

Pen leaving the 
tablet 

(a) (b) 
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As seen from Fig. 3, when the pen approaches and leaves the tablet, there is an in-
terval that the pen approaches and leaves its shadow. This interval can be obtained 
from capturing a sequence of consecutive frames by calculating the distance between 
the pen and its shadow in each of the frames respectively. Equation (1) formulates the 
distance between the pen and its shadow, where ݅ stands for the index of a frame, ܵܤ is the bounding box of the shadow, and ܲܤ is the bounding box of the pen. The 
distance is acquired from Eq. (1), where ܵܤ௜் ௢௣ is the upper side of shadow’s bound-
ing box and ܲܤ௜஻௢௧௧௢௠ is the bottom side of pen’s bounding box as Fig. 4 shows. 

ሺ݅ሻܦ  ൌ ௜்ܤܵ ௢௣ െ ௜஻௢௧௧௢௠ (1)ܤܲ
 

 

Fig. 4. Illustration of the distance between the pen and its shadow 

Let ݊ be the index of the current frame, and ܦሺ݊ሻ be the distance between the 
pen and its shadow in the current frame. We calculate the differences between ܦሺ݊ሻ 
and ܦሺ݊ െ 1ሻ ሺ݊ܦ , െ 1ሻ  and ܦሺ݊ െ 2ሻ ሺ݊ܦ , െ 2ሻ  and ܦሺ݊ െ 3ሻ , and so on. 
Then the average of the differences is computed, which is called the average distance 
variation ܦഥ௩௔௥, as expressed in Eq. (2), where ݉ is the number of frames needed for 
computation. 

ഥ௩௔௥ܦ  ൌ 1݉ ෍ ሺ݊ܦ െ ݇ሻ െ ሺ݊ܦ െ ݇ െ 1ሻ௠ିଵ
௞ୀ଴ , ݉ ൒ 2 (2)

 
By means of the average distance variation, we can detect the pen action conducted 

by the user. This detection approach is depicted in Eq. (3) and stated as follows. 
Theoretically, ܦഥ௩௔௥ is positive when the pen is leaving the tablet. Conversely, ܦഥ௩௔௥ 
is negative when the pen is approaching the tablet. And ௔ܶௗ௩ is the threshold for 
detecting the variation, which is employed to discard frames with minor variation. If 
the variation is smaller than the threshold, the current result will not be updated. 

 ܲ݁݊ ݊݋݅ݐܿܣ ൌ ൜ ,݌ݑ ݂݅ ഥ௩௔௥ܦ ൐ ௔ܶௗ௩݀݊ݓ݋, ݂݅ ഥ௩௔௥ܦ ൏ െ ௔ܶௗ௩ , ௔ܶௗ௩ ൒ 0 (3)

 
While the shadow detection is set to a very small area, we can deem these two ac-

tions as a pen touching and detaching the tablet, respectively. This is because when 

Distance 
between the
pen and its
shadow 
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the detection area is very small, the pen needs to be put very close to the tablet. While 
the pen is quite near the shadow, it implies that the pen is very close to the tablet. 
Consequently, the characteristic of this behavior can be used for detecting a pen 
touching or detaching the tablet. 

3 Experimental Results and Discussions 

Many experiments of tablet detection, stylus detection, and pen shadow detection 
have been carried out to demonstrate the effectiveness of our proposed methods. Ta-
ble 1 lists the developing environment for creating a virtual handwriting tablet system. 
In this experimental system, we adopt a webcam mounted on the monitor of a note-
book computer, which is modeled Logitech’s HD Pro Webcam C910 to support Full 
HD 1080p recording as shown in Fig. 5(a). The video camera is set to capture an im-
age every 50 ms, which means the FPS set to 20. And the image resolution is set to 
640ൈ480.  

Additionally, we take a traditional ball pen for emulating a digital stylus, and 
choose a piece of corrugated paper for simulating a tablet. The experimental set is 
shown in Fig. 5(b), where a piece of corrugated paper is put in front of the notebook 
computer, and a keyboard is placed between the piece of corrugated paper and the 
monitor. Figure 6(a) shows a real FOV of the camera, and the experimental ambient 
environment is illuminated by LED lights as shown in Fig. 6(b).  

Table 1. The Developing Environment for Creating Our Virtual Handwriting Tablet System 

Hardware 
CPU Intel(R) Core(TM) i7 CPU Q740 @ 1.73GHz 1.73GHz 

RAM DDR3 4.00GB 
Software 

Operating System Microsoft Windows 7 Ultimate 32-bit 

Developing Tools 

Microsoft Visual Studio 2010 
Microsoft .NET Framework 4 

 C# Language 
OpenCV (EmguCV) 2.4.2 

 

 
        (a)                     (b) 

Fig. 5. Experimental equipment: (a) the used camera modeled Logitech HD Pro Webcam C910; 
(b) the set of our virtual handwriting tablet system 
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 (a)                       (b) 

Fig. 6. Experimental environments: (a) an FOV seen from the webcam; (b) an ambiance illumi-
nated by LED lights 

Because our virtual handwriting tablet system takes advantage of pen’s shadow for 
stylus detection, the position of a light source and the placement of its constituting 
components are very important. Figure 7 illustrates the deployment of the light source 
and each component of the system. 

Fig. 7. The deployment of all the light source and components constituting the virtual handwrit-
ing tablet system 

The following performs experiments on the methods proposed in Section 2 to detect 
pen moving directions with unlike parameters. The form of pen’s shadow is varied 
along with different pen tilt angles as shown in Fig. 8. Therefore, we divide the pen tilt 
angles (-80° to 80°) into five equal portions, each of which possesses an angle of 32 
degrees; that is, ranged from -80° to -48°, from -48° to -16°, from -16° to 16°, from 
16° to 48°, and from 48° to 80°. Then we make the pen approach and leave the tablet 
for 100 times under different pen tilt angles, where the distance between the pen and the 
tablet is about 1cm when approaching and leaving. We record the detection rate for each 
of the above five ranges, respectively. The detection of pen moving directions is correct 
only when the shadow is detected accurately on both approaching and leaving at that 
time. We want to find which parameter achieves the best detection rate. 
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Fig. 8. Pen shadows varied with different pen tilt angles 

Figure 9 shows the best detection result is acquired from the pen tilt angles be-
tween -16° and 16°. This is because the shadow appears in the side of the pen shown 
in Fig.10 for these angles when the pen approaching and leaves the tablet. 

 

 
m 2 3 4 5 6 7 8 9 10 

Average  
detection  

rate 
85.20% 86.00% 87.60% 89.20% 88.80% 86.80% 84.40% 82.80% 80.60% 

Fig. 9. The detection rate under different pen tilt angles for m ൌ 2, 3, …, 10 

       (a)                  (b) 

Fig. 10. The correct detection result: (a) the pen touching the tablet; (b) the pen leaving the 
tablet under its tilt angles between -16° and 16°  for ݉ ൌ 5 
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Besides, it is easily found that the detection rate is higher when the degree of the 
pen tilt angle is negative. This is caused by the light source located at the upper right 
corner. As a result, the produced shadow in Fig. 11(a) is more saturated than that in 
Fig. 11(b), since in Fig. 11(a), the direction of the pen is perpendicular to that of the 
light source; conversely, in Fig. 11(b), the direction of the pen is parallel to that of the 
light source. 
 

Fig. 11. Varied saturation of the produced shadow: (a) a more saturated shadow (the pen tilt 
angle ൌ -63.43°); (b) a less saturated shadow (the pen tilt angle ൌ 63.43°) 

After observing the result, it is clear that the detection rate starts to decrease from ݉ ൌ 6. We find this is owing to the relation between the FPS and user’s pen move-
ment speed. When the user moves the pen to leave the tablet needs 5 frames, but we 
set to 10 frames, the additional 5 frames decreases the average distance variation. On 
the contrary, if it is set to 2 frames, the pen will be detected to touch the tablet before 
it really does. In this case, any small movements of the pen will cause wrong detec-
tion. For the same FPS, if ݉ is small, the pen movement must be fast to reach an 
ideal detection rate. The best condition is that the number of frames for movement is 
equal to ݉. 

4 Conclusions and Future Works 

Nowadays, the human-computer interface is a popular research field, such as gesture 
recognition and virtual keyboard. These new interfaces bring users different kinds of 
experiences. Our proposed system is a new human-computer interface which adopts 
computer vision technology to imitate the function of a handwriting tablet, and im-
proves the shortcomings that a traditional handwriting tablet may have; for example, 
not easy to carry, heavy weight, as well as fragile. 

We have further proposed a method, which can detect a pen overlapping a tablet in 
the FOV of a camera. By detecting the variation of pen’s shadows, the moving direc-
tion of a pen can be detected, which makes it possible to detect the pen touching a 
tablet with a single camera. 

The system can be divided into three parts, including tablet selection, stylus detec-
tion, and pen shadow detection. The users select an object to be the tablet, and the 
system decides whether the selected object meets the conditions of a tablet. The sys-
tem then finds the pen within the region of the tablet, and detects the position of the 

(a) (b) 
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shadow of the pen. At last, the obtained information is saved for our system to send to 
the computer. 

In the experiments, we employ different parameters for the proposed system, and 
analyze the experimental results. We find the optimal parameters and discuss about 
them. This paper has presented a novel human-computer interface and its applica-
tions. There are many research directions for the future work: 

(1) Multi-touching 
The proposed system can only detect one pen at a time. In the future, the sys-
tem can be extended into multiple pen detection, in order to reach the goal of 
multi-touching. 
(2) Right button click detection 
Currently, our system is designed to emulate the movement of a mouse and the 
click of a left button. A right button click detection mechanism can be de-
signed in the future. 
(3) Detection by shadow only 
Because the direction of a light source may vary, we cannot detect whether a 
pen has touched the tablet by pen shadow detection only. Therefore, we choose 
to set the range of capturing shadows to help detect the movement of the pen. 
However, this approach provides only a detection of the pen approximately 
touching a tablet. In consequence, we will intend to develop other effective 
methods to detect a pen touching a tablet. 
(4) Writing assistance 

Currently, we merely provide an object detection method. In the future, we 
will further combine a writing assistance system, which can help smooth the 
moving path, tablet calibration, as well as stop word detection. 
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Abstract. Tangible objects on a \tabletop offer a lot of different opportunities to 
interact with an application. Most of the current tabletops are built using optical 
tracking principles and especially LLP tabletops provide very good tracking re-
sults for touch input. In this paper we introduce HOUDINI as a method for LLP 
object tracking and pen recognition, which is based on three different sizes of 
touch points that help us to identify touch points belonging to fingers, objects 
and pens. As a result, the whole recognition process is performed at the level of 
touch information rather than frame by frame image analysis. This leads to a 
very efficient and reliable tracking, thus allowing the objects to be moved very 
fast without being lost. 

Keywords: tabletop, interactive surface, object tracking, LLP, pen recognition. 

1 Introduction 

Tangible objects provide a natural way of interaction between tabletop and user. They 
offer opportunities which pure touch input does not offer, for example adding tactile 
feedback [20], allowing intuitive map navigation [15], a more precise adjustment of 
parameters [18] [6] [11], solving input conflicts [13]  or improving awareness in co-
located collaborative group settings [17].  

Tabletops are commonly based upon optical tracking technologies. In the process, 
the tabletop surface is enriched with infrared (IF) light that gets reflected down into 
one or more IF-camera(s) as soon as fingers or objects hit the surface. Then it is fur-
ther processed within the tracking software before the extracted touch information is 
sent to the application.  

The predominant methods for optical tracking are Diffused Illumination (DI), 
where the IF-illumination takes places from below the tabletop surface, Frustrated 
Total Internal Reflection (FTIR)[5], in which IF-light is brought into the surface from 
the side where it is trapped (because of the equally named physical principle) until a 
touch of a finger allows it to reflect down into the camera(s), Diffused Surface Illumi-
nation (DSI)[2], which similar to FTIR uses IF-light coming from the side, but also 
requires a special Endlighten™ acrylic as surface material, and Laser Light Plane 
(LLP), where laser beams establish a plane of IF-light just above the tabletop surface 
that gets scattered at every touch point [16].  
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Each of those principles has its own advantages and disadvantages and raises spe-
cial problems. Besides touch input, DI also allows object recognition through attached 
fiducial symbols that are easily made out of printed paper [9]. But for good tracking 
results, DI depends on an equally illuminated surface, which is not easy to achieve 
from below, so that this method sometimes suffers from false inputs. Whereas FTIR is 
not able to detect fiducial symbols, it is very good for the tracking of fast finger 
movements, because of the IF-lighting delivering a camera image that is rich in con-
trast. However, FTIR needs an acrylic surface to ensure the physical effect of total 
internal reflection. As a consequence, very big tabletops are hardly to achieve, since 
acrylic is not as stable in shape as glass and deflects with bigger dimensions. To coun-
ter this, the acrylic needs to be considerably thicker; this rapidly increases its price.  

DSI also allows object recognition through fiducial symbols, but it needs a rather 
expensive Endlighten™ acrylic with the same downside concerning form stability 
mentioned above. Since in LLP tabletops the surface is not directly illuminated and 
the plane of IF-light only gets scattered during touch input, the camera image is very 
rich in contrast, thus enabling a fast and reliable tracking of fingers, even during fast 
movements.  

In addition, LLP tabletops can be built with much bigger dimensions, because sta-
ble glass panes can be used, which are also significantly cheaper than acrylic. By the 
use of lasers, the illumination also becomes independent from the tabletop size, in 
contrast to DI, FTIR and DSI, where a bigger surface requires more or stronger IF-
light emitters. 

In summary, LLP tabletops enable a fast and reliable tracking of fingers and can be 
built with much bigger dimensions. But due to the missing possibility to track objects 
they are not very common. That is why in this paper we will introduce a first method 
for LLP object tracking and also pen recognition, which is based on touch recognition 
and therefore results in a reliable tracking, even when objects are manipulated very 
fast.  

2 Related Work 

reacTIVision [9] is a computer vision framework using fiducial symbols for object 
tracking. The symbols consist of black and white patterns that are recognized by a 
camera and through image analysis these patterns are subsequently transferred into 
region adjacency graphs for object differentiation. Fiducials only work for tabletops 
based on DI and DSI since the marker patterns must be equally illuminated from the 
bottom. 

ToyVision [12] also uses fiducials. In addition, the authors added features to aug-
ment the objects, giving the opportunity to manipulate objects while using them. To 
give an example, a button was added to the object which can be pressed to interact 
with the application. 

There are other tracking approaches which use RFID tags to identify objects. In 
[14] this idea is combined with the camera image of the surface. Thus, giving the 
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opportunity to identify which shadow represents which object and being able to track 
the objects by simply tracking the shadows. 

Similar to our approach, in [7] markers are placed onto acrylic disks to allow ob-
ject recognition. Nevertheless, this approach uses conventional FTIR and DI tracking 
instead of LLP. Objects are recognized on the basis of image analysis, the markers are 
elastic and used for pressure sensing. 

3 Basic Idea for LLP Object Tracking and Pen Recognition  

LLP tabletops are characterized by the fact that every finger, but also every general 
object breaking the laser light plane, causes a reflection of IF-light down into the 
camera and thus creates a touch point (blob) in the tracking software.  

With this paper, we introduce a solution to distinguish between blobs caused by 
fingers, objects or pens. Our solution is based on three different sizes of blobs in com-
bination with specific design constraints that help us to identify blobs belonging to 
objects and pens.  

The presented HOUDINI system is designed as TUIO [10] proxy between the 
widely spread tracking software Community Core Vision (CCV) [3] and an arbitrary 
tabletop application. Basically, from the set of blobs delivered by CCV, we at first 
exclude blobs belonging to objects and pens. While bypassing all other blobs to the 
application, we at second add messages for the identified object and pens, hence split-
ting the initial blob set into messages for fingers, objects and pens.   

Before we describe the design decisions and the implementation in more detail, we 
at first introduce some fundamental requirements that have been the center of the 
development.  

4 System Requirements and Goals 

Our goal was to implement a system that meets several requirements, which we con-
sider to be fundamental for tangible interaction on tabletop displays. 

─ The system should support tangibles of different sizes. 
─ Multiple objects on the tabletop surface should be reliably tracked at the same 

time. 
─ Tracking data should include translation, rotation and basic state information 

(pressing a button) of tangible objects. 
─ Object tracking should not limit the speed of processing touch input data of fast 

moving fingers 
─ The system should be able to support translucent tangibles that offer additional 

possibilities for application design and reduce the amount of surface occlusion.  
─ The tangibles themselves should be passive, i.e. without additional electronics or 

batteries. This also holds for the pens used as input devices on the tabletop surface. 
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These are core requirements in the sense of general-purpose tangibles to be manipu-
lated on the tabletop surface mostly by translation and rotation. The option to extend 
these basic tangibles with a physical button triggering a state change could be used in 
many application scenarios, for example to confirm a prior selection in the graphical 
user interface. 

5 Design of Tangible Objects and Pens 

Similar to other object recognition techniques, the fundamental idea of our approach 
is to attach markers at the bottom of objects forming individual patterns that can be 
identified by the system. But due to the characteristics of LLP, we do not rely on vis-
ual symbols and instead specify patterns as a set of touch points arranged in a certain 
way. This allows us to perform the object recognition at the level of touch information 
rather than analyzing the video stream from the camera frame by frame, as it is done 
by reacTIVision using fiducial markers [9].  

5.1 Object Pattern Definition and Derivation of Properties 

Basically, our tangible objects consist of acrylic discs and attached beveled markers 
which reflect the infrared light plane down into the camera and hence create touch 
points (see Figure 1). As mentioned before, we use different blob sizes to distinguish 
between fingers, objects and pens. In this context, we specify an object pattern as a 
set of touch points consisting of several small blobs and exactly one big blob.  
 

 

Fig. 1. Tangible object with attached markers for creating blobs of different sizes 

During the manipulation of objects on a tabletop, the most significant properties to 
track are the object’s position and rotation angle, which in our approach both must be 
derived from the object’s pattern, e.g. a set of several small blobs and exactly one big 
blob. The position of the object is treated as the center of the minimum covering circle 
of all blobs which can be calculated in linear time [21]. The rotation angle α of an 
object can be computed as shown in Figure 2. It is clearly determined by the vector 
from the object’s position towards the position of the big blob and the x-axis of the 
underlying coordinate system.  
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First, the recognition part, wherein the algorithm is working on all current blob 
messages delivered by CCV and tries to find blobs belonging to objects and pens. For 
already known objects or pens, the algorithm creates a new message with updated 
parameters which is sent to the application. For new objects and pens, the algorithm 
stores the IDs belonging to the blobs of the object or pen for later identification and 
creates a new object message containing position, rotation angle (for objects only) and 
ID of the object or pen. Afterwards this message is sent to the application.  

Since objects have a unique pattern, whereas pens all share the same pattern, the 
system is not able to differentiate between pens after they lost contact to the surface. 
The following pseudocode illustrates the recognition process of objects in more detail. 

 
for all bigBlob ϵ BigBlobs do 
 for all pattern ϵ Patterns do 
  collect blobs matching distance in pattern 
  if more blobs found than needed then 
   create subsets from the set of found blobs 
  else if # of blobs equals # of blobs in pattern then 
   put all found points into subset. 
  end if 
  for all s ϵ Subsets do 
   compute minimum covering circle for s 

compute vector from center of circle towards  
big-Blob 

   for all blob ϵ s do 
    check whether angle of blobs matches angles  
      in pattern 
   end for 
   if all blobs match position of pattern then 
    pattern found! add to results. 
   end if 
  end for 
 end for 
end for 

 
After receiving the blob messages from CCV, the algorithm collects all big blobs 

on the surface that have not been assigned to an object. For each of these big blobs the 
algorithm tries to find small blobs around it, which match the distance specified in 
one of the patterns. Since in this step only the distance towards the big blob is taken 
into account, there may be multiple points matching the specified distances. If this is 
the case, subsets are created, such that for each pattern point exactly one blob, which 
matches the distance, is taken into account. Hence, each subset consists of the big 
blob and one blob for each pattern point. As a next step, subsequently for each subset, 
if at least one is found, the minimum covering circle is computed. After that, the algo-
rithm checks for each small blob if it is at the correct position. In order to do so, the 
vector from the center of the minimum covering circle towards the big blob is com-
puted. This vector is then used to compute all angles for all other blobs and to com-
pare them to the corresponding angles in the pattern. If both, the distance and the 
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7 Conditions for Proper Tracking 

At first, marker points attached to objects must be at a certain distance to each other in 
order to avoid melting of two blobs into one. Therefore, tangible objects must have a 
certain size, whereby bigger objects provide more space for the marker points. As a 
result, there is a clear link between the object size and the number of distinguishable 
patterns. An exact number of distinguishable patterns is difficult to estimate, but we 
successfully constructed ten different patterns using acrylic discs with a diameter of 
80mm (with a tabletop dimension of 100cm x 160cm) that can be used at the same 
time without any problems and we see potential for a variety of more. At second, on 
LLP tabletops many marker points may lead to shadowing of blobs. We therefore 
recommend using at least one IF-laser per corner for proper results.  

Concerning the user experience, we argument that a reliable tracking of less ob-
jects is more important than being able to differentiate between many objects at the 
expense of tracking quality. The real benefit of HOUDINI is that it is based on pure 
blob data, which are very stable and reliable in LLP tabletop environments, because 
of high contrast between touched and untouched surface areas. HOUDINI builds upon 
that feature by implementing object and pen recognition on TUIO messages only and 
with no need for complex image analysis or processing raw image data.   

Therefore, HOUDINI is most suitable for applications scenarios with fewer ob-
jects, ranging from using tangibles to control parameters of music mixing interfaces 
[4], to physically navigate across a map [22], activate widgets and menus [8] or play-
ing games which make use of fast moving objects like air hockey.   

8 Conclusion and Future Work 

We have presented HOUDINI as a TUIO proxy between the tracking software CCV 
and an arbitrary tabletop application and therefore implemented a solution for an ob-
ject and pen recognition technique that is designed for LLP tabletops. It also com-
pletely fulfills the initially mentioned requirements.  

As a result, it supports translucent tangibles of different sizes, whereby multiple 
objects and pens are reliably tracked at the same time without limiting the speed of 
processing touch input data. Object messages include translation, rotation and basic 
state information (pressing a button), while pens only contain information about the 
position and whether they touch the surface or not. Further, multiple pens can be 
tracked at the same time, but they cannot be distinguished from each other, because 
they all share the same blob pattern. This also results from the last requirement which 
asks for a solution without additional electronics or batteries. Instead, standard office 
pens can be used, which contribute to a better user experience and seamless integra-
tion of scenarios using tabletop interaction in combination with writing on real paper. 

By focusing on patterns based on touch points and only using the TUIO messages 
for calculating the object properties, we were able to realize reliable tracking results, 
even during fast movements of the tangible objects.  
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Necessarily, our approach leads to a dependency between the object size and the 
amount of distinguishable patterns. We therefore do not propose our system for appli-
cations that intend to use many different tangibles. 

Instead, we think HOUDINI is appropriate for the remaining majority of applica-
tion scenarios, where only a few tangible objects are used, but which then can be 
moved very fast without being lost during the tracking.  
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Abstract. Nowadays, embodied conversational agents are gradually get-
ting deployed in real-world applications like the guides in museums or
exhibitions. In these applications, it is necessary for the agent to identify
the addressee of each user utterance to deliberate appropriate responses
in interacting with visitor groups. However, as long as the addressee iden-
tification mechanism is not completely correct, the agent makes error in
its responses. Once there is an error, the agent’s hypothesis collapses and
the following decision-making path may go to a totally different direc-
tion. We are working on developing the mechanism to detect the error
from the users’ reactions and the mechanism to recover the error. This
paper presents the first step, a method to detect laughing, surprises,
and confused facial expressions after the agent’s wrong responses. This
method is machine learning base with the data (user reactions) collected
in a WOZ (Wizard of Oz) experiment and reached an accuracy over 90%.

Keywords: Multi-party conversation, human-agent interaction, Gaze.

1 Introduction

Various kinds of kiosk information systems are used in public places, such as
shopping malls, museums, and visitor centers. The typical situation in which
such systems are used is that a group of people stand in front of the kiosk and
operate it in order to retrieve the information they request while talking with one
another. Therefore, in order to implement conversational agents that can serve
as an information kiosk in public places, multi-party conversation functional-
ity for simultaneous interaction with multiple users is indispensable. In dyadic
dialogues where only two participants are involved, it can be assumed that in
most cases, one participant is the addressee when the other one participant is
speaking. In multi-party dialogues, however, distinctions must be made among
the roles of the participants, such as speaker, addressee, and listeners standing
by. When a person is involved in a human-human-agent triadic conversation,
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he/she may speak to the agent or may talk to the other person (his/her part-
ner). When the person speaks to the agent, the agent needs to respond to that
utterance. However, when the person speaks to the partner, the agent should not
mistakenly respond to that utterance. Therefore, one of the basic functionalities
a conversational agent needs in order to engage in multi-party conversation is
the ability to identify the addressee of each user utterance.

Based on this need, this paper presents a work that aims to determine the
addressee of user utterances in triadic conversations among two users and an
agent. In the literature, [1–3], it has been reported that in addition to their
explicit verbal utterances, humans use nonverbal signals such as their gaze, nods,
and postures to regulate their conversation, e.g., to show their intention to yield
or willingness to take turns in speaking. If there are specific patterns in the user’s
gaze behavior that depend upon whom he/she is talking to, it would be possible
for the kiosk agent to automatically identify the addressee. Thus, as regards eye-
gaze approximation, this study will exploit head direction information obtained
from a face-tracking system. It has also been found that in human multi-party
conversations and human-robot communication, not just visual cues such as eye
gaze and head direction are useful in predicting the addressee, but prosodic cues
of the voice as well [4, 5].

In previous stages of this project, we have developed a fully autonomous kiosk
agent who can engage with two users at the same time by utilizing non-verbal
information only [6–8]. The accuracy of the addressee estimation component was
80%, that means the estimation mechanism has a 20% error rate. Even a human
can make such a mistake in multi-party conversation, it can not be expected
that the error rate can be reduced to 0%. If the agent decides its actions in
responding to the users according to an assumption that all of its perceptions
are correct, the conversation afterward will crash and proceed to an unexpected
path in the state transition model. Therefore, for further improvement on the
system, the mechanisms for detecting and recovering the errors are required.
This paper presents the analysis results of users’ facial expressions after a wrong
estimation of addressee by the agent.

2 Related Work

Research on human communication showed that the eye gaze is an important
communication signal in face-to-face conversations. The speaker looks at the
addressee to monitor her/his understanding or attitude, and, the addressee looks
at the speaker in order to be able to offer positive feedback in return [1, 9]. Eye
gaze also plays an important role in turn taking. When yielding his/her turns
to speak, the speaker looks at the next speaker at the end of his/her utterances
[2]. Vertegaal [10] reported that the gaze is a reliable predictor of addressee-
hood. Likewise, Takemae [11] provided evidence that the speaker’s gaze indicates
addressee-hood and plays a regulatory role in turn management.

Similar results were found in mixed human-human and human-computer con-
versations in [4, 12, 13]. In these works, perception experiments were conducted
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in which subjects guessed who the addressee of a given utterance was. It was
found that prosodic and visual cues were about equally effective, and that the
combination of auditory and visual cues resulted in better performance. More-
over, the motivation of [5] was quite similar to that of this study, in that re-
searchers proposed a method of identifying the addressee in a human-human-
robot interaction by combining prosodic and visual cues. As a visual cue, they
used the horizontal head orientation to distinguish addressees. They reported
that in 35% of the cases, a person talked to the other human while looking at
the robot. They then addressed the fact that visual cues alone might not be suffi-
cient, and proposed the further incorporation of prosodic cues. As prosodic cues,
they identified a number of linguistic features obtained from the speech recogni-
tion system, such as sentence length, typical phrases, and language models, and
used them to distinguish the addressee from the other human. They reported
that the speech addressed to the robot was detected with an F-measure of 0.72.

In this study, we share a similar motive but tackle the problem using a different
approach. First, to estimate the head direction, we add more parameters, namely
the position and rotation of the head. We also focus on shifts in head direction
during an utterance. As for the prosodic cues, while [5]focused on linguistic
features, we assume that the user’s tone of voice may be different depending on
whether he/she is speaking to the agent or to the partner. Thus, to measure
the user’s tone of voice, this study focuses on pitch, intensity (volume), and the
rate of speech as the most important prosodic features [14]. It has already been
found that prosodic features are useful in the recognition of emotion, and can
thus be expected to be useful in characterizing the tone of voice. Considering all
these aspects discussed in previous studies, this study employs machine learning
techniques to create an automatic classifier for estimating the addressee via the
integration of visual and prosodic information.

However, in our current prototype, after the decision making component re-
ceive the output of the addressee estimation component, it can not confirm
whether the estimation is correct or not. It can only assume that the estimation
is correct and go proceed the decision making. We then go forward to the next
step of addressee estimation to deal with the situation when there was an error
in this estimation. The idea is to get the reactions (feedbacks) from the users
in a short period after the agent takes its action in responding to a user utter-
ance. Follow the basic ideas of addressee estimation, we focus in using nonverbal
feedbacks from the user, facial expressions and prosodic information.

3 Corpus Collecting Experiment

Regarding to addressee estimation, the possible errors are defined as the following
situations:

Unexpected Response (UR): the addressee of a user utterance should be
another user, but the agent mistakenly responded.

No Response (NR): the addressee should be the agent, but the agent did not
response.
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Fig. 1. Setup of the WOZ experiment to collect data for the interaction corpus

In order to collect users’ reactions on wrong addressee estimations, a WOZ
experiment on three collaborative decision making tasks was conducted. We
expect that the subjects’ reactions toward the agent may differ to how they talk
with a human information provider. To observe the natural interaction with
humans and agents, we chose the WOZ experiment setting instead of a human-
human one.

Pairs of experiment participants were instructed to interact with a life-size
female character on a screen. They had to retrieve information from the character
in order to make a decision regarding the given tasks until the agreement between
them achieved. As shown in Figure 1, the subjects stood about 1.8 m away
from the screen where the character was projected. Two video cameras were
used to record the whole experiment, one from the front to take the upper
bodies of the participants and the other one takes the whole scene including
the participants and the character from the rear. One Webcam was used for
the telecommunication software Skype to connect the WOZ operator to the
experiment room. The microphone array of one Microsoft Kinect sensor was to
identify the voice source (left or right user) of user utterances. The other Kinect
sensor was used to record body postures with depth images. The conversation
experiment was conducted with the following premises:

– The participants want to make a decision base on their agreement from
multiple candidates with the help of the agent who is knowledgeable about
that task domain.

– The participants have a rough image of what they want, but they do not
have idea about particular candidates in advance.

– The participants discuss on their own and acquire new information from the
agent.

– The conversation ends when the participants made the final decision.

A total of 15 pairs of college students were recruited as the participants in
the experiment, all of whom were native Japanese speakers. The students came
from various departments ranging from economics, life science to engineering at
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average age, 19.2. 11 of the all 15 pairs were male ones and the other four were
female ones. Each pair was instructed to complete three decision-making tasks:
travel planing, lecture registration, and part-time job finding.

Travel Planning: the participants were instructed to pretend to be in a sit-
uation where they had a coupon from a travel agency that allows them
to visit three of 14 sightseeing spots in Kyushu for free. The information,
which includes a brief history, highlights, nearby restaurants, for each loca-
tion was defined in advance. The sightseeing spots were selected from four
of all seven prefectures inside Kyushu. The participants were instructed to
complete their task by freely retrieving information from the travel agent,
and to discuss their decisions on their own.

Lecture Registration: the participants were instructed to choose three out of
12 lectures to attend together in the next semester. The information about
the lecturer, textbook, course difficulty, prerequisites, etc. for each lecture
was defined in advance. The lectures were divided into four categories: in-
formation science, engineering, languages and communication, and social
science. The subjects could freely ask the “tutor” agent for any information
about the lectures or the agent itself, and then discuss this on their own in
order to make the final decision.

Part-Time Job Hunting: the participants were instructed to request help in
choosing three out of 14 part-time jobs to work together near the university.
The information about the salary, location, workload, work type, etc. for
each job was defined in advance. The jobs were divided into four categories:
convenient stores, book shops, restaurants, and gas stations. The subjects
could freely ask the agent for any information about the part-time jobs or
the agent itself, and then discuss this on their own in order to make the final
decision.

These tasks were chosen because the student participants are supposed to be
familiar with these issues. In order to stimulate more active discussion, the par-
ticipants were instructed to make rankings on the three final choices. All partic-
ipant pairs were assigned to take all of the three tasks in three separate sessions,
one task for one session. The sessions were conducted in all possible orders to
cancel order effects. One student who major in computer science was recruited
to operate the WOZ agent. He was chosen due to his familiarity with operat-
ing a GUI-based WOZ application, which ensured that there would be smooth
interaction. The operator was asked to practice on the WOZ user interface for
two hours prior to the experiment to further ensure that the agent’s response
time was quick enough. All the sentences that the agent could speak during
the experiment were listed in a menu where relevant sentences were grouped for
the WOZ operator to select from more easily. There was also a text field that
allowed the operator to type arbitrary utterances, in the cases when they were
needed but were not defined. The WOZ operator was instructed to try to end
the interaction sessions in ten minutes, if possible.
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The order of the task for each session was changed to achieve counter-balance,
but the wrong responses were intentionally inputed according to the following
rules:

– Errors are inputed around every three minutes
– Intentionally make mistakes in the situation when the agent was able to

response in the interaction so for
– In the UR situations, the WOZ operator responded as keyword matching

manner in simulating the autonomous agent

The wrong responses were only inputed in the third session to allow the user
to get used to the conversation with a CG agent, to have time to approximate
the agent’s ability (100% accurate in the first two sessions), and to notice the
errors more easily.

4 Features for Detecting Addressee Estimation Errors

The assumption of the error detection is, users should have some emotional
reactions to the agent’s errors. For example, the two cases: the users may feel
surprised or funny if the agent responded to an utterance that is should not do;
the users may feel confused if the agent should answer a user question but it
did not, can be considered. The preliminary analysis on four groups was focused
on the facial expressions of the users’ reactions: laughed, confused, surprised
comparing to neutral. Table 2 shows the results of facial expression annotation.
The results showed that the users had high possibility to change their facial
expressions after an error within five seconds (29 times among 40 error instances).
Table 1 shows the relationship between each facial expression and the errors.

Table 1. Relationship between each facial expression and intentionally triggered errors
in the experiment

Neutral Laughed Confused Surprised

Agent did not respond when user speak to it 8 7 13 0

Agent mistakenly responded to an utterance
issued to the other user

3 5 1 3

Facial expression changes when there is no
error

214 141 12 31

Percentage when there is an error 4.8% 7.8% 53.8% 8.8%

From the annotation process, we had the following three findings:

– The facial expression, confused appears at higher frequency than the other
expressions when there are errors
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– When one of the users showed surprised facial expression and the last speaker
is the other user, there is relatively high possibility that the agent’s response
was not an error

– When one of the users showed confused facial expression and the last speaker
is the agent, there is relatively high possibility that the agent’s response was
an error

Table 2. Summary of label instances of each subject

Expressions Max. Min. Avg. Std. Dev.

Neutral 35 9 21.62 7.06

Laughed 24 7 15.37 4.87

Confused 5 1 2.50 1.58

Surprised 7 0 2.75 2.04

We then used hand labeled data and FACS Action Units [15] recognized by
visage|SDK [16] as the feature set (Table 3) to train a random forest with Weka
[17]. The 10-fold cross-validation accuracy was over 90%. The results of the
classification for each facial expression base on the proposed feature set is shown
in Table 4. The detection of related facial expression itself is possible, but it
is difficult to detect the agent’s error merely by facial expressions. This is due
to the fact that the users have frequent facial expression changes even when
there is no error. The facial expression detection itself works well and should
contribute to the detection of errors. However, since the users also make these
facial expressions when there is no error, errors can not be detected merely by
facial expressions, other features are required.

Table 3. Facial and head movement features used in classifying the facial expressions

Nose wrinkler (AU9) Lip corner depressor (AU13/15) Rotate eyes down (AU64)

Jaw drop (AU26) Outer brow raiser (AU2) Position distance

Lower lip drop (AU16) Inner brows raiser (AU1) Rotation distance

Upper lip raiser (AU10) Brow lowerer (AU4) Rotation (angle)

Lip stretcher (AU20) Rotate eyes (AU61/62)

5 Conclusion and Future Work

It is necessary for the agent to identify the addressee of each user utterance
to deliberate appropriate responses in interacting with multiple users. However,
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Table 4. Classification results of each facial expression

Expressions Precision Recall F value

Neutral 0.866 0.866 0.866

Laughed 0.887 0.890 0.888

Confused 0.962 0.960 0.961

Surprised 0.947 0.944 0.945

10-fold cross validation 90.90%

the agent can not confirm whether the estimation is correct or not. This paper
presents a work on the mechanism to detect the error from the users’ reactions.
The first step, a method to detect laughing, surprises, and confused facial expres-
sions after the agent’s wrong responses. This method is machine learning base
with the data (user reactions) collected in a WOZ (Wizard of Oz) experiment
and reached an accuracy over 90%. From the analysis results, errors can not be
detected merely by facial expressions, other features are required.

As future works, we are analyzing the situations when the addressee estima-
tion component is prone to make errors. Also, we would like to consider other
modalities like voice features or postures to improve the accuracy.
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Abstract. The paper presents an evaluation of the performance of a Leap Mo-
tion Controller. A professional optical tracking system was used as a reference 
system. 37 stationary points were tracked in 3D space in order to evaluate the 
consistency and accuracy of the Controller’s measurements. The standard devi-
ation of these measurements varied from 8.1 μm to 490 μm, mainly depending 
on the azimuth and distance from the Controller. In the second part of the expe-
riment, a constant distance was provided between two points, which were then 
moved and tracked within the entire sensory space. The deviation of the meas-
ured distance changed significantly with the height above the Controller. The 
sampling frequency also proved to be very non-uniform. The Controller 
represents a revolution in the field of gesture-based human-computer interac-
tion; however, it is currently unsuitable as a replacement for professional  
motion tracking systems. 

Keywords: Leap Motion Controller, motion capture system, consistency,  
accuracy 

1 Introduction 

Gesture-based user interfaces in combination with the latest technical advances, in-
corporating accurate and at the same time affordable new types of input devices, offer 
new opportunities for specific application areas such as entertainment, learning, 
health and engineering [1]. One of the latest technological breakthroughs in gesture 
sensing devices is Leap Motion Controller [2]. The device, approximately the size of 
a matchbox, allows for precise and fluid tracking of multiple hands, fingers or small 
objects in free space with sub-millimeter accuracy. With its enhanced interaction 
possibilities, the Controller could trigger a new generation of much more useful 3D 
displays and possibly complement the mouse as a secondary input device [3]. 

An interesting study of the Controller in [4] shows its potential for gesture and 
handwriting recognition applications. The acquired input data are treated as a time 
series of 3D positions and processed using the Dynamic Time Warping algorithm. 
The authors report promising recognition accuracy and performance results. 

Professional optical motion capture systems are also often used in the domain of 
human-computer interaction for motion detection and gesture recognition. An exam-
ple of their application is presented in [5], where the authors focused on an adaptive 
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gesture recognition system while developing a gesture database to eliminate the indi-
vidual factors that affect the efficiency of the recognition system. In particular, hand 
gestures were investigated. 

The motivation for the research presented in this paper is to analyze the accuracy 
and consistency of the Controller with the aid of a professional optical motion capture 
system Qualisys [6]. The major goal of the study was to determine the Controller’s 
suitability for a possible replacement of a professional motion tracking system. We 
were primarily interested in the following aspects: 

• the consistency of the measurements at fixed spatial positions (spatial dispersion of 
measurements through time), 

• the accuracy of the measured position in relation with its spatial position (the spa-
tial dependency of accuracy), and 

• the uniformity of data sampling. 

The rest of the paper is organized as follows: Following the introduction, technical 
setup and measurement methodology are presented in Chapter 2. The detailed results 
are presented and analyzed in Chapter 3. Finally, key conclusions are discussed in 
Chapter 4. 

2 Experimental Design 

2.1 Technical Setup 

Due to patent and trade secret restrictions, very few details are known about the Leap 
Motion Controller’s inner structure and its basic operational properties. It is, however, 
clear that infrared imaging is used for object tracking. 

According to the official specification [2], the Controller’s sensory space is in the 
shape of an inverted pyramid positioned at the central point of the device. The Carte-
sian and spherical coordinate systems used to describe the tracked positions are 
shown in Fig.1. Cartesian coordinate system consists of the x axis running along the 
longer Controller’s side (the length). Height is measured above the Controller and 
described as the y axis. Finally, the depth runs along the shorter Controller’s side and 
is described as the z axis. 

Our pre-experiment trials determined the Controller’s useful sensory space, which 
is approximately within the boundaries of -250 mm < x < 250 mm, -250 mm < z < 
250 mm and 0 mm < y < 400 mm. 

The spherical coordinates consist of radius (r), azimuth (ϕ) and elevation (θ). In 
our case, the azimuth angle is defined under the assumption of the symmetry in the 
Controller’s performance over x and z axes. The angle is therefore measured from  
the x axis (and not from the z axis as it is a common practice) to the line connecting 
the coordinate origin and the projection of the measured location in the x-z  
plane. 
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Fig. 1. The Cartesian and spherical coordinate systems used to describe positions in the Con-
troller’s sensory space 

Programmatically, the Controller can be accessed through various Application 
Programming Interfaces. For the purpose of this study, a special real-time data acqui-
sition and logging software has been developed in Python programming language. 
Each measurement of the Controller was logged with the corresponding timestamp. 
The latter enabled us to determine the exact time gap between two sequential samples 
and to calculate the corresponding sample frequency. Data processing and analysis 
was performed in Matlab. 

A high-precision optical tracking system Qualisys [5] was used as a reference sys-
tem. It consisted of eight Oqus 3+ high-speed cameras and the Qualisys Track Man-
ager software. Such systems are widely used for fast and precise tracking of various 
objects in industrial applications, biomechanics, and media and entertainment applica-
tions. The tracking precision depends on the number of cameras used, their spatial 
layout, the calibration process, and the lighting conditions. 

2.2 Methodology 

The Controller’s performance was evaluated through two types of measurement sce-
narios. In the first scenario, 37 stationary points in space were tracked for a longer 
period of time in order to evaluate the consistency and uniformity of the measure-
ments. The locations of the stationary points were chosen systematically through the 
entire Controller’s sensory space. 



 Evaluation of Leap Motion Controller with a High Precision Optical Tracking System 257 

 

 

 

Fig. 2. Experimental environment showing the static measurement scenario setup. One of the 
cameras of the motion tracking system is visible in the background. 

The tracked object was a passive reflective marker, attached to the middle finger of 
a plastic hand model. The marker was tracked by the Controller and by the reference 
optical motion tracking system simultaneously. The experimental setup is shown in 
Fig. 2. 

In the second measurement scenario, a constant distance was provided between 
two points (markers) with the aid of a special V-shaped tool. It consisted of two 
markers and a supporting rigid structure ensuring constant distance (21.36 mm) be-
tween the markers. The exact distance was acquired with the reference system. The 
tracking accuracy of the Controller was evaluated based on the deviation of the dis-
tance between the two markers after moving the V-tool freely around the sensory 
space. This experimental setup is illustrated in Fig. 3. 
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Fig. 3. Experimental environment showing the dynamic measurement scenario setup 

3 Results and Interpretation 

3.1 Static Measurements 

In the static setup, standard deviations calculated for all 37 points varied from 8.1 μm 
to 490 μm. Generally speaking, the lowest standard deviations were measured in 
space directly above the Controller, while the highest standard deviations were meas-
ured at the leftmost and the rightmost positions. 

Fig. 4 shows the probability density of deviation of the measured location from the 
actual location for the individual axes. The results indicate that, when making a single 
measurement, a smaller deviation of the location is expected along the x axis (along-
side the Controller) compared to the directions away from the Controller (along the z 
axis) or in height (along the y axis). 

Further analysis of the linear correlation revealed that standard deviation increases 
significantly with the distance from the Controller (r = 0.34, p = 0.044) and azimuth 
angle (leftmost and rightmost sides of the Controller, r = 0.43, p = 0.051). No signifi-
cant correlation was found when changing inclination of the tracking objects. 
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Fig. 6. Distribution of distance deviation between two points: the overall distribution (a) and 
the distribution on the y axis (b) 
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The sampling frequency varied significantly in the dynamic setup as well. Fig. 7 
displays the Controller’s sampling performance when tracking moving objects in four 
separate layers in height. The actual sampling performance is compared against “op-
timal” sampling performance (indicated by a dashed line). The latter corresponds to 
the constant sampling period of 15 ms, the minimum time interval between two con-
secutive samples logged in the dynamic measurements. 

The figure indicates the best sampling performance between the heights of y = 100 
mm and y = 300 mm, while it gets significantly less efficient below and particularly 
above this height. 

4 Discussion and Conclusions 

The Leap Motion Controller proved to be very accurate for tracking static points in a 
predefined sensory space, but less accurate when objects move around. In both cases, 
the measurement consistency and accuracy varied significantly at different spatial 
positions. For example, in the static scenario, objects placed directly above the Con-
troller were tracked with the highest consistency (lowest standard deviation) but with 
a much lower consistency (highest standard deviation calculated) at the leftmost and 
rightmost positions. In the dynamic scenario, the distribution of deviation of the dis-
tance between the two markers increased significantly when tracking higher than 250 
mm above the Controller. 

Our experiment clearly demonstrated that the Controller’s consistency and accura-
cy are spatially dependent. This fact limits the Controller’s suitability for precise 
tracking of various objects in space. The additional limitations are also a relatively 
modest sensory space (only approximately one tenth of a cubic meter) and a varying 
sampling frequency for both static and dynamic measurements. These drawbacks, 
however, do not influence the Controller’s primary purpose which is to be used as an 
alternative interaction device. 

To conclude, the Leap Motion Controller undoubtedly represents a revolution in 
the field of gesture-based human-computer interaction, but it is currently unsuitable as 
a replacement of professional motion tracking systems with a sufficient accuracy and 
sampling uniformity. Based on the insights gained from the study, our future research 
involving Leap Motion Controller will be focused on using the device in practical 
applications such as gesture-based interfaces. 
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Abstract. In recent years, guaranteeing the educational quality is re-
quired in university education of Japan. With this situation in mind,
we built study support environment with the information technology.
As a result, we utilized the result for programming education and ob-
tained the effect. There are various technical elements in the program-
ming skill. However, many evaluations have adopted a comprehensive
evaluation method. Therefore, a student’s attainment to each technical
element is indefinite. Some students become difficult to perform learning
activities. So, in this research, programming notes the point which is the
implicit thinking skill which is strongly related in study. Accumulation
experience analyzes strongly related eye movement, and we aim at the
standard construction for skill.

Keywords: programming, difficulty level, educational support, eye-
tracking.

1 Introduction

Recently, university education of Japan is demanded for the educational quality.
Based on this situation, authors developed study training supporting environ-
ment using Information technology. Such learning environment has been utilized
for the education of computer programming. We have some efficacy in those
studies. However, there are various technical elements in programming skill. By
such programming, the present condition is that a learner’s evaluation is esti-
mated by only overall points. Therefore, a learner is difficult to get to know
the attainment level to each own technical element. So, in this study, we pro-
pose the method of presuming the difficulty of programming which applied the
eye-tracking system [1] which is biological information.

Most investigations are classified with learner’s analysis and discovery of the
feature [2], teaching method proposal of programming instruction [3] and devel-
opment of programming instruction support software [4]. However, almost all
study target a beginner. Most investigations are classified with learner’s analy-
sis and discovery of the feature, teaching method proposal of programming in-
struction and development of programming instruction support software. Almost
all study targets a beginner. Usually, a beginner’s study training speed differs.
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Therefore, it is necessary to change the study training supporting method and
the teaching method according to the level of each learning. It is important to
provide the various study training methods according to a learner’s level.

The research task is divided into three phases in this study.First, we create
a learner’s evaluation index. Programming technique is subdivided and the skill
standard for checking the learning situation of the technology assessment cover-
ing the many dimensions is developed. Skill items and those degrees of difficulty
are built referred to item reaction theory, and existing previous study and books,
and create a skill judging examination. Next, eye-tracking measurement exper-
iment and its analysis are conducted. Measuring with a skill check is difficult
for the process of the thinking according to the degree of experience. A learner’s
eye-tracking is measured and a learner’s pattern of thinking is classified. A goal
(predominance set) is set up using a Data Envelopment Analysis (DEA) model
[5] by making into an input item the data obtained with the skill check, and the
data obtained from biological information, and the teaching method according
to a goal is proposed. A learner’s skill improvement is supported by repeat-
ing these steps. Finally, we measure the learning efficiency according to each
learner. And a learner’s skill level and the carrer path which responded properly
are shown. Here, the creation method of a concrete learner’s evaluation index is
explained. The technical element of programming is clarified and development
of the learning materials for evaluation of the skill level of each element and a
skill check table are developed. In order to learn the programming skill of a com-
puter, a learner needs the ability of programming of not only the grammar of a
programming language but an algorithm, or others. We clarify all skill elements.

Next, we develop the learning materials for checking the skill check about a
learner’s programming skill item. Learning materials are based on the structure
which we developed until now. The structure takes up the module of the min-
imum unit. For example, the question of code complement form with which a
starved area is compensated in an input, an output, and processing is used. It
is the structure which can educate the thinking power according to the learner’s
technical element by the question. It feeds back to a learner by teaching and
testing using the above structure. In the process in which this cycle is repeated,
learner degree of comprehension and the degree of difficulty are quantitatively
computed by item reaction theory. Based on a result, a learner group is defined
according to a learner’s achievement. Learning materials and a judgment exam-
ination are completed. A skill judging test applies the lesson module of Moodle,
and collects learning histories efficiently.

It is easy to make a judgment mistaken for a correct answer in the proposed
learning materials. However, even if a learner makes the same mistake, it is
possible that the levels of a learner’s understanding differ. Then, acquisition
of programming skill pays attention to the point being strongly related in the
logical thinking based on study training experience. This accumulation expe-
rience pays attention to the eye movement expressed strongly. By analyzing a
learner’s eyes, the process of consideration is clarified until it obtains the answer
to each question. The degree of comprehension to experience and the component
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engineering which cannot be measured in a test is clarified by measuring a
learner’s eyes and classifying a learner’s pattern of thinking. In this study, the
analysis result of the eyes data especially done to various learners is introduced.
The validity of the eyes data which is biological information as a method of
measuring the degree of comprehension of program technology by that cause is
described.

2 Programming Education

In the institution of higher education relevant to an information technology, pro-
gramming skill is especially positioned as an important subject. Since the skill
standard of programming is not fully defined, the contents of instruction differ
for every organization. An attainment target, technical elements, and those set-
ting levels are dependent on a teacher’s educational philosophy in many cases.
Student’s results are decided by one-dimensional evaluation. In this case, math-
ematical logic thinking power is required strongly in many cases. The learner
who makes this mathematical thinking power elated is not dependent on the
teaching method or the contents, and good evaluation is obtained. On the other
hand, other learners are evaluated by programming as a proper layer which is
not. Historically, analysis of the achievement indicates that two layers certainly
exist universally. This trend is not concerned with the difference of age, sex,
and an academic level, but generating equally is known experientially. On many
works, the presentation to a data input/output and a user is in the mainstream.
It is rare to require advanced logic thinking power. A function, a class design,
and the definition of a data structure are different technical elements from logic
thinking power. The teacher should also evaluate these points. The improvement
in software development power of Japan is indispensable in an international com-
petition. Therefore, the learner whose learning evaluation of programming is not
good should not judge that there is nothing properly. A learner is evaluated from
many sides and it is thought that it is necessary to show the place of activity.

2.1 Previous Study

The study for programming is divided roughly into three kinds.

1. A learner’s analysis and discovery of the feature
2. The teaching method proposal of programming instruction
3. Development of programming instruction support software

No. 1, the observation of an error pattern that a learner falls easily, the item
and the coping-with method which bar a learner’s understanding and the feature
of the learner who makes programming unskillful. These are mostly in agreement
in the report of previous study [6]. However, many study has stopped at sug-
gestion and a proposal for the beginner. Those study has proposed neither the
study training supporting method for a beginner to advance a study training
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in maturity according to the level of each learning, nor the teaching method
according to the level of a learner’s learning.

No. 2, Hofuku et al. has perceived that there are many points which must
be learned when studying programming, and has proposed the learning method
which arranges a study training step in detail [7]. However, they have not men-
tioned the point of preparing the directivity of various study trainings according
to a learner’s attainment level.

No. 3, It is considered as the support in a lecture, and the research tasks with
main self-study learning environment construction. The LMS development based
on Web by the study for self-study environmental construction is in use. The
advantage of the study here is at the point which can feed back the result which
may have had the use example of self-teaching environment analyzed to the
teaching method [8]-[10]. And, in order to aim at evoking interest, development
of the function which paid its attention to the leisurely element, and presentation
of an intuitive concept are done in many cases. The example of representation
has Squeak, Alice, a pro grameen, and the Argo logic. As for the above, many
results of research outstanding for the beginner have been reported. However, the
support according to the achievement of the learner of the level which stepped
up from the beginner is hardly tried in previous study. In order to be targeted
at all the learner, it is necessary to formalize the step of the thinking according
to programming experience. The trial into which skill of the technical element
of programming introduced eye-tracking apparatus at this point depending on
experience of coding for expression of experience is not checked as long as it is
our investigation.

3 Proposal

In this study, we roughly divide a research task into the next three items, and
are planning it.

3.1 Making of Evaluation Index

Programming technique is subdivided and the skill standard for checking the
learning situation of the technology assessment covering the many dimensions is
developed. Skill items and those degrees of difficulty are built referring to item
reaction theory, and existing previous study and books, and create a skill judging
test.

Specifically, a learner’s evaluation index is created first. The technical element
of programming is clarified and development of the learning materials for eval-
uation of the skill level of each element and a skill check table are developed.
As shown in Table 1, the work which pulls out the item in connection with the
ability of programming of not only the grammar of a programming language but
an algorithm or others is done. Next, the learning materials for doing the skill
check about a learner’s programming skill item are developed. Learning mate-
rials are based on the structure developed by achievements [11]. The module of
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the minimum unit is taken up, and it is a question of code complement form with
which a starved area is compensated in an input, an output, and processing, and
can educate the thinking power according to a technical element. It feeds back
to a learner by teaching and testing using the above. In the process in which this
cycle is repeated, learner degree of comprehension and the degree of difficulty
are quantitatively computed by item reaction theory. Based on a result, a learner
layer is defined according to a learner’s achievement. Learning materials and a
judgment test are completed by the above. A skill judging test utilizes the lesson
module of Moodle, and collects learning histories efficiently.

3.2 Eyes Measurement and Analysis

About the process of the thinking according to the degree of experience which
cannot be measured with a skill check, eyes are measured and a learner’s pattern-
of-thinking classification is done. A target (predominance set) is set up using a
Data Envelopment Analysis (DEA) model by making these into an input item,
and the teaching method according to a target is proposed.

It is easy to make a judgment mistaken for a correct answer in the learn-
ing materials done in the last fiscal year. However, while it is the same, it is
possible that a level differs also in changing. Then, paying attention to a point
strongly related in the logical thinking based on study training experience, this
accumulation experience pays attention to acquisition of programming skill at
the eye movement expressed strongly. By analyzing a learner’s eyes, the process
of consideration is clarified until it obtains the answer to each question. The
degree of comprehension to experience and the component engineering which
cannot be measured in a test becomes clear by measuring a learner’s eyes and
doing a learner’s pattern-of-thinking classification. Fig. 1 shows the result of the
eyes analysis experiment of the learner who carried out in advance of this study.
The users 1 and 2 of Fig. 11 are learners who are insufficient of the skill which
guesses the output of the program of Fig. 1.However, it becomes clear that it is
an understanding level which is different when eyes are measured and analyzed.
Although it turns out that he can understand the grammar used as the key to
a program, and a value about the user 1, it is a difficult learner to arrive at an
answer, without the ability to understand fine grammar. On the other hand, if it
arrives at the contents which are not understood to some extent about the user
2, it read over from the 1st line again and has repeated this operation. Thus, it
becomes possible to read in an eye-tracking history the degree of comprehension
which is not reflected in a result. The pattern of thinking of the learner who
measured and got eyes is utilized for the teaching method making correspond-
ing to the component engineering. It is assumed that the comment in question
was the cause by which a learner layer with difficult follow continues existing in
the point only depending on the explanation from a teacher’s expert viewpoint
traditional. Technique changes in the layer from which an experience level is
different.

A gap exists explaining skillful work to a beginner. I think that the layer
whose experience level of us is shallow will be what the technique of a somewhat
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Fig. 1. The existing educational approach

high layer is imitated for (view place of eyes), and it will be important for it
to promote step-up. With eyes analysis, the definition of learner layers is made
strict and learner layers are simultaneously associated with a path. Grouping
of the learner with each technologic-abilities difference is carried out based on
the vector of many dimensions. A target (predominance set) is set up for every
group, and it aims at proposing the teaching method according to a target. A
Data Envelopment Analysis (DEA) model is used. Unlike the former, a setup of
many targets is attained by this, and the target according to each learner’s skill
can be set up Fig. 2. In Fig. 2, three targets are set up and two or more teaching
methods also exist. Thus, a setup of the target for developing the ability made
elated for a learner is attained.

3.3 Evaluation of Learning Efficiency Nature According to a Larner

Here, a learner evaluates whether the study training is done efficiently. And,
a learner’s skill level and the carrer path which responded properly are shown.
Specifically, each learner continues a study training toward a target in accordance
with the teaching method. As a result, learning efficiency is evaluated according
to the final place at which the learner arrived. Furthermore, matching with
a learning stage and a career is done. As shown in Fig. 3, the check of the
future target according to ability of a learner is attained, and he leads to the
improvement in greediness for learning. And, in order to attain at a target,
the check of the technical element which run short at present is attained, and
becomes possible at any time about the directivity and the current position of
a study training.
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Fig. 3. Learner’s eyes data
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4 Result

The proposal of a learner’s evaluation index was first created with the proposal
approach. As shown in Table 1, the technical item of programming was subdi-
vided. It roughly divided with an understanding of grammar, and an understand-
ing of the algorithm. About the detailed classification, knowledge needed for the
C language which independent administrative agency Information-technology
Promotion Agency shows was created to reference [8]. It becomes possible to
also classify a learner according to these classifications. Next, eyes measurement
experiment and analysis were conducted. It let the learner read a program and
created two or more questions to which I get it to reply what kind of result to
be displayed. The thinking process of the program was measured this time using
the noncontact eyes measuring instrument. The eyes data shown in Fig. 3 is the
learner who answered the inaccurate solution both.

However, it is shown by the learner from eyes data that degree of compre-
hension differs. Specifically, it turns out that the user 1 understands the line of
the important key of a program. Although the data flow of the for sentence of a
loop is also understood, not having led in the answer is shown. About the user
2, he cannot understand the important point of a program, but it can observe
signs that it rereads repeatedly to carry out one sentence and one-sentence un-
derstanding carefully repeatedly. Thus, it became clear that a learner’s degree
of comprehension and character can be read in eyes information according to a
learner.

5 Conclusion

In this study, the thinking process of programming based on an eyes course was
presumed for the purpose of making of the study training index which is useful for
programming instruction. As a result, it became clear that it becomes possible to
obtain the achievement level over the technical element according to the learner
who was not evaluated until now. We would like to conduct many experiments,
to propose the optimal career according to detailed skill investigation and skill,
and to evaluate whether it is applicable in the future.
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Abstract. In this paper we clarified the range of observing direction by rotating 
the 2D human image and it is possible to express the observing direction by 
face direction. We conducted two subjective experiments about direction ex-
pression of the person on an image. In the first experiment, we compared two 
types of human image expression, rotated 2D human image of rotated 2D and 
direction correct.  In the second experiment, we evaluated the effect of human 
image rotation and the criterion for judging the direction. We showed that the 
direction of the user’s face is the main factor in expressing the observation  
direction. Results clearly showed that it is possible to express the observation 
direction, which is required for effective communication, by using only the  
rotation of human facial image. 

Keywords: communication, remote, human expression. 

1 Introduction 

We are interested in enhancing communication between persons in locations remote 
from each other through the transmission of nonverbal information, such as the direc-
tion in which users are looking and the hand gestures they make. In order to show 
users and their objects of interest, it is very important to convey the direction in which 
they are looking when they are observing other users. With current video conference 
systems, it is difficult to accurately transfer the observation directions when two or 
more users are involved, so remote site users may feel that other users are looking at 
themselves. 

2 Related Work 

One approach to solving this problem is the use of multiple cameras to acquire and 
display multiple gaze directions [1]. Another is the use of a 3D display to show the 
directions [2] [3] [4]. However, these approaches require the use of many cameras or 
a special display device. 
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Abstract. We present the results of a first experimental study to im-
prove the computation of saliency maps, by using luminance and depth
images features. More specifically, we have recorded the center of gaze of
users when they were viewing natural scenes. We used machine learning
techniques to train a bottom-up, top-down model of saliency based on 2D
and depth features/cues. We found that models trained on Itti & Koch
and depth features combined outperform models trained on other indi-
vidual features (i.e. only Gabor filter responses or only depth features),
or trained on combination of these features. As a consequence, depth
features combined with Itti & Koch features improve the prediction of
gaze locations. This first characterization of using joint luminance and
depth features is an important step towards developing models of eye
movements, which operate well under natural conditions such as those
encountered in HCI settings.

1 Introduction

Being able to predict gaze locations, as compared to only measuring them, is
desirable in many application scenarios such as video compression, the design
of web pages and commercials adaptive user interfaces, interactive visualization,
or attention management systems[14,5]. However, eye movements are known to
depend on task demands, in other words, information not present in the visual
stimulus. As a consequence, algorithms based on the computation of salient
locations from only the bottom-up visual signals have principled limitations in
gaze prediction.

Eye movements have been predicted mainly using purely stimulus-driven mod-
els. Most models of saliency [6,8] are biologically inspired and based on a bottom-
up computational model which does not take into account contextual factors or
the goal of a user in a visual task. Multiple low-level visual features such as
intensity, color, orientation, texture and motion are extracted from the image at
multiple scales. Then, a saliency map is computed for each of the features and
combined in a linear or non-linear fashion into a master saliency map that rep-
resents the saliency of each pixel. This idea of saliency maps was used in other
studies, where it was extended and further developed. For example, Mahade-
van and Vasconcelos [3] proposed a discriminant formulation of center-surround
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saliency for static images. One can view their work as a normative approach, be-
cause they first formulate the saliency map computation as a problem, and then
derive their algorithm as the solution to this problem. More specifically, they
consider saliency as a decision making task informed by natural image statistics.
The outcome of their work is an automatic selection of the important features.
This improves the original Itti & Koch model [6], where the features selection
and combination was done in a heuristic way. This was later also extended to
dynamic scenes and movies using dynamic textures [8]. However, the original Itti
& Koch model was also improved recently using graphs to compute saliency [4].
This shows that the concept of saliency maps is still very fruitful and can guide
research in predicting eye movements. These saliency-based models are all based
on low-level image features. Despite this limitation, they often predict gaze well,
but mid- and high-level features also affect gaze. Therefore, Judd et al. [17] pur-
sued a machine learning approach: They learned gaze points based on measured
eye movements using a linear SVM and low-, mid- and high-level features. They
reported better predictions than Itti & Koch on 1003 images observed by 15
subjects [17].

Another line of research has investigated the depth structure of natural scenes
using range sensors [12,18,10]. This depth structure is not directly accessible to
the human vision system and needs to be inferred using stereo vision or other
depth cues. Some statistical aspects of depth images as well as the relation
between depth and luminance images have been investigated before [18,10,13],
but the statistical properties of depth images at the center of gaze are not clear
[11]. For example, simple questions such as “Do humans look more often to high
contrast edges due to depth gaps than to edges due to texture borders?” have
not been addressed yet [11]. It was shown, however, that eye movements are far
from a random sampling. It was even suggested that the statistics of natural
images differ at the center of gaze when compared to random sampling [13].
Thus, taking into account eye movements is essential for shaping artificial vision
systems via natural images. In [9] we have analyzed the saliency in 2D pixel and
depth images using a very simple feature: the local standard deviation of pixels.
We found that saliency in depth images is bimodally distributed with highly
salient locations corresponding to low salient 2D image locations. Given that
most saliency algorithms work on the 2D images, this finding points towards
including depth cues into the computation of saliency maps.

In this paper, we present the results of a first experimental study to further
improve the computation of saliency maps. More specifically, We have recorded
the center of gaze of users when they were viewing natural scenes. We first ex-
amined the statistical characterization of depth features in natural scenes at the
center of gaze. The rational for investigating depth images is that they may re-
veal the “saliency that matters”, because when interacting with the environment
we evolved by interacting with objects in a three dimensional (3D) world. Thus,
we hypothesize that saliency maps respecting this will ultimately outperform
saliency maps computed only on the basis of 2D pixel images in terms of pre-
dicting eye movements. We then examined the presence of depth features around
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gaze locations. We used machine learning to train a bottom-up, top-down model
of saliency based on 2D and depth features/cues. We used different performances
distance measures. We found that models trained on Itti & Koch and depth fea-
tures combined outperforms models trained on other individual features or other
pairs of features combined.

This paper is organized as follows: First, we describe the material and methods
including the image material (Sec. 2.1) and the features we extracted from the
luminance and depth images (Sec. 2.3 and 2.4). Then, we present the results of
our analysis, where we first compared the distribution of depth values of patches
in the center of gaze to that expected from random sampling (Sec. 3) and then
gaze location prediction when viewing photos of natural scenes (Sec. 4).

2 Material and Methods

2.1 Stimulus Material

Forty images obtained originally from Make3D project Range and Image Dataset
[15,16] were presented to five subjects. The 2D color pixel images were recorded
with a resolution of 1704× 2272 pixels, but the depth images with a resolution
of 305 × 55 pixels. They where 40 images from “forest scene”, “city scene”, and
“landscape scene”. The users were males and females between the ages of 18 and
35. Three of the viewers were researchers in institute of computer science and
the others were naive viewers. All viewers sit at a distance of approximately 1.5
m from the computer screen of resolution 1280x1024 in a dark room and used a
chin rest combined with a bite bar to stabilize their head. An mobile eye tracker
recorded their gaze path on a separate computer as they viewed each image at
full resolution for ten seconds separated by two seconds of viewing a gray screen.

2.2 Measuring Gaze Locations

An iView X HED 4 Eye Tracking System (SMI) was used to record eye position.
The eye tracker uses two cameras. The first is used to track the pupil and the
second camera records the scene view. The gaze position is reported with a
sampling rate of 50 Hz and a reported accuracy of 0.5◦-1◦. We used the default
lens ( 3.6 mm ) for the scene camera which provides a viewing angle of ±31◦

horizontally and ±22◦ vertically. The scene camera resolution is 752×480. Then,
to avoid parallax error, we calibrated in a distance within 1-1.5 m. We used a
calibration with five points so that the SMI recording software can compute the
gaze location in scene camera coordinates from the recorded pupil images. The
scene camera of the eye tracker delivers RGB frames as well as gaze locations,
both with time stamps (Figure 1 a), Also we recorded information about which
and when each image have been presented to the viewer. Our analysis were all
done offline. First we aligned the frames temporally to the high resolution images
using the information we recorded about when each image have been presented
to the viewer. Then we used normalized Cross-Correlation [7] to register each
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Fig. 1. Example of a gaze registration. a) Frame from the scene camera of the eye
tracker and the corresponding gaze point (Red cross). b) Registered gaze point (Blue
cross) on the corresponding high resolution image.

part of interest in each frame to the corresponding high resolution image. Using
the transformation obtained to register each gaze point to the high resolution
image (Figure 1 b), we generated a saliency map of the locations fixated by each
viewer. Also, we convolve a Gaussian filter across the user’s fixation locations
in order to obtain a continuous saliency map of an image from the eye tracking
data of a user.

2.3 Features of Luminance Images

Different low-level features were collected. For example: the intensity, orientation
and color contrast channels as calculated by Itti and Koch’s saliency method [6].
Also, each gray-scale image is linearly decomposed into a set of edge feature
responses to Gabor filters with different orientations. We used orientations θ =
{0◦, 15◦, . . . , 165◦}, but only one frequency and two spatial phases. Within each
image we subtracted the mean from the filter responses to each orientation, and
normalized the responses to the interval between −1 and 1. We used Gabor
filters responses to compare the performance with the 3D edges.

2.4 Features of Depth Images

Gap Discontinuity. A gap discontinuity in the underlying 3D structure is a
significant depth difference in a small neighborhood. We measure gap disconti-
nuity μGD by computing the maximum difference in depth between the depth of
a pixel in the depth image and at its eight neighboring pixel. Here, we considered
the methods presented in [19]; μGD for a point (x, y) is defined as:

μGD (x, y) = max { | z(x, y)− z(x+ i, y + j) | : −1 ≤ i, j ≤ 1} , (1)

where z (x, y) represents a depth value. This quantity is then thresholded to gen-
erate a binary gap discontinuity map. In our analysis, we have empirically chosen
a threshold μGD (x, y) > Td where Td = 0.5. Fig. 2 (b) shows an illustration of
a gap discontinuity map.
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Fig. 2. Examples for features in luminance and depth images. a) A gray-scale image
convolved with two Gabor filters selective for the same spatial frequency, but differ-
ent orientation. b) A depth map (left) decomposed into its discontinuity maps: gap
discontinuity map (middle) and orientation discontinuity map (right).

Surface Orientation Discontinuity. An orientation discontinuity is present
when two surfaces meet with significantly different 3D orientations. Orientation
discontinuity was measured using surface normal analysis. Here, we considered
the methods presented in [1,19]. The orientation discontinuity measure μOD is
computed as the maximum angular difference between adjacent unit surfaces
normal. First, a three dimensional point cloud was constructed from the X,Y, Z
coordinates for each pixel in a depth image. Then, each pixel is represented by
a pixel patch P(x,y,z) compiled from the eight neighboring points in the point
cloud. Finally, the unit surfaces normal are computed for each patch P(x,y,z)

using Singular Value Decomposition (SVD).
More specifically, for an image patch P(x,y,z) the orientation discontinuity is

defined as

μOD

(
P(x,y,z)

)
= max

{
α
(
normal

(
P(x,y,z)

)
, normal

(
P(x+ i, y + j, z+k)

))}
(2)

where −1 ≤ i, j, k ≤ 1 and normal
(
P(x,y,z)

)
: is a function, which computes the

unit surface normal of a patch P(x,y,z) in 3D coordinates using Singular Value
Decomposition (SVD), α is a function computing the angle between adjacent
unit surfaces normal. It is given by

α (P1, P2) = arccos (normal (P1) · normal (P2)) . (3)

max is function to compute the maximum angular difference between adjacent
unit surfaces normal. This measure is also thresholded, but based on two cri-
teria, namely i) an angular criterion: the maximum angular difference between
adjacent unit surfaces normals should be more than a threshold Tθ1 and less
than Tθ2, and ii) a distance-based criterion: the maximum difference in depth
between a point and its eight neighbor’s μGD should be less than a threshold Td.
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In our analysis, we have empirically chosen Tθ1 = 20◦ , Tθ2 = 160◦ and Td =
0.5, respectively. Fig. 2b shows an illustration of an orientation discontinuity
map.

2.5 Classifiers for Predicting Gaze Locations

Opposed to previous computational models that combine a set of biologically
plausible filters together to estimate saliency maps, we use a learning approach
to train a classifier directly from human eye tracking data. We use a linear
Support Vector Machine (SVM) to find out which features are informative. We
used models with linear kernels because it performed well for our specific task.
Linear models are also faster to compute and the resulting weights of features
are easier to understand. We divided our set of images into training images and
testing images in order to train and test our model. From each image we chose
200 positively labeled pixels randomly from the top 40% salient locations of the
human ground truth saliency map and 200 negatively labeled pixels from the
bottom 60% salient locations. In order to have zero mean and unit variance we
normalized the features of our training set and used the same normalization
parameters to normalize our test data.

For each image in our dataset, we predict the saliency per pixel using a par-
ticular trained model. We used the value of wTx+ b ( where w and b are learned
parameters and x refers to the feature vector) as a continuous saliency map
which indicates how salient each pixel is. Then we threshold this saliency map
at 40% percent of the image for binary saliency maps.

2.6 Error Measure

The Kullback–Leibler (KL) divergence was used to measure the distance between
distributions of saliency values at human vs. random eye positions. We used KL
because KL is sensitive to any difference between the histograms, where other
measures essentially calculate the rightward shift of histogram1 relative to the
histogram2. Also KL is invariant to reparameterizations, such that applying
any continuous monotonic nonlinearity to estimated saliency map values[2]. Let
ti = 1 · · ·N be N human eye positions in the experimental session. For a saliency
model, Estimated Saliency Map is sampled at the human saccade Xi,Human

and at a random point Xi,random. First the saliency magnitude at the sampled
locations is normalized to the range [0,1]. Then histogram of these values in q=10
bins across all eye positions is calculated. Pr (XHuman (i)) and Pr (Xrandom (i))
are the fraction of points in bin i for salient and random points. Finally the
difference between these histograms was measured using KL divergence is:

KL (XHuman;Xrandom) =

q∑
i

Pr (XHuman (i)) log

(
Pr (XHuman (i))

Pr (Xrandom (i))

)
. (4)

Models that can better predict human fixations show higher KL divergence.
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Fig. 3. Examples for features in luminance and depth images. a) Natural scene. b)
Fixation map recorded with our stationary setup . c) Itti & Koch features. d) Depth
discontinuity features.

3 Results 1: Depth Features at the Center of Gaze

We recorded eye movements data from subjects as they viewed static images pre-
sented on a computer monitor (see section 2). For each depth image we extracted
square image patches around the subject’s center of gaze. We also extracted im-
age patches selected at random positions.

3.1 Depth Values around Gaze

We first compared the distribution of depth values of patches in the center of
gaze to that expected from random sampling. It is clear that, the distribution of
depth values of patches at the center of gaze statistically differ than from ran-
dom sampling. Figure 4 (a) shows that the normalized histogram of the random
sampling from 40 scenes, averaged over all subjects, differ than the distribution
of patches in the center of gaze (see Figure 4 (b)) (with P-value = 1.091e-016 of
the two-side Kolmogorov–Smirnov (K-S) test with significance level of 0.05).

Figure 4(c) shows that the normalized histogram of patches in the center of
gaze over 40 scenes averaged over all subjects in the first three seconds of viewing
the scenes differ than the last seven seconds (see Figure 4(d)) (with P-value =
8.6504e-065 of the two-side Kolmogorov–Smirnov (K-S) test with significance
level of 0.05). We repeated the statistical test with a maximum of 50m depth
and the results was validated.
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Fig. 4. a) Normalized histogram of depth values of random sampling over 40 scenes,
averaged over all subjects. b) Normalized histogram of depth at gaze locations, aver-
aged over all subjects. c) Normalized histogram of patches in the center of gaze over
40 scene for each subject in the first three seconds of viewing the scenes, averaged over
all subjects. d) Normalized histogram of patches in the center of gaze over 40 scenes
in the last seven seconds of viewing the scenes, averaged over all subjects.

3.2 Depth Features around Gaze

Before we used depth features as new information for predicting eye movements.
We examined the presence of depth features around gaze locations. The result of
the distribution of depth features in a different neighborhoods around the gaze
location averaged over all subjects are shown in Figure 5(a) and the distribution
of depth features around gaze for individual subjects are shown in Figure 5(b).
It is clear that the presence of depth features around gaze locations are high.
This suggest that saliency maps models respecting this will ultimately outper-
form saliency maps computed only on the basis of 2D pixel images in terms of
predicting eye movements.
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Fig. 5. The presence of depth features in a different neighborhoods around the gaze
points. a) Bar plot for the presence of depth features in a different neighborhoods
around the gaze points, averaged over all subjects. b) Bar plot for for the presence
of depth features in a different neighborhoods around the gaze points for individual
subjects.

4 Results 2: Gaze Location Prediction When Viewing
Photos of Natural Scenes

We measured the performance of saliency models using KL divergence (see Sec-
tion 2.6). Figure 6 describing the performance of different features models for each
subject averaged over all testing images. For each image we predict the saliency
per pixel using a specific trained model. We can see that the prediction differ ac-
cording to the type of features we selected. While the model trained on competing
saliency features from Itti and Koch perform better than the models trained on
other individual features (i.e. only Gabor or only depth features). The averaged
result over all subjects shows this finding (see the diagonal of Figure 7).
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Fig. 6. The KL divergence describing the performance of different SVMs trained on
each feature individually, for individual subject

Interestingly the models trained on Itti & Koch combined with depth features
outperform models trained on other individual features (i.e. only Gabor or only
depth features), or trained on combination of these features. (see Figure 7). It
is interesting to note that, depth features combined with luminance features
improve the prediction of gaze locations.

Fig. 7. The KL divergence matrix describing the performance of different SVMs models
trained on set of features individually and pairs of features combined, averaged over all
subjects. The main diagonal shows the performance of the models trained on individual
features. The lower/ upper triangular parts of the matrix show the performance of the
models trained on pairs of features combined.

Finally, the overall summary of our analysis is shown in Figure 7 where we
computed the KL performance for SVMs trained with different individual fea-
tures and combined together, averaged over all subjects. We perform the statis-
tical test (t-test2) for all pairs of features ( i.e. KL_Itti vs KL_Gabor, KL_Itti
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vs KL_GapDepth and KL_Gabor vs KL_GapDepth) with significance level of
0.05 the corresponding P-values were ( 0.3740, 0.9240 and 0.4488) respectively.

In Figure 7, we see the KL divergence matrix describing the performance of
different SVMs models averaged over all subjects. The KL divergence matrix
are symmetric with respect to the main diagonal. The main diagonal shows the
performance for SVMs models trained on individual features. The lower/ upper
triangular parts of the matrix show the performance for SVMs models trained
on pairs of features combined.

5 Conclusion

We have analyzed the statistical of depth features in natural natural scenes at
the center of gaze. We found that the distribution of depth values of patches
at the center of gaze differ than from random sampling. Most interestingly, we
found that the presence of depth features around gaze locations were high. This
finding points us towards including depth cues into the computation of saliency
maps as a promising approach to improve their plausibility.

We also used machine learning to train a bottom-up, top-down model of
saliency based on 2D and depth features. We found that models trained on Itti &
Koch and depth features combined outperform models trained on other individ-
ual features (i.e. only Gabor filter responses or only depth features), or trained
on combination of these features. As a consequence, depth features combined
with Itti & Koch features improve the prediction of gaze locations.

Our approach, of using joint luminance and depth features is an important
step towards developing models of eye movements, which operate well under
natural conditions such as those encountered in HCI settings.

Acknowledgments. This work was supported by the DFG GRK 1424
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Abstract. Multitouch interfaces allow interacting with a virtual object directly, 
similar to a real object. However, there are several issues to be resolved, such as 
the accuracy of the manipulation, the occlusion, the separability of the 
manipulation, etc. Multitouch interfaces allow multiple spatial transformations 
that can be performed on a virtual object with only a gesture. For example, an 
object can be rotated, translated and scaled with two fingers with a single 
gesture. However, some unwanted movements may occur accidentally. 
Separability techniques appear with the intent to prevent unwanted movements 
on multitouch surfaces. Occlusion is another problem that occurs in multitouch 
interfaces. Often the user’s hand hides the vision of the object with which 
he/she interacts; or the user’s action on interface hinders the movement when it 
clicks on a bottom that triggers action. This paper proposes two techniques of 
separability, aiming to reduce the problems that arise due to excessive freedom 
of manipulation in multi-touch interfaces, and evaluates the efficiency of these 
techniques. The techniques developed are not only applicable in simple virtual 
objects; they are also for WIMP (windows, icons, menus, pointer) objects, 
aiming to reduce occlusion. A series of tests was performed to evaluate 
precision, occlusion time for completion of task, and ease of use. 

Keywords: Human-Computer Interaction, multitouch interaction, Separability, 
Occlusion, Spatial Tranformation. 

1 Introduction 

Touch-sensitive surfaces appeared as a means to provide a more direct and natural 
human-computer interaction, allowing creating an alternative to mouse-based 
interfaces. Among the devices using this technology, we find from mobile individual 
devices to collaborative tabletop surfaces. 

Multitouch tabletop surfaces offer many advantages, such as the detection of 
several simultaneous touch events along the display area, allowing the parallel 
interaction of more than one user with one or multiple programs. This technology also 
enables the manipulation of graphic objects in more complex ways than it is possible 
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with the mouse. A single gesture may generate many simultaneous spatial 
transformations in an object. For example, with two fingers, users may translate, 
rotate and scale an object at the same time. 

However, there is the opposite situation, where the user only wants to make a 
subset of these actions, and unwished movements accidentally occur, given our 
imprecision with fingers movements. According to Nacenta et al. [1], it is difficult 
only to translate and scale an object without rotating it, since the object reacts to small 
angle variations among the contact points. This problem can be reduced by a 
separability technique applied in spatial manipulations in multitouch surfaces. 

In the present work, we study the characteristics of separability and occlusion for 
interaction in multitouch tabletop surfaces. We chose two techniques to demonstrate 
the importance of these problems and to propose solutions for them. The first 
technique, called “Handles”, explicitly separates the spatial manipulations by means 
of areas over the object, as described in Nacenta et al. [1]. The second technique is 
called “Rock & Rails” and proposes the use of a set of gestures that, combined with 
touches over the object, separate the spatial manipulations, as described by Widgor et 
al. [2]. In addition to the separability problem, we show in the present work that 
occlusion also interferes in the correct spatial transformation of an object, especially 
in the case of WIMP interfaces, still currently used in multitouch applications. 

We propose the modification of Handles [1] and Rock & Rails [2] techniques that, 
together with other separability techniques and the study of occlusion problems, aim 
at providing support to the reuse of WIMP interfaces in multiuser devices, such as 
tabletop surfaces. 

This paper is organized as follows. The following section presents some related 
work. Then, in section 3, the techniques proposed in this work are presented. In 
section 4 we describe the user tests and analyze the results. Finally, section 5 
concludes the paper and indicates future work. 

2 Related Work 

We present related work divided into two subsections approaching, respectively, the 
concepts of object manipulation and separability in multitouch surfaces, and the 
occlusion problem in applications implemented for multitouch surfaces. 

2.1 2D Objects Manipulation and Separability 

Wu et al. [3] created a prototype for furniture organization in a plan called 
RoomPlaner. This prototype runs in a DiamondTouch [4] tabletop and can be used by 
two persons at the same time. Kruger et al. [5] developed the Rotate’N Translate 
(RNT) technique, aiming to seamlessly integrate the rotation and translation of 2D 
objects.  

Hancock et al. [8], investigated several manipulation techniques for 2D objects and 
proposed the so called “two-point rotation and translation” technique, also known as 
rotate–scale–translate (RST), or pinch zoom, when associated only with object’s 
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scaling [6]. In this technique, the first contact point is used to move the object, while 
the second one is used to rotate it. This technique became very popular in multitouch 
interaction and is the one we are going to use in the present work as the reference 
technique, which we call here “no restriction technique”. 

In the work of Moscovich and Hughes [7], a new approach is presented. The idea 
is to make a better use of the number of contact points that our fingers may offer, to 
map these contact points into events that the user may use to manipulate 2D objects. 
For example, the Sticky Fingers technique [8] proposes that it is possible to scale, 
rotate and translate an object using two fingers. Ashtiani e Stuerzlinger [9] introduces 
a transformation technique with up to three touches called XNT. In this technique, the 
reference point for rotation and scale transformations is the midpoint calculated using 
the number of contact points over an object.  

In the work of Nacenta et al. [1] proposed a set of interaction techniques that allow 
users to select a subset of degrees of freedom. The proposed techniques reduced the 
unwanted manipulations without affecting the performance of manipulation. On them 
was separated control of the degrees of freedom, thus improving the accuracy of 
movement that users are able to do about the objects. In the work of Widgord et al. [2] 
proposed a set of gestures (Rock, Rail and Curved Rail) which, in combination with 
touches, limited degrees of freedom in spatial manipulations of virtual objects 2D. 

Ashtiani and Stuerzlinger [9] proposed a technique called XNT and XNT-S. The 
technique XNT-S is a variation of the technique XNT, where it is proposed to 
separate the manipulations by the amount of touches on the object: translation with 
one touch, two touches to scale and with 3 touch rotation, it was calling XNT-S. 

2.2 Occlusion 

Multitouch tabletop surface provide the users with a large, horizontal and shared 
interaction area, offering new opportunities to support collaboration, discussion, 
interpretation and analysis tasks with the information presented on the surface. 
However, in a device where input (touches) and output exhibition areas are 
coincident, the user hand or arm may occlude part of the screen [10]. These occlusion 
problems have been studied in many Works. For instance, Vogel and Baudish [11] 
presented the Shift technique, with the argument that it is advantageous to keep the 
interaction point at the local and to exhibit a copy of the occluded area in another area 
of the screen. 

Roudaut et al. [12] introduced the TapTap technique, designed to improve the 
direct touch precision, based on a temporal multiplexing strategy. Brandl et al. [13] 
point that multitouch tables are also affected by the user position and the use of the 
hands. Based on their observations about occlusion in multitouch tabletops, these 
authors implemented a digital menu for these surfaces. This menu provides an 
apperture to avoid the hand occlusion over it, and can be adapted to different hand 
positions. 

Many other solutions have been proposed to avoid occlusion in spatial 
manipulations, such as a tactile cursor [7], remote manipulation [2], and the handles 
techniques [1]. 
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Currently, operational systems, such as Windows 7 and 8, Mac OS X, and Linux, 
provide support for multitouch, and have been changing the size and content of their 
graphical interface elements. For instance, in some programs provided with Windows 
7, such as the Paint, we observe that the toolbar is larger than in the previous version, 
and it has a new organization of the elements. This indicates that there is a strong 
tendency to support tactile events, as became clearly evident in Windows 8. 

Although Windows 8 provides an interface clearly adapted to multitouch devices, 
the use of a mouse is still required to interact with windows, which are legacy of 
previous versions of the operational system. In multitouch interfaces, the direct 
manipulation of virtual objects is susceptible to occlusion, due to the size of users’ 
hands and fingers. Direct touches increase occlusion, as pointed by Potter et al. [14]. 
In the present work, we studied the occlusion and how it affects transformation 
operations (rotation, translation, and scaling) in WIMP interfaces, still present in 
Window 8. 

3 Proposed Separability Techniques 

The great advantage of direct manipulation is that it has the potential to increase the 
velocity of complex manipulations, because this kind of manipulation eliminates the 
necessity of making the transformation operations sequentially [2]. However, there 
are tasks that require a higher level of precision, and can be hindered by the control of 
more than one operation at the same time. 

Multitouch tables were developed to allow that users work together and interact 
simultaneously with an application. The use of WIMP interfaces in multitouch tables 
requires an adaptation of current Windows, they need to rotate, translate and scale, so 
that users can execute their tasks more easily. In addition, there are problems related 
to the occlusion of interface elements. For example, one may trigger an unwanted 
event when touching a button or menu within the window area.  

Considering these problems, the present paper proposes two new techniques to 
support the manipulation of WIMP interfaces in tabletop surfaces. The first technique 
is based on the work of Nacenta et al. [1] and is called “borders outside the object”. 
The second one is based on the work of Wigdor et al. [2] and is called “with the help 
of a proxy”. These techniques are described below. 

3.1 Borders Outside the Object 

In mouse-based interfaces, generally the manipulation or transformation of an object 
requires an explicit way to be executed. For example, in MS Word, if users want to 
rotate an image, they have to use a specific green manipulator (handle) placed at the 
top of the image. Handles are in fact a very common approach in traditional 
interfaces. They provide separability by means of the explicit selection of the 
transformations that can be applied over an object. 

In multitouch interface, handles-based techniques were implemented in the works 
of Apted et al. [15] and Nacenta et al. [1]. These techniques were proposed as 
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strategies to map and restrict direct spatial manipulation events to specific areas of the 
objects being manipulated in multitouch surfaces. However, both techniques above 
may present problems if the user manipulates objects with buttons, menus, or links, 
present in WIMP interfaces. A single touch over any of these elements may be 
interpreted as an event associated to the interface element, as a spatial manipulation 
event. 

As an example, consider the case where the user works on a multitouch table and 
want to show an application window to a colleague, requiring moving and rotating 
that window. As shown in Figure 1a, using the original Handles techniques, as 
proposed by Nacenta et al. [1], when rotating the window, the user could accidentally 
touch window maximization or minimization buttons, or when moving the window, 
the user can draw something in the drawing area. For these reasons, we redefine the 
manipulation areas, placing them around the object, and not over it. This change 
avoids any misinterpretation of the events that could happen due to occlusion or to the 
size of the user’s touch (fat fingers problem [16]). 

 

Fig. 1. (a) Occlusion problem when applying Handles technique in Windows interface. (b) The 
first proposed technique: Borders outside the object. 

Figure 1b presents our proposal. The semitransparent red areas at the four corners 
of the object are reserved for rotation and scaling, similar to the original Handles 
technique. The gray semitransparent areas at the four edges are reserved for the 
translation. It is important to say that, for rotation and scaling, the user has to touch 
simultaneously on the two areas corresponding to the transformation. For translation, 
the user can touch on only one gray area of Figure 1b. 

Nacenta et al. [1] pointed some problems related to the areas defined for the 
handles. One of these problems is that the area defined for each handle is affected by 
the scaling of the object. If the object is reduced a lot, the user may have difficulties to 
select a handle. To avoid this problem in our proposal, the borders around the object 
(our handles area) is maintained with a fixed width, independent of the object size. 
This size was defined according to the work of Wang and Ren [17], where the authors 
indicate that interaction targets must have a size larger than 11.52mm, for square 
objects. 
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3.2 With the Help of a Proxy 

Wigdor et al. [2] presented the Rock & Rails  technique for multitouch manipulation 
based on hand gestures. In this technique, the user makes a gesture with the non-
dominant hand and makes direct touches over the object with the dominant hand. 
Each gesture creates a different kind of object. One of these gestures, called “rock”, 
creates a semitransparent square called “proxy”, which allows the remote control of 
more than one object, and also avoids the hands occlusion over the object.  

However, the Rock & Rails technique still has a problem in WIMP interfaces. It 
happens because the user has to keep the non-dominant hand making the selected 
control gesture over the surface of the object. This may cause unwanted events or 
occlusion in elements of the application’s interface (Figure 2). 

 

Fig. 2. Hands gesture proposed by Rock & Rails [2] technique and the occlusion problem with 
WIMP interfaces 

In the present work, we decided to restrict the operations to the proxy, since it does 
not have objects within it and all its area can be used for manipulation. In the 
proposed technique, we implement the handles technique in the proxy. Therefore, the 
users may use the proxy when the object connected to it requires a more precise 
manipulation. The object can also be normally translated with the “no restrictions 
technique” without affecting the proxy; the user may use the proxy when needed 
(Figure 3). 

 

Fig. 3. Proposed technique “with the help of a proxy”. a) Translation can be done using or not 
the proxy. b) Scale and c) Rotation events only can be done using the proxy. 
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4 Evaluation of the Proposed Techniques 

In this work we are going to compare three manipulation techniques for multitouch 
surfaces, the two techniques we propose (borders outside the object and with the help 
of a proxy) and the no restriction technique, which is the “standard technique”, 
according to Nacenta et al. [1]. To evaluate the techniques, we developed a test 
application with two scenarios. The first one was developed to evaluate the 
manipulation of a simple object, in this case, an image (Figure 4a). The second 
scenario has a WIMP interface to be manipulated, where other events may be 
triggered during manipulation (Figure 4b).  

  

Fig. 4. Screen of scenarios a) an image and b) a WIMP interface 

In the second scenario, we developed a window similar to that of the Paint 
program. In this scenario we want to evaluate the influence of occlusion in the spatial 
transformations using the proposed techniques. In this Paint-like window, we 
implemented some of the main characteristics of the program: the color palette 
(Figure 5a), the pen and eraser buttons (Figure 5b). The drawing area (Figure 5c) and 
buttons on the upper left corner: minimize, maximize and close (Figure 5d) also 
trigger events. For example, when one of the buttons is selected by the user touch, the 
window changes its position to the upper left corner of the screen, showing that an 
event happened. The application was designed to prevent that this window disappears 
in case of accidental touches on the close button. The adequate areas for manipulation 
are highlighted in Figure 5 with red borders. 

 

Fig. 5. Paint window style implemented to our test application 



300 J. Palomares, M. Loaiza, and A. Raposo 

 

In the Rock & Rails technique [2], the user had to use a specific gesture to call the 
proxy. In our application, the proxy is called when the user performs a tap on the 
button named "Proxy" showed in Figure 6b. To call the menu, the user must execute 
the double tap (Figure 6a) anywhere on the table surface. 

 

Fig. 6. - a) Double tap gesture, b) Menu interface showed after double tap gesture, c) The proxy 
and visual connection with the menu interface. 

To connect an object to the proxy, the user must make a first tap on the proxy and a 
second tap on the object, when a line is drawn between the two objects, indicating the 
connection between them. Then, proxy movements are reflected on the object. The 
user removes the proxy from the surface through a connection made between the 
proxy windows and the "X" button on menu content (Figure 6c). 

4.1 Test Application 

The tests implemented in this work had the objective to evaluate users’ performance 
to complete certain tasks that require spatial transformations on 2D objects. The tests 
ran on a Microsoft PixelSense SUR40 multitouch table. A group of 20 users 
participated; evaluating three techniques in two scenarios.  

In each scenario the application showed two objects, one object can be 
manipulated and the other one is static. The user had to align the movable object into 
another using spatial transformations. In the first scenario, the manipulated object was 
a simple picture. In the second scenario, the object was a WIMP window. In this 
second scenario an additional step was defined. After both objects are aligned, the 
user had to join six images (soccer balls) using dashes. The six images were presented 
in the Paint window since the beginning of the test (Figure 5). In case the user has 
drawn something with his/her touches in the drawing area of the Paint window during 
the window manipulation, he/she would have to first erase these drawings, and then 
draw the line joining the balls. The purpose of this second step was to reinforce the 
notion that the manipulation of a WIMP interface might generate unwanted events. 

At the end of each scenario, the user had to fill out a questionnaire based on Likert 
scale where each item had 7 levels of agreement, where 1 means “strongly disagree” 
and 7, “completely agree”. For data analysis, we define the following variables that 
allow measuring the performance of each technique: rotation, translation and scale 
errors, execution time, and time spent by occlusion. 
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4.2 Analysis of Scenario 1  

Figure 7a shows the result of the users’ opinion about the ease of use of each 
technique in spatial transformations like rotation, translation, scaling, and alignment 
operation in scenario 1. One may observe that the technique with borders outside the 
object was considered the most difficult, compared to the other two techniques. 

 

Fig. 7. a) Results of users’ opinion considering each technique in translation, rotation, scaling 
and alignment task. b) Average time to complete the test using the proposed techniques. 

Figure 7b shows that the technique with borders outside the objects spent more 
global time to finish the proposed tasks, compared to the other techniques. However, the 
figure shows that users spent less time, proportionally to the global time, to do the final 
alignment task (38.16% of total time). Similarly, despite the no restriction technique 
presented the lowest mean time to accomplish the task, it was the technique where users 
spent a larger proportion of time in the alignment task (60.66% of total time).  

 

Fig. 8. Average error per task (translation, rotation and scaling) 

In Figure 8, we observe the average errors of manipulation tasks. The technique 
with the help of a proxy presented more error in the scale operation. With respect to 
translation and rotation, the technique with borders outside the object was the less 
accurate. These errors measurements reinforce the users’ opinion (Figure 8a) with 
respect to the technique with borders outside the object.  Some users said that the 
view of the object was hampered by the borders when they try to align objects. 
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4.3 Analysis of Scenario 2  

Figure 9a shows the users’ opinion about the ease of use of each technique when 
working with a WIMP window. We observe that in this scenario the no restrictions 
technique was considered the most difficult. It had the lowest score in all types of 
spatial transformations. The technique with the help of a proxy obtained users' 
preference. 

 

Fig. 9. a) Results of level of agreement of users considering each technique in translation, 
rotation, scaling and alignment task. b) Average error per task.   

We may see a change in users’ opinion, related to the use of two fingers to perform 
rotation and scale transformations. Users now prefer our proposed techniques that 
provide a wider space for object manipulation, without unexpected events executed 
by buttons and the drawing area of the Paint-like window interface. 

Figure 9b shows the errors with respect to position, scale and rotation of the three 
techniques. We can see that the technique that got the lowest errors was the technique 
with the help of a proxy, while the technique with borders outside the object obtained 
the highest error values for translation and scale.  

The second stage of scenario 2 was designed to evaluate how much the occlusion 
influenced the spatial transformations of the object. In this step, the user was asked to 
first remove any draft that has been drawn in step one (during spatial manipulation), 
and then make a trace to join the four balls. The time spent clearing the draft is the 
measure that we use to indicate the influence of occlusion in each technique. In Figure 
10, we observe the average time measured to the occlusion problem. The technique 
with borders outside the object had the lowest occlusion time and the no restriction 
technique was the one with a longer duration. We can then infer that this last 
technique was the most affected by the occlusion.  

The technique with borders outside the object was less affected by occlusion 
because the borders act as a kind of “protection” to prevent users to touch in controls 
inside the window. The user manipulates only the borders to align the window, for 
this reason, their exposure to occlusion error was minor compared with the other 
techniques. 
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Fig. 10. Average time spent by users to fix problems derived from occlusion 

5 Conclusion 

In this work, we proposed and evaluated two techniques of separability for virtual 
objects in 2D multi-touch interfaces. These techniques were evaluated with user tests 
that found that the two proposed techniques improve separability and reduce 
occlusion in spatial transformations of simple objects and objects that contain 
elements of WIMP interfaces. 

In relation to the accuracy of each technique, our results suggest that the technique 
with the help of a proxy improves the separability in both object types evaluated. 
However, in the evaluation of occlusion interference, it achieved an average result 
compared to the two other techniques. The technique with borders outside the object 
has similar gains in separability issue and better performance to reduce the occlusion 
in objects with WIMP interface. We found that the technique with borders outside the 
object has a better support when separability and occlusion appear together, especially 
when we need a better support for reuse of WIMP interfaces. 

Our results also indicated the two proposed techniques spend less time in the 
operation of fine fitting of objects compared with the no restriction technique. Based 
on these results, we may indicate that the separability is a good strategy for avoiding 
the time spent in alignment movements and hence the users’ fatigue. 
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Abstract. In this paper authors have presented a method to recognize
basic human activities such as sitting, walking, laying, and standing in
real time using simple features to accomplish a bigger goal of developing
an elderly people health monitoring system using Kinect. We have used
the skeleton joint positions obtained from the software development kit
(SDK) of Microsoft as the input for the system. We have evaluated our
proposed system against our own data set as well as on a subset of the
MSR 3Ddaily activity data set and observed that our proposed method
out performs state-of-the-art methods.

Keywords: Human activity, Human action, Kinect, Skeleton, Activity
recognition.

1 Introduction

Now a days there is a great demand for elderly people health monitoring sys-
tems as elderly people are gradually increasing since last decade [1]. A demo-
graphic revolution is underway throughout the world. Today, world-wide, there
are around 600 million persons aged 60 years and over; this total will double by
2025 and will reach virtually two billion by 2050 - the vast majority of them in
the developing world. According to world health organization (WHO), the count
of elderly people may reach to 2000 million by the year 2050 [2]. The statistics
of elderly people from the year 2002 to 2050 predicted by WHO is shown in
Fig. 1 [2]. Therefore, proper caring is very much needed to monitor their health
by identifying their daily activities. A lot of systems were developed for moni-
toring the activities of people. Broadly all the systems are classified in to two
categories, namely (i) ubiquitous sensor based and (ii) computer vision based ap-
proaches [3] [4]. But the problem with ubiquitous sensors is obtrusive and some
sensors are invasive, so elderly people shows no or less interest in using them.
Therefore, some researchers developed mobile phone based activity recognition.
But the main problem comes with if the user can forget to carry mobile phone
for some activities like going to bed, watching TV in drawing room, toileting
etc. In such cases computer vision based approaches proved to be best one. The
comprehensive survey on the human activity recognition in [3] concludes the
requirement of depth sensor to make a robust computer vision based system for
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Fig. 1. Statistics of elderly people

human activity recognition. With the arrival of Kinect from Microsoft creates
a new way of research in computer vision by mounting RGB camera with low
cost depth sensor. Hence, we are using Kinect to monitor the activities in the
bed room when the person may not carry the mobile phone. However, privacy
is the major concern for monitoring bed room activities using computer vision
based approach. But the advantage of deploying a Kinect based system is the
availability of skeleton joint positions by using any stick model like Microsoft
SDK so that the concern of privacy does not arise. We are using the floor map
with the basic activities performed by the person in the bedroom recognized
from the Kinect data to recognize the activities like going to toilet, coming back
from toilet, going to bed, wake up from bed. But in this paper we are going to
describe only our proposed method for activity recognition using the stick model
obtained from the Kinect.

Rest of the paper is organized as follows: Following section presents the state-
of-the-art works carried out in recognizing the activities. The data sets used
for carrying out the experiments are explained in the section 3. The details
of human activity recognition systems developed using different approaches is
presented in the Section 4. The details of support vector machines for classifying
the human activities is given in Section 5. Section 6 discuss the results of different
approaches. Final section leads to summary and conclusions of the paper.

2 Prior Arts

Home activity monitoring is an interesting research topic for a long period. One
such work in recent past can be found in [5]. Similarly research on human body
model estimation using voxel data was started long back in the early of this
century as [6]. But the onset of Kinect, the Microsoft gaming platform, [7] facil-
itate the access of 3-D data at a lower cost. Kinect was initially used for gesture
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recognition to make the user feeling more comfortable while playing games [8].
Kinect can sense the Red-Green-Blue (RGB) color value of the pixels as well as
the depth (D) value using an infra red sensor within the device. Software tool
kits (SDK) and some open source codes are also available to obtain a stick model
of skeleton points from the RGB-D data. Human activity recognition problems
are solved by taking the RGB-D or the skeleton as input. In this work we focused
on monitoring the human activities by using only skeleton information obtained
from Kinect. The details of some of the existing works on human activity mon-
itoring using skeleton information is given below.

In [9], on-board mobile robot is used and position and velocity of robot is used
for predicting the human motion and position relative to robot. Spine is chosen
as representative point. For estimating the relative position Kalman filter is used
. Circular path and zigzag motion of human is considered for experimentation.

In [10], novel features such as local occupancy pattern (LOP) feature was
used based on the depth data and the estimated 3D joint positions. In addition,
new temporal pattern representation called Fourier Temporal Pyramid is used to
represent the temporal structure of an individual joint in an action. The features
used are robust to noise, invariant to translational and temporal misalignment,
and capable of characterizing both the human motion and the human object
interactions. An action-let ensemble model is learnt to represent each action and
to capture the intra-class variance. An actionlet is a particular conjunction of
features for a subset of the joints, indicating a structure of the features. As there
are an enormous number of possible actionlets, novel data mining solution to
discover discriminative actionlets. Discriminative weights are learnt by kernel
method.

In [11], only 10 joints of skeleton such as Head, ShoulderCenter, Spine, Hip-
Center, HipLeft, HipRight, KneeLeft, KneeRight, AnkleLeft, AnkleRight are
considered and 4 types of features are extracted for human posture recognition
in the context of a heath monitoring framework. 7 different experiments were
carried out with the coordinates and different angles formed within these ten
joints. With and without scaling the features is carried out. Support vector ma-
chine (SVM) was used for classifying the activities such as standing, sitting,
bending and laying.

In [12], eigen joints features such as 3D position differences of joints to char-
acterize action information including posture feature fcc, motion feature fcp,
and offset feature fci in each frame and then concatenated the three features.
Naive-Bayes-Nearest-Neighbor (NBNN) classifier is used for multi-class action
classification.

In [13], Sequence of the Most Informative Joints (SMIJ) is used. Different
sets of joints reveal discriminative information about the underlying structure of
the action. At each time instant, automatically selects a few skeletal joints that
are deemed to be the most informative for performing the current action. The
selection of joints is based on highly interpretable measures such as the mean
or variance of joint angles, maximum angular velocity of joints, etc. Histograms
of Most Informative Joints (HMIJ), Histogram-of- MotionWords (HMW) and
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Linear Dynamical System Parameters (LDSP), are used to demonstrate the
power of the SMIJ features in terms of discriminability and interpretability for
human action recognition. the quality of different features are evaluated using
1-nearest neighbor (1-NN) and support vector machine (SVM). Levenshtein dis-
tance is used for classification based on SMIJ. 2 distance is used for classification
based on histogram feature representations HMIJ and HMW. Martin distance
is used as a metric between dynamical systems for classification based on LDSP.
One-vs-one classification scheme with Gaussian kernel is used.

In [14], histograms of 3D joint locations (HOJ3D) from 12 informative joints
are used for compact representation of postures. The 12 joints includes head,
L/ R elbow, L/ R hands, L/ R knee, L/ R feet, hip center and L/ R hip. Hip
center was taken as the center of the reference coordinate system, and define
the x-direction according to L/ R hip. The rest 9 joints are used to compute
the 3D spatial histogram. Linear discriminant analysis (LDA) is performed to
extract the dominant features. 3D skeletal joint locations are extracted from
Kinect depth maps using Shotton method. Using LDA, the computed HOJ3D
from the action depth sequences are reprojected. Later they clustered into k
posture visual words, which represent the prototypical poses of actions. Discrete
Hidden Markov models (HMMs) are used to model the temporal evolutions of
visual words. It demonstrates significant view invariance on 3D action data set
based on the design of spherical coordinate system and the robust 3D skeleton
estimation from Kinect.

3 Activity Database

We evaluated the performance of our proposed method and state of the art
methods on two different human activity data sets of 3D skeleton data. One
data set is our own data set and second data set is standard MSR Daily Activity
3D data set. The description of each data set is given below.

Data set #1: The data set used for activity recognition is collected using
Microsoft Kinect. The Kinect camera is fixed on the wall and recorded the ac-
tivities. The sequence of different activities such as sitting, walking, laying and
standing are recorded by covering all possible combinations or variations. The
data is collected from 10 subjects consists of 5 male and 5 female. The subjects
are within the age group of 23-40. For each subject we collected 2 repetitions
of each action. Each repetition is about 90 sec duration, yielding a total of
120 min (90sec × 2rep × 4activities × 10subjects) of data. The frame rate of
Kinect sensor of skeleton data is 30. Therefore, total number of frames for each
activity from all subjects obtained is 30 × 60 × 30 = 54000 frames. The skele-
ton data collected for each activity from each subject is dumped into text file
which contains the basic 20 skeleton joint positions (HipCenter, Spine Shoul-
derCenter, Head, ShoulderLeft,ElbowLeft, WristLeft, HandLeft, ShoulderRight,
ElbowRight, WristRight, HandRight, HipLeft, KneeLeft, AnkleLeft, FootLeft,
HipRight, KneeRight, AnkleRight, FootRight) with its X, Y and Z co-ordinates.
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Data set #2: The methods used in this work for identifying the human activity
is also tested on the standard MSR Daily Activity 3D data set consisting of the
skeleton data obtained from a depth sensor similar to the Microsoft Kinect with
15 Hz. MSR DailyActivity3Ddataset is a daily activity data set captured by a
Kinect device. There are 16 activity types: drink, eat, read book, call cellphone,
write on a paper, use laptop, use vacuum cleaner, cheer up, sit still, toss paper,
play game, lay down on sofa, walk, play guitar, stand up, sit down. If possible,
each subject performs an activity in two different poses: sitting on sofa and
standing. The total number of the activity samples is 320. Out of 16 activities
we selected the subset of 4 activities such as sit still, lay down on sofa, walk and
stand up(same activities which was mentioned earlier in Data set #1) for testing
our methods.

4 Proposed Method

In the proposed method we have used the skeleton joints obtained from Kinect
as the input. The Microsoft SDK we have used usually returns 20 skeleton joints
with their x, y and z coordinates. It was reported in the literature [13] that all
the joints are not required for activity recognition. They have reported 6 major
joints to be most informative. So we have analyzed the skeleton joint points and
observed that most of the joint points are very noisy irrespective of the sequence
and some joints are not much affected from the noise. As per our analysis, Head,
Shoulder- Center, Shoulder-Left and Shoulder-Right are the most reliable joints.
Therefore, in this work we carried out the experimentation using these 4 joints.
In this work we accomplish the task of human activity recognition in three steps
namely (i) Feature extraction phase,(ii) Training phase, and (iii) Testing phase.

4.1 Feature Extraction

In this work we have explored three different features for recognizing human
activities. This phase is the core part of any classification system as the per-
formance of the system in terms of accuracy largely depends on set of features
used. The details of the feature extraction methods are given below.

PCA Based Approach. In this method, simple X, Y, and Z co-ordinates of
the skeleton joint positions of Head, ShoulderCenter, ShoulderLeft and Shoul-
derRight are considered for every 30 frames and then we applied principle com-
ponent analysis (PCA). The steps involved in feature extraction is given below.

1. In this method, the X,Y, and Z coordinates of the corresponding 4 joints
i.e., Head, ShoulderCenter, ShoulderLeft and ShoulderRight are extracted
for every 30 frames.
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2. The extracted points are arranged in the form of matrix H12×30 where rows
represent the three coordinates of four joints and columns represent the
frames.

3. The mean value for each row of matrix H12×30 is calculated i.e., M12×1 and
subtracted the matrix M from H , resulting matrix H̃12×30.

4. Now the covariance of the matrix H̃12×30 is obtained by using H̃12×30 ×
H̃T

12×30. The resulting covariance matrix is C12×12, where each column rep-
resent the eigen vector. Among the 12 eigen vectors, top 7 eigen vectors
are considered based on the top 7 eigen values. The resulting matrix now
obtained is P12×7.

5. Original feature matrix H12×30 can be represented as H12×30 = H̃12×30 +
P12×7 ×B7×30, where B7×30 is the weight matrix.

6. The weight matrix is now obtained as B7×30 = P−1
7×12(H12×30 − H̃12×30)

7. Now concatenate all the columns of B7×30 into single vector fPCA forming
210 dimensional feature vector.

8. Follow steps 1 to 7 for each activity from each person data.

Statistical Features. From the collected data, we have analyzed that there is
a lot of variation exists between the mean values of the X, Y and Z coordinates
of the above mentioned four joints for each activity. The similar phenomenon is
also observed between the difference of maximum and minimum values of X, Y
and Z coordinates of the four joints for each activity. Hence in this work we have
explored mean values and difference between maximum and minimum values of
the joint positions of the four joints as features for identification of activities such
as sitting, walking, laying and standing. Let Fmean be the feature vector which
are the mean values of the 3 coordinates of 4 joints extracted for every 30 frames.
Therefore the feature vector Fmean is represented by 12 features. Let Fmax−min

be the feature vector which are the values of difference between maximum and
minimum values of the X, Y and Z coordinates of 4 joints extracted for every
30 frames. Therefore the feature vector Fmax−minis represented by 12 features.
An example of discrimination of X, Y and Z co-ordinates of mean feature vector
and the difference of maximum and minimum feature vector for the 4 joints for
the corresponding 4 activities is shown in Fig. 2.

In this study, three human activity recognition systems(HARS) are developed
which are summarized as follows:

1. HARS-1: Human activity recognition system using only mean values of the
joint positions as features.

2. HARS-2: Human activity recognition system using only difference between
maximum and minimum values of the joint positions as features.

3. HARS-3: Human activity recognition system using combination of mean val-
ues and difference between maximum and minimum values of the joint po-
sitions as features.

The experimentation is carried out using only mean values feature vector Fmean,
only difference of maximum and minimum values feature vector Fmax−min and
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Fig. 2. Representation of feature vector (a) mean and (b) difference of maximum and
minimum of the four activities sitting, walking, laying and standing

combination of both F=[Fmean, Fmax−min]. It is observed the concatenated
feature vector outperformed compared to individual feature vectors. This can be
verified from the results given in the Section 6.

4.2 Training

For developing the efficient human activity recognition system, proper training
need to be carried out using machine learning. In this work 5 fold cross validation
is used, where 4 folds used for training and 1 fold for testing. The sequence of
steps followed in training phase are given below.

1. Let A be a set of m activities (A = a1, a2, . . . , am) available to us.
2. Let S be a set of annotated skeleton data available.
3. Let θk ∈ S be the set of data used for training phase, where θk is a subset

of data of set S and θk is 80% of S.
4. Now use feature vectors extracted in the feature extraction phase and activity

pairs as input to machine learning from the training data θk to generate the
models.

4.3 Testing

For testing the human activity recognition systems developed using different
features, we used 1 fold of data out of 5 folds. Testing is carried by using the
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models developed in training phase. The sequence of steps followed in testing
phase are given below.

1. Let βk ∈ S be the set of data used for testing phase, where βk is a subset of
data of set S and βk is 20% of S.

2. The data in the test set is not present in the train set i.e., θk ∩ βk = φ.
3. The same steps are followed for extraction of features from test set βk of

different methods which was mentioned in the previous subsection.
4. Now in the testing phase we provide only the features (f)as input to the

system.
5. Now system predicts the activities based on the learning models developed

in the training phase.
6. For each method experiment is run for 5 times such as out of 5 folds of data,

each time 1 fold is used for testing and remaining 4 fold used for training.
7. Now the performance accuracy in terms of percentage is computed for each

run in test phase as follows:

%Accuracy =
Ac

At
× 100

where Ac is number of activities correctly classified out of total activities At

8. The overall average performance accuracy of the test data is calculated by
taking the mean of all accuracies obtained in the 5 runs carried out in test
phase.

5 Support Vector Machines

In this work, Support Vector Machines (SVM) are explored as a machine learn-
ing tool to discriminate the human activities. SVM classification is an example of
supervised learning. SVMs are useful due to their wide applicability for classifi-
cation tasks in many signal processing applications. A classification task usually
involves training and testing data which consist of some data instances. In the
training set, each instance contains one target class label and many attributes.
The main goal of SVM for classification problem is to produce a model which
predicts target class label of data instances in the testing set, given only the at-
tributes. The SVM models for different human activities were developed as-one
against-rest principle. The SVM model for the specific activity was developed,
by using feature vectors derived from the desired human activity clues as pos-
itive examples and the feature vectors derived from the other human activities
as negative examples. Radial basis function (RBF) kernel, unlike linear kernel,
is used in this work to map the data points to higher dimensional space as it
can handle the case where the relation between the class labels and attributes
is nonlinear. The intuition to use RBF kernel function is due to its universal
approximation properties. Also, it offers good generalization as well as good
performance in solving practical problems [15]. The basic architecture of hu-
man activity classification system using SVMs with above mentioned features is
shown in Fig. 3.
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Fig. 3. Architecture of activity recognition system(H:Head, SC: Shoulder Center,
SL:Shoulder Left and SR:Shoulder Right

6 Experimental Results

We have tested all the activity recognition methods which are mentioned above
on Data set #1 and Data set #2. The features extracted from above mentioned
methods are used as input for SVM and activities as labels to SVM. In this work,
we used 5 fold cross validation and then the average performance is computed.
The performance accuracy of the different methods mentioned above is given in
Table 1. Columns 1 and 2 of Table 1 indicates the data sets used for evaluation
of the methods (rows of Table 1). The values in Table 1 indicate the average
performance accuracy of different methods. The performance of activity recog-
nition using PCA features observed to be poor. The poor performance is mainly
due to dependency on the distance and their absolute values. The performance
of PCA based approach is improved by normalizing in between -1 and 1 and
thereby making it uniform and independence of distance. Normalization reduce
the intr-class variation under different test sets. The drastic improvement in the
performance of activity recognition for without and with normalization of PCA
features can be observed from the rows 1 and 2 of Table 1. From Table 1, it
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is observed that the performance accuracy of the method using only the mean
values of the X, Y, and Z co-ordinates of skeleton data extracted for every 30
frames performed better compared to other individual methods. It is observed
that for data set #2, the average performance of human activities using dif-
ference between maximum and minimum values seems to be poor compared to
data set #1. This is mainly due to more randomness of data present in data
set #2. But the combination of features such as mean values, and difference of
maximum and minimum values outperformed compared to individual features
for both data sets. The performance accuracy of human activities of different
methods for data sets #1 and #2 is also plotted in Fig. 4.
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Fig. 4. Performance plot of human activities of different methods

Table 1. Performance of the different methods for identification of activities)

Sl. No Features Average Classification Performance (%)
Our dataset MSR 3Ddaily activity dataset

1 PCA 48.40 35.30

2 Normalized PCA 76.60 41.62

3 EigenJoints 59.86 43.03

4 Maximum-Minimum(Range) 86.32 57.10

5 Mean 89.93 84.95

6 Combination 4 and 5 (Range and Mean) 97.29 94.06

7 Summary and Conclusions

In this paper we have presented a skeleton joint based method for activity recog-
nition where we have used four major joint points that reduces the possibility
of error due to noise as well as it reduces the over all time complexity of the
system. We have also explored two different features for recognizing the activity.
We have compared our features against eigen joint based approach and find that
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our method out performs that. Our system can recognize these basic activities up
to 97.29% accuracy which is much better than the state of the art. Our system
is not working in some sequences as our system is not using any noise cleaning
method. We are working on incorporating any suitable de-noising method. We
are now working to integrate it with our live system so that it can be deployed
in homes to monitor the activities of the elderly people.
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Abstract. Recently several optical and non-optical sensors based gesture recog-
nition techniques have been developed to interact with computing devices. How-
ever, these techniques mostly suffer from problems such as occlusion and noise. 
In this work, we present Pingu, a multi-sensor based framework that is capable 
of recognizing simple, sharp, and tiny gestures without the problems mentioned 
above. Pingu has been calibrated in the form of a wearable finger ring, capable 
of interacting even when the device is not in the vicinity of the user. An ad-
vanced set of sensors, wireless connectivity, and feedback facilities enable Pingu 
for a wide range of potential applications, from novel gestures to social compu-
ting. In this paper, we present our results based on experiments conducted to ex-
plore Pingu’s use as a general gestural interaction device. Our analysis, based on 
simple machine learning algorithms, shows that simple and sharp gestures per-
formed by a finger can be detected with a high accuracy, thereby, stablishing 
Pingu as a wearable ring to control a smart environment effectively. 

Keywords: Human Computer Interaction (HCI), Touch less gestural interac-
tion, Wearable device, Finger ring. 

1 Introduction 

Gesture recognition is one of the important fields in Human Computer Interaction 
(HCI) as it enables users to interact with their computing devices more easily and 
naturally. In addition, use of multiple sensors for gestural recognition can extend the 
ability of accepting 3D inputs, which is not supported by conventional input devices. 
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Several applications, such as sign-language recognition, physical activity monitoring, 
and social interactions, can be developed based on simple gestures made by humans. 

Several gesture recognition techniques based on optical and non-optical sensors were 
developed. Optical-based gesture recognition methods use optical sensors such as cam-
eras [1, 2] or infrared (IR) sensors [3], to capture the movements of fingers and interpret 
them to commands. While the optical-based methods have problems such as occlusion, 
the non-optical methods try to use magnetometer [4, 5], accelerometer [7, 8], and prox-
imity sensors [9] to overcome the limitations of optical gestural recognition techniques. 
However they have also their weaknesses, such as working in a limited space near the 
user device (MagiTact [4], MagiThings [17] and MagiSign [16]), accepting only 1D 
input (Nenya [5]), or in general they may be not socially acceptable. 

In this work, we used our framework Pingu [6], a wearable and small finger ring 
that can interact with other electronic devices more naturally. While gestures made by 
any part of the body can be used for interacting with a computing device, previous 
research based on experiments conducted by Card et al. [10] shows that the informa-
tion entropy of a finger-based interaction is much larger than the interaction based on 
any other human body parts. For instance, the interaction with the arm and wrist have 
the information rates of 11.5 and 25 bits/s respectively, while the information rate of 
finger is 40 bits/s.  Therefore, Pingu is calibrated in the form of a finger ring with the 
following features: 

1. It is composed of an advanced set of sensors (gyroscope, accelerometer and mag-
netometer). 

2. It is equipped with wireless connectivity that makes it suitable for use in ubiquitous 
human-computer or human-human interaction. 

3. The tiny size in the form of a finger ring makes Pingu wearable and, thus, socially 
acceptable. 

Pingu is also capable of accepting 3D inputs from different gestures which are per-
formed either in air or on surfaces such as a user’s palm, top of the table. These ges-
tures can be used in developing several interesting applications, including remote 
controlling or signature recognition. In this work, we analyze Pingu for recognizing a 
range of simple gestures. The main contribution of our work is to present results 
based on a multi-sensor interaction framework and effective classification algorithms. 
Our analysis shows that these generic gestures can be recognized with high accuracy.  

The rest of this paper is organized as follows. In section 2 we review the related 
gesture recognition’s solutions. Then in section 3 we explain the architecture of Pingu 
and its hardware. Experimentation and feature extraction via Pingu is discussed in 
section 4 and the results of gesture classification via different machine-learning algo-
rithms are shown in the section 5. Finally we conclude the paper in the section 6.   

2 Related Works 

There are different gesture recognition approaches which have been developed in 
recent years and can be categorized into two groups: optical and non-optical gestural 
recognition techniques.   
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In optical-based gestural recognition approaches, optical sensors like cameras (e.g. 
SixthSense [1] and Gesture Pendant [2]) or infrared (IR) sensors (e.g. SideSight [3]) 
are the essential components to recognize the movements of fingertips and hands to 
interpret them to different commands. Although these approaches perform gesture 
recognition in some applications accurately, they do not support applications that are 
required to work with no direct line of sight (occlusion problem). Furthermore, optical 
data is sensitive to illumination conditions and, therefore, can only be used in certain 
circumstances. Finally, the user should wear additional cap or pendant which may be 
obtrusive and/or socially unacceptable.  

On the other hand, non-optical gestural recognition methods use sensors such as 
magnetometer (e.g., MagiTact [4] and Nenya [5]), accelerometer [7, 8 and 11], and 
proximity sensors (e.g., Gesture Watch [9]) to mitigate the problems of optical-based 
methods. 

Although proximity sensor solves the illumination problems, it still has the occlu-
sion problem, as the gestures should be captured in the line-of-sight of sensors. Other 
methods based on accelerometer [7, 8, 11] do not have the occlusion and illumination 
problems, but since the acceleration data is very sensitive to noise, complementary 
sensors should be used. Techniques based on magnetometer send interaction com-
mands when the magnetic field around the computing device is deformed. The advan-
tage of this method is that there is no occlusion and illumination problem like pre-
vious approaches.   

The gesture recognition techniques can also be categorized into types of wearable 
devices which they are embedded in. In some techniques, user should wear additional 
gloves such as Acceleration Sensing Glove [11] to interact with the computing device. 
The disadvantage of working with gloves is that they can be socially unacceptable or 
obtrusive. Other techniques like SixthSense [1] or Gesture Pendant [2] which require 
users to wear additional hat and pendant respectively, suffer from the same problems.    

One possible solution is to develop the gestural recognizer as a ring or wristwatch, 
which may be socially more acceptable. Pinchwatch [12] is one of these systems 
which use a wristwatch for finger gesture recognition with the help of a camera. Users 
invoke functions by pinching and entering parameters by performing sliding and dial-
ing motions. However, again this suffers from the problem of line of sight. Our pre-
vious work, MagiTact [4], involves interacting with a computing device equipped 
with an embedded compass (magnetic) sensor via a magnet placed on a finger. Coarse 
gestures made with the magnet affect the magnetic field around the device and, thus, 
used for gestural interaction. Although this approach has no occlusion problems, inte-
raction is still limited to the immediate 3D space around the device. 

More recently Nenya [5] a magnetically-tracked finger ring is developed which in-
cludes a permanent magnet in the form of a finger ring and worn-watch wireless 
tracking bracelet. While magnetometer is used to track the ring’s position, a Bluetooth 
radio allows the bracelet to send ring input to the user’s devices. Nenya supports only 
1D input in comparison to Pingu which supports 3D input. Furthermore, it consists of 
two accessories in contrast to Pingu which includes all sensors and radio in only one 
ring. Magic Ring [13] is another finger-worn device which is developed for using 
static finger gestures and it uses accelerometer data to detect different gestures. Magic 
Ring is tested with six different finger gestures with doing some predefined task.  
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We mix the data collected from all the 24 users and cross-validate. For this pur-
pose, we form a feature vector containing data specific to each sensor. For example, a 
feature vector obtained from the accelerometer used in Pingu contains the following: 

1. Mean of the linear acceleration along  x, y, and z axis (3 features), 
2. Variance of the linear acceleration along x, y, and z axis (3 features), 
3. Mean of the Euclidian norm of the linear acceleration along x, y, and z axis (1 fea-

ture), 
4. Variance of the Euclidian norm of the linear acceleration along x, y, and z axis (1 

feature), 
5. Standard Deviation of the linear acceleration along x, y, and z axis (3 features), 
6. Piecewise correlation between linear acceleration along x, y, and z axis (3 fea-

tures), and 
7. Frequency features along x, y, and z axis (3 features). 

As shown in Figure 2, mean and variance of the sensor readings obtained for gestures 
1 and 2 may not be able to differentiate between these two gestures. Therefore, we 
have included the piece-wise correlation and the frequency features specific to each 
sensor. The feature vector for the angular rate movement of the ring (i.e., from gyros-
cope) is obtained in a similar manner. Feature vector for each sensor, therefore, con-
tains 17 elements.  Since multiple windows provide more detailed information in 
gesture classification, our results are based on 4 windows. Feature vectors obtained 
from each window are concatenated to form a new feature vector of 68 (=17×4) fea-
tures. To further validate that Pingu is effective in gestural interaction in a smart envi-
ronment, we do not use the magnetometer readings in this analysis.  

5 Gesture Classification 

The feature vectors obtained for each of the three experiments are then used as an 
input to a classification algorithm for gesture classification. Specifically, we have 
classified the gestures with four classifiers: (a) Decision Tree (DT), a decision tool 
that uses graphs and model of decisions to derive the outcomes and consequences, (b) 
Multi-Layer Perceptron (MLP), a feed forward artificial neural network that models 
the relationship of inputs and outputs to find the patterns, (c) Naïve Bayes (NB), a 
probabilistic classifier that uses Bayes’ theorem with strong independence assump-
tions, and (d) Support Vector Machines (SVM), a set of hyperplanes in high dimen-
sional space for using classification and regression . Our analysis is based on the im-
plementation of these classifiers in the Weka machine learning toolkit [14, 15]. Tables 
2-4 list the classification results obtained for all the three experiments. As shown in 
Tables 2 and 3, MLP classifier outperforms all the other three classifiers for gestures 
performed in air and on table, with more than 97% and 93% accuracy, respectively. 
Table 4 shows that SVM has better results with more than 77% accuracy. To illustrate 
further how accurate different gestures can be distinguishable, confusion matrices 
obtained from MLP classifier for General Gestures performed in air are shown in 
Table 5. As shown, all nine gestures are most of the times distinguishable, but more 
specifically the confusion matrices indicate that gesture 1 and gesture 2 are somewhat 
more difficult to classify.  Similarly, we note that gesture 8 and gesture 9 are classi-
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fied with lower accuracy due to the inherent similarity in performing these gestures. 
On the other hand, gesture 4 is the easiest to be classified, as it’s easily distinguisha-
ble s from other gestures. These results show that generally, the gesture recognition 
by Pingu is trustworthy.  

Table 3. Gesture Classification Results for General Gestures in the air 

Algorithm Accuracy 

MLP 97.879% 

DT 87.043% 

NB 57.389% 

SVM 96.443% 

Table 4. Gesture Classification Results for General Gestures on the table 

Algorithm Accuracy 

MLP 93.689% 

DT 73.080% 

NB 49.238% 

SVM 83.991% 

Table 5. Gesture Classification Results for General Gestures on the palm 

Algorithm Accuracy 

MLP 71.130% 

DT 71.160% 

NB 33.415% 

SVM 77.541% 

Table 6. Confusion matrix obtained from MLP for the results shown in Table 3 

Gesture 1 2 3 4 5 6 7 8 9 
1 333 3 0 0 0 1 0 3 0 
2 3 334 2 0 0 0 0 0 1 
3 2 1 336 0 1 0 0 0 0 
4 1 1 0 343 0 0 1 1 0 
5 0 0 0 1 338 2 0 0 0 
6 1 0 0 0 3 324 0 0 0 
7 0 1 0 0 0 0 340 2 0 
8 7 0 1 0 0 0 0 320 12 
9 0 0 0 0 0 0 0 14 332 
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6 Conclusions and Future Work 

In this work, we have presented our results for gestural recognition using a multi-
sensor based framework called Pingu. Our results are based on a set of nine pre-
defined general gestures that can be used to interact in a smart environment. Pingu is 
a socially wearable, small finger ring that is equipped with multiple sensors to provide 
rich information about the general gestures made by a user. Our analysis is based on a 
large dataset of 24 users. We have shown that with simple classification algorithms, 
different gestures can be distinguished from each other with high accuracy. Therefore, 
we can trust Pingu to be involved in many interesting applications such as remote 
controlling, signature recognition, physical activity analysis and sign-language recog-
nition. 
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Abstract. In this paper authors have presented a method to detect hu-
man from a Kinect captured Gray-Depth (G-D) using Continuous Hid-
den Markov models (C-HMMs). In our proposed approach, we initially
generate multiple gray scale images from a single gray scale image/ video
frame based on their depth connectivity. Thus, we initially segment the
G image using depth information and then relevant components were
extracted. These components were further filtered out and features were
extracted from the candidate components only. Here a robust feature
named Local gradients histogram(LGH) is used to detect human from
G-D video. We have evaluated our system against the data set published
by LIRIS in ICPR 2012 and on our own data set captured in our lab.
We have observed that our proposed method can detect human from this
data-set with a 94.25% accuracy.

1 Introduction

Human activity detection for indoor and outdoor surveillance has a major re-
search interest since last two decades. Activity detection is very effective in
human based application like video indexing and retrieval, intelligent human
machine interaction, video surveillance, health care, driver assistance, automatic
activity detection and predicting person behavior. Some of such applications can
be found in literature like [1] (in office), [2], [3], [4] (in retail stores), and in [2]
for elderly people monitoring. A significant survey on human activity recogni-
tion [22] concludes that the availability of depth information can improve the
recognition accuracy. So, the onset of Kinect, a Microsoft gaming platform, with
the capability to capture depth along with the color information creates a new
area of research on the problem of human activity recognition because of the
availability of the depth information along with the color value. On the other
hand the results of the HARL competition organized in ICPR 2012 [6] shows that
the human activity recognition accuracy increases with the increase in human
localization accuracy. Therefore, the human localization approaches on RGB
videos need to be modified with the availability of depth information. Tradi-
tional back ground modeling based methods didn’t work on the RGB-D data
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c© Springer International Publishing Switzerland 2014
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when the camera is not static and the lighting condition varies over time. The
video frames, on which we have tested our system, contains human leaning over
wall, one person occludes another person partially which makes the task of hu-
man detection more difficult as color based segmentation didn’t work, too. One
such example image is shown in Figure 1. In this paper we have concentrated on
the problem of human detection from Kinect captured videos by combining RGB
and depth information. We have proposed a system that can detect the presence
of human in such a G-D video using machine learning technique, namely C-
HMM. We have compared our method against other methods like on [6] dataset
as well as on our own data set.

Fig. 1. Apparently touching objects in 2D projection plane

2 Related Literature Survey

There have been a large number of methods dealing with recognition of human
activity in color image. The recognition problem is very difficult because of large
variation involved in human appearances and views. From the literature review
it can be seen that, face detection algorithm is often applied [8], [9] for recogniz-
ing human in image and video. They addressed the solution in this field either
by feature based or image based approach. Bottom-Up analysis is done utilizing
feature based approach. Window scanning technique is employed in later case.
Muhammad and Atif et al. [10] combines color and motion information to detect
face and hence, human. In [11], human detection is achieved by integrating the
cascade-of-rejectors concept with the Histogram of Oriented Gradients (HoG)
of variable size blocks. They used an AdaBoost training algorithm to learn a
cascade of rejecters to eliminate the non human image patches. A new learn-
ing method for human detection is proposed in [12] which is based on weak
classifier, built from L1-norm minimization learning scheme (LML). The aug-
mentation of edge-based features, texture measures and color information have
been used by Schwartz et al. [13]. They handle this high dimensionality result-
ing from the combination of features, using dimensionality reduction technique
Partial Least Squares (PLS). There are several papers [16], [21] that addressed
human detecting problem based on body-part. Bhaskar and Jordi [21] presents
a technique for view invariant human detection using body-part(head, leg, arm
etc) detectors. Human detection is proposed by probabilistic body part assem-
bly in [16]. First, different body parts are detected by Adaboost and after that
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detected parts are assembled using RANSAC. Mohan et al. [17] have used hierar-
chical classification architecture using SVM. They also use different components
detector at primary level. These method perform poor due to failure of detector in
handling of variability of body parts. In [14] authors have presented a graphical
model based approach for estimating poses of upper-body parts by fusing depth
and RGB color data based on Haar cascade. This method works well for de-
tecting upper-body human pose but not for full human shape. In addition to
this, the primary focus of the above methods is identification of front view of
human but not view-invariant. Lu et al. [15] uses 2-D head contour model and
a 3-D head surface model to detect head of human. Next, segmentation scheme
is used to extract the whole contours of human based on head point. The per-
formance of the method extremely depends on the accurate head detection and
it uses only depth information not both depth and color. Therefore, from the
above discussion, it can be concluded that there are methods to improve human
recognition rate but these methods concentrate on color and edge information
of images and a little variation in view point but not on color, depth and large
view where we can expect much more challenges compared to exiting state of
the art methods. Again, the literature also suggests that the segmentation of the
input prior to recognition can lead to higher recognition rate [18]. But most of
the methods do not take care about proper segmentation. Therefore, improving
human detection in Kinect through segmentation, irrespective of view point and
background complexity is challenging. In this paper, we present a method of hu-
man detection in images captured by Kinect and performs recognition of human
using HMM instead of detecting individual body parts. HMM is popular and
found robust in printed and handwritten text recognition. It motivates us to use
HMM in human recognition. To the best of our knowledge, there is no work on
human detection using HMM. This work is motivated by our preliminary work
reported in [23]. Our goal is to classify observed feature sequences into human
or nonhuman category utilizing depth and color information. Hence, this paper
presents view-invariance human detection method using HMM approach. The
rest of the paper is organized as follows. The proposed method is described in
Section 3 which includes depth based segmentation method, noise cleaning and
view-invariant human detection method using HMMs. Section 4 presents the ex-
perimental results. Finally, conclusion is drawn in Section 5. In this paper human
detection and human localization phrases were some times used interchangeably.

3 Proposed Method

Our proposed method initially attempts to localize the human from the video
frame to reduce the time complexity of the method. Kinect based systems have
a major limitation that it can work on indoor environment only as the depth
sensor uses Infra Red (IR) signal. So the captured videos contain some wall, floor
and ceiling parts. We remove noisy components from the candidate regions by
removing the floor/ceiling from the image if required. Next we extract the LGH
features and train them to classify into human and non-human class. Finally we
use C-HMM classifier to separate out human and non human.
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3.1 Segmentation Using Depth Connected Operator

Kinect provides two sets of values namely the G image and the D informa-
tion for each video frame. Any G image is a 2-Dimensional projection of the
3-Dimensional objects located at different distances from the sensor. So it is
not possible to segment them on their depth unless we have the depth informa-
tion exclusively. So we have used the depth information to segment each video
frame into number of layers so that each segment contains the pixels those are
connected over depth. 8 neighbor connected component analysis is a common
method of image processing but we have used depth connectivity instead. The
method of depth connectivity is described in details in [23]. The method of is
based on the concept of of connected operator for sets as described in [7]. The
concept of connected operator on set says that an operator ψ can be said to be
a connected operator if the symmetrical difference PΔψ(D)is exclusively com-
posed of connected components of D or its compliment DC . Here we use depth
information obtained from the depth sensor of Kinect as the connected opera-
tor ψ applying over the gray scale image pixel set G. As per the definition of
partition space as stated in [7] this ψ operator partitions the space G into two
disjoint subsets Gi and Gj such that Gi

⋂
Gj = ∅∀i �= j. Our proposed method

of such segmentation is described below:

– For each video frame/image construct a set (P) by concatenating the gray
and the depth information. So P is a two tuple set containing gray value (g)
of the pixel and its depth (d) information from the sensor. So P = (gi, di)

– Every pixel who are connected over depth are mark with the same depth
map label. We have used a threshold to check the depth connectivity.

– For each depth map label we create one image with keeping the gray value
of those pixels as it was and mark the rest of the pixels as black.

In Figure 2 we have shown one such example video frame/image and its four
out of five partitions. In this image the backgrounds are marked as black. This
image shows that one man is standing in one partition and rest two are residing
in an another partition. The main advantage of this method over the simple
depth quantization is that human are not separated into two different segments
in our approach when the human is between the depth separation.

3.2 Floor and Ceiling Removal

The depth connectivity based segmentation generates multiple images form a
input video frame those are connected over depth. Each of these images repre-
sents the objects connected over depth by their corresponding gray scale value.
The height and width of the images are same as that of height and width of
the original video frame/image. The backgrounds are marked as black and an
additional tag is added to mark them as background. We have implemented the
additional back ground tag information by using a Boolean Flag which is set for
background and FALSE for foreground. We shall refer each of these images as
a partition of the original video frame. Connected component analysis is used
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Fig. 2. Objects at different depth from the camera

to mark the different components in each of these partitions. The outcome of
connected component analysis shows that some components containing human
include some non-human objects through the floor/ceiling. In such cases the
component width is almost equal to the width of the input video frame/image.
So we formulate a vertical pixel projection based method to eliminate the floor
region and thus separate out the human component from the rest part for such
components. Here is the description of that proposed method:

– If the width of the component is greater than 75% of the width of input
video frame/image execute the following steps. We have used this value as
a heuristic obtained from our experiments.

– Count the number of pixels (cnti) in a column i for which the background
flag is FALSE

– Run a K-Means clustering with K=2 on cnti ∀i ∈ 0, H where H is the height
of the image

– The two cluster will represent the columns with higher number of FG pixels
(C1) and lower number of FG pixels (C2)

– Make the flag for all the pixels from the column those are residing in C2 as
TRUE

This method is explained using the example images. Figure 3. a shows one such
partition which contains both human and non human objects. Now the corre-
sponding vertical projection is shown in Figure 3. b. Finally the outcome of our
proposed method is shown in Figure 3. c which shows that the connected com-
ponent is now divided into multiple components. We run connected component
analysis as described above on each of these partitions after being modified by
the above method. Finally we get some segments containing either human or
non human objects. Some outcomes of this method are shown in Figure 4. a and
Figure 4. b. Finally some non human objects are removed by effacing of noisy
component as described in [23].
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Fig. 3. a) One partition b) Histogram of FG pixels in each column c) Image after floor
estimation and removal

(a) (b)

Fig. 4. a) Some segments containing human b) Some segments containing non human

3.3 LGH Feature

Sliding Window is a common technique for many signal processing applications
like speech and character recognition. We have used a rectangular sliding window
of l pixel width to collect the features of a component. It is shifted from left to
right across the normalized gray level segmented image to generate feature vector
sequences at each shift position. Adjacent image windows overlap in the vertical
direction. This results in a vast amount of features for each frame. The frames
are normalized to a pre-defined height before the feature extraction stage. Figure
5 illustrates an example of the sliding window feature extraction process. This
feature extraction approach is based on the calculation of the local gradient
histogram [24]. Each sub-image is sub-divided into 4 * 4 blocks and from all
pixels in each block a histogram of gradient orientations is calculated. Here, we
considered 8 orientations. Therefore, the final feature vector concatenation of
the 16 histograms results in vector containing 128 features.

– For the entire image the horizontal and vertical motion components Vx and
Vy are determined and a gradient magnitude (m) is computed for each pixel.

– The field vector
−→
V is sliced up in an L bin histogram.
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– Each bin specifies a particular octant in the angular radian space. Here we
consider 8 bins ( 360 ◦/45 ◦ ) of angular information.

– The concatenation of the 16 histograms of 8 bins provides a 128-dimensional
feature vector for each frame.

Let
−→
V =(Vx, Vy) and histogram H = h(1), h(2), ..., h(8). The histogram is con-

structed by quantizing θ(x, y) = tan−1 Vy

Vx
and adding up m(x, y) =

√
(Vx + Vy)

to the bin indicated by quantized θ. In mathematical definition,

h(i) =

{∑
x,y m(x, y) when θ ∈ ith octant

0 otherwise
(1)

Fig. 5. Path of overlapping sliding window (shown in different colors)

3.4 HMMs Based Recognition

HMMs have been proven to be a powerful stochastic approach and found robust
in speech and text (printed and hand written) recognition. It is a special type
of dynamic Bayesian networks. We have used HMM in our application because
of its ability to cope with variable-length observation sequences obtained from
images. Generally, HMM follows the first-order Markov assumption where each
state St at time t depends only on the state St−1 at time t− 1. It contains a fixed
number of hidden states. HMM is characterized by 3 matrices: state transition
probability matrix A, symbol output probability matrix B, initial state probabil-
ity matrix π. The parameter A, B and π are determined during learning process.
The image is represented as a sequence of feature vectors X = x1, x2, ..., xT

also known as sequence of frames. In HMMs, the likelihood of emitting a frame
xt in state i is modelled using a GMM. For a model λ, if O is an observation
sequence O = (O1, O2, .., OT ) which is assumed to have been generated by a
state sequence Q = (Q1, Q2, ., QT ), of length T . We calculate the observations
probability or likelihood as follows:

P (O,Q|λ) =
∑
Q

πq1bq1(O1)
∏
T

aqT−1qTbqT (OT ) (2)

where πq1 is initial probability of state 1, is transition probability from state i
to state j and is output probability of state i. The observation likelihoods are
computed from a Gaussian Mixture Model (GMM).

bj(x) =

Mj∑
k=1

cjkN (x, μjk , Σjk) (3)
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where, Mj is the number of Gaussians assigned to j. and N (x, μ, σ) denotes a
Gaussian with mean μ and covariance matrix σ and cjk is the weight coefficient
of the Gaussian component k of state j. Next, the Viterbi decoding searches the
subsequence of an observation that matches best to a given HMM. For a classifier
of C categories, we choose the model which best matches the observation from C
HMMs λm = Am, Bm, πm , where m = 1, ..., C, and

∑c
m=1 λm = 1. This means

when a unknown sequence of unknown category is given, we calculate P (λi|O)
for each HMM λmand select λ∗

c , where

c∗ = argmaxmP (λm|O) (4)

An HMM should be learned for each class. For our application 2 HMMs have
been used to model human and non human. The 128 dimensional LGH features
extracted from each sliding window of image were used to represent sequence of
local feature vectors. The extracted feature of each window is arranged row-wise
to form complete vector set. The task of the learning algorithm is to find the best
set of state transitions and observation probabilities. The Baum-Welch recursive
algorithm is used to obtain the final parameters of HMMs. For classifying an
observed symbol sequence O, classifier choose the model whose likelihood is
highest as the recognition result. The recognition is performed using the Viterbi
algorithm.

4 Result and Discussion

It is well known fact that when the training sample size is small, the recognition
rate becomes low. The performance of any recognition system depends not only
size number but also the well variation of samples used in training phase as these
both are very crucial to estimate HMM parameters. To construct a robust recog-
nition system, appropriate training patterns are important. This means training
pattern should capture the maximum test pattern variation. In this experiment
training and test samples were completely segregated to make this evaluation
more reliable. We have developed a working prototype of human detection using
x86 PC system. C/C++ and OpenCV library were used for segmentation and
feature extraction on a windows environment. We have used the popular HTK
toolkit for HMMs training and evaluation [20]. Our data set includes G frames
of the Kinect module are encoded as lossy JPEG images and D frames of the
Kinect module are encoded in lossy 16bit JPEG2000 images with a compression
factor of 20, resulting in 30KB per frame. We validated our proposed system
on two data sets. One of these data sets is our own. This data set includes the
Kinect captured RGB-D images recorded at our lab which includes more than
30 videos each having more than 1000 frames. The other data set used in our ex-
periment is the [6] data set published by LIRIS for Human Activity Recognition
and Localization (HARL) in ICPR 2012. This database contains 107 training
and 69 test videos with gray and depth information, captured in Kinect sen-
sor in indoor scenes. These videos contain different views of human with a vast
range of poses like standing, walking, siting while performing action. These are
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taken under different illumination condition with camera movement and scale
variation by different person against complex background. We have used 35,434
segments during training phase. Among them 14,867 segments are positive and
20,567 segments are negatives. Positive consists of human containing image. On
the other hand, representation of negative images are floor, ceiling and wall com-
ponent (shown in Figure 4. a, 4. b). We have applied our method for all those
test images for human detection. For human detection, a set of human images is
used in the training of HMM. The images in the training set represent different
views of different persons taken from segmentation results generated by previous
step. Once the models have been trained for human and non human, the Viterbi
algorithm was applied to find the most likely state sequence and its likelihood in
the recognition process. The observation sequences for a image are formed from
image window or block that are extracted by scanning the image from left-to-
right. The observation vectors consist of 128 features. In training set, we have
measured the performance of system using a 10-fold cross validation. Recall,
describes how many object have been correctly detected, with respect to the to-
tal number of objects in the dataset and Precision evaluate how many detected
objects are matched with respect to the total number of detected objects. We
define recall (R) as R = c

c+m and precision(P) as P = c
c+fp where c indicates

the correct recognition, m means misses and fp is the false positive. If we can’t
detect a human we define this error as miss as our intention of the research is
to localize the human. On the other hand if our proposed method detects one
component as human though it is actually a non human one, we define it as false
positive. We have observed that our P is always less than R. The main reason
behind that error comes from the lack in training of different instances of non
human objects. In Figure 6. a we have shown the recall and precision against
Gaussian number. We have evaluated our algorithm performance in terms of
variation of Gaussian number, variation of states and different sliding window
size. Experiments show that learned HMM classifiers have good performance for
detecting human. Results show that most of the humans have been correctly
recognized. The HMM system was tested with different number of states and
Gaussian numbers. In Figure 6. b, the recognition accuracies are given in terms
of both of these. Next, we inspected that increasing the number of states up to
8 states improves the performance of the HMM recognizer, but a larger num-
ber and small number states decreases its accuracy. The best average accuracy
was obtained for an HMM with 7 states and a mixed output probability of 16
Gaussians, 94.25% with Local gradient Histogram(LGH) on unseen samples. We
have shown the effect of sliding window size on recognition accuracy in Figure
6. c. We observed that the increase in sliding window size after a limit reduces
the recognition accuracy. The advantage of the sliding window based-HMM is
that the detection of human is very robust. Some qualitative images detected
from our approach are shown in Figure 7. a and c. Our proposed method can
detect the human in case of improper segmentation and even when the human
is blended while sitting and partially occluded by other object and human as
shown in Figure 7. b. We have compared the performance of our proposed
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Fig. 6. a)Recall and precision accuracy on testing set b) Recognition accuracy for
different number of states and Gaussians on testing set c) Recognition accuracy vs
Sliding window size

Fig. 7. a) Example of view-invariant human recognition generated by proposed method
b) Recognition of partial segmented human part c) Detection results of the proposed
method

Fig. 8. Comparative result
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method against a state of the art method described in Figure 8. We observe that
our algorithm outperforms the [19] method. [19] works only when the human is
in upright position but in the real world human can be found in any orientation.

5 Conclusions

In this paper we have presented a method that combines color and depth infor-
mation in the pre-processing phase to localize the candidate segments contain-
ing human being and thus the proposed method overcomes the limitations of
2D based methods. The use of depth with robust machine learning framework
makes the system robust against variations in viewpoint. So the performance of
the proposed system outperforms the state of the art methods. We have shown
that using locally normalized histogram of gradient orientations features descrip-
tors in a overlapping window with HMM framework gives very good results for
person detection. These results show that our method is promising to recognize
human for numerous applications such as video indexing and retrieval, intelligent
human machine interaction, video surveillance, health care, driver assistance,
automatic activity detection and predicting person behavior. Performance of our
proposed method partly depends on the candidate human localization and all
errors are mostly coming from the failure in proper localization. This method
can precisely identify whether the candidate segment contains human being or
not and thus if the area of the candidate region is much bigger than the actual
human region, the accuracy falls. So we are currently working to find a better
localization method.
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Abstract. This paper presents a survey on datasets created for the field of ges-
ture recognition. The main characteristics of the datasets are presented on two 
tables to provide researchers a clear and rapid access to the information. This 
paper also provides a comprehensive description of the datasets and discusses 
their general strengths and limitations. Guidelines for creation and selection of 
datasets for gesture recognition are proposed. This survey should be a key-
access point for researchers looking to create or use datasets in the field of hu-
man gesture recognition.  

Keywords: human-computer interaction, gesture recognition, datasets, survey. 

1 Introduction 

The fields of human activity, action and gesture recognition gained more and more 
attention these last years, notably due to the numerous affordable sensors commercial-
ly released. In recent years, more and more datasets have been created by researchers 
in order to develop, train, optimize and evaluate algorithms; several of them have 
been made publicly available to developers and researchers. Several articles have 
already addressed the topic of datasets for the general field of human activity and 
action recognition [1,2] and a couple of websites already list publicly available data-
sets [3,4]. However the topic of datasets for the specific field of gesture recognition 
has not been addressed yet. Gesture recognition is defined as a subset of human action 
and activity recognition and generally requires its own specific datasets for the devel-
opment of algorithms. The devices and sensors employed are often similar in both 
fields however they are generally used with different setups in gesture recognition: 
the sensors tend to be closer to the user in order to augment the granularity and the 
users are generally aware of the presence and position of the sensor thus interacting 
towards it. Therefore, most datasets acquired for activity and action recognition can-
not be directly used for gesture recognition; the same asset is, in most cases, also ap-
plicable with algorithms.  

The goal of the present survey is two-fold: provide an overview and a discussion 
about the available datasets and provide brief guidelines to help researchers when 
selecting or creating datasets.  
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This work takes place in the context of the FEOGARM project [5]. The goal of 
FEOGARM is to provide a comprehensive framework for facilitating gesture evalua-
tion and recognition methods. A dataset for gesture recognition has been publicly 
released in this context [6]. 

2 Related Works 

Several surveys have already addressed topics related to datasets although most of 
them have mostly considered the field of human action and activity recognition; only 
short sub-sections were addressing the gesture recognition domain. A recent and in-
formative survey addressed the topic of datasets for activity recognition but explicitly 
omitted datasets focusing solely on gesture recognition in order to narrow the survey 
[3]. Another survey addressed the methods, systems and evaluation metrics for vision 
based human-activity recognition to detect abnormal behaviors in videos streams, a 
subset of activity recognition called surveillance systems [7]. Large surveys of the 
activity recognition domain are also available [8,9], resuming the taxonomies, tech-
niques, challenges and listing the datasets for full-body activity recognition. In [10], a 
survey of the datasets for action recognition are presented, a domain at the frontier 
between activity and gestures. In [11], the datasets available for pose estimation and  
tracking are listed and discussed; the need for common standards in the domain is 
strongly highlighted. These surveys provide a good overview of the human activity 
and action recognition field, although they do not address directly gesture recognition.  

The surveys that specifically addressed the field of gesture recognition have mostly 
considered three perspectives: the topic of gesture recognition in general [12,13], the 
specific topic of hand gestures for human-computer interaction [14,15] and the topic 
of sign language [16]. None of these surveys focused on the specific topic of the ex-
isting datasets for gesture recognition. A few research papers have addressed topics 
such as modeling, building and using datasets in the context of gesture recognition. In 
[17], they presented a framework based on databases for gesture recognition. They 
developed an ASL and hand shape real-time recognition systems based on compari-
sons with examples of images stored in their databases. The developed method dem-
onstrated the ability to search a gesture database fast enough for real-time gesture 
recognition applications. However the low accuracy rate of the recognition system 
was not satisfactory and required some additional work. In [18], they discussed and 
highlighted some important modeling considerations when creating a database for 
hand gesture recognition in the context of natural interfaces. They identified the re-
quired assumptions to create an effective database: naturality of the gesture set, size 
of the set, a precise analysis of the potential effects of the recording conditions and a 
precise description of the acquisition process. They also stated the importance of re-
cording the data with multiple sensors as a way to achieve independence from the 
acquisition conditions; they notably promote motion capture systems and video cam-
eras. Finally, in [19], they study the impact of the semiotic modalities such as text, 
images or videos, which are used to instruct the subjects, on the quality of the  
performed gestures. They also illustrate the importance to balance correctness and 
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coverage properties of a gesture dataset in order to obtain the best recognition perfor-
mances with machine learning algorithms. The study demonstrated that video instruc-
tions promote correctness while texts and images together are best for coverage; the 
latter also giving a strong sense of freedom to the subjects. Gesture datasets are also 
slowly moving away from research and spread to the commercial market; for exam-
ple, ARB Labs [20] has recently started a company based on a gesture dataset and the 
related acquisition software. 

3 Survey 

This section presents the main datasets that have been employed or developed for the 
field of gesture recognition these last years. The datasets are presented through two 
chronologically ordered tables: Table 1contains the general information and a short 
description for each datasets. Then Table 2 resumes the main technical characteristics 
and categorizes the datasets according to the three main types of ground truth annota-
tions. Note that older datasets have been omitted due to the important changes in data 
quality and on the types of sensors employed. This survey has also been limited to 
datasets containing gestures mostly involving hand(s) and arm(s) motion. 

The Table 1 provides an overview of the 15 reviewed datasets. The table presents 
the name or acronym of the datasets and their reference paper. The number of cita-
tions for the reference papers, which have been retrieved from Google Scholar the 
03.02.2014. Two of the papers have more than one hundred citations. The placement 
of the sensor(s) indicates if the sensor was placed in the environment or on the user. 
The sensors and their placement are rather constant amongst reviewed datasets. Most 
datasets rely on a single video camera at a fixed location in the environment. Only a 
couple of datasets used alternative setups such as multiple video cameras or a combi-
nation of environmental and wearable sensors. Only two datasets are based on envi-
ronmental and wearable data. The ChAirGest dataset uses a combination of RGB-D 
camera fixed in the environment and inertial motion units (IMU) located on the arm 
of the user. The 6DMG dataset uses a combination of hand-held controller and optical 
tracker to obtain both the motion of the hand and its position in the space. Such setup 
enables the comparison or the fusion of both approaches on common material. The 
quality of information depicts the amount of documents, description and information 
which have been provided with a dataset. Such documentation can be very important 
to understand and use a dataset. Large variations can be observed between datasets. 
The types of gestures distinguish the gesture vocabularies present in the datasets. Da-
tasets are either taking their vocabulary from existing ones such as sign language [21], 
cultural signs [22] or military gestures [23] or creating original vocabularies. Numer-
ous datasets uses their own vocabulary of gestures which are thought for specific 
applications or domains such as gaming [24] or human-computer interaction [6]. 
These vocabularies usually rely on iconic gestures which imbue a correspondence 
between the gesture and the reference, symbolic gestures which are highly lexicalized 
and metaphoric gestures which correspond to an abstract representation. 
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Table 1. This table provides a general description of the most recent datasets for human gesture 
recognition. Notation for; for the information: from poor (1) to very good (5); and finally for 
the availability: Public, Public on Request or Not Yet. 

N
am

e 

Year 

Citations 
(03.02.2014) 

Sensors 
placem

ent 

Inform
ation 

Types of 
gestures 

Purposes &
 

D
escription 

A
vailability 

3DIG [25] ‘13 1 Environment 2 Iconic 
Recognition of iconic gestures where 
subjects were free to perform their 
own gesture to depict each object 

P 

ASL Dataset [21] ‘13 - Environment 5 
Sign  

language 

American sign recognition. 
Evaluation of hands detection & 

tracking. Acquisition still on-going.  
NY 

CGD2013 [22] 
ChaLearn Dataset 

‘13 2 Environment 5 Metaphoric 
Multimodal gesture recognition of 

cultural Italian gestures accompanying 
speech. Challenge-related dataset 

P 

ChAirGest [6] ‘13 1 Env. & wear. 5 
Iconic

 & 
 metaphoric 

Gesture spotting & recognition from 
multimodal data in the context of 

close HCI. Challenge-related dataset 
PR 

SKIG [26] ‘13 5 Environment 3 
Iconic  

& 
 metaphoric 

Improve gesture recognition from 
RGB-D data, notably with different 

illuminations.  Hand gesture recogni-
tion seen from above 

P 

6DMG [27] ‘12 2 Env. & wear. 5 
Iconic 

 & 
 metaphoric 

Explore gesture recognition from 
implicit & explicit data. Subjects 

performed the gestures with a Wii-
mote in their right hand  

P 

MSRC-12 [19] ‘12 21 Environment 5 
Iconic

 &  
metaphoric 

Gesture recognition from the skeleton 
data. Study the motion variation 
across users with skeleton data 

P 

G3D [24] ‘12 7 Environment 5 Iconic  
Gaming actions and gestures recogni-
tion & spotting. Specifically designed 
to improve gaming without controller  

PR 

MSRGesture3D [28] ‘12 17 Environment 3 
Sign  

language 

Sign language recognition from hand 
depth data. Only the segmented hand 

sections of the images are provided 
P 

CGD2011 [29] 
ChaLearn Dataset 

‘11 17 Environment 5 
Iconic

 &  
metaphoric  

Improve one-shot learning for recogni-
tion.  Challenge-related dataset. The 

competition had a large success. 
P 

NATOPS Aircraft 
Handling Signals 

Database [30] 
‘11 26 Environment 5 

Metaphoric & 
symbolic  

(Real vocabu-
lary) 

Body-and-hand tracking & gesture 
recognition requiring both body and 
hand information to distinguish ges-

tures 

PR 

NTU Dataset [31] ‘11 68 Environment 2 
Metaphoric & 

symbolic poses 

Hand pose & shape recognition in 
cluttered conditions. Only contains 

static images, no motion. 
P 

Keck Gesture  
Dataset [23] 

‘09 153 Environment 4 

Metaphoric & 
symbolic 

(Real vocabu-
lary) 

Military gestures performed with 
perturbations in the background. 

Designed to evaluate gesture recogni-
tion and spotting in harsh conditions.  

P 

ASLLVD [32] ‘08 17 Environment 4 Sign language 

A reference database in automatic sign 
language recognition and spotting 

with data captured from several 
viewpoints. 

PR 

CHGD [33] 
(Cambridge Hand 
Gesture Dataset) 

‘07 136 Environment 4 Metaphoric 

Hand segmentation & gesture recogni-
tion in varying illuminations condi-
tions. It only contains sequences of 

images. 

P 
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Although most datasets span on multiple gestures types, some dataset focus on a 
specific type. For example the approach of 3DIG dataset focusing on iconic gestures 
is interesting: the subjects were free to perform the gesture of their choice to depict a 
specific object; the classification goal being to recognize the depicted object. Such 
approach generates large variations within a class which complexifies the recognition. 
Then the purposes and a short description of the datasets are provided to better cha-
racterize each dataset. Finally the last column shows the current availability of each 
dataset. In this survey, all the presented datasets are available online either publicly or 
on request, except one which was not yet available. Generally datasets are available 
on request due to image rights of the recorded subjects; researchers have to sign an 
End-User License Agreement (EULA) to obtain a dataset. This EULA ensures that 
researchers will preserve the data of the subjects. Only one of the reviewed datasets is 
available commercially and has not been listed in the tables due to the lack of infor-
mation about it [20]. Note that for some datasets, notably the ones used in challenges, 
only around 75% percent of the instances are publicly available, the remaining is kept 
private to safely evaluate the performances of the algorithms developed by the chal-
lengers. 

The Table 2 resumes the main technical characteristics of the reviewed datasets. It 
resumes the body-parts that are involved in the gestures to recognize. The reviewed 
datasets are quite heterogeneous in that respect, spanning from single hand to full-
body. For example, the gestures from the CGD2011 dataset could be recognized only 
by having the information from the two hands and arms. The sensor view-point indi-
cates the position(s) of the video sensor(s), when applicable, with respect to the sub-
jects. Most datasets use a front-view, with the sensor in front of the subject. However 
a couple of datasets use a top-view, with the sensor above the user and facing down-
ward, which greatly simplifies hand recognition from the images. A few other data-
sets use different approaches: a trade-off between top and front view for the ChAir-
Gest dataset which uses a sensor inclined at 45° or multiple simultaneous view-points 
for the ASSLVD dataset. A single dataset contains a moving camera in order to eva-
luate algorithms in difficult conditions. The subject stance corresponds to the position 
of the user during the recording.  For most datasets, subjects were standing in front of 
the camera, although in a few datasets, subjects were sitting on a chair which implies 
interaction with whole or part of the upper-body. The Keck Gesture Dataset is the 
only reviewed dataset containing subjects who are moving during the interaction; a 
very challenging recognition task. Finally the more classical characteristics: the num-
ber of subjects who are available in the data, the number of distinct classes (gestures) 
and the total number of instances. In general, the more subjects, classes and instances, 
the better. However, it is usually important to have a high ratio between the number of 
instances and the number of classes to properly train machine learning algorithms. 
Then the sensors used to acquire the data are described. The Kinect-based dataset 
have not all recorded each of the streams from the sensor; Kinect being a multimodal 
sensor, it provides color and depth stream, the approximate position of the subject’s 
body-parts through a skeleton representation and the sound. Non video-based sensors 
include inertial motion units (similar to motion sensors embedded in phones, smart-
watches and smart-bands), Optical tracker or Vicon system for motion capture or a 
Wiimote+ controller from Nintendo. The next column indicates the resolution for the 
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sensors based on videos. An increase of the resolution through the years is clearly 
observable. Higher resolution implies more information in the image but also more 
processing time when processing an image. The frequency is indicated for all men-
tioned sensors, when applicable. Similarly to the resolution, a higher frequency means 
more information but increases processing time and data storage size; many algorithm 
implementations artificially down sample the frequency for real-time applications. 
However, a high frequency is important in order to capture all the information during 
rapid movements. Finally the size of the datasets in Gigabytes (GB) usually results 
from the previous choices and can largely vary across datasets.  

Table 2. This table provides technical information about the most recent datasets for human 
gesture recognition. Notation for body-parts: Full-Body, Upper-Body, Hand and Arm; for the 
sensor-view: Front-View, Top-View, Lateral-View and Moving-View; for the user stance: 
Standing, Sitting and Moving; for the Kinect sensor: Color, Depth, Skeleton and Sound.  

N
am

e 

Body-parts 

Sensor view
 

Subject stance 

Subjects 

Classes 

Instances 

Sensors 

Resolution 

Frequency [H
z] 

Size [G
B] 

Ground truth 

Label 

Tem
poral 

Spatial 

3DIG [25] HA FV St. 29 20 1739 KinectCDS 640x480 30 852 X   
ASL Dataset [21] UB FV St. 2 1300+ 1300+ KinectCDS 640x480 25 ? X X X1 

CGD2013 [22] 
ChaLearn Dataset 

UB FV St. 27 20 13000 KinectCDSSo 640x480 20 272 X X  

ChAirGest [6] HA 
FV 
45° 

Si. 10 10 1200 
KinectCDS 

4 IMU 
640x480 

- 
30 
50 

1000
32 

X X  

SKIG [26] H TV Si. 6 10 1080 KinectCD 320x240 10 1.22 X   

6DMG [27] H - - 28 20 5600 
Wiimote+  

Optical tracker 
- 60 0.02 X X X 

MSRC-12 [19] FB FV St. 30 12 6244 KinectS - 30 0.2 X X3  
G3D [24] FB FV St. 10 20 600 KinectCDS 640x480 30 472 X X  

MSRGesture3D [28] H FV - 10 12 336 KinectD 130x130 20 0.03 X   
CGD2011 [29] 

ChaLearn Dataset 
2HA FV St. 20 30 50’000 KinectCD 320x240 10 

30 
52 

X X X1 

NATOPS Aircraft 
Handling Signals 

Database [30] 
UB FV St. 20 24 9600 

Stereo Cam. 
Vicon1 

320x240 20 19 X X X1 

NTU Dataset [31] H FV Si. 10 10 1000 KinectCD 640x480 - 0.1 X   
Keck Gesture  
Dataset [23] 

2HA 
FV 
MV 

St. 
Mo 

3 14 294 Color Cam. 640x480 15 0.15 X X  

ASLLVD [32] UB 
3FV 
LV 

St. 6 2700 3300 
4 Color 

Cameras 
640x480 60 1.62 X X  

CHGD [33] 
(Cambridge Hand 
Gesture Dataset) 

H TV Si. 2 9 900 Color camera 320x240 ? 1 X  3 

When working with video, many datasets offer a couple of data qualities: raw or 
compressed/encoded qualities. Encoding video dramatically reduces the size of the 
data with only a partial loss of information but a large gain in download, loading and 
processing times. The types of ground truth present in the datasets have strong impli-

                                                           
1  Only for part of the data. 
2  The data has been encoded or compressed. 
3  Only the start event of gestures has been temporally labeled. 
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cations on the type of algorithms that may be trained and evaluated. Therefore this 
information has been used as a way to categorize the datasets. In this work, datasets 
are grouped in three non-exclusive incremental categories: recognition, spotting and 
tracking. This categorization allows the definition of the potential usage(s) of the 
dataset. Gesture labels are normally always provided because they allow recognition 
algorithms to be trained and evaluated. Spotting algorithms require temporal segmen-
tation which corresponds to annotate the time at which gestures occur. Finally track-
ing algorithms require the labeling of the positions of the body-parts of interest in all 
frames, also called spatial segmentation. Temporal and spatial segmentation may 
involve several levels of accuracy. Temporal segmentation can be provided as an 
ordered list of appearance of the gestures or as accurate start and stop timestamps. 
Similarly, spatial segmentation can be provided as an approximate position of body-
parts using bounding boxes or as an accurate position in the 2d/3d space. Bounding 
boxes are generally used for body-parts detection and segmentation while accurate 
positions are used to evaluate tracking algorithms. This categorization appears on 
both tables; it is represented in Table 1 by the bolded terms in the description of the 
main purposes of the datasets and can be inferred from the three types of ground truth 
shown in Table 2. Temporal segmentation is provided for most of the datasets; al-
though several datasets only provide the gesture ordering. Spatial segmentation is 
rarely provided and when provided, it is generally only for a small percentage of the 
data. The 6DMG dataset provides an accurate spatial segmentation which has been 
acquired using an optical tracker. This approach is generally not considered valid 
when acquired concurrently with video streams due to visual artifacts on the images 
resulting from markers attached to the subject. 

4 Discussion 

The number of datasets released in the domain of gesture recognition has largely in-
creased these last years, simultaneously with the regain of interest for human gesture 
recognition. The transition from color cameras and stereo cameras to single multi-
modal sensors capable of providing color and depth images and body-joint position is 
clearly visible in Table 2. Although the number of citations may seem a good indica-
tion of the popularity of a dataset most of the reviewed papers introducing a dataset 
are focused on novel recognition algorithms rather than the dataset itself. This tends 
to bias the number of citations about the dataset itself. Most of the reviewed datasets 
have been developed to explore one or several specific contexts; general-interest data-
sets have currently not been explored. These contexts can concern the type of gestures 
involved: gaming, iconic, metaphoric, deictic or sign language; the types of algo-
rithms that can be applied: static or dynamic gesture recognition, one-shot learning, 
spotting, body-part segmentation or tracking or the type of input data: implicit or 
explicit, depth, color, body-joint position or acceleration data. The type of ground 
truth available for each dataset is related to the intended algorithm(s) and on the 
available “man-power” dedicated to manage the dataset. Indeed, ground truthing of 
datasets remains problematic. In theory and practice, a dataset is considered better if it 
contains more annotations. However, the ground truthing task is generally performed 
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manually by one or more expert annotators and may consume a lot of time and/or 
money depending on the amount of data to annotate and the precision level of the 
desired annotations. Some automatic, semi-automatic and crowd-sourced systems and 
methods are being explored to solve this problem; however first results tend to show 
problems in accuracy [34]. Notably, temporal segmentation and spatial segmentation 
of body-parts can be particularly costly to provide. Note that accurate spatial segmen-
tation can be provided automatically using expensive and cumbersome motion cap-
ture systems at the cost of visual artifacts in video streams. The Skeleton data from 
the Kinect has been used and considered as a marker-free tracking system in a re-
search paper based on MSRC-12. Although this can be valid for an approximate study 
of motion [19], the problems of accuracy and lost-of-tracking should not be neglected 
when evaluating tracking algorithms. 

Another interesting and surprising information than can be observed from the re-
viewed datasets is the limited number of multi-sensors datasets; only two datasets 
contains multiple sensors: 6DMG contains inertial and motion capture data thus pro-
viding both implicit and explicit data. Similarly, the ChAirGest contains data from 
two popular sensors (Kinect and IMU). Although having multiple sensors may require 
more development on the acquisition software and complexify the acquisition proce-
dure, the added value to the dataset can be worth it and may lead to innovative re-
search directions [35]. The Kinect sensor is a multimodal device in itself as it pro-
vides image, depth, approximate body-joints positions and sound which greatly re-
duces problems of synchronization between sensors. Additionally, comparison me-
thods for the performance of algorithms based on multimodal data must be carefully 
designed and defined. A discussable example is the ChaLearn 2013 challenge, which 
was relying on all modalities provided by a Kinect sensor. The best results of the 
challenge have been obtained by algorithms relying mostly on speech although the 
task was to recognize the gestures [22]. Even if this is not incorrect, it illustrates the 
importance of producing well designed vocabularies, datasets and tasks in order to 
prevent such shortcuts. Multimodal datasets also provide a way to prove quantitative-
ly that some technologies, sensors, data or algorithms may be better suited for recog-
nition than others depending on the conditions. Multimodal datasets for gesture rec-
ognition enable researchers to perform quantitative comparisons of modalities and 
combination of modalities on common data. 

Most of the reviewed datasets have been first developed for internal projects and 
then released publicly. However datasets specifically and carefully designed for ben-
chmarking and comparisons purposes gain more and more interest in the research 
community. This interest promotes challenges and workshops organized around data-
sets. Indeed, challenges provide a few advantages such as ensuring that participants 
can compare their results with a guarantee of validity and fairness and incentive for 
researchers to compete on similar data and goals. 

5 Guidelines 

This section contains the guidelines that have been developed to help researchers 
during the task of selecting or creating datasets.  
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Selecting a dataset that fits perfectly your needs is not a trivial task and often im-
plies several considerations. Two approaches are distinguished in this paper: re-
searcher and developer .A researcher usually needs a dataset for the evaluation of a 
new algorithm in order to prove its validity and performances compared to others. 
The developer usually needs data to provide a rapid and constant solution for testing 
and optimizing his platform and existing algorithms during the development phase, 
before starting the tests in real conditions. The following guidelines have been de-
vised for researchers desiring to find a dataset suiting their needs. 

• Task: The first selection depends on the task of the intended algorithm (recogni-
tion, spotting or tracking). Note that adding the missing ground truth information to 
a dataset might be feasible in certain cases and would probably be welcomed by 
any dataset author.  

• Requirements of algorithm: an algorithm implementation generally relies on 
specific data and features which may be related to certain types of sensors or data 
types (body joint, depth information, acceleration, etc.).  

• Situation and interaction setup: the interaction setup such as the position of vid-
eo-based (front-view, top-view, etc.) and user conditions (standing, sitting, mov-
ing, etc.) must be clearly defined.  

• Types of gestures: some gestures vocabularies may not be suited for all algo-
rithms. Subtle gestures involving limited motion of hands and finger might yield 
problems for an algorithm initially intended for full-body gesture recognition.  

• Classes and instances: a dataset with more classes is usually more interesting at 
the condition that it has enough instances of each class to train and validate the 
your algorithms. A dataset with many classes and very few instances is generally 
not usable for most machine learning algorithms.  

• Practical tests: Researchers should download, when possible, small portion of the 
selected datasets and then visualize and test the data to take their final decision. 

Once the selection finished, researchers should try to take advantage of all the poten-
tial of the dataset. When multiple recording conditions are available, the performances 
of the algorithm for each available condition should be evaluated. Specific evaluation 
metrics are often imposed, specifically in challenges; researchers should take this into 
account during the optimization of their performances. Similarly, challenges generally 
impose specific recognition task(s), if a developed algorithm does not fit exactly the 
task; researchers should not hesitate to contact the organizers as some alternative 
solutions can often be found. 

Creating a dataset is also a complex task which involves many hours of work. The 
researcher creating a dataset should always keep in mind the possibility of releasing 
the dataset publicly at the end of his work. Indeed the time spent to record a dataset 
may quickly become very long and the dataset could be valuable to other researchers. 
The following brief guidelines should give an insight of the main tasks when creating 
a dataset. 

• Careful design: The initial design of the dataset is very important. All the desired 
characteristics and recording conditions should be well defined and thought before 
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starting the implementation. The dataset should aim for novelties compared to ex-
isting datasets as previously outlined in this paper. 

• Software development: Several frameworks provide tools to record simple data-
sets with standard sensors. For more complex scenarios, specific development is 
usually required. Several frameworks accept the addition of custom plugins.  

• Acquisition methodology: the acquisition methodology should be accurately de-
fined simultaneously with the software development. A well-defined methodology 
simplifies the acquisition process. Consider automatizing all the possible processes 
such as gathering of subjects data, labeling of conditions or ground truthing.  

• Acquisition: The acquisition data is a time-consuming process. Before starting real 
acquisition with subjects, the setup should have been thoroughly tested several 
times in real conditions to ensure the validity of the final recordings. When possi-
ble, acquire the data with the highest possible quality and then convert it to lower 
quality for public release. 

• Annotation and Verification: Once the dataset has been recorded, perform ma-
nual or automatic annotation and verifications on the data to ensure absence of er-
rors. Finally apply a few well-known algorithms on the dataset before release it in 
order to provide a baseline to researchers. 

• Documentation: A good documentation and description of the dataset is important 
for a public release of the dataset. The acquisition setup and the data should be pre-
cisely described.  

6 Conclusions 

This paper filled a void in the literature by providing a survey of the available datasets 
for the field of gesture recognition, a sub-domain of human actions and activity rec-
ognition. The survey provided a comprehensive description of the main publicly 
available datasets, exhibiting their characteristics, potential usage and highlighting 
their strengths and weaknesses through two tables. The categorization of the datasets 
provided a clear distinction between them. This distinction has been based on the 
usability of the datasets for the different algorithms involved in the gesture recogni-
tion. The survey and discussion also highlighted the current design space of the exist-
ing datasets and hinted at potential perspectives and challenges for the future datasets 
such as multimodal and multi-sensors approaches, automatic ground truthing methods 
and common standards. The discussion outlined the evolution of gesture recognition 
datasets and highlighted the importance of the presented characteristics through ex-
amples. The lack of documentation and information has also been highlighted as a 
major problem in most reviewed datasets. Finally, brief guidelines have been pro-
vided on the main notions and facts researchers should keep in mind when selecting 
or creating datasets for research.  
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Abstract. For the International Public, ancient historical and “journalistic” 
texts, such the “Peloponnesian War” of the Ancient Greek historian 
Thucydides, may allow an insight for the understanding of current international 
political and economic relations. The present approach targets to facilitate the 
accessibility of such texts for non-experts in the International Public, with no 
knowledge of the ancient language concerned, especially journalists, translators 
and students. The possibility of directly accessing text content and viewing 
features, as close as possible to the original text is attempted to be achieved 
here, using predefined sublanguage-specific keywords and Universal Words. 

Keywords: Ancient Greek, keyword ontology, Universal Words, International 
Public, online Machine Translation. 

1 Introduction and User Requirements  

For the International Public, ancient historical and “journalistic” texts, such the 
“Peloponnesian War” of the Ancient Greek historian Thucydides, may allow an 
insight for the understanding of current international and national political affairs and 
international political and economic relations. However, the content of original 
ancient historical and “journalistic” texts is typically accessible to scholars and other 
categories of experts, requiring specialized knowledge and command of the ancient 
language concerned. The present approach targets to facilitate the accessibility of 
such texts for non-experts in the International Public, especially journalists, 
translators and students, taking into account basic problems clustered around User 
Requirements [10]. The possibility of directly accessing the content of these texts and 
to view features as close as possible to the original text is attempted to be achieved 
here. Queries based on conventional information extraction strategies may be 
successful in retrieving concrete information within the “Who/What-When-Where-
(How)” framework [4] [6], such as names, events (for instance, battles or treaties) and 
places. However, diplomacy, especially international politics and bilateral relations of 
the past, mentalities and attitudes of politicians and military men of the past, as well 
as reactions of citizens to policies in the past constitute complex information that is 
difficult to be automatically retrieved (Problem 1). An additional problem is that some 
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information may be partially or wholly omitted in one target language but may be 
successfully retained and transferred in another target language, mostly due to the 
linguistic parameters of the language concerned, but also due to the individual style of 
the translator (Problem 2). This is of special importance in cases where languages 
from diverse language families are concerned, such as English, Chinese and Ancient 
Greek. An additional problem of the texts of Thucydides, as well as other Ancient 
Greek texts, is the extensive use of pronouns and other forms of anaphora and 
context-dependent expressions, which pose difficulties for the direct access to 
information with conventional information extraction methods (Problem 3). 

Specifically, the basic issue to be addressed here is the possibility to access 
complex information in the Ancient Text related to diplomacy and to compare it to 
passages from online journalistic texts (1) and to directly find out respective passages 
in the original texts along with a translation in English (2) as well as a second type of 
translation containing structures close to the original text, minimizing language-
specific interference and parameters of translations (3). The latter possibility (3) 
provides a closer look to the content and structure of the original text and is less 
dependent on language-specific parameters interfering in the English translation.  

The present approach concerns the integration of expert knowledge within a 
System-controlled framework for the detection of information concerning diplomacy, 
especially cause and result relations contained in the online Ancient Text. The module 
presented here is designed to make use of already-existing tools and mechanisms, the 
construction of a database and interface with low computational cost, combined with 
expert knowledge and sublanguage – specific parameters. For the handling of topics 
related to complex information such as “Diplomacy”, expert knowledge and 
sublanguage – specific parameters are put to use to constitute a framework replacing 
conventional information extraction methods and statistically-based approaches [1]. 

2 Design and User Interaction 

2.1 Overview and Design  

The proposed approach is designed to work within a framework of a partially 
implemented interface and database, intending to respond to queries regarding 
diplomatic and political problems, their resolution, correct or bad decisions, mistakes 
and socio-cultural phenomena related to politics. The proposed interface and database 
is specially constructed in respect to the sublanguage of the texts of Thucydides 
“Peloponnesian War” and is linked to the available translations in English and in 
formal Modern Greek or “Katharevousa”, a “compromise” between Ancient Greek 
and the Modern Greek used in literature and official documents, especially before the 
1980’s.  In the present approach, the “Katharevousa” translation plays the role of the 
so-called “Buffer” translation. Specifically, these translations are the English 
translation by Welsh writer Richard Crawley (1840-1893) [11] [13] and the “Buffer” 
translation, namely the translation in Katharevousa Greek by Eleftherios Venizelos 
[9] [12] converted in English by Google Translate. 
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The approach proposed here is based on a set of ontologies interacting with the two 
corpora, namely the English and Katharevousa Greek translation. These ontologies 
are sublanguage-based and aided with the additional use of “Universal Words” [7] [8] 
[14], used within the UNL framework of the United Nations Research project (The 
UNDL Foundation). The use of “Universal Words” reinforces the access to the 
multiple keyword search for the International Public, due to the fact that the 
“Universal Words” are based on a strictly language-independent structure, enabling 
the processing of languages as diverse as, for example, Chinese, Arabic, Hindi, 
Japanese, Russian, German, English, French, Portuguese and Greek. The use of 
“Universal Words” is proposed as an option for the International Users to enable the 
use of the sublanguage-based ontology and interface in their own native language.  

The proposed and partially implemented module may be characterized by a 
minimal requirement of tools. Specifically, it makes use of the following online tools: 
(1) the text corpora of the Portal of the Ancient Greek language, of the Institute of the 
Greek language in Thessaloniki [12], (2) the available online translations of Richard 
Crawley (English) in websites such as the Internet Classics Archive of the 
Massachusetts Institute of Technology [13], (3) the online Machine Translation 
System: Google Translate, as well as (4) “Universal Words” [14].  

The present approach concerns a combination of two search mechanisms: the 
“Buffer” translation and the multiple keyword ontology [1]. The first search 
mechanism is based on the alignment of the original Ancient Text and the English and 
Katharevousa Greek (“Buffer”) translations, where numbered text passages (average 
length: 5 – 10 lines) act as pointers to text content. 

The second search mechanism is based on the use of multiple keywords derived 
from both types of corpora, the English translation and the Katharevousa Greek 
(“Buffer”). The keyword types are English, chosen according to the features of the 
sublanguage of politics and diplomacy. Specifically, the keywords include proper 
nouns (including names of persons and places), sublanguage-related terms related to 
“Facts” (for example “battle”, “treaty”) as well as sublanguage-related expressions 
with specific features related to the notion of “Diplomacy”. The searched elements 
also include a group of specified conjunctions constituting pointers to causal relations, 
such as “because”, “due” and sentence-initial “for”, as well as conjunctions describing 
their connection to them, such as “and” and “or”. 

The search mechanisms presented here are specially engineered for complex types 
of queries in the sublanguage of politics and diplomacy, since search in respect to 
simple queries such as basic facts may be restricted only a (English) translation. For 
complex queries in respect to information related to “Diplomacy”, the search is 
performed on both translations (corpora). In particular, the searched elements are 
detected at text passage level. When the passage containing the searched elements is 
detected, the User is presented with the (numbered) passage of the English translation 
and the Katharevousa “Buffer” translation, with the numbered corresponding passage 
of the Ancient Text. In particular, the search for the keywords and the respective 
pointers to Cause-Result relations is designed to be based on maximally four elements  
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(sublanguage-specific keywords and UWs) (Figure 1), combined with  a Cause-Result 
conjunction. The multiple words may be retrieved by available software or 
programmed with the use of the “grep” function [2]. Since the formulation of these 
concepts may not be easy to access, the dialog box of the interface assists the User to 
choose the keywords from a list, corresponding to a multiple keyword ontology 
presented here. The keyword database concerns the multiple keywords derived from 
the two corpora, the translated English text [11] and the processed Katharevousa 
Greek “Buffer” translation translation [9]. The sets of keywords are derived from the 
study of the sublanguage of Thucydides text. The maximal size of the database 
constructed on ontological principles is designed to comprise about 300 entries.  

 
 

                      FACT /DIPLOMACY (max. 2 keywords/UWs) 
SEARCH :      conj (CAUSE) {+ “and”/”or”} 
(5 – 10 lines)   FACT /DIPLOMACY (max. 2 keywords/UWs) 

 
 

Fig. 1. Search mechanism with multiple keywords 

2.2 User Interaction  

User interaction may be described in two basic steps and an optional step. 
Specifically, the User is presented with the following features linked to the (a) one or 
more online journalistic texts obtained from the websites of the news networks: (b) 
the original Ancient Text, (c) the translations of the original Ancient Text and (d) an 
interface with queries presenting possible choices to the User. In the first step, the 
User reads the online journalistic text or texts (a), for instance, in English. The User 
selects the group of words related to the online journalistic text and types them in the 
interface of the module (d). Search is performed in respect to passages in the texts 
containing the search words in the two translations. The words from the User’s query 
are matched to the respective word-group of a keyword database, a multiple keyword 
ontology constructed with keywords from the English translation and the “Buffer” 
translation. If there is no match, the module becomes interactive and presents all 
alternative options (System: “Please select from the following list of words, which 
best describes your query”). For the International Users who wish to use the 
sublanguage-based ontology and interface in their own native language, the Universal 
Words presented in the interface may be used as a stepping stone to access the 
multiple keywords related to “Diplomacy” and connected to Cause-Result relations 
and respective passages in the translated and original Ancient Texts. 

In the second step, the module presents the passages of the Ancient Text (b) 
appearing next to the online journalistic text(s). The Ancient Text is presented with 
the respective English translations (c), namely the available online English [13] 
translation and the English conversion of the “Buffer” translation of Katharevousa  
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Greek, which may contain additional elements not present in the available online 
English translation, allowing an approximate evaluation of the content from both 
translations or possible comparison to translations in a third language, other than 
English. In the optional third step, the User may view the original and the partially 
edited Greek translation in Katharevousa Greek.  

3 Search Mechanisms  

3.1 Corpora Alignment   

The first search mechanism concerns an approach including the so-called “Buffer” 
translation in Katharevousa Greek by the prominent Greek statesman and political 
leader Eleftherios Venizelos (1864-1936), published in 1940 in the University of 
Oxford, after his death [9]. The translation is very close to the original Ancient Greek 
text, however, it explicitly presents most of the information implied by pronouns and 
other forms of anaphora and context-dependent expressions in the original Ancient 
Greek text. Thus, the translation by Eleftherios Venizelos [9], provided online by the 
Portal of the Ancient Greek language, of the Institute of the Greek language in 
Thessaloniki, Greece [12], is the corpus on which the multiple keyword-based 
database and link to the English translation is based. It should be stressed that due to 
the fact that the available translation in Katharevousa Greek minimizes (but does not 
eliminate) the extensive use of pronouns, other forms of anaphora and context-
dependent expressions, it facilitates the direct access to the text content with the use 
of the sublanguage-specific keywords related to “Diplomacy”. We note that in the 
“Buffer” translation, more causal relations are visible with pointers such as “due” 
(Figure 2), which might not be available in an original English translation. 

For the quick and efficient access to the translation, the translation in English [11] 
was numbered and matched to the pre-existing number of each corresponding passage 
in the “Buffer” [9] translation and the linked Ancient Text. The same number is given 
to the corresponding English translation. This task was a manually performed process 
requiring a command of English and knowledge of the Katharevousa Greek language. 
It should be stressed that in the Portal of the Ancient Greek language, the available 
translation by Eleftherios Venizelos presents marked passages with the same number 
as the corresponding passages in the original Ancient Text.The aligned English Text 
and the “Buffer” translation concern the first search mechanism, where search is 
performed at a numbered text passage level. For the possibility to be processed by 
Google Translate, the “Buffer” translation was submitted to minimal necessary 
processing, namely, a partial editing with a simple “replace” function [1] as well as a 
pre-translation/default correction of selected words related to the “Diplomacy” word 
group presented below. The editor also starts a new segment with the negation “den” 
(“δεν”), due to observed translation errors by Google Translate.  
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English Translation: (Crawley, 1903) 

[6.24.1] With this Nicias concluded, thinking that he should either 
disgust the Athenians by the magnitude of the undertaking, or, if obliged to 
sail on the expedition, would thus do so in the safest way possible. 

Google-Translate (Katharevousa text) 
[6.24.1] That said Nicias, thinking that due to the number of necessary 
supplies will either prevent the Athenians from the campaign or, if forced 
to go to war would sail with the utmost safety. 
Μinimally preprocessed Katharevousa text 
[6.24.1] Τούτο είπε ο Νικίας, νομίζοντας, ότι λόγω του πλήθους των 
αναγκαίων εφοδίων είτε θα απέτρεπε τους Αθηναίους από την εκστρατεία, 
είτε, εάν αναγκάζεται να εκστρατεύση θα έπλεε με την μεγαλύτερη δυνατή 
ασφάλεια.  
Katharevousa Translation: 

[6.24.1] Ταύτα είπεν ο Νικίας, νομίζων, ότι δια του πλήθους των 
αναγκαίων εφοδίων ή θα απέτρεπε τους Αθηναίους από την εκστρατείαν, 
ή, εάν ηναγκάζετο να εκστρατεύση, θα εξέπλεε με την μεγαλητέραν 
δυνατήν ασφάλειαν.  
Original Ancient Greek Text: 
[6.24.1] Ὁ μὲν Νικίας τοσαῦτα εἶπε νομίζων τοὺς Ἀθηναίους τῷ πλήθει 
τῶν πραγμάτων ἢ ἀποτρέψειν ἤ, εἰ ἀναγκάζοιτο στρατεύεσθαι, μάλιστ’ 
<ἂν> οὕτως ἀσφαλῶς ἐκπλεῦσαι· 

 

Fig. 2. Aligned Ancient Greek Text and Translations 

3.2 Multiple Keyword Ontology   

The multiple keyword ontology (max. size 300 words) may be divided into two basic 
categories: (A) Facts and (B) Diplomacy. The category of Facts contains a small 
group of sublanguage-related keywords related to events such as the concept “war”, 
“battle”, “event” ,”incident”, “treaty”, “ally” “side” and “speech” (approximately 40 
words) as well as an open list of proper names, easily accessed with the conventional 
search using names of people, places and dates [1]. The “Facts” and “Diplomacy” 
word group are both connected to the Universal Word Framework, whose use is 
proposed connect sublanguage-specific concepts from both ontologies to each other. 
The search performed includes the relation of two or more of these concepts in 
respect to the Facts (“Subject”) word group. Two additional word groups are 
signalized, not belonging to the keyword ontology, namely (a) a set of function words 
expressing “Cause-Result” relations (conjunctions and adverbials) connecting the 
“Facts” and/or “Diplomacy” words to each other and (b) a set of words expressing 
quantity and quality, such as “many”, “few”, “good”, “bad”, “large” and “small”. 

To access and to cover the most commonly occurring types of information related 
to the subject field of “Diplomacy and other forms of explicitation [3] [5] in the 
Ancient Text, the category of “Diplomacy” is designed to contain keywords clustered 
around the concept (Category) (1) state, (2) action and (3) result.The concept of 
“state” (Category “state”) contains singular words or expressions such as “neutrality” 
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or “disadvantage”.The concept of “actions” (Category “actions”) contains expressions 
such as “response”-”reaction”-”answer” or “accept”, “accept”, “reject”, and “follow”.  
The concept of “result” (Category “result”) contains expressions such as “gain”-
”benefit”-”profit” or “loss”. The set of verbs contained in this word group are the 
verbs related to the concepts of feelings and perception “believed”, “hoped”, “saw” 
and “feared” (Figure 3). The multiple keyword ontology is enriched with a set of 
Universal Words, connected to the multiple keywords derived from the two corpora, 
the translated English text [11] [13] and the processed Greek translation [9]. The 
Universal Words provide an additional and more language-independent access point 
to the texts for the International Public. Universal Words may coincide with the 
multiple “Facts” and “Diplomacy” keywords from the sublanguage (Figure 3).   

UW Example 1 
(i) [ακολουθεί]  ("follow") 

UW Example 2 
(i) [πιστεύει] ("believe")  
(ii) [βλέπει]  ("see") 
(iii) [ελπίζει]  ("hope")  

UW Example 3 
(i) [δέχεται]  ("accept")  
(ii) [απόρριψη]  ("rejection")  

UW Example 4 
(i) [αποτέλεσμα]  ("result"), 

[αντίδραση]  ("reaction")   
(ii) [απαντούν] ("answer") 

[απάντηση]  ("answer")  
UW Example 5 

(i) [κερδίζουν]  ("gain") 
(ii) [επωφελούνται]("benefit) 
(iii) [κέρδους]  ("profit") 
(iv) [καλό]  ("good") 

 

Fig. 3. Greek entries for Universal Words 

Relation to UWs 1.1 
i. [συνθήκη](“treaty”): 
   agreement 
ii. [συμφωνία](“agreement”): 

promise 
Relation to UWs 1.2 
i. [ομιλία](“speech”):activity  
ii. [ομιλία](speech): information 

iii. [γλώσσα] (“speech”): talk 
iv. [γλώσσα](“speech”):word 
 Relation to UWs 1.3 

i. [πλευρά](“side”): aspect  
ii. [πλευρά](“side”): attitude 
iii. [πλευρά](“side”):opinion 
iv. [πλευρά](“side”): place 
v. [πλευρά](“side”):position 

 

Fig. 4. Relation of Universal Words with Facts and Diplomacy Word Groups 

The Facts and Diplomacy word groups are compatible with the Universal Word 
Framework, whose use is proposed to connect sublanguage-specific concepts from 
both ontologies to each other. Therefore, there is a connection between a general (or 
universal) ontology, in this case, the Universal Word framework, and a sublanguage-
specific ontology. Universal Words are designed to be compatible with a number of 
languages, aiming to provide a language-independent analytical framework. This 
framework is especially helpful in languages with a remarkable polysemy of 
commonly occurring concepts, such as Ancient Greek, since it allows a concept in the 
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form of a Universal Word to be directly connected to the ontology designed for the 
sublanguage. The Universal Word framework concerns concepts already connected to 
each other, such as “treaty” classified as “agreement”, also related to the concept 
“promise”, the concept of “speech” connected to “activity” and “information”,  as 
well as the concept of “side” connected to “opinion”, “attitude” and “aspect”, “place” 
and “position” (Figure 4). Examples of such connected concepts within the 
sublanguage-specific “Diplomacy” word group are the relations of such as “believe” 
connected to “hope”, “reaction” connected to “response”, “benefit” connected to 
“useful” and “loss” connected to “disadvantage” (Figure 3). Other examples within 
the Universal Word framework are “fear” classified as “feeling”, “answer” classified 
as “information” and “follow” containing the concept “watch” in its encoding. 

4 Examples of Accessing Cause-Result Relations 

In the following examples of accessing Cause-Result relations we note that the online 
journalistic texts accessed from the international news networks are not presented 
here, to avoid any connection to sensitive political issues in international affairs. The 
User may wish to acquire information in respect to various queries, for example, the 
concepts “benefit from neutrality” or “hope to become leader” or “change sides”. In 
the “multiple ontology” from both corpora (translations) and the UWs, there is a 
direct match to the User’s query, for example, in passage 5.28.2 (Figure 5) in respect 
to the words “neutrality” to the Category “state” and “benefit” related to the Category 
“result”. 

Online Texts: ONLINE JOURNALISTIC TEXT-1: text-text- text-text- text-text- text-text- text-text- text- 
ONLINE JOURNALISTIC TEXT-2: text-text- text-text- text-text- text-text- text-text- text- 

English Translation:  http://classics.mit.edu/Thucydides/pelopwar.mb.txt 

 [5.28.2] Argos came into the plan the more readily because she saw that war with Lacedaemon was inevitable, the 
truce being on the point of expiring; and also because she hoped to gain the supremacy of Peloponnese. For at this time 
Lacedaemon had sunk very low in public estimation because of her disasters, while the Argives were in a most 
flourishing condition, having taken no part in the Attic war, but having on the contrary profited largely by their 
neutrality. 
Google-Translate: 
The Argos showed so much more uplifting to follow this policy because they saw that the imminent expiry of the 
Spartans after the Treaty of the round such war was inevitable, and while it captured the hope that it will become head 
of the Peloponnese. Because at that time too brought against Lacedaemon, and prestige have been forfeited due to 
mishaps, while the Argos are in excellent position in any respect, because not shared the burden of the war with 
Athens, and took place in peace to both parties benefited from interest contrary hence. 
Original Ancient 
Text: 

http://www.greeklanguage.gr/greekLang/ancient_greek/tools/corpora/anthology/ 

[5.28.2] ἐδέξαντό τε ταῦτα οἱ Ἀργεῖοι μᾶλλον ὁρῶντες τόν τε Λακεδαιμονίων σφίσι πόλεμον ἐσόμενον (ἐπ’ ἐξόδῳ 
γὰρ πρὸς αὐτοὺς αἱ σπονδαὶ ἦσαν) καὶ ἅμα ἐλπίσαντες τῆς Πελοποννήσου 
ἡγήσεσθαι· κατὰ γὰρ τὸν χρόνον τοῦτον ἥ τε Λακεδαίμων μάλιστα δὴ κακῶς ἤκουσε καὶ ὑπερώφθη διὰ τὰς ξυμφοράς, 
οἵ τε Ἀργεῖοι ἄριστα ἔσχον τοῖς πᾶσιν, οὐ ξυναράμενοι τοῦ Ἀττικοῦ πολέμου, ἀμφοτέροις δὲ μᾶλλον ἔνσπονδοι ὄντες 
ἐκκαρπωσάμενοι.  

Fig. 5. Interface with retrieved passage and translations from query 
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A related word to the Category “result” is the word “interest”. The concept “hope 
to become leader” is matched to the verb “hope” and the sublanguage-related 
keyword “leader”. A related word is the word “supremacy” (Category “state”).  The 
words “condition”, “position” and “prestige” in the passage accessed are also 
included in the Category “state”. To indicate Cause-Result relations, the “for” and 
“because” causal conjunctions are signalized, appearing in passages of both 
translations. However, certain User queries cannot be directly matched to the 
keywords. In the present case, there is no direct match to the concept “change sides”, 
since this type of expression was not typical of Thucydides. In this case, the search 
process becomes more interactive. The System proposes the concept matched to the 
keyword “side” in the Category “state” of the keyword ontology. The System also 
presents the list with the closest matching multiple keywords. The User chooses the 
word “follow” from the Category “action” and the sublanguage-related keyword 
“side”.  However, no match is found. A match in the same passage 5.28.2 is achieved 
with keywords “follow” and “policy” (Figure 5).  

In Figure 6, the User may wish to acquire information in respect to the query 
“outcome of war is unpredictable”, “small unrests may lead to major outbreaks” or 
“failure due to underestimating smaller opponent” or “lack of preparation”. The 
concepts are matched, for example, in the passage 2.11.4 (Figure 6) in respect to the 
keyword “war” and the concepts “outcome” (“fortune”, “unpredictable” in Category  
 

 

“The course of war cannot be foreseen, and its attacks are generally dictated by the 

impulse of the moment; and where overweening self-confidence has despised preparation, 

a wise apprehension often been able to make head against superior numbers”. [English 

(Crawley) Translation] 

“As the fortunes of war are hidden and small events big events can be generated, and 

military operations are mostly in a boiling passion. And many times less power, because of 

anticipation, of which impose a sense of failure, effectively repelled more  numerous, 

which was found unprepared because they underestimated her opponent”  [“Buffer” 

Translation- Google Translate] 

Fig. 6. Retrieved passage and translations from query 
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“result”), and the verbs “predict” and “forsee” retrieved from both corpora. The 
second query is matched to the sublanguage-related term “unrest” related to the 
keyword  “event”, as well as the words “small” and “major” related to quantity and 
quality. For the third query, there is an additional match in passage 2.11.4  to the 
words “confidence” and “unprepared” (Category “state”), the word “failure” 
(Category “Result”), as well the verb “underestimate”. The Cause-Result relations are 
signalized by the causal “as” and the “because” conjunctions, appearing in passages 
of the “Buffer” translation, connected to each other with the “and” conjunction. 

5 Conclusions and Further Research  

Although the proposed module may not provide an in-depth analysis of the 
Thucydides text, it intends to capture the most commonly occurring categories of 
diplomatic information and to provide access related to most types of information 
related to Cause-Result relations. Expert knowledge of the translations provided by R. 
Crawley (a writer), and E. Venizelos (a politician) is provided, as well as knowledge 
of Katharevousa Greek texts, containing elements close to Ancient Greek. Thus, 
complex information such as diplomacy is handled both  by expert knowledge and 
sublanguage – specific parameters, replacing statistically-based approaches and 
allowing the use of already-existing tools, a database and interface with low 
computational cost. Further research and full implementation by User groups may 
provide more upgraded versions of the present design and evaluation results for 
further development. We note that the tool could have an even simpler configuration 
if online Machine Translation of Katharevousa Greek were available. Furthermore, 
these specifications may be adapted to the needs of Ancient Texts in other languages.  
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Abstract. This paper reports on insights gained from collaborations between 
multi-disciplinary research teams and practitioners in a Disability Service Cen-
ter in King Saud University (KSU) in Saudi Arabia. Projects were conducted in 
the context of designing, developing and evaluating different assistive technol-
ogies in the university's Software and Knowledge Engineering Research Group. 
In these projects, methodological considerations have been reported for effec-
tively involving domain specialists in research and development projects for as-
sistive technologies. Subject Matter Experts (SMEs) are often involved in the 
technology design cycles of these projects in various roles (e.g. design partners, 
design informants, testers).  This paper highlights the human factors relevant 
for the design and evaluation of interactive systems for SpLDs that were syn-
thesized from these collaborative contexts. We also shed light on issues to con-
sider in the design partnerships between researchers and practitioners for re-
quirements engineering and user acceptance testing phases of system develop-
ment. Implications for the design and development of systems for SpLDs in 
other languages and cultural contexts are discussed. 

Keywords: SpLD, Learning Difficulty, Dyslexia, Brain-Computer Interaction, 
BCI, Usability, User Experience, Disability, Attention Deficit Disorder, ADHD, 
Augmentative and Alternative Communication, AAC, Arabic Interfaces. 

1 Introduction 

Despite growing awareness of usability and accessibility issues for designing interac-
tive systems for users with Specific Learning Difficulties (SpLDs), designers still face 
challenges when creating such systems and evaluating the users' experience (UX) 
with target user populations. One major stumbling block is a lack of understanding 
about how to effectively gain insights into the users' needs in the contexts-of-use of 
systems designed for screening, computerized assessment, cognitive training, and 
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learning. In recent years, different methodological considerations have been reported 
for involving domain experts in research and development projects of assistive tech-
nologies in various contexts [1], [5], [10]. Subject Matter Experts (SMEs) are often 
involved in the technology design cycles in various roles ranging from the role of 
design partners such as in the dyslexia screening programs described in [2] and the 
augmentative and alternative communication (AAC) system described in [7]; design 
informants such as in [3-5], [8-10] and [17]; and participants in usability evaluations 
and User Acceptance Testing (UAT)  as reported in the systems described in [6] and 
[14].   

Several multi-disciplinary projects were conducted in the context of designing, de-
veloping and evaluating assistive technologies for people with disabilities in collabo-
rations between a Disability Service Center in King Saud University (KSU) and a 
multidisciplinary research group, the Software and Knowledge Engineering Research 
Group [20]. This paper highlights the human factors relevant for the design and eval-
uation of interactive systems for SpLDs that were synthesized from these collabora-
tive contexts. Emphasis in the joint activities between the disability service center and 
the research teams is often on interface design considerations for our target user popu-
lations, interaction modalities for input and output that match the needs of users with 
SpLDs, cultural and language considerations for designing Arabic interfaces.  

This paper is organized as follows: Section 2 describes the human factors that are 
relevant to the context of designing interactive systems for users with Specific Learn-
ing Difficulties. Section 3 describes the methodological considerations for involving 
subject matter experts, practitioners, and users in the design cycles of such interactive 
systems. We also shed light on issues to consider in the design partnership between 
researchers and practitioners for requirements' engineering and UAT phases of system 
development. Section 4 concludes with synthesis of our insights from these projects 
and lines of future work in multidisciplinary partnerships between researchers  
and practitioners involved in the research, design and development of assistive  
technologies. 

2 Human Factors in Systems Designed for SpLDs 

Individuals with Specific Learning Difficulties (SpLDs) can demonstrate a wide range 
of cognitive and behavioral abilities on a spectrum of difficulty levels. Moreover, 
there can be considerable variability within different cognitive capabilities of individ-
uals with a specific difficulty. For example, dyslexics are a heterogeneous group and 
no two dyslexics are alike; a child with dyslexia can be both good at sequencing and 
weak in phonological processing of written language. Intelligent interactive systems 
offer a viable mechanism to provide a personalized user experience (UX) and adap-
tive modes of interaction to support the multitude of individual needs in people with 
SpLDs. SpLDs offer some specific design challenges such as the need for configura-
ble controls to account for individual differences in target users, interaction modali-
ties, and types of multimedia feedback that match users' abilities. 
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The development of interactive systems for supporting individuals with SpLDs has 
progressed along with the success of frameworks for integrating SMEs, practitioners, 
and users in the User Centered Design Cycles (UCD) of these systems [1], [9-10], 
[16-17], [19]. User modeling is essential in requirements engineering phases of assis-
tive technologies to understand the perceptual, emotional, physical, and cognitive 
capabilities of users [21]. Modeling of users is important to identify functional and 
non-functional requirements, estimate behavior of users, and simulate scenarios of 
usage in testing phases. Insights from SMEs and representative samples of real users 
aid in developing accurate user models for specific target user populations.  

Software designers and system developers can refer to user models in comparing 
design alternatives, input modalities, navigation structures, and multimedia presenta-
tions of content. As noted by Simpson in [21], user modeling is not intended to elimi-
nate the need to conduct usability evaluations with real users, but it has been shown to 
effectively reduce the cost and complexity of the design process and accelerate the 
development and deployment process. Projects described in [8-13] have utilized user 
modeling for accelerating the software development process. Furthermore, personas 
have been used in [5] to model users in early phases of the design process for an audi-
tory discrimination software program and these personas were used later in the project 
(i.e. in testing phases) to guide the UAT sessions with real users who had SpLDs in 
local school contexts. User models also guided the design and development of 
projects described in [2-4], [6], and [8] and deployed versions of these systems were 
tested with real users in collaboration with KSU's DSC. Moreover, heuristic evalua-
tions were conducted with practitioners in the DSC center in iterative cycles of devel-
opment for the systems described in [2] and [3] with low-fidelity and high-fidelity 
prototypes of assistive technologies. Figure 1 shows screenshots of these systems that 
use gaze-based and brainwave interaction methods which need UAT sessions to ex-
amine the UX, usability and subjective satisfaction with these emerging technologies. 

  
Fig. 1. Interaction modalities of gaze and brain-computer interfaces  

A summary of human factors in systems designed with Arabic interfaces, that are 
characterized with bi-directional interfaces which have right to left text rendering and 
left-to-right numeric presentation, are listed in Table 1. Projects in which these fea-
tures were examined in collaboration with SMEs, practitioners, and users are also 
listed. The human factors that were particularly relevant for these contexts emerged 
either by the system analysts and designers or were highlighted by the practitioners in 
heuristic review sessions and focus group meetings.  
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Table 1. Human Factors in Interactive Systems for People with SpLDs 

Human Factor Design Issue Systems in which issues were examined  

Dynamics of pointing and selection 

Default cursor positions [2], [3] bi-directional interfaces in Arabic 
Touch-screen design considerations 
for children and elderly users [7], [17], [19] 

Psychomotor movements in gaze-
based interactive systems 

[2], [3], [8], [16] 

Psychomotor movements in Brain-
Computer Interfaces (BCI) 

[4], [18] 

Sensitivity in selection modalities 
Touch [7] Dwell time in Gaze [2-3], [8] 
Brainwaves [4], [18] 

Text entry design consideration 

Size and resolution of keys  [3-4], [7-8], [17], [19] 

Interchangeable layouts of navigation 
[9-10] familiarity with existing non-
Arabic systems was considered 

Prediction 
Frequency of use for Arabic letters [4], 
[6] 

Visual design of interfaces 

Cognitive abilities and individual 
differences 

[3], [5], [8-9] 

Personalization and gender-specific 
design 

[7], [10], [15] cultural contexts of gender-
segregated learning and personalized 
avatars in interfaces 

Configurable Text  Readability of Arabic text in [5] ,[9] 

Perception and Interaction 

Multimedia adaptation 
Language considerations [9-10], cultural 
considerations [15-17] 

Embedded Arabic speech engines 
[7] [10] insights from practitioners on 
perceived spoken phrases in Arabic 

 

Iterative design cycles have facilitated incorporating these design recommenda-
tions in line with the design approach described in [1] and [10]. Different usability 
protocols [e.g. 14 and 18] have been applied to assess the efficiency, effectiveness, 
and subjective satisfaction of users in their interaction with such systems. 

3 Methodological Considerations in the Interaction Design 
Process for Assistive Technologies 

The use of UCD, ISO 9241 [22], in the design of assistive technologies has been  
gaining popularity in a variety of systems' development scenarios [2-10]. However, the 
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involvement of practitioners, users, and domain experts in roles such as design-partners 
and design-informants may not be the optimal if their integration does not take into 
account the planned activities for different phases of systems' development [1], [10]. For 
example, in phases of requirements engineering, system analysts need to effectively 
elicit insights into the needs of target user populations from users and SMEs as de-
scribed in UCD activities of [2-3] and [5]. Careful planning of UAT phases is needed in 
collaboration with practitioners and SMEs so that usability engineers can effectively 
assess the system with representative samples of real users in performance-based evalu-
ations such as sessions described in [6-10] or in heuristic evaluations with SMEs as 
conducted in KSU's DSC for the projects described in [2] for dyslexia, [3] for attention 
deficit disorders, and [5] for auditory discrimination therapy.  

It is also important to note that limited resources were available that document 
benchmarks and best practices of collaborations between disability service entities 
from one side, and assistive technology research and development (R&D) entities in 
academic and industry contexts from the other side of partnerships in our local con-
text. To address this issue, documentation and reporting of the collaborative projects 
was conducted with in-depth analysis of the UCD methods and the type of contribu-
tions from members involved in both the disability service center and the SKERG 
research group [20]. 

Specific activities include briefing and debriefing sessions in which the research 
teams would conduct walkthrough of the system with members of the disability ser-
vice center to ensure that sessions are designed to meet the UCD objectives of eva-
luating design concepts or functionality from different perspectives such as in the 
design of [2] and [4]. Cultural context was very important in early stages of design 
and development. For this reason, projects often involve a survey of existing technol-
ogies, gaps in addressing the requirements of the local user population, and a critique 
of the functionality for similar systems designed for non-Arabic-speaking users or 
designed for different cultural contexts. The survey would highlight design opportuni-
ties for adaptation and activities would elicit a critique of alternative design proposals 
from SMEs and users in brainstorming sessions or in task-based assessment sessions 
with a specific focus on strengths and weaknesses of users with SpLDs. 

4 Conclusion 

In this paper, we presented an overview of human factors and methodological consid-
erations for the contexts of assistive technology designed for people with SpLDs. 
UCD cycles can only be effective if users and SMEs are involved in key phases of the 
software development cycles in which their contribution is directly related to the 
functionality being considered and/or examined for users with SpLDs. The level and 
mode of involvement (e.g. design partners, design informants, testers) also need to be 
considered in relation to the complexity of the system and constraints of the system 
development project. 

Several successful collaborations, between the Disability Service Center of KSU 
and multidisciplinary teams in the SKERG research group [21], have demonstrated 
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different approaches in considering partnerships between teams in R&D and practi-
tioner contexts. These collaborations were established with the aim of eliciting in-
sights into the user needs and efficiently evaluating the systems from the perspective 
of practitioners, domain experts, and real users. Key issues to consider in the design 
and development of systems for SpLDs that can be generalized to other contexts can 
be categorized into two areas; namely, human factors and methodological considera-
tions in partnerships between researchers and practitioners for requirements' engineer-
ing and user acceptance testing phases of system development. For identifying human 
factors in interactive systems for users with SpLDs, language and cultural contexts 
need to be considered in the visual design, presentation, and mode of interactions. For 
methodological considerations, the level and type of involvement of practitioners, 
SMEs, and users needs to be determined based on user needs and established within 
the constraints of the software development project and organizations involved in the 
context of use. Collaborations need to consider examining the contrast between what 
has been developed in the scope of assistive technologies for SpLDs in other contexts 
and existing systems; and aim to identify design opportunities for adaptation, further 
development, and re-engineering to meet the target user population's requirements. 

Future lines of research are planned to examine effective frameworks for collabo-
rations in academic contexts and industry-oriented systems' development for assistive 
technology. 
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Abstract. Using speech in computer interaction is advantageous in
many situation and more natural for the user. However, development
of speech enabled applications presents, in general, a big challenge when
designing the application, regarding the implementation of speech modal-
ities and what the speech recognizer will understand.

In this paper we present the context of our work, describe the major
challenges involved in using speech modalities, summarize our approach
to speech interaction design and share experiences regarding our appli-
cations, their architecture and gathered insights.

In our approach we use a multimodal framework, responsible for the
communication between modalities, and a generic speech modality allow-
ing developers to quickly implement new speech enabled applications.

As part of our methodology, in order to inform development, we con-
sider two different applications, one targeting smartphones and the other
tablets or home computers. These adopt a multimodal architecture and
provide different scenarios for testing the proposed speech modality.

Keywords: Speech, multimodal architecture, decoupled modalities.

1 Introduction

Speech is, in many situations, the easiest and most natural existing interface
to deal with computers, not only for people with special needs, but for people
in general [18]. The advantages of speech, as argued by Bernsen [6], are many:
a) it is natural and so, people communicate as they normally do; b) it is fast
(commonly 150–250 word per minute); c) it requires no visual attention; and d) it
does not require the use of hands. Adding to these, one of the characteristics that
distinguishes the auditory from the visual channel is its omni directionality, i.e.,
auditory information can be received from any direction and can also, to some
extent, be transmitted in parallel with stimuli from other channels. Furthermore,
auditory information, even though it is transient, has a slightly longer short-term
storage than visual information which allows delayed processing [20].

Using speech for interaction requires the consideration of different components
including speech recognition, text-to-speech, grammar management, a natural
language generator and adaptability management, possibly considering multiple
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languages. Some components are inter-dependent and must communicate be-
tween them and with the application. One major challenge is to have a flexible
design to enable communication and to support a loosely coupled and distributed
architecture, allowing an easy integration with application and devices.

Furthermore, one of the most challenging aspects of speech interaction is
dealing with users’ expectations, as they often expect speech enabled systems to
be capable of understanding much more commands than they actually do.

Using speech as an input/output modality should not be done lightly and the
literature provides several guidelines [19,15]) that should be considered, covering
when to use speech, what kind of tasks and data are best served by speech, how
to combine speech with other modalities and how to address adaptability (e.g.,
to context). One important aspect to note, for example, is that speech should not
be used alone, but as part of a multimodal approach, even though, sometimes, it
might be the only useful modality for some users or contexts [21]. This integration
with other modalities is also a challenging task [9].

Understanding the full potential of speech as an input/output modality, cov-
ering the different guidelines and desirable adaptability features, in different
application scenarios, is a complex, multivariate problem which often translates
in a considerable development effort.

To tackle these issues we argue that an effort should be made to propose
an architecture based on which a generic speech modality, decoupled from any
particular application context, can be developed. This generic modality should
encapsulate dealing with most of the complexity described above and should
provide easier deployment of speech enabled systems.

The work presented in this paper is part of that effort and presents the
methodology being followed to design and develop a module that enables speech
interaction in applications. This methodology is characterized by the following
notable aspects:

– A multimodal framework is considered and implemented;
– The speech modality is first developed as a generic modality and then inte-

grated with the multimodal framework;
– Different application prototypes are used as a testbed, to inform develop-

ment.

This article is organized as follows: Section 2 briefly presents background and
related work; Section 3 describes our work regarding the proposal of a generic
multimodal architecture supporting the development of generic modalities fo-
cusing the particular case of a generic speech modality; Section 4 presents two
prototype applications which are used as part of our design and development
pipeline for testing; finally, Section 5 presents some conclusions and ideas for
further work.

2 Background and Related Work

Our work is aligned with recent W3C recommendations [10] for multimodal
frameworks. This provides the grounds on which modalities are built, such as
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the speech modality presented in this paper. Therefore, to provide context, we
briefly present the overall aspects of the multimodal framework, based on w3C
recommendations, followed by an overview of relevant work presented in the
literature regarding the use of speech in multimodal scenarios.

2.1 W3C Multimodal Framework

The W3C Recommendation [10] defines the major components of a multimodal
system and identifies standard markup languages used to support communica-
tion between the components and data modules. The architecture can be divided
into four major components (illustrated in Fig. 1):

– Interaction Manager (IM) – manages the different modalities. It is sim-
ilar to the Controller in a Model View Controller (MVC) paradigm;

– Modality Components – representing input/output modules;
– Runtime Framework – acts as a container for all others, providing com-

munication capabilities;
– Data Component – stores the data model.

Fig. 1. The W3C Multimodal Architecture

Communication between Components (MMI Lifecycle Events). All
communication is handled by MMI Lifecycle Events, a standard defined in
the MMI Architecture. MMI Lifecycle events are messages exchanged between
modalities and the Interaction manager, carrying the information of each event.
Each message possesses common attributes. A request may possess attributes
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such as context, source, target or requestID. A response possesses attributes such
as the status. Each MMI Life Cycle Event might also have the element data
which is optional.

Standard Markup Language to Describe Events (EMMA). Extensible
MultiModal Annotation markup language (EMMA) [4] is a standard language
to describe events generated by different inputs, to be used within a multimodal
system to exchange data information between inputs and multimodal compo-
nents.

An EMMA document has three types of data:

– Instance data: Application-specific markup corresponding to input informa-
tion;

– Data model: Constraints on structure and content of an instance;
– Metadata: Annotations associated with the data contained in the instance.

This language has a set of elements and attributes collected from the user’s
inputs, an interpretation element defines the event interpreted by the modal-
ity, with parameter such as begin and end time of the event, confidence of the
recognition, medium, mode and recognized data.

SCXML. SCXML [5] is a markup language that defines a state chart machine
and a data model. Its objective is to provide the application logics to the ex-
isting framework. The basic concepts of a state machine are states, transitions
and events. When events occur, the machine tries to match the event to the
transitions on the active state. If it matches, the target state is set as the new
active state.

In SCXML, there are some extensions to a basic state machine. State machines
can have executable content such as conditions, executable scripts, send messages
to external entities or modalities and modify the data model. It also has two
elements to execute content upon entering or exiting a state.

2.2 Speech for Interaction

Many recent applications using multimodal interaction explore the use of speech.
It is one of the commonly present modalities in multimodal systems, appearing
as part of the three most popular combinations mentioned by Bui et al. [11]
for input: speech and lips movement, speech and gesture (including pen gesture,
pointing gesture, human gesture) and speech, gesture, and facial expressions.

Popular combinations of output modalities, which include speech, are [11]:
speech and graphics, speech and avatar and speech, text and graphics.

Adopting the definition of modality as “a way of exchanging information be-
tween humans [. . . ] and machines, in some medium” [9], several “speech modali-
ties” can be considered. In the Bernsen taxonomy three modalities are proposed,
at atomic level: spoken discourse, spoken label-keywords and spoken notation [7].

The different Speech related modalities have different characteristics and,
therefore, different suitabilities [7]. Spoken discourse is adequate for situated
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communication with the hearing and involving those who have the skills in inter-
preting and generating a particular language. It allows exchange of information
when painstaking attention to detail is not required. If more complex data needs
to be transmitted written language can be a better choice.

Spoken labels/keywords are suitable to convey small, isolated pieces of mean-
ing as long as the context in which they are used helps reduce the inherent am-
biguity. Bernsen et al. [8] refers the example of a user navigating a townscape.
In that context, spoken words such as “house” or “door” are easily understood.

Spoken notation, might be a good option to convey information in the par-
ticular domain it refers too but, as it is often dynamic, it might be quite error
prone or difficult to interpret by either human or machine [7] unless it is limited
to particular contexts.

Speech is very resilient as a side channel, making it the ideal mode for “sec-
ondary task interfaces”. These are interfaces for functions when the computa-
tional activity is not the primary task (ex: while driving) [13]. Furthermore, as
discussed in Teixeira et al. [21], speech should not be used alone, it must be part
of a multimodal input/output and, for some users or context of use (ex: mobile
phone interaction with hands and eyes busy), will be the only useful modality.

The mTalk [17], developed by AT&T, Ford sync [1], Siri [2] and Xbox One [3]
are well known examples of mutltimodal interaction that uses speech as a way to
interact with the system, but those systems are commercial and closed solutions.

Mudra [16] and Manitou [14] are other examples of multimodal interaction
frameworks that allow speech as a modality in the human-computer interaction.
The first aims to process low-level streams and high level semantics and combine
those events; the second aims for easy development of multimodal-enabled web
applications.

3 Proposed Architecture for Speech Enabled Systems

Analysing existing work, it is important to note that most of the proposed solu-
tions are very application oriented, i.e., the speech modality is developed tightly
coupled with the envisaged application and device. As stressed before, we argue
that this results in limited reuse of the developed modality, e.g., in a different
application, yielding additional development costs and poses barriers, given the
complexity of developing a speech modality, to its integration by third parties.

We propose a solution where modalities are decoupled and communicate with
the applications through the multimodal framework enabling the reuse of modal-
ities in other applications. Figure 2 illustrates one issue of current solutions and
how it works for our proposed solution, namely, in the left we see that common
scenarios use speech embedded as a part of the application and it is hard to
reuse code to create new applications, on the other hand the desired scenario,
on the right, has a speech modality decoupled from the application allowing the
reuse of the modality in other applications.
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Fig. 2. Decoupled solution for the speech modality

3.1 Multimodal Framework

Our approach for speech enabled applications started by the development of
a multimodal framework capable of managing different and generic modalities,
supporting communication between modalities and the application.

The multimodal framework is directly based on the recommendations pre-
sented by the W3C, Multimodal Interaction (MMI) Architecture [10] and al-
though it is focused on web scenarios, our goal is to extend it for interaction
with mobile devices, tablets and AAL applications [23]. This choice is justified
by the architecture’s open standard nature and provides an answer to a signif-
icant part of the requirements presented, easing the creation and integration of
new modules, as well as already existing tools.

Our multimodal framework has a main module, the Interaction Manager,
which implements a state machine defined in SCXML that controls the flow of
messages between modalities. To enable communication, the module implements
an HTTP server listening to messages or requests sent by modalities, modalities
only have to obey the message protocol in order to communicate with the system.

Therefore, having a standard for multimodal architecture helps application de-
velopers to avoid the unpractical situation of having to master each individual
modality technology. This is particularly problematic as the number of tech-
nologies that can be used with multimodal interaction is increasing very fast.
This standard architecture gives experts the possibility to develop standalone
components [12] that can be used in a common way.

3.2 The Speech Modality

Considering the multimodal framework recommendations, modalities should be
decoupled and communicate with the interaction manager with standard
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MMI life cycle events, allowing other developers to focus on coding only the
application.

Therefore, the proposed speech modality implements the communication lan-
guages described by the W3C architecture and communicates with the Inter-
action Manager which, in turn, communicates with the application sending the
modalities’ events.

The development of the speech modality starts with the creation of a generic
modality supporting the different speech features required, considering both in-
put and output. This modality is configured with a grammar, containing the
possible sentences that the modality can recognize. We have created a tool that
enables the translation of the grammars: by processing the grammar it generates
all its possible sentences. Then, using translation services available on the web,
each sentence is translated for the desired languages. Finally, the grammar is
reassembled, creating a new grammar file for each language.

To support both mobile devices and desktop application, the modality has
the capacity to process the recognition locally or remotely, enabling its use on
mobile devices. When it is remotely, there is a local part of the modality to
communicate with the remote part. Using this locally or remotely, does not affect
how the framework is integrated. To accomplish this, services were created that
process data and can be deployed in different locations (a device or a server).

Speech Recognition. The Asynchronous Speech Recognition (ASR) receives
an audio stream with a spoken sentence, and the name of the grammar to be
used to recognize the speech.

There are two kinds of grammars: GRXML, which is a W3C standard to
specify the words or sentences to be recognized by the ASR, and ARPA, a
statistical language model. The first type is more limited regarding the amount
of sentences that can be recognized and is manually defined, but can return tags
identifying the sentence’s meaning. For ARPA, the creation of the grammar is
automatic, since it is a statistical language model, but it requires large amounts
of text in order to create the model, as well as the mechanisms to extract the
meaning of the sentences.

Speech Synthesis. For this part of the service, called Text-to-Speech (TTS),
the application sends a message with the information to be read to the user,
the method to use to synthesize it to speech, using the Microsoft Speech plat-
form (MSP), and the chosen voice. The service accepts other parameters such
as speech volume and rate. The rate parameter defines the speed of the speech.
Based on recent experiments in our group the default value chosen for the speed
parameter makes the speech understandable for the elderly, and if the value in-
creases, elderly people may have more difficulty in understanding it. The service
returns an audio stream containing the spoken sentence.
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3.3 Integration in the Multimodal Framework

In the second stage, the generic modality is integrated in a generic distributed
multimodal framework, and dealt with as any other modality. Each modality
follows the standard messaging specifications.

4 Application Prototypes

Finally, we have used the described multimodal architecture and speech modal-
ity to create two different applications, one targeting smartphones and other
targeting home computers, with different use-case scenarios. These applications
allow us to test and evaluate different aspects of our work informing further
improvements to our proposed framework.

These applications, serving real application scenarios, are used as a test bed
to improve our understanding of the different aspects involved, support brain-
storming and inform development of future speech enabled applications.

Both applications use the Multimodal Framework and methodology previ-
ously discussed and each application targets a different device.

4.1 Newsreader

The application is a news reader developed for Windows 8, providing multimodal
interaction for enhanced user experience and usability. It starts by loading some
RSS news feeds from different sources depending on the users language and
displaying the news to the user. At the same time, it processes the news contents
to produce a list of headlines that it is used to configure a new grammar in the
speech input modality.

An output modality called GUI, used as a part of the application, is con-
tinuously listening for messages coming from the Interaction Manager and it is
responsible to update the interface of the application showing new content on
the screen.

Figure 3 shows the modalities, states of the SCXML and the exchanged MMI
Life Cycle events. Each modality, when it starts to run send a NewContextRequest
to register in the Interaction Manager, it responds with a NewContextResponse
informing if the registry was successful. After the speech modality recognizes the
user sentence, it sends a DoneNotification with the event data to the Interaction
Manager, which then sends a StartResponse to the GUI modality requesting
some update in the user interface. The GUI modality replies with a StartResponse
confirming the operation.

Different input modalities can be used to interact with the application. For
instance, if the user wants to slide the container with the list of news, it can be
done by any of the input modalities: via Kinect it is possible to swipe a hand to
the left or right; Speech allows for actions to be active via words such as “left”
or “right”; or Touch.
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Fig. 3. Messages exchanged between the Interaction Manager (IM) and the modalities

In order for the user to read the entire body of the news, speech or touch can
be used to select an article, by reading the headline or tapping the corresponding
square.

Figure 4 presents an example of user interactions to read a particular article.
The first screen shows the list of news by swiping the hand to the left or speak
“left” the content slides to the left, it is shown in the screen in the upper right.
Then the user says “Labours reputation at stake” to open the details of that
article, as visible in the screenshot at the bottom left. Finally, the user says “go
back” to return to the news list.

Fig. 4. Screens of the Newsreader application depicting some of the possible interactions
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When an event occurs in the speech modality, the modality sends the event
data to the IM to be processed. Upon processing it, the IM creates an action to be
sent to an output modality, then the output modality presents that information
to the user. Having a generic speech modality relieves the developers of having
to handle with the recognizer, grammars, etc. In this scenario developers only
have to inform about the sentences that can be recognized and a tag for which
sentence.

4.2 Medication Assistant

This application, developed for Windows Phone, illustrated in Fig. 5, has two
main functionalities: first, generating and showing medication intake alerts and,
second, providing advice on how to proceed if the user misses a medication
intake [24].

Fig. 5. Graphical user interface of Medication Assistant depicting the main screen,
advice on forgetting the intake of medicine and detailed information of medication

Moreover, the application provides additional information about the medica-
tions through multiple views making use of different representations (e.g. pic-
ture of the pills and the respective package, side effects, name, number of pills
per day). The application implements two main use cases: “alert reading” and
“missed medication intake”. When the alert appears, the list of medications to
take is displayed.

The user can interact with the application through speech or touch to obtain
detailed information on each medication and in case he forgets to take the med-
ication to inquire if he should take or not the medication. Speech can be used as
a shortcut to go to specific views of the application, instead of having to select
multiple options to select that view. In order to the system to give an efficient
response it is necessary to provide relevant information to the system.
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5 Conclusions

In this work, we propose a method to rapidly create new speech enabled ap-
plication, by integrating the W3C multimodal framework and a generic speech
modality in new application. To test our method we have developed two dif-
ferent application targeting different devices integrating the multimodal frame-
work, serving as evidence of the increased ease of creating new and diversified
application. Then, in a second stage, in which we are currently working on, this
application allows us to define new requirements to enhance the generic modality.

Our method allows developers to easily implement an application with speech
capabilities in multiple languages. Since the different modalities are decoupled
from the application it is possible for the developers to focus only on the appli-
cation features and design, and less concerns on the design of the interaction are
required. Also, modalities can be extended to improve functionalities, to support
other features, without the need to update the application. At time of writing
the framework and modality is being explored for the development of Paelife
Personal Assistan [22] and integrated multilingual support is being extended.

The decoupled nature of the interaction modalities and the existence of a
standard multimodal framework pave the way to first attempts to consider mul-
timodal design guidelines independently from the application, with the manage-
ment of such aspects done at the multimodal framework level, e.g., regarding
when to use speech, how to adapt the speech output considering the current
context or how to use speech in parallel with other modalities.
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under projects AAL4ALL (www.aal4all.org): Part of the work presented was
funded by FEDER, COMPETE and FCT in the context of AAL/0015/ 2009,
IEETA Research Unit funding FCOMP-01-0124-FEDER-022682 ( FCT-PEstC/
EEI/UI0127/2011) and project Cloud Thinking (QREN Mais Centro program,
ref. CENTRO-07-ST24-FEDER-002031).

References

1. Ford sync, http://www.ford.com/technology/sync/
2. ios - siri, http://www.apple.com/ios/siri/
3. Xbox one, http://www.xbox.com/en-GB/xbox-one/meet-xbox-one
4. Baggia, P., Burnett, D.C., Carter, J., Dahl, D.A., McCobb, G., Raggett, D.: Emma:

Extensible multimodal annotation markup language,
http://www.w3.org/TR/emma/

5. Barnett, J., Akolkar, R., Auburn, R., Bodell, M., Burnett, D.C., Carter, J., Mc-
Glashan, S., Lager, T., Helbing, M., Hosn, R., Raman, T., Reifenrath, K., Rosen-
thal, N., Roxendal, J.: State Chart XML (SCXML): State Machine Notation for
Control Abstraction, http://www.w3.org/TR/scxml/

6. Bernsen: Towards a tool for predicting speech functionality. Speech 23, 181–210
(1997)

7. Bernsen, N., Dybkjaer, L.: Multimodal Usability (2009)

http://www.ford.com/technology/sync/
http://www.apple.com/ios/siri/
http://www.xbox.com/en-GB/xbox-one/meet-xbox-one
http://www.w3.org/TR/emma/
http://www.w3.org/TR/scxml/


Design and Development of Speech Interaction 381

8. Bernsen, N.O.: Multimodal usability: More on modalities (December 2012),
http://www.multimodalusability.dk/

9. Bernsen, N.O.: Multimodality in language and speech systems – from theory to
design support tool. In: Granstrm, B., House, D., Karlsson, I. (eds.) Multimodality
in Language and Speech Systems, Text, Speech and Language Technology, vol. 19,
pp. 93–148. Springer, Netherlands (2002)

10. Bodell, M., Dahl, D., Kliche, I., Larson, J., Porter, B.: Multimodal Architecture
and Interfaces, W3C (2012), http://www.w3.org/TR/mmi-arch/

11. Bui, T.H.: Multimodal dialogue management - state of the art. Technical Report
TR-CTIT-06-01, Centre for Telematics and Information Technology University of
Twente, Enschede (January 2006)

12. Dahl, D.A.: The W3C multimodal architecture and interfaces standard. Journal
on Multimodal User Interfaces (April 2013),
http://link.springer.com/10.1007/s12193-013-0120-5

13. Deketelaere, S., Cavalcante, R., RasaminJanahary, J.F.: Oasis speech-based inter-
action module. Tech. rep. (2009)

14. Hak, R., Dolezal, J., Zeman, T.: Manitou: A multimodal interaction platform. In:
2012 5th Joint IFIP Wireless and Mobile Networking Conference (WMNC), pp.
60–63 (September 2012)

15. Hale, K.S., Reeves, L., Stanney, K.M.: Design of systems for improved human
interaction (2011)

16. Hoste, L., Dumas, B., Signer, B.: Mudra: A unified multimodal interaction frame-
work. In: Proceedings of the 13th International Conference on Multimodal Inter-
faces, ICMI 2011, pp. 97–104. ACM, New York (2011)

17. Johnston, M., Fabbrizio, G.D., Urbanek, S.: mtalk - A multimodal browser for
mobile services. In: INTERSPEECH, pp. 3261–3264. ISCA (2011)

18. Nass, C., Brave, S.: Wired for Speech: How Voice Activates and Advances the
Human-computer Relationship. MIT Press (2007)

19. Sarter, N.: Multimodal information presentation in support of human-automation
communication and coordination, vol. 2, pp. 13–35. Emerald Group Publishing
Limited (2002)

20. Sarter, N.B.: Multimodal information presentation: Design guidance and research
challenges. International Journal of Industrial Ergonomics 36(5), 439–445 (2006)

21. Teixeira, A., Braga, D., Coelho, L., Fonseca, J., Alvarelhão, J., Martins, I., Queirós,
A., Rocha, N., Calado, A., Dias, M.: Speech as the basic interface for assistive
technology. In: Proc. 2th International Conference on Software Development for
Enhancing Accessibility and Fighting Info-Exclusion, DSAI (2009)
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Abstract. In this work we introduce Consciousnet , an open source
architecture aimed to provide a general purpose environment for exper-
imenting with human-machine language interaction. The main idea is
exploiting the distributed and unsupervised complexity of the Internet
in order to get all the semantic/syntactic material needed to carry on a
linguistic text based interaction. After describing the main elements of
the architecture, the results of a set of Turing-inspired tests are shown to
demonstrate how the unpredictability and generality of the environment
can be used as a basis for designing tests and experiments involving both
psychologists and AI scientists.

1 Introduction and Motivation

Language-based interaction between human and machines has always attracted
several actors belonging to very heterogeneous fields, from computer architec-
ture designers to cognitive science researchers, psychologists, language formalists,
philosophers and sometimes also artists [6] [11] [12] [2]. While the final purpose
behind each of these fields may be different, what all the approaches have in
common is the intrinsic difficulty of dealing with a language-based interaction.
Language is still probably the most hardly-reproducible behaviour of human
entities, strictly related to the inner complexity of the way human intelligence
represents and interacts with the environment. If several physical features of the
human body have been mechanically replicated in the recent years [20] [4], the
same success did not come for language-based interaction, where the hunt for a
more human-like behaviour is still wide open.

In this work we present Consciousnet , an artificial intelligence environment
for experimenting with human-computer linguistic interaction. The name itself
comes from the contamination of the words consciousness and net, denoting the
main idea which characterizes the environment: exploiting the chaotic, unsu-
pervised knowledge of the Internet as a collective “consciousness” that can be
stimulated by the user while interacting with an artificial entity.

Three fundamental requirements are behind the design philosophy adopted
within Consciousnet :

PureText-Based Interaction: no need for any added “realism” based onmulti-
modal techniques. This excludes speech synthesis/recognition, three-dimensional
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avatars, touch-based interactions or robotics. The idea was focusing on linguistic
interaction instead of introducing distracting elements revealing/recalling the ar-
tificial nature of the interaction. For example, although speech synthesis is widely
used to “humanize” the user experience, it makes the interaction more recogniz-
able as non-human, while text-based output are more maskable.

Generality: not specialized or focused on a particular conceptual domain. So,
while limited to a pure text-based interaction, the space of action of that in-
teraction should have no limitation a priori. This, for example, differentiates
Consciousnet from the field of expert systems and assistance or entertainment
chat robots.

Unstructured Complexity: only simple and easily adaptable components
should be used, with the aim to generate complexity from their interaction rather
than forcing them to behave in a complex way. Thus we also avoided the usage
of semantic/formal systems aimed to capture the “meaning” of the user input.
In other words, the complexity is not encoded inside the functional model of
Consciousnet , but is obtained by stimulating the intrinsic complexity of the
Internet content (see Figure 1).

Fig. 1. Structured vs unstructured approach adopted in Consciousnet

2 Background and Contribution

From a computer science/software perspective, Consciousnet could be classified
as a chatbot, that is a program which simulates an artificial intelligence capable
to textually interact with users. This field, originated by the seminal work [19],
was followed by many implementations over the years [3] [16] [17], basically
differentiating each other by two main aspects: (i) the complexity of the parsing
model applied to the user input and (ii) the knowledge base used to generate
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responses. In the last year some works also proposed to feed this knowledge base
using Internet resources, e.g. discussion forums [9] [1].

The contribution we aim to introduce with Consciousnet is the attempt to
remove any explicit knowledge base and use the Internet as an autonomous
structure which provides the semantic and syntactic material that can be forged
to create the interaction. In particular, two aspects we want to emphasize here:

Unsupervised linguistic space: no database of concepts or archive of re-
sponses to be maintained; the current status of the Internet itself determines
the size and the content of the space into which Consciousnetmoves. It should
be pointed out that this affects both semantics and syntactical aspects of this
space (e.g. slangs, abbreviations, common errors are part of this linguistic space)

Unpredictability: the same nature of Internet content, fluid, mutable, intrin-
sically chaotic and hardly controllable leads to an interesting degree of indeter-
minism in the behaviour of Consciousnet . Even knowing the user inputs in
advance, it would be hard to predict the interaction development.

Fig. 2. Consciousnet Architecture components and data flow
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3 Consciousnet Architecture

In this section we introduce the architecture of the Consciousnet environment
and a detailed description of its elements. The source code of the whole envi-
ronment is freely available at [15], together with the appropriate instruction for
setting up the environment and the complete set of experiments carried out in
the next Section.

3.1 Architecture Sketch

As shown in Figure 2, the text input is introduced by the user using an User
Interface and then analysed by the Parser in order to produce a meta-response
. The meta-response is not the final output of the entity, but some kind of “re-
action” that will be used by the subsequent Net component to stimulate the
Internet. The actual interface between Net and the Internet consists of a set
Google APIs [10], freely available for non-commercial purposes. Once the Net
component has processed the output of these API, the final response is returned
to the user so that the interaction loop can repeat. As shown, a data structure
called Attitude is used to generate the meta-response : Attitude represents the
controllable part of the entity behaviour, in some way determining its “person-
ality”. In the following subsection we describe more in detail each component
involved in the interaction loop.

3.2 User Interface

While the interaction is simply based on text input/output, a few tricks have
been adopted in order to make the environment suitable for a more realistic
experience. First, the entity response is not returned immediately after user input
is entered, but following a time delay Tresponse delay = Tread+Tthink, where both
values are proportional to the number of chars of the text strings involved, with
the aim of simulating the time required for reading the user input and then
thinking a response. Further, text does not appears on the interface screen all at
once, but as a flow of randomly intervalled chunks of chars, like happening in a
live typing session. This last trick was not really necessary as the previous one,
but adding some more human-like typing to the remote entity demonstrated to
mitigate the artificiality intrinsic in the proportional delay Tresponse delay .

Note that all of these tricks could have been simply avoided using an hidden
human counterpart in order to type the output generated by the artificial entity.
However, having a self-contained environment which includes a modelization of
controllable human-like typing/reading yields a further degree of flexibility of
the environment as experimental platform, e.g. different delay values could be
investigated to evaluate the effect of slower/faster interactions on language.

3.3 Parser

As next step, input is analysed by the Parser using the Attitude data structure
in order to generate a meta-response . The Attitude consists in a hierarchy of
entry-point , decomposition pattern and meta-response , as follows:
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entry-point: X

pattern: X1

meta-response X1.1

meta-response X1.2

meta-response X1.3

pattern: X2

meta-response X2.1

meta-response X2.2

meta-response X2.3

The entry-point represents a sort of keyword that opens the understanding
of the input. The idea is to think to the artificial entity like a person trying to
understand some sentences in a foreign language. The first thing should be to
capture as more words as possible that provide a meaningful interpretation key
for the whole sentence. Of course, more than one these entry points could be
found in each input, so a sort of priority mechanism has been chosen. Continuing
the analogy with the foreign language, we can observe that the more abstract
and general a word is, less is the semantic value useful as understanding entry
point for the whole sentence. For example, denoting with “*” the not understood
parts of a sentence, catching a pattern like “* me * *” does not help, since
abstract words like “me”, “you”, “is”,“are” are very common and do not carry
any particular semantic weight to characterize the meaning of the sentence. A
less abstract entry-point, e.g. “food”, could be more useful in that sense, since
one could at least argue that the counterpart is talking about something to eat.
Very low abstract entry-points, e.g. the name of a city or a car model, could
give even more hints when trying to build a conversation in a foreign language,
since you can have a more accurate understanding of which conceptual domains
could be touched from the current stage of the dialogue. Table 1 show the class
of entry points considered, ordered by abstraction level.

Once the Parser has used the Attitude data structure to find the entry-point
with the highest priority (lowest abstraction), a set of decomposition pattern is

Table 1. entry-point list and abstraction levels

Level Type of Element Examples

0 Commonly found, generic syntactical
elements, i.e. not useful for any restric-
tion of the conceptual domains

I, me, are, you, sorry, yes, no

1 Verbs, nouns, elements denoting some-
thing less generic, such hypothesis,
questions etc...

if, because, why, how, when, always

2 Terms introducing items that assume
importance to the speaker

my X, your X

10 Terms introducing specific domains Music, sport, love, school, food, money

10+ Very low level abstraction terms, refer-
ring to a very specific subject

Mozart, Golf, Berlin, spaghetti
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considered in order to determine the constituting elements of the sentence and
build an appropriate meta-response . As a practical example, let’s consider the
following snippet of Attitude . For sake of simplicity, it’s a very basilar pattern
with only a few entries:

entry-point: love

pattern: * I love *

meta-response: fans of (2)

meta-response: (1) because loving (2)

pattern: * when *

meta-response: goto when

pattern: * love *

meta-response: (1) hate (2)

entry-point: when

pattern: * when *

meta-response: how often (2)

This example shows two entry-point : the first is associated to the word “love”
and has three patterns. For each pattern, a set of meta-response is available. The
input is compared against matching patterns, extracting some placeholders (e.g.
(1) and (2) in the example), and then translated into a meta-response . The
concept of meta-response is probably the most important in the architecture.
As said, it is not the final output of the artificial entity, but an input that will
be used by the Net component to generate the actual response. In this exam-
ple, an user input like “In the morning I love cats” would match only the first
pattern, mapping the placeholders (1) and (2) to “In the morning” and “cats”
respectively. A randomly chosen item in the corresponding set of meta-responses
(e.g. “fans of cats”) will be then used by the subsequent Net component to ac-
cess the Internet. Note how is possible to use one of the pattern to delegate the
meta-response to a different entry-point (“when”) if the corresponding keyword
is present. The idea is to use an entry-point with lower priority if no better choice
is available. The set of entry-point is read in order, so in the example above the
input “when I love cats” will match the first pattern, while “you love me when
I play golf” would match the second, linking then to entry-point “when” and
generating the meta-response “how often I play golf”.

3.4 Net

The Net component implements an interface to the Google CustomSearch
APIs [10], used in conjunction with the meta-response to extract data from the
Internet and generating the actual response of the artificial entity. This involves
the following phases:

1. The Net component uses its own CustomSearch Engine object using the
meta-response as main argument.

2. As result, an array data structure containing fragments of data extracted
from the internet is returned.
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3. At this point, Net extracts the snippet field of the returned structure. Indeed,
our aim is not to deal with low level web code (e.g. HTML or javascript),
but with already human-readable text.

4. The resulting blob of data is then processed using an regular expression sys-
tem implemented in Net , performing some post processing tasks: discarding
too long/short sentences, strange punctuation, text with not useful content
(e.g. all numbers).

5. Finally, each of the filtered items is given a sort of “quality value”, depend-
ing on some properties of the text, e.g. containing a first-person statement,
having a question mark a last character and so on.

3.5 Consciousnet Tuning

Each of the components described is designed and implemented in order to work
as a separate functional element. The degrees of freedom in the environment
configuration are mainly encoded in the Attitude data structure. A lot of flexi-
bility comes from tuning the “personality” of the entity in order to accomplish
some specific tasks. We can distinguish between two different ways of tuning:

– Extensively: this consist in adding new entry-point items to the Attitude
structure, expanding the conceptual domains that can be used as starting
point for creating the meta-response

– Intensively: for a given entry-point , the number of decomposition patterns
and meta-response could be customized in order to enrich the complexity of
the behaviour mapped in each entry-point .

Users oriented toward an “expert-system” perspective would probably tune
Consciousnet extensively, adding several entry-point elements focused on a par-
ticular domain, for example name of symptoms and diseases in an health-care
application. Further, the complexity of meta-response could also be limited in
order to get simpler and controllable text snippets; we cannot exclude interesting
results in these ways of tuning Consciousnet , but they are apart from the orig-
inal spirit of the environment and will not further discussed in this introductory
work.

On the other side, different fields such as entertainment, language research,
psychologists, could benefit from the flexibility of the environment and use the
unpredictability and generality as an added value. In the interaction experiments
between students and Prof. Gioio entity, presented later in this work, we used
an Attitude including very heterogenous patterns, e.g. where I love (1) could
result in the meta-response Reasons why I hate (2), generating the not-so-
friendly exchanges like:

You> I love studying psychology, hope will do good

Entity> I’d like to know from people studying psychology, if

they think
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The choice of accessing external Internet complexity using appropriate meta-
response instead of large databases avoids problems of scalability and main-
tainance that would arise when dealing with a not-specialized, general purpose
system. For example, considering the snippet:

entry-point: play

pattern: I * play *

meta-response: people that (1) play (2)

meta-response: is the best for (2)

One of the experiments performed in the next Section, showed the exchange:

You> I used to play bass guitar

Entity> For distortion, definitely the Blackstar HT-Dual

which is really satisfying as interaction, even if not technical data about gui-
tar tools has ever been introduced in Consciousnet . It has been sufficient to
provide a good pattern to catch the placeholder “bass guitar”, without really
encoding anything strictly related to this particular instrument. In other words,
the same patterns could give interesting results even when playing “drums” or
“lego building blocks”. As seen in Figure 1, a fundamental design choice is to
leave complexity outside the environment enabling intelligent ways of letting it
emerge from the network. As a further interesting consequence, if something
that does not exists today will appear tomorrow, the collective consciousness
of the network will be absorbing it, and then it will become something that
Consciousnet could successfully use in its dialogues.

4 Example: Reversed Turing Test

In order to demonstrate the effectiveness of Consciousnet flexibility, this sec-
tion shows how the environment has been used to carry out a set of Turing-test
inspired experiments, specifically designed for this work. The idea was inves-
tigating some properties of the language used in two different sets of users: a
set α, being aware of the artificial nature of the entity and a second set β,
not being aware of. While the original Turing’s test consists of an human en-
tity which analyses language to guess whether the counterpart is artificial or not,
the proposed experiment completely reverses the perspective: we explicitly make
statement about the other entity nature, analysing how language is affected from
this awareness (see Figure 3).

4.1 Experimental Setup

The two sets α and β consisted of 30 students, taken from a course on Funda-
mental of Informatics for Psychology, held at University of Catania in 2013 [14].
Students belonging to the set α were instructed as they were performing a text
only connection with an american Professor, Doctor Paul Gioio 1, interested into

1 Named after the italian nickname of one of the authors’ son.
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testing a new form of interaction to be used in future on his own students. Each
student entered (one per time) in a isolated room, where a 10 minutes chatting
session was performed. In order to maximize the chance of masquerading the
artificial nature of the entity, students who already performed the session were
moved into separated room. This avoided the change of influencing successive
students with doubts or considerations on what happened during their inter-
action. Of course, interaction sessions belonging to set β did not require such
expedients and they were explicitly told to perform a chat with an artificial
intelligence entity.

4.2 Results

When all the students of set α ended their 10 minutes session, the experiment
was revealed. Quantifying “how much” Prof. Gioio was considered as real is not
in the purposes of the experiments and it would be really difficult to gather such
a measure: the majority of the students declared themselves as “surprised” and
a few of them told of having developed some suspects. In every case, we are
not interested in what is their opinion after the interaction, but how they acted
during the interaction. Thus we can safely assume that even more suspicious
students have been interacting supposing an human counterpart, since the short
time available and the particularity of the situation forced them to adopt a
conservative behaviour.

(a) (b)

Fig. 3. Original Turing Test (a) and the reversed version (b) performed with
Consciousnet

A total of 288 and 261 sentences have been collected from participants of sets
α and β respectively, i.e. excluding those produced by the Consciousnet plat-
form when interacting. A quantitative and qualitative analysis of the transcripts
was conducted in order to investigate an impact in terms of semantic domains
covered, syntax-oriented metrics, and statistically significative differences among
the two sets α and β. Two kind of words have been removed from the collected
sentence in order two produce less noisy results: the first set of words are those
below a frequency threshold of 1% on the overall data. The second kind of words
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Table 2. Most used words from Stanford POS analysis:α (top) and β (bottom)

Noun Adj Adv Verb

study 15 good 10 well 4 understand 11

student 11 nice 5 exactly 2 learn 7

university 8 happy 4 probabily 2 love 5

year 7 bad 3 absolutely 1 speak 5

life 6 difficult 3 extremely 1 study 5

music 6 easier 2 frequently 1 start 4

people 6 favourite 2 good 1 work 4

Noun Adj Adv Verb

course 11 happy 5 hard 3 understand 13

people 6 good 4 well 2 work 5

time 5 hard 4 close 1 hate 4

work 5 favourite 3 dear 1 meet 4

family 4 nice 3 realy 1 talk 4

hobby 4 afraid 2 simply 1 play 3

excluded are those commonly referred as “stop words”, i.e. words that do not
play any particular semantic role (for a complete list of the stop words adopted,
see also [13]).

Table 2 shows frequency list of most used words, labeled with the Stanford
POS Tagger [7] considering 4 categories (noun, adjectives, adverbs, verbs). Fur-
ther, a more complex analysis was conducted using the R [5] statistical tool in
conjuction with KH coder [8], an open source software for content analysis, text
mining or corpus linguistics. Part of the results obtained are summarized in the
Figure 4, including co-occurrence network, self-organizing maps and clustering
using method Ward with a Jaccard distance [18]. While these preliminary results
seems to show some interesting differences between the two sets, any detailed and
meaningful interpretation of such data is beyond the scope of this introductory
word, which has been explicitly focused on the architecture of the Consciousnet
environment.

5 Conclusions

In this paper we introduced Consciousnet , an artificial intelligence environment
exploiting the Internet to perform a general purpose, not-specialized text based
interaction. A set of experiments have been carried out to demonstrate how the
environment has been used to perform a reversed version of the Turing test.
Future works will involve both the improvement of the Consciousnet network-
based intelligence and the design of new experimental tests for the research in
the human-machine interaction field.
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(a) (b)

(c) (d)

(e) (f)

Fig. 4. (a,b) Co-occurrence Network, (c,d) self-organizing maps and (e,f) word clus-
tering for sets α and β
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Abstract. The use of speech-based interaction over traditional means of interac-
tion in secondary tasks may increase safety in demanding environments with 
high requirements on operator attention. Speech interfaces have suffered from 
issues similar to those of visual displays, as they often rely on a complex menu 
structure that corresponds to that of visual systems. Recent advances in speech 
technology allow the use of natural language, eliminating the need for menu 
structures and offering a tighter coupling between the intention to act and the 
completion of the action. Modern speech technology may not only make al-
ready existing types of interaction safer, but also opens up for new applications, 
which may enhance safety. One such application is a speech-based hazard re-
porting system. A small fixed-base simulator study showed that drivers adapt 
the timing of the hazard reports to the situation at hand, such that an increase in 
reported workload was avoided. 

Keywords: speech-based interface, natural language, compensatory behaviour, 
hazard reporting, human factors, VUI, strategic driving behaviour, simulated 
driving, IVIS. 

1 Introduction 

The use of speech-based interaction over traditional means of interaction in secondary 
tasks may increase safety in demanding situations, like when driving an automobile or 
flying an aircraft, where the requirements on operator attention and vigilance are high. 
Traditional means of interaction such as screens, buttons and touchscreens usually 
involve rather complex menu structures, input fields and controls. Using those means 
while performing a high workload spatial task such as driving decreases overall per-
formance significantly as this type of interaction competes for our limited resources 
[1-3]. 

Speech interfaces have until recently suffered from issues similar to those of visual 
displays, as they often rely on a complex menu structure corresponding to that of 
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visual systems, with the added drawback that it is normally inappropriate or even 
impossible to make said structure immediately visible on a screen. Instead, it has to be 
envisioned and/or remembered by the user. Typical examples are modern in-car navi-
gation systems and speech recognition-based telephone services. These systems typi-
cally employ a rigid menu structure with clear expectations on the next input from the 
user, such that the input method is very similar to a traditional visual/manual input, 
except that verbal commands replace the hand movements. 

Recent advances in speech technology allow the use of natural language and 
thereby eliminate the need for menu structures. The use of a natural language based 
speech interface offers a tighter coupling between the intention to act and the comple-
tion of the action as the user can jump between topics and deal with several conversa-
tion threads in parallel, as well as spontaneously introduce novel topics, without  
having to allocate any resources to accommodate the system structure. The conversa-
tion is essentially user-paced, which means that it can be interrupted, suspended and 
resumed just as the user sees fit. Modern speech technology has many potential appli-
cation areas in driving, both within the domain of comfort systems and of safety sys-
tems. It may not only make already existing types of interaction safer, but also opens 
up for new applications, which may enhance safety. 

In this article, although mainly theoretical, we will therefore also test a concept for 
a traffic hazard reporting system that is based on novel types of spoken language in-
terfaces, which are characterised by being user-paced and menu-free, as opposed to 
more traditional types of speech interfaces. The main point of this paper is the as-
sumption is that this new type of interface can be handled by drivers with only negli-
gible interference with the driving task. Thus, its net effect is expected to be an  
increase in traffic safety, as drivers will be warned of hazards, while the action of 
reporting the hazard does not have any measurable negative impact. 

1.1 Spoken Language Interfaces in Driving  

There is ample evidence from different fields of research that adding a secondary task 
to a primary task usually deteriorates performance in the primary task [4-7]. Con-
trolled studies of driving behaviour have shown time and again that adding a task like 
using a mobile phone or navigation system to the driving task often leads to increased 
reaction times [e.g. 8, 9]. Given that driving is generally agreed to have a large visual 
component [10], this concern is especially pronounced for tasks classified as having 
heavy visual/manual components, that is, where the driver needs to look away from 
the traffic and manipulate dials or screens. At the same time, contemporary naturalis-
tic studies show that the act of talking on the phone was not associated with an in-
creased crash risk when separated from dialling and reaching for the phone [11, 12].  

These data therefore indicate that behavioural effects observed in simulator trials, 
in controlled test track tests or even in on-road studies cannot be translated one to  
one to behaviour in real traffic. Drivers in controlled studies are typically assigned 
pre-specified tasks to be carried out under certain conditions and are required to  
execute the secondary task in a given situation. In real traffic, however, the same 
drivers would have much greater room to compensate for their expected temporary 
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attentional deficits. It is probably partly therefore that crash numbers have not in-
creased substantially as the entertainment technology increasingly has found its way 
into our vehicles. Drivers do not use the technology completely uncritically, but they 
adapt their behaviour on the operational, the tactical and even on the strategic level, 
for example by slowing down, by choosing not to overtake, and by selecting situa-
tions of low complexity for secondary task execution [11, 13]. They also adapt how 
they execute the secondary task, for example by keeping telephone calls brief [14]. 
Some studies exist, although admittedly impressionistic in nature, indicating that 
drivers employ a whole range of linguistic devices and other communicative strate-
gies in their spoken interaction within the vehicle or over a mobile phone line, in or-
der to accommodate the cognitive demands of simultaneous talking and driving [15]. 
In a more recent study it was also investigated how cognitive load affects the degree 
of disfluencies during in-vehicle spoken dialogue between drivers and passengers 
performing a consciously demanding interview task while navigating in real traffic. 
The passengers acted as interviewers while also giving navigation instructions. On a 
side note, the authors made the collateral finding that all passengers actually spoke 
less disfluently when their drivers experienced high workload, which could also be 
seen as a tell-tale sign of co-operative adaptation from the side of the passengers [16]. 

While it is good news that drivers adopt strategies to improve their safety, it is of 
course advisable to offer methods of interaction that interfere as little as possible with 
the driving task. It may very well be that a certain type of secondary task can be im-
possible to perform with one type of interface, but very easily with another. 

In order to make predictions about how different interface solutions affect the driv-
ing task, we lean on the concepts provided by the theory of threaded cognition [3]. In 
this theory it is assumed that different tasks within a multitasking environment are 
made up of different threads. Threads compete for the same cognitive, perceptual and 
motor resources. Different resources can operate in parallel, but each resource can 
only handle one request at a time. This explains why certain multitasking processes 
lead to degraded performance in either one or several tasks, how this can change over 
time with additional practice, and, furthermore, why multitasking in some cases does 
not have to lead to degraded performance in any of the subtasks. 

According to the theory of threaded cognition, as well as other multiple resource 
theories [e.g. 2, 17, 18, 19], task interference resulting in degraded performance is 
more likely to occur and persist when different task threads contend for the same 
resources. Procedural resources are central and used frequently by any thread, but by 
avoiding the use of the same peripheral resources, parallel processing of different 
threads can be achieved. A further improvement is achieved by a reduction of the use 
of declarative resources, which occurs for example when instructions for actions have 
to be retrieved from memory. As shown by Salvucci and Taatgen [3], a visual dialling 
task produced a higher level of interference with driving than did a comparable voice-
dialling task. Similarly, a study by Levy et al. [20] showed that resource interference 
degrades performance. Based on this notion the NHTSA published guidelines on how 
to test built-in visual/manual interfaces for their suitability while driving [21]. 

This would lead to the seemingly easy conclusion that the vocal/auditory channel 
should be the interface of choice for tasks that are to be processed in parallel with a 
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visual task like driving. However, empirical data show that this is not necessarily the 
case. Yager [22] had her participants type and send text messages manually, and ver-
bally with two commercial speech-based mobile services (Siri and Vlingo) while 
driving. She did not find any differences between the input methods with respect to a 
number of performance indicators, like eye gaze to the forward roadway, standard 
deviation of lateral position, mean speed and speed variation. A closer examination 
shows, however, that the allegedly verbal input methods still included a rather inten-
sive usage of visual resources, and as a result, a comparison with manual text input is 
not as clear-cut as it would first seem to be. Furthermore, the two speech-based input 
systems are also likely to have incurred an intensive use of declarative resources, 
since the participants were not necessarily familiar with the voice protocol that has to 
be used for the two services. Thus, they often had to retrieve information memorised 
during instructions and initial practicing. 

This points to one of the major problems which Yager’s study shares with many 
similar reports, namely that the attempted over-all comparison between two types of 
interfaces (here: “direct manipulation vs. speech-based”) based on the direct compari-
son of specific systems fails to generalise from the specific case to the canonical. 
Furthermore, as rightly pointed out by Green [23], “the demand characteristics of in-
vehicle tasks in question are not well quantified”, and even if they are split up (as they 
often are, following an idea popularised by McCracken and Aldrich [24]) into visual, 
auditory, cognitive and psychomotor demands (VACP), the question of what exact 
levels of task demands should be considered to be excessive still remains largely un-
answered. Also according to Green [23], this is of course further aggravated by the 
fact that the workload of the main task of driving is not well quantified, which, in 
turn, is why most investigations resort to some sort of indirect comparison between 
the influence of different secondary tasks, as exemplified by Yager’s study. 

It is worth pointing out that many pre-existing commercial and research systems 
involving spoken input for mobile use, both in and outside of vehicles, in fact do not 
profit from the main advantages of spoken language interaction, but do little more 
than “push buttons using voice”. For reasons unknown, the hierarchical menu design 
brought about by WIMP1-style computer GUIs already more than three decades ago, 
has had a remarkable but undesirable tendency to carry over to Voice User Interface 
(VUI) design, with many awkward and unintuitive system designs as a result. We 
would like to argue that making decisions and developing safety guidelines based on 
studies of such systems is misleading. Instead, we suggest that studies be made in-
volving (real or simulated) spoken language systems where: 

1. The (secondary) task lends itself to verbal interaction 
2. The system design takes advantage of the intrinsic benefits of using human lan-

guage and properly exploits the verbal and auditory channels 
3. Users are allowed the benefit of training  
4. Users are allowed the benefit of (tactical) planning 

                                                           
1 windows, icons, menus, pointer. 
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The first issue might seem trivial, but is in fact often overlooked. There are many 
cases where operating a button via direct manipulation and with instant tactile, visual 
or auditory feedback is optimal, such as when turning on the headlights or honking 
the horn. On the other hand, dashboards would soon be completely cluttered if each 
and every function stemming from the infotainment escalation in recent years had got 
a button of its own. The second item is perhaps the most generally ignored, and con-
sequently holds the most development potential. We will come back to that later in 
the choice of experimental task. The third point reminds us that it is otherwise consid-
ered acceptable to allow considerable amounts of training, which is normally required 
for example when learning how to operate a stick-shift transmission, or when adapt-
ing to the levers and buttons of a new car. The fourth bullet highlights that the leeway 
introduced by having a user-paced scenario may be enough to accommodate a range 
of secondary tasks without negative interference with the primary task of driving. 

1.2 A Tentative Service Scenario 

Today, many radio channels and TV stations provide live (non-critical) traffic conges-
tion, hazard, and obstacle reporting. Reporting is typically done by telephone. Even-
tually the information will be relayed to a large number of road users, for example by 
public broadcasting on the radio, possibly with prioritised reception by virtue of the 
Traffic Announcement bulletin handling present in RDS-enabled radio receivers since 
the late 1980s. 

As both driving and making the phone call depend on procedural and visual re-
sources, dual task performance is likely to be degraded. There are further technical 
disadvantages associated with making hazard reports by phone. The driver needs to 
give the precise location of the hazard, which puts demands on declarative memory. 
The hazard report has to be processed by a human, causing an unavoidable delay from 
reporting to broadcasting. Finally, distribution via broadcast radio inevitably pre-
cludes the possibility to individualize the message and to convey it only to those af-
fected by the hazard. 

Given all these issues it is worth investigating whether a traffic hazard reporting 
system could be automated. The idea is to use verbal reports from drivers, connect 
them to the position at which the report was made, have a backend that evaluates all 
reports, and then distribute appropriate information, warnings and alerts selectively to 
drivers in the affected area. As a first step, in this study we investigate how a simu-
lated voice controlled reporting system would be operated by a driver in traffic. For 
such a system to be safe for use in traffic it should neither have a substantial impact 
on reported workload nor on driving performance. Given the low fidelity of the simu-
lator that was available for the study, we did not consider it meaningful to assess driv-
ing performance directly. Instead, we decided to investigate how drivers would time 
their reports with respect to the hazards and obstacles on the road, in keeping with the 
notion of tactical self-regulation. Based on this it may be possible to draw conclusions 
about the likelihood that voice based hazard reporting will affect driving performance. 
We therefore specifically included a comparison between the drivers making reports 
at their own discretion and a forced “report-as-soon-as-possible” condition. 
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1.3 Requirements on a Speech-Based Hazard Reporting System 

Based on the arguments given in the introduction, we would like to suggest that the 
following requirements on system design and system performance need to be fulfilled 
to avoid an excessive increase in workload and to gain user acceptance: 

Satisfactory Speech Recognition. In a study by Kun, et al. [25] drivers were given 
a speech interaction task with a system capable of a simulated high recognition rate 
(89% of system dialogue turns) and with a system with a simulated poor recognition 
rate (44%). Their results show that the system with the low recognition rate caused a 
significant increase in lane position variance when using the push-to-talk (PTT) but-
ton, but this effect did not transfer to the better-performing system. These results may 
be caused by increased workload in the auditory system imposed by the system’s poor 
recognition in combination with the visuospatial task of reaching for the PTT button 
in the centre console, resulting in an overall increase in workload.  

Responsive, Intuitive and Effortless. Auditive and verbal feedback needs to be 
immediate, just as in human-human conversation. Reporting should be as easy as 
putting words on thoughts. Verbal reporting is already the primary means today, al-
though it is done by talking over the phone with a human operator, so the task is ob-
viously feasible. Furthermore, as Green [26] has pointed out, issuing a brief verbal 
command (like reporting a traffic congestion – in his example a voice-controlled radio 
is operated) is likely to require minimal thought. 

Training. The envisioned mobile speech-based system covers many functions with 
a similar and consistent VUI, and users of the system are typically guided through 
interactive tutorials for each function specifically for training purposes. Users can also 
re-visit these tutorials and should have ample time to practice reporting prior to use. 

Tactical Choice of Reporting Time. The system should possess functionality for 
the interruption of on-going dialogues as workload increases and should be able to 
resume the dialogue where the driver left off as the workload level decreases [27, 28]. 
We therefore suggest a speech-based system that is completely user-paced, such that 
users are free to choose the time of reporting to suit their driving pattern. 

2 Method 

2.1 Participants and Equipment 

A convenience sample of 17 participants between 20 and 27 years of age (Mean=24, 
SD=2.3) took part in the study. All participants were required to have a valid driving 
license and a minimum of 2 years of driving experience on Swedish roads. The par-
ticipants were students at Linköping University. Each participant was given two cin-
ema tickets as compensation for participating in the study. 

The VTI fixed-base simulator was used for the purposes of this study. The driver 
environment is constructed from parts of a Ford Focus and has all the essential con-
trols such as the transmission stick, clutch, wheel and brakes. The simulation software 
was executed on a distributed computer system and the graphics were rendered with a 
resolution of 720x1280 pixels at 60 Hz and displayed on three 40” flat-screen TVs 
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with a 1080x1920 resolution providing an approximated 120° field of view. Sound 
effects were provided through a 5.1 Logitech® surround sound system. A 7” resistive 
touchscreen was placed on the centre console representing a full screen button activat-
ing the speech interface. 

2.2 Primary and Secondary Task 

The primary task was to drive approximately 20 km on a rural road with a village in 
the middle. The following nine hazards and obstacles were placed along the road: 

• a truck trailer parked on the shoulder of the road 
• a moose moving towards the road and then stopping at the road side 
• a car parked at a bus stop 
• a broken down car in an intersection 
• a road construction site on an urban road 
• a road construction site in an intersection 
• a broken down car in an intersection with a cyclist crossing the road with oncom-

ing traffic 
• a truck partially parked on the shoulder of the road and a connecting road  
• oncoming traffic and a cyclist in the participant’s lane, cycling in the opposite di-

rection  

The secondary task used in this experiment was a speech interface for reporting 
roadside hazards and hindrances. The system was simulated using the Wizard of Oz 
method [29] where a hidden experimenter provided feedback using a synthesised 
voice. The reason for this was to ensure that VUI design issues would not adversely 
affect the drivers’ performance. The system was activated by pressing the touch-
screen, which resulted in auditory and visual feedback. The subject then provided a 
verbal hazard report that the system associated with the vehicle’s physical position 
along the simulated road. Upon completing a report the subject received auditory 
feedback by a synthesised voice triggered by the experimenter. 

2.3 Procedure and Design 

The participants were asked to drive as they would normally do while paying atten-
tion to the traffic regulations. They had an initial training phase in the simulator for 
about five minutes before proceeding to the experimental conditions. There were four 
different experimental conditions:  

• a baseline in which participants drove along the route without any additional tasks 
• a self-paced experimental run in which the participants were asked to use the 

speech-based hazard reporting system as they saw fit 
• a video run in which the drivers watched a film of a run in the simulator and used 

the speech-based reporting system as instructed in the self-paced run 
• a forced experimental run in which the drivers were instructed to use the system as 

soon as they detected any traffic hazard or obstacle (externally paced) 
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It was decided that the order of the reporting conditions should go from least to 
most specific and enforcing, such that reporting behaviour in the self-paced condi-
tions would not be influenced by the more externally paced condition. This meant that 
baseline driving always came first, followed by the self-paced and the video condi-
tion, the two latter of which were counterbalanced. The forced condition always came 
last. The ensuing risk for learning effects was considered, but viewed as less problem-
atic than a carry-over effect of the forced reporting behaviour to the self-paced  
behaviour. 

2.4 Data Collection and Analysis 

A log was kept of when the participants started reporting each hazard/obstacle. Audio 
was recorded during the experimental runs using a microphone mounted on top of the 
dashboard. All participants were asked to fill out the NASA-RTLX form [30] after 
each run to obtain self-reported workload measurements. 

The road around each obstacle was divided into Area 1 (before the hazard/obsta-
cle), Area 2 (next to the hazard/obstacle) and Area 3 (behind the hazard/obstacle). 
Area 1 started as soon as the obstacle became visible and ended 20 m in front of the 
obstacle. Area 2 lasted from 20 m in front of the obstacle to 20 m behind the obstacle. 
Area 3 started 20 m behind the obstacle and ended 150 m behind it. The number of 
hazard reports per obstacle, area and condition were counted based on where the re-
port was initiated by pressing the touch screen. 

3 Results 

3.1 Reporting Strategy 

For the self-paced condition a total of 115 obstacles were reported, in the video condi-
tion 110 obstacles were reported, and for the forced condition 127 obstacles were 
reported. The obstacle that was least likely to be reported across conditions was a road 
construction in town, followed by a road construction in a crossing and a bicyclist 
cycling on the wrong side of the road. 

The number of reports per area and condition is displayed in  
. In the self-paced condition 57% of the reports were initiated in Area 1, that is, be-

fore the area immediately surrounding the obstacle, was reached. More than half of 
the 22% of reports initiated in Area 2 in the self-paced condition were associated with 
the moose standing next to the road and with the bicyclist crossing the intersection. 
The share of reports (21%) that were initiated in Area 3, after the obstacle, were most 
frequently connected to the truck trailer and the truck parked on the roadside. 

In the video condition 63% of the reports were initiated in Area 2 and 31% were 
initiated in Area 1. Only 6% were initiated in Area 3. 

In the forced condition the vast majority of reports (89%) was initiated in Area 1, 
7% of the reports were initiated in Area 2, and 4% were initiated in Area 3. 
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Fig. 1. Report count per road area and reporting condition for 17 drivers performing a simu-
lated speech-based hazard-reporting task 

Workload Measurements. Differences in workload ratings between conditions were 
analyzed using an ANOVA, the results of which are displayed in Table 1. There was a 
significant difference between conditions (F(3, 42)=5.565, p=.003, ω2=.284, pow-
er=.985). Post-hoc tests at the uncorrected α=.05 level showed that the reported work-
load for baseline was significantly higher than for the self-paced and the forced condi-
tion, workload was also higher for the video condition than for the forced condition. 

Table 1. Mean workload ratings on the NASA-RTLX and p-values for the post-hoc 
comparisons in the ANOVA with the factor condition 

  baseline video self-paced forced 
mean 
± sd 

 164.0±65.0 146.3±64.3 117.7±52.3 105.0±53.4 

post-
hoc 
test 
results 

video p = .091    
self-
paced 

p = .021 p = .092   

forced p = .011 p = .025 p = .401  

4 Discussion 

There is a large contrast between the reporting strategies employed in the different 
driving conditions, indicating that drivers adapt flexibly to the situation at hand. In the 
self-paced and in the video condition the drivers were instructed to use the system in 
the same way, except that in the video condition the driving task was excluded. In the 
self-paced condition drivers tended to make their reports in Area 1, which could be a 
strategy to avoid an increase in workload when passing the obstacles. Notable excep-
tions are the moose on the roadside as well as the bicyclist in the crossing. Here, the 
workload may be higher in Area 1, as drivers need to brake and assess the somewhat 
unpredictable behaviour of the moose or bicyclist. In those two cases reporting is 
often delayed to Area 2, where there is no longer any immediate threat. This claim of 
the drivers’ self-regulation is further supported by the fact that the general strategy 
changes in the video condition when no workload from driving is contributing to the 
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overall workload. As the drivers do not have to focus on driving they tend to use the 
reporting system in close physical proximity to the obstacle. 

In the forced condition practically all reports are initiated in Area 1, which shows 
that the participants followed the instructions. As this reporting behaviour does not 
correspond completely to the drivers’ natural strategy, it is important to consider how 
instructions are phrased in further studies. It is recommended to give participants 
more leeway in executing secondary tasks, as this enables the employment of com-
pensatory strategies and has more ecological validity. 

The ANOVA on workload unexpectedly showed significant differences between 
the different driving conditions. It is worth noting, however, that there is a decrease in 
workload as the drivers work their way through the different conditions. This most 
likely reflects a learning effect with the drivers familiarizing themselves with the road 
conditions, the obstacles, the simulator and the reporting task over time. Still, the 
addition of the reporting task does not lead to reported workload levels above base-
line, which is promising. This could possibly be explained in light of Salvucci’s 
theory, which suggests that verbal tasks should lend themselves to being integrated 
with driving. In future studies learning effects have to be addressed more carefully, 
for example by working with highly trained participants, or by employing a between- 
group design. Also, performing workload assessment more frequently could provide 
further insight into how drivers are affected by driving and/or the reporting task. 

5 Conclusions 

The results show that drivers employ compensatory strategies when making speech-
based hazard reports, and that the strategy seems to be dependent on the complexity 
of the traffic situation. The results also indicate that overall reported workload does 
not increase when using a speech-based hazard reporting system, providing initial 
support for the presented theory. However, the scope of the present study was limited, 
therefore it is recommended to follow up on the results and expand them, taking the 
recommendations given here into account. 
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Abstract. Chinese Romanization can transcribe Chinese characters to Roma-
nized Pinyin, It is very useful for natural language processing, documentation, 
language learning. It became an important tool for human-computer interaction. 
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1 Challenges in Computational Processing of Chinese 
Characters  

We are in the information epoch. In this epoch, computer and network play more and 
more important rule in human life. The language is an effective carrier of information. 
In information epoch, the computer with only more than 60 years challenged to the 
Chinese characters with more than 6000 years. The Chinese character is a kind of 
ideophonographic character. The ideophonographic character is a graphic character 
that represents an object or a concept and associated sound element. The Chinese 
characters are a big character set. The most of character set in the world only includes 
a limited number of characters. The character number included in the character set of 
different languages is as following (Figure 1). The number of Chinese characters is 
much more than above languages. Following is the Chinese character number in dif-
ferent Chinese dictionaries from ancient China to Modern China (Figure 2) 

The Chinese character number in ZHONGHUA ZIHAI arrives to 85,000, but some 
Chinese characters in this dictionary only are meaningless or soundless signs, they 
can’t be considered as the authentic Chinese characters. Generally the number of Chi-
nese characters is more than 60,000. It is the biggest character set in the world. In 20th 
century, some experts try to invent the Chinese typewriter to type Chinese characters. 
The Chinese character typewriter is different from the Remington typewriter which 
based on Latin alphabet. It is extremely complicated and cumbersome. For example, 
the Chinese typewriter invented by Wally Johnson, which now is kept in the office of 
Vickie Fu Doll, Chinese and Korean Studies Librarian in the East Asian Library of 
the University of Kansas, USA1.  

                                                           
1 Victor Mair, Chinese typewriter, Language Log, June 30, 2009. 
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Language:              Number of characters: 
Latin     26 
Slavic     33 

   Armenian    38 
Tamil     36 
Birma     52 
Thai     44 
Lao     27 
Tibet     35 
Korean    24 
Japanese    48 

 

 

Fig. 1. Natural Languages and Its Number of Characters 

Editor: Dictionary/Year & Number of  Chinese characters:     

Xu Shen 说文解字(SHUOWENJIEZI) / 100 A.C.  9,353 

Gu Yewang 玉篇(YUPIAN) / 543             16,917 

Chen Pengnian 广韵(GUANGYUN) / 1008   26,194 

Ding Du  集韵(JIYUN) / 1067            53,525 

Mei Yingzuo 字汇(ZIHUI) / 1615    33,179 

Chen Tingjing 康熙字典(KANGXIZIDIAN) / 1716  47,043 

Zhang Qiyun 中文大字典(ZHONGWEN DAZIDIAN) / 
1971    

49,888 

Xu Zhongshu 汉语大字典(HANYU DAZIDIAN) / 1990  54,678 

Leng Yulong 中华字海(ZHONGHUA ZIHAI) /1994  85,000 

 

 

Fig. 2. Chinese character number in different Chinese dictionaries 

The main tray - which is like a typesetter's font of lead type - has about two thousand 
of the most frequent Chinese characters (Figure 3). Two thousand Chinese characters 
are not nearly enough for literary and scholarly purposes, so there are also a number of 
supplementary trays from which less frequent Chinese characters may be retrieved 
when necessary. The pieces of character type are tiny and all of a single metallic shade 
in the tray, it becomes a maddening task for typist to find the right character.  
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Another problem is the principle upon which the characters are ordered in the tray. 
By radical of Chinese character? By total stroke count of Chinese character? Both of 
these methods would result in numerous Chinese characters under the same heading. 
By rough frequency of Chinese character? By telegraph code of Chinese character? 
Both of these methods need the good memory of typist. Unfortunately, nobody seems 
to have thought to use the easiest and most user-friendly method of arranging the 
Chinese characters according to their pronunciation. For all of the above reasons, 
using a Chinese typewriter was an excruciating experience. Following is a precious 
photograph of Wally Johnson working at his typewriter (Figure 4). These photos vi-
vidly convey the suffering that is associated with using a Chinese typewriter. 

 

Fig. 3. Wally Johnson’s Chinese typewriter and the tray of typesetter's font of lead type  

 
 

Fig. 4. Wally Johnson working at his typewriter and taking a short break in place 

The computer also uses the Remington typewriter as the keyboard for human-
computer interaction. Obviously, above Chinese typewriter cannot be used as the 
keyboard of computer for human-computer interaction. The design of computer key-
board is based on Latin alphabet system. If we use Latin alphabet to represent the 
pronunciation of Chinese characters, then we can get the easiest and most user-
friendly method to input or output the Chinese characters according to their pronun-
ciation. Therefore the Romanization of Chinese is very helpful for human-computer 
interaction [1]. 

2 Romanization of Chinese 

The words in a language, which are written according to a given script (the  
converted system), sometimes have to be rendered according to a different system  
(the conversion system). The conversion is indispensable in that it permits the univoc-
al transmission of a written message between two countries using different writing 
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systems or exchanging a message, the writing of which is different from their own. 
There are two basic methods of conversion of a system of writing: transliteration and 
transcription. Transliteration is the operation which consists of representing the cha-
racters of an entirely alphabetical character or alphanumeric character system of writ-
ing by the characters of the conversion alphabet. In principle, this conversion should 
be made character by character: each character of the converted alphabet is rendered 
by one character, and only one character of the conversion alphabet, to ensure the 
complete and unambiguous reversibility of the conversion alphabet into the converted 
alphabet (re-transliteration). 

Transcription is the operation which consists of representing the characters of a 
language, whatever the original system of writing, by the phonetic system of letters or 
signs of the conversion language. A transcription system is of necessity based on the 
orthographical conventions of a conversion language and its alphabet. The users of a 
transcription system must therefore have the knowledge of the conversion language to 
be able to pronounce the characters correctly. Transcription is not strictly reversible. 
The transcription may be used for the conversion of all writing systems. It is the only 
method that can be used for systems that are not entirely alphabetical and for all ideo-
phonographic writing systems as Chinese. 

Romanization is the conversion of non-Latin writing systems to the Latin alphabet 
by means of transliteration or transcription. To carry out Romanization it is possible 
to use either transliteration or transcription or a combination of these two methods, 
according to the nature of the converted system. Many years ago, in 1958-02-11, the 
National People’s Congress of China approved The Scheme for the Chinese Phonetic 
Alphabet (Hanyu Pinyin, or Pinyin)[1][2]. This scheme is based on the principle of 
the transcription in Romanization. So we call this scheme as Chinese Romanization. 

 

 

Fig. 5. The Scheme for the Chinese Phonetic Alphabet was approved 

3 Pinyin Scheme of Chinese 

This scheme provides rules for alphabetic spelling of syllables in Standard Chinese 
Language of China (Putonghua). In the Pinyin scheme, each Chinese character gener-
ally represents one syllable. One word may consist of one or more syllables. A Chi-
nese syllable can be divided into two parts: initial part and final part (Figure 6). The 
table of syllabic forms is depicted in Figure 7 and 8.  
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Initial part of Chinese syllable: 
- Bilabial: b  p  m 
-Labio-dental:  f 
-Dorso-prepalatal: d  t  n  l 
-Dorso-velal: g  k  h 

-Apico-alveolar: z  c  s 
-Apico-postalveolar: zh  ch  sh  r 
-Dorso-palatal: j  q  x 

-Zero initial: nothing before the far left of the final. 
Final part of Chinese syllable: 
-Articulation A: Articulation with a, o, e as medial or main vowel  
(For example, a, o, e, ei, ao, ou, an, ang, en, eng, ong, er) and with i in zi, ci, si, 
zhi, chi, shi, ri as main vowel.  
-Articulation B: Articulation with u as medial or main vowel.  
For example, u, ua, uo, uai, ui, uan, uang, un, ueng. 
-Articulation C: Articulation with i as medial or main vowel.  
For example, i, ia, ie, iao, iu, ian, iang, in, ing, iong. 
-Articulation D: Articulation with ü as medial or main vowel.  
For example, ü, üe, üan, ün. 

 

 

Fig. 6. Initial part and final part of Chinese syllable 

 

Fig. 7. Chinese syllable form 
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⁂ Represents a zero initial (i.e. where nothing comes before the final sound in the 

far left column) 

* Whenever u comes at the beginning of a syllable, it is written w. However, w 

must not appear without an additional vowel, so u as a complete syllable is not 

written as w by itself but as wu. 

† The i in zi, ci, si is different from most other uses of i in that it is short, not long. 

‡ The i in zhi, chi, shi, ri is different from most other uses of i in that it is short, 

not long.  

+ Whenever i comes at the beginning of a syllable, it is written y. However, y 

must not appear without an additional vowel, so not y, yn, yng but yi, yin, ying. 

※ Hanyu Pinyin simplifies the spellings of syllables with ü by using the u form 

instead in cases where no ambiguity could result. This is merely a spelling con-

vention; the u's here are still pronounced ü. 
1 wei: ui is actually an abbreviation of uei. This is why Hanyu Pinyin uses, for 

example, shui, not shuei, and dui, not duei. 
2 wen: un is actually an abbreviation of uen. 
3 you: iu is acutally an abbreviation of iou. Thus, since i is written y at the begin-

ning of a syllable, the spelling becomes you instead of yu (which would be not 

only misleading but wrong). 

Syllable ê and retroflexion syllable have been omitted from this table. 

Syllable er (it is different from the retroflexion syllable) has been omitted from 

this table. 
 

 

Fig. 8. Notes to Table in Figure 7 

This table covers all syllables of Chinese Putonghua except syllable ê, syllable er 
and retroflexion syllables. This table includes 392 syllables, plus syllable ê, syllable er 
and retroflexion syllables, the basic syllables of Chinese Putonghua are 405. The 
structure of Chinese syllable is simple. It is easy to learn and to remember. Generally 
speaking, a Chinese character can be represented by a syllable. Therefore we can use 
the syllables in Pinyin form to represent all Chinese characters in order to realize 
Chinese Romanization. Because the keyboard of computer is designed on the basis of 
Latin-alphabet, so we can use Pinyin to represent Chinese character in the human-
computer interaction. 

4 ISO 7098 Information and Documentation: Romanization of 
Chinese  

In 1979, Chinese delegate proposed to take the scheme of Chinese phonetic alphabet 
as the international standard in ISO TC46 meeting (Paris, Warsaw). In 1982, ISO 
7098 Documentation and Information – Chinese Romanization was approved at ISO 
TC46 meeting (Nanjing) as the first edition. In 1991, ISO 7098 was technically re-
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vised. It became the second edition (ISO 7098:1991). In China, Pinyin, the interna-
tional standard for Romanization of Chinese, gives impetus to new information tech-
nique in the information epoch. In computer application and mobile communication, 
it is used to input and output Chinese characters in computer, web and mobile phone. 
Now more than 80% Chinese used Pinyin to deal with Chinese information 
processing. Pinyin became a useful tool for human-computer interaction. In China, 
Pinyin also is effectively used in natural language processing and language engineer-
ing (machine translation, information extraction, information retrieval, text data min-
ing, etc.). In the international level, Pinyin has been adapted by most libraries around 
the world. It provides access to bibliographic material of the Chinese language in 
documentation (including traditional documentation and computerized documenta-
tion). In the computerized documentation field, Pinyin plays active role in human-
computer interaction. In the end of 20 century, Library of Congress (USA) used Pi-
nyin to catalogue Chinese books (700,000 books) in the library. In the same time, the 
Bibliothèque universitaire des langues et civilisations in Paris asked a team of sino-
logical librarians from all over the country, including the Bibliothèque Nationale de 
France, to ask their opinion on Chinese word segmentation of ISO 7098, in order to 
establish a common guideline on Chinese word segmentation in Pinyin. The National 
Library of Australia also adapted Pinyin for Chinese Romanization in documentation. 
Now more and more people in the world learn Chinese as a foreign language by the 
means of Pinyin. Pinyin became an important tool for teaching and learning Chinese. 
In Computer-Assisted Chinese Language Learning, Pinyin is used for input and out-
put of Chinese characters in the human-computer interaction.  

These facts show, Pinyin is a useful tool in human-computer interaction not only 
in China, but also in the world. 

5 Index of Ambiguity for Chinese Syllables 

However，the number of basic Chinese syllables is only 405. These 405 Chinese 
syllables can represent the pronunciation of all Chinese characters (more than 8,000 
characters)2. In this case, one Chinese syllable has to represent averagely more than 
19 Chinese characters (8,000/405 = 19.75). For example, The Pinyin syllable /bei/ can 
represent following 66 Chinese characters (Figure 9) and the Pinyin syllable /jing/ can 
represent following 88 Chinese characters (Figure 10). This means that Pinyin sylla-
ble has ambiguity in representation of Chinese characters.   

We can use the ambiguity index to describe the degree of ambiguity of Pinyin syl-
lable. The ambiguity index of a Pinyin syllable (I) equals the number of Chinese cha-
racters represented with this Pinyin syllable (N) minus 1. The formula is as following: 

 I = N – 1  (1) 

                                                           
2 General Standardization List of Chinese Characters (Beijing: Language Publishing House,  
  2011.) includes 8105 commonly-used Chinese characters.  
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Fig. 9. The Pinyin syllable /bei/ can represent following 66 Chinese characters 

 

Fig. 10. The Pinyin syllable /jing/ can represent following 88 Chinese characters 

This formula means that if one Pinyin syllable can represent N Chinese characters, its 
ambiguity index (I) equals N – 1. Therefore we may use the ambiguity index of Pi-
nyin to describe the ambiguity degree of Pinyin syllable in representation of Chinese 
characters. If one Pinyin syllable can represent one Chinese character, its ambiguity 
index is zero. If one Pinyin syllable can represent two Chinese characters, its ambigui-
ty index is 2 – 1 = 1. If one Pinyin syllable can represent three Chinese characters, its 
ambiguity index is 3 – 1 = 2. ...etc.  In our example, the Pinyin syllable /bei/ can 
represent 66 Chinese characters, its ambiguity index is 66 – 1 = 65; the Pinyin sylla-
ble /jing/ can represent 88 Chinese characters, its ambiguity index is 88 – 1 = 87. 
However if we combine these two monosyllables /bei/ and /jing/ to form a bi-syllabic 
word /beijing/, the ambiguity index will reduce, because /beijing/ can only represent 
three Chinese bi-syllabic words:  

北京, 背景, 背静 
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The ambiguity index of /beijing/ reduced to 3 –1 = 2. And if we capitalize the first 
letter of /beijing/ as /Beijing/, the ambiguity index will be reduced to 1 – 1 = 0. It 
means that /Beijing/ is a Pinyin word without ambiguity, its sense number is only 1. 
The sense of /Beijing/ exactly is the name of the capital of China:  

 
北京 
 

Therefore if we link different Pinyin monosyllables to form a polysyllabic Chinese 
word, the ambiguity index of Pinyin syllable will be reduced. It is the advantages of 
linking different monosyllables to form one polysyllabic Chinese word. However, at 
present days, in Chinese linguistics, there is not clear definition of common Chinese 
word, it is difficult to decide the boundary (dividing line) of a common Chinese word, 
and of course it will bring the difficulty to link the monosyllables to form a polysyl-
labic common Chinese word. But the boundary of Chinese proper noun is relatively 
clear. It is not so difficult to link different monosyllables to form a Chinese polysyl-
labic proper noun (the naming entity as personal names, geographic names, language 
names, ethnic names, tribe names, religion names … etc), because the boundary of 
Chinese polysyllabic proper noun is easy to decide according to the standards or regu-
lations of China. By this reason, at the 38th plenary meeting of ISO/TC 46 (6 May 
2011, Sydney), the Chinese delegate proposes to further update ISO 7098:1991 to 
reflect current Chinese Romanization practice and new development not only in Chi-
na, but also in the world. At the 39th plenary meeting of ISO/TC 46 (11 May 2012, 
Berlin), ISO TC 46 resolves to accept the China’s proposal at Working Draft (WD) 
stage. In 5 November 2013, the CD ballot is approved. At the 41th plenary meeting of 
ISO/TC 46 (5 May 2014, Washington D. C.), the Chinese delegate shall submit the 
Draft of International Standard (DIS) revised according to the comments at the CD 
ballot stage. In ISO 7098 updating version, Chinese delegate proposed and shall pro-
pose the following suggestions for the transcription rules of personal names, geo-
graphic names, language names, ethnic names, tribe names and religion names in 
Chinese language. We believe that this kind of transcription for the naming entity will 
be the first step for Chinese transcription based on the Chinese word (including poly-
syllabic common word and polysyllabic proper noun, etc). 

6 Suggestions for Updating ISO 7098 

We shall propose following suggestions (Suggestions 6.1- 6.11) for updating ISO 
7098: (6.1)Chinese personal names are to be written separately with the surname first, 
followed by the given name written as one word, with the initial letters of both capita-
lized. The traditional compound surnames are to be written together without a hy-
phen. The double two-character surnames are to be written together with a hyphen 
and the initial letters of both capitalized. For example, Li Hua (李华), Wang Jianguo  
(王建国), Zhuge Kongming (诸葛孔明), Zhang-Wang Shufang (张王淑芳). Pen 
names and other aliases are to be treated in the same manner: For example, Lu Xun  
(鲁迅), Wang Pangzi (王胖子). (6.2)The surname, given name, seniority order after 
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the adjuncts “Xiao”, “Lao” are to be written separately and with the initial letter both 
capitalized. For example, Xiao Liu (小刘，younger Liu), Lao Qian (老钱，older 
Qian). (6. 3)Certain proper names and titles have already fused and are written as one 
word with the initial letter capitalized. For example, Kongzi (孔子, Master Confu-
cius), Xishi (西施，acme of beauty, 5th cent. B.C.). (6.4)Chinese place names should 
separate the geographical proper name from the geographical feature name and capi-
talize the first letter of both. For example, Beijing Shi (北京市, Beijing Municipality), 
Hebei Sheng (河北省, Hebei Province). (6.5) If a geographical proper name or geo-
graphical feature name has a monosyllabic adjunct, write them together as one word. 
For example, Jingshan Houjie (景山后街, Jingshan Back Street), Chaoyangmennei 
Nanxiaojie (朝阳门内南小街, South Street inside Chaoyangmen Gate). ( 6.6)The 
names of smaller villages and towns and other place names in which it is not neces-
sary to distinguish between the proper place name and the geographical feature name 
are to be written together as one unit. For example, Wangcun (王村，Wang Village) , 
Zhoukoudian (周口店，an historical site).(6.7)In accordance with the principle of 
adhering to the original, non-Chinese personal names and place names are to be writ-
ten in their original Roman (Latin) spelling. While personal names and place names 
from non-Romanized scripts are to be spelled according to the rules for Romanization 
for that language. For reference, Chinese characters or their Hanyu Pinyin equivalent 
may be noted after the original name. Under certain conditions, the Hanyu Pinyin may 
precede or replace the original spelling. For example, Marx (马克思, Makesi), Pairs  
(巴黎, Bali). (6.8)Transcribed names which have already become Chinese words are 
to be spelled according to their Chinese pronunciation. For example, Feizhou (非洲, 
Africa) , Nanmei (南美, South America), Deguo (德国, Germany), Dongnanya (东南
亚, Southeast Asia). (6.9)In some cases, all the letters in personal name and geograph-
ical name may be capitalized. For example, BEIJING (北京， Beijing), LI HUA (李
华，Li Hua). (6.10)In the abbreviation of personal names, the surnames are to be 
written with initial capitalized letter or with all capitalized letters; the given names are 
to be written with first capitalized letter in every syllables and are to be added a dot 
after the capitalized letter. For example, Li H. or LI H.  for Li Hua (李华) , Wang 
J.G. or WANG J.G. for Wang Jianguo (王建国). (6.11)The abbreviation of geograph-
ical names written together as one word, is to be written with first capitalized letter in 
every syllable; all capitalized letters in the syllable are to be linked together. For ex-
ample, BJ for Beijing (北京), HZ for Hangzhou (杭州).  

The detailed spelling rules of personal names and geographical names should be 
alphabetized according to the regulations Spelling Rules for Chinese Personal Names 
and Spelling Rules for Chinese Geographical Place Names (the part of Chinese Geo-
graphical Names). The detailed spelling rules of common words are more complex 
than the rules of these proper nouns (naming entity). The rules of pinyin orthography 
for Chinese common words are included in the National Standard of China Basic 
Rules for Hanyu Pinyin Orthography (GB/T 16159-2011). This National Standard 
will further give impetus to the Chinese Romanization.  
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The Chinese Romanization will play more and more important roles in human-
computer interaction. 
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Abstract. Personality has a huge effect on how we communicate and interact 
with others. This study is one in a series of three that investigates how a speech 
based in-car system matched with dominant and submissive drivers affects per-
formance and attitude drivers. The study was conducted with 30 participants at 
Linköping University in Sweden. Data show that using a voice that combines 
feature from submissive and dominant speech patterns work well for both do-
minant and submissive drivers. The voice showed the same performance gain as 
when matching car voice personality with personality of driver, without the 
negative attitude ratings associated with the submissive car voice found in pre-
vious studies. Drivers assessment of the car system show that even though both 
dominant and submissive drivers find the system helpful, dominant drivers find 
the system more annoying and more likely to turn the system off. Design impli-
cations of in-vehicle systems are discussed. 

Keywords: In-car System, Driving Simulator, Driving Performance, Speech 
system, Attitude, Personality, Dominant and Submissive. 

1 Introduction 

Humans can easily detect characteristics in a voice and will use that skill when com-
municating with both humans and speech-based computer systems [1]. The linguistic 
and para-linguistic properties of a voice can influence people’s attention and affect 
performance, judgment, and risk-taking [2, 3]. Previous studies show that voices used 
by in-car systems can influence driving performance and driver attitude [4, 5, 6]. Cha-
racteristics of the voice affects listeners perception of liking and credibility of what is 
said, regardless of if the speaker is human or computer-based system [3]. "Speaking is 
the most social and human thing we do", stated Professor Clifford Nass, professor and 
director of the Communication between Humans and Interactive Media Lab at Stan-
ford University. "The minute you start speaking or listening to speech, the part of 
your brain that associates 'humanness' kicks in."[7]  

In the context of in-car information systems, Nass et al. [8] show a clear positive 
effect of matching the emotional characteristics of the in-car voice to the emotional 
state of the driver. People prefer people to interact with people that are like them-
selves; it makes it easy to establish common ground and to communicate. Lazarsfeld 
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and Merton [9] showed that most successful human communication will occur be-
tween a source and a receiver who are alike, i.e., homophilous, and have a common 
frame of reference.  

In general terms, theories of similarity-attraction and consistency-attraction [10] 
would suggest that personality has a huge effect on how we communicate and interact 
with others. Previous studies show that matching personality when communicating 
with a computer systems matters [11] and Dahlbäck, Swamy et al. [12] show that 
even matching accents matters. A system is always rated higher, and the user’s per-
ception of the systems performance better in matched cases.  For in-car systems and 
driving performance, Jonsson and Dahlbäck [13], show a clear positive effect on driv-
ing performance when matching personality of the in-car voice with personality or 
driver. There is however a complex interaction between personality, perceived simi-
larity, attitude and performance. Even though performance numbers are better for 
matched conditions, attitude towards the in-car systems does not necessarily improve 
with matched conditions.  

To further investigate the effects of matching personality of in-car system with per-
sonality of driver. The authors designed an in-car system exhibiting properties that 
can be considered personality neutral, i.e. rating in the neutral zone between dominant 
and submissive. 

The study reported here was designed to investigate if the voice of an in-car sys-
tem, rated to be neither dominant nor submissive, would be perceived similar enough 
to trigger positive effects of similarity-attraction on driving performance without ex-
hibiting negative effects on attitude. 

2 Study Design and Apparatus 

To investigate the effect of a personality-neutral voice on dominant/extrovert and 
submissive/introvert drivers a study with 30 participants was designed. The study was 
conducted at Linköping University in Sweden and is a follow-up of a study conducted 
at Oxford Brookes University in the UK [13]. 

2.1 Study Design and Participants 

The design was a 1 (personality of car voice) x 2 (Personality of driver: dominant, 
submissive) between subject and gender balanced study.  

There were 30 participants in the study (18 assessed as extrovert/dominant and 12 
as introvert/submissive) Participants were screened based on the NEO-FFI [14]. It is 
an abbreviated version of the NEO Personality Inventory Revised (NEO-PI-R) (Costa 
& McCrae, 1992).  It is intended for individuals aged 17 and older and requires a 
sixth grade reading level. The test items take the form of first person statements which 
participants are asked to rate on a five point Likert scale ranging from “Strongly Dis-
agree” to “Neutral” to “Strongly Agree.”  The inventory typically takes 10-15 minutes 
to complete (Costa & McCrae, 1992).  
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and intersections. In addition to driving the exact same scenario, all properties of the 
simulator, car, vehicle dynamics, weather conditions and traffic were set to be the 
identical for all participants. 

In-Car System. The authors used the same navigation system as designed for pre-
vious studies on personality of voice in cars [13]. It takes the driver to five locations 
by interacting with drivers at certain locations along the way.  

The navigation system consists of 40 utterances. 30 of the utterances are directions 
or suggestions, and 10 utterances are facts about the immediate surroundings. Direc-
tions and suggestions were designed to guide the drivers to the pre-programmed des-
tinations. The facts were added to investigate how much attention drivers were paying 
to the system and the voice. All 40 utterances were translated to Swedish.  

The Swedish voice that was used by the navigation system was selected to be per-
sonality neutral, neither rated as dominant, nor rated as submissive. The linguistic 
features used by the voice were a mix between those used by a dominant and a sub-
missive voice. Choice of words was selected to match the dominant style. Using 
words such as “will”, “must” and “definitely, in contrast to submissive style words 
such as “might”, “could” and “perhaps”. Overall the navigation system used assertive 
language “You should definitely turn right” in contrast to the submissive language 
style of “Perhaps you should turn right”.  

The voice was then recorded with lower overall frequency, flat pitch range and 
slower speed than a typical dominant voice [11]. The male voice used for the systems 
was reviewed and rated on the same NEO FFI inventory [14] used to screen partici-
pants. 

3 Procedure and Measures 

3.1 Procedure 

All participants were informed that the experiment would take one hour and started 
the experimental session by signing a consent form. This was followed by a five-
minute test run of the simulator, where participants could familiarize themselves with 
the simulator and the controls. This enabled participants to experience feedback from 
the steering wheel, the effects of the accelerator and brake pedals, a crash, and for us 
to screen for participants with simulator sickness [16]. None of the signed up partici-
pants felt nauseous or discomfort during the training course. All 30 participants  
proceeded to fill in the first questionnaire consisting of general information such as 
gender and age and real-life driving experience. 

In this study, all participants but one drove the driving simulator from start to 
finish. One participant retired from the diving session due to simulator sickness. The 
remaining 29 completed the driving scenario with the exact same navigation system 
using the same voice, scripted to take the driver to five destinations. During the drive 
all participants were subjected to the factual information inserted at 10 locations along 
the road. 
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After the driving session, participants filled in a set of post driving questionnaires. 
One of the questionnaires asked participants to assess the voice of the navigation sys-
tem in terms of how similar it was to them. A second questionnaire asked the driver to 
assess their driving experience and how the navigation system was perceived to affect 
their driving performance. The final questionnaire asked participants to recall infor-
mation volunteered by the navigation system during the drive. 

3.2 Measures and Dependent Variables 

This study used the same measures for personality, similarity, driving performance 
and navigation system as used in previous studies on personality of voices in cars, 
[13]. The authors used these measures in all three personality studies in this suite of 
studies to ensure consistency and enable comparisons between the different studies. 

 
Personality 
 
Participants were screened based on the NEO FFI inventory [14]. The inventory con-
sists of 60 first person statements which participants were asked to rate on a five point 
Likert scale ranging from “Strongly Disagree” to “Neutral” to “Strongly Agree.” The 
NEO inventory measures differences among normal individuals, and will assess indi-
viduals on the five factors or dimensions of the five-factor model (FFM) of personality.  

 
Similarity 
 
Similarity-attraction is an important aspect of how voices influence attitude and per-
ception of spoken messages. Similarity-attraction predicts that people will be more 
attracted to people matching themselves than to those who mismatch. It is a robust 
finding in both human-human and human-computer interaction [9, 11]. The theory 
predicts that users will be more comfortable with computer-based personas that exhi-
bit properties that are similar to their own. Attraction leads to a desire for interaction 
and increased attention in human-computer interaction [17, 18].  

A standard questionnaire on homophily [19] was used to assess similarity. The in-
dex for similarity used in the study was constructed as a combination of attitudinal 
similarity and behavioral similarity. Participants were asked to rate the statements of 
the inventory based on the question "On the scales below, please indicate your feel-
ings about the person speaking?" Contrasting statements were paired on opposite 
sides of a 10-point scale such that, 'similar to me' and 'different from me' would ap-
pear at different ends. 

Driving Performance. This is a collection of measures that consists of accidents and 
adherence to traffic regulations. The driving simulator automatically collected the 
data for these measures. Accidents is comprised off-road accidents, collisions, and 
pedestrian incidents. Adherence to Traffic Regulations is comprised of speeding, 
running stop signs, and running red lights.  
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Because it is much more difficult to drive in a simulator than to drive a real car in 
real traffic, the number of incidents are much higher than in real traffic, which makes 
this a useful measure of driving performance. 

Navigation System. This is a collection of measures related to the voice used by the 
navigation system and how drivers perceive and react to it. The measure Instructions 
followed simply counts how many of the driving instructions drivers followed. There 
were a total of 30 instructions given by the system to navigate the driver from start to 
finish. Time to destination measures drivers’ time to complete the driving scenario to 
the last destination. Facts remembered measures how many of the 10 driving scenario 
facts that drivers remembered after the driving session ended.  

Driver Self-Assessment and Perception of Navigations System. Participants self-
assessed their Normal driving style based on 8 terms using a 10-point Likert scale. In 
addition to this, participants also rated the perceived Influence by navigation system 
on their driving performance using a 10-point Likert scale for 9 terms. 

Participants were specifically asked assess the driving session and navigation sys-
tem. The driving session rated in terms of Fun and Liking, the navigation system in 
terms of being Annoying and Helpful. Finally, participants were asked to disclose 
their Willingness to use, i.e. to install and use in their own cars.  

4 Results 

The effects of using a “neutral” car voice in a navigation system with personality of 
drivers were measured by a one (Personality of Navigation System voice) by two 
(Personality of Driver) between-participants ANOVA. 

4.1 Prior Driving Experience 

To ensure that there was no bias based on drivers’ prior driving experience, data from 
the two most recent years of driving was collected. The data that included number of 
miles driven per year, number of accidents, and number of tickets, was averaged for 
each group of drivers. No significant differences were found across conditions. 

4.2 Similarity – Homophily 

Data from the similarity assessment show that both groups of drivers felt similar to 
the car voice. There was no significant difference between the two groups of drivers, 
dominant drivers felt similar to the person behind the car voice Mean=5.9 SD=1.1, 
and submissive drivers felt equally similar to the person behind the car voice 
Mean=5.9, SD=1.0, F(1, 28) = 0.006, p < 1.0. 
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expense. Previous studies [13] showed that a system could be perceived as annoying 
and undesirable, regardless of its actual performance.  

As one study in a suite of personality based studies investigating effects of match-
ing car voice with drivers, this study refines attitudinal results. Even though the data 
clearly show improvements over the matched cases investigated in a previous study 
[13], there are still more dimensions to be investigated. Dominant drivers perceive  
the in-car system tested in this study as a mixed blessing, seen as both helpful and 
annoying. 

The bottom line is that even the technologically-best system may not satisfy or 
help all drivers: While in-vehicle information systems represent exciting technologi-
cal advances, their deployment should be guided by significant caution. 
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Abstract. In this paper, we investigate the effects of language variety in combi-
nation with bodily behaviour on the perceived personality of a virtual agent. In 
particular, we explore changes on the extroversion-introversion dimension of 
personality. An online perception study was conducted featuring a virtual char-
acter with different levels of expressive body behaviour and different synthetic 
voices representing German and Austrian language varieties. Clear evidence 
was found that synthesized language variety, and gestural expressivity influence 
the human perception of an agent’s extroversion. Whereby Viennese and Aus-
trian standard language are perceived as more extrovert than it is the case for 
the German standard. 

Keywords: virtual agents, personality, extroversion-introversion, language va-
riety and non-verbal behaviour. 

1 Introduction 

In the present contribution, we address cultural implications of multimodal expressive 
behaviours in artificial agents. In particular, we investigate effects of language variety 
in combination with linguistic and gestural expressivity on the assessment of a virtual 
agent’s personality on the dimension extroversion-introversion. As regards language 
variety, we concentrate on German and Austrian standard and Viennese dialect. While 
the combination of linguistic and bodily expression of extroversion in virtual agents 
has already been assessed in previous work, e.g. (Neff et al. 2010, Isbister and Nass 
2000), studying the effects of language variety on an agent’s perceived personality is 
novel.  

In the past, synthetic voices available for text-to-speech systems typically have rep-
resented standard varieties, e.g. voices for the German, the British English, the 
American English standard, etc. More recently, localized standard varieties have been 
made available. Examples are Cereproc’s synthetic voices for Scottish, Northern and 
Southern British, Irish, Catalan, and Austrian German (https://www.cereproc.com, 
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last accessed 7.2.2014). Moreover, the creation of synthetic voices representing varie-
ties of smaller regions is pursued in research contexts. See, for example, work on 
Austrian varieties (Neubarth et al. 2008, Pucher et al. 2010a, Pucher et al. 2010b). 
Under these preconditions, localizing virtual agents technically becomes feasible. At 
the same time, this opens up questions regarding the effects of language variety on the 
human perception and socio-emotional evaluation of such an agent. Language attitude 
studies are a well-established means to assess human evaluation of language varieties. 
Results from a major, recent language attitude study on German varieties (natural 
voices), for instance, indicate that speakers of Bavarian are perceived as more extro-
vert (high in spirits) than speakers of the German standard (Gärting et al. 2010). In a 
study on synthetic standard Austrian German and Viennese dialectal varieties, (Krenn 
et al. 2012) demonstrated that: (i) language attitudes towards natural voices transfer to 
synthesized voices, and (ii) the dialectal Viennese variety is characterized by attrib-
utes that also characterize extrovert behaviour. For instance: the dialectal voice com-
pared to the standard Austrian voice is associated with sense of humour, emotionality, 
self-confidence, open-mindedness and an easy-going nature. These findings together 
with the fact that Bavarian and Austrian both are varieties of the same German dia-
lect, East Upper German, theoretically back the hypotheses that language variety in-
fluences the perceived personality of an agent regarding the dimension extroversion-
introversion.  

In the next chapter we summarise the theoretical background of our work. After-
wards, we explain how we implemented the introvert and extrovert versions of our 
embodied conversational agent. In Section 4, we describe our study design and execu-
tion, followed by its analysis and interpretation. In the last section, we summarise our 
findings. 

2 Theoretical Background  

2.1 Expression of Extroversion-Introversion in Language Variety 

Results from Gärtig et al. (2010) indicate that speakers of German standard variety 
are evaluated as friendly, educated and calm. Speakers of Bavarian are evaluated as 
even more friendly as speakers of the German standard and in contrast to speakers of 
the German standard variety Bavarians are perceived as full of spirit. For a summary 
of the findings see Table 1. 1017 participants rated the "typical German", 501 partici-
pants rated the “typical Bavarian”.  

Krenn et al. (2012) show that language attitudes towards synthesized voices repre-
senting local varieties are comparable to language attitudes towards natural voices. 91 
subjects of (Austrian) German mother tongue were presented with a semantic differ-
ential comprising 19 adjective pairs representing positive and negative extremes on a 
value dimension, where each pair had to be rated on a 5-point Likert scale. Compar-
ing two synthetic varieties (an Austrian standard male voice and a dialectal Viennese 
male voice) the following differences could be identified applying a Wilcoxon tests 
for pairwise comparison and Bonferroni correction for multiple comparisons. Signifi-
cant differences were found for all dimensions of the semantic differential except for 
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likeability, friendliness and arrogance. Summing up, the Austrian standard is evalu-
ated as more trustworthy, competent, polite, intelligent, educated and serious as the 
dialectal Viennese. Whereas the dialectal Viennese is evaluated as more emotional, 
self-confident, natural, relaxed, with more sense of humour and less strict than the 
Austrian standard, but also as more aggressive, less gentle and less refined. See for an 
overview. More information can be found in (Krenn et al. 2012). 

Table 1. Evaluation of Standard German speakers and speakers of Bavarian on the dimensions 
friendliness, educatedness and spiritedness. Summary from Gärtig et al. 2010, cf. pages 103, 
106, 109, 113, 116, 119. 

Dimension Typical German 
N=1017 

Typical Bavarian 
N=501 

Friendliness 
(very) friendly 
partly 
(very) unfriendly 

 
38,7 % 
51.4 % 
8.3 % 

 
52.5 % 
31.7 % 
8 % 

Educatedness 
(very) educated 
partly 
(very) uneducated 

 
45 %  
48,9 %  
4.1  

 
40.8 %  
43.4 %  
2.6 %  

Spiritedness 
(very) spirited 
partly 
(very) quiet 

 
14.5 % 
51 %  
30 %  

 
50.6 %  
27.2 %  
14.1 %  

 

Fig. 1. Pairwise comparison of Austrian standard (TG1) and Viennese dialect (TG3) employing 
Wilcoxon test and Bonferroni correction; ** α=0.01, * α=0.05, ns not significant. 
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2.2 Expression of Extroversion-Introversion in Gestural Correlates 

For designing the agents’ body behaviours, the following gestural correlates for ex-
troversion/introversion were exploited, see. Indicators for gesture rate, amplitude, 
gesture direction and body part were taken from (Neff et al. 2010). Similar findings 
are reported in studies by (Knapp and Hall 2009 and Lippa 1998) stating that extro-
version correlates with a higher spatial extent when gesturing. The gestural speed also 
tends to be higher for extroverts (Lippa 1998 and Brebner 1985) making their gestures 
look more powerful. As regards self-adaptor gestures, we follow a study on virtual 
agents from (Neff et al. 2011) where self-adaptors were identified as signalling low 
emotional stability, as well as earlier findings from (Campbell and Rushton 1978) 
indicating negative association of self-adaptors and outward-directed gestures, i.e. 
gestures that signal extroversion. 

Table 2. Gestural correlates for extroversion-introversion 

 Introversion Extroversion 
Gesture amplitude Narrow gestures Wide gestures 
Gesture speed Low High 
Gesture direction Inward self-contact gestures Outward gestures 
Gesture rate Low High 
Body part Elbows/arms close to the body Elbows away from body 
Self-adaptor gestures Yes No 

3 Building Extrovert-Introvert Agents  

For the technical realization, we use the Virtual Beergarden running in the AAA ap-
plication (Damian et al. 2011). In this scenario, an arbitrary number of agents can be 
loaded that are able to speak and to exhibit animations. For our aim, we employ the 
Charlie character, a male middle-aged virtual agent with a western appearance. The 
character initially plays an idle animation that includes eye blinking. Other animations 
are added according to the current body behaviour script. 

Verbal behaviour is realized by a text-to-speech component, in which different 
voices can be used for the characters. The generated speech consists of audio with 
synchronised lip movements of the characters. To avoid an influence of the semantics 
of speech on the perceived extroversion of the character, we choose content and 
wording as linguistically neutral as possible with respect to extroversion/introversion. 
For our setting, the following text is uttered: 

Willkommen im Biergarten. Wir bieten Sitzplätze für hundert Personen und warme 
oder kalte Speisen. Von allen Plätzen haben Sie einen guten Ausblick auf die 
Landschaft. Für Firmenfeiern oder private Feste bieten wir Spezialkonditionen an. 
Und wenn sie kurzfristig mit mehr Personen kommen wollen, macht das auch nichts.  

(En gloss: Welcome to the Beergarten. We offer room for 100 persons and cold 
and hot dishes. From all places, you get a good view on the landscape. For official or 
private parties we offer special conditions. And in case you wish to bring additional 
people on short notice, this does not matter.) 
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3.1 Realization of the Language Varieties 

The virtual character is equipped with three different language varieties: standard 
German, standard Austrian and Viennese dialect. Following (Gärtig et al. 2010 and 
Krenn et al. 2012), we hypothesize these language variants as representative for dif-
ferent grades of extroversion-introversion, with Viennese dialect being the most ex-
trovert and standard German being the most introvert.  

The agents’ speech was generated with two different text to speech engines which 
are:  

• The CereVoice SDK (https://www.cereproc.com/en/products/sdk) for generating 
the standard German and standard Austrian utterances. For German, the male voice 
Alex was used, and for Austrian the male voice Leopold 
(https://www.cereproc.com/de/storede).  

• The Festival Multisyn TTS engine (http://www.cstr.ed.ac.uk/projects/festival/, 
Clark et al. 2007) for generating the utterances in Viennese dialect. See 
http://vsds.ofai.at.vsds_synthesize.cgi, HPO: Festival Unitsel 16 kHz for the re-
spective voice. 

3.2 Realization of the Body Behaviour  

In the current version of the Virtual Beergarden over 70 animations are available for 
each character. Non-verbal behaviours are divided into gestures, body postures and 
facial expressions. Predefined gestures and body postures, per se, vary in their expres-
sivity, e.g. an adaptor gesture (such as scratching the nose) has a lower spatial extent 
compared to a waving movement as used for greeting. In addition to this gesture-
inherent expressivity, animations can be further customized to show different levels 
of expressivity, e.g. an animation can be played with a higher frame rate to increase 
the speed of the gesture. In previous work, Damian et al. (2011) conducted evaluation 
studies to test, amongst others, the effects of variations in non-verbal behaviour on the 
perceived personality (introvert vs. extrovert) of virtual characters in a conversational 
setting. The same animation technology is employed as in the Beergarden. We take 
this as further evidence for the validity of the animations in the present study to ade-
quately transport extrovert, introvert and neutral behaviour. 
Three different non-verbal variations were created to match the text spoken by the 
agent: introvert, neutral and extrovert. The introvert version is characterised by a 
lower animation rate compared to the neutral and extrovert version. It includes  
adaptor gestures and has low spatial extent in gestures and body postures. The neutral 
version contains more animations than the introvert version, but fewer gestures than 
the extrovert version. Animations are at a middle level of spatial extent and  
speed. The extrovert version shows the highest gesture rate, spatial extent, and speed. 
No adaptor gestures are used in the neutral and extrovert settings. Fig. 2 shows 
screenshots of the agent exhibiting animations in the extroversion and introversion 
setting. 
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Fig. 2. The Charlie character exhibiting animations in the extrovert (left) and introvert (right) 
versions 

4 The Study 

4.1 Experimental Design 

We follow Neff et al. (2010) in the experimental design of the study and in the design 
of extrovert-introvert body behaviour, and extend it by employing different synthetic 
voices which stand for different language varieties, namely standard German, stan-
dard Austrian German and Viennese dialect. The main goal of the present study is to 
assess how far the perceived extroversion-introversion of a language variety influ-
ences the human perception of an agent’s extrovert or introvert personality. 

Parameter Combinations. We follow a 3x3 design where the synthetic voic-
es/language varieties and bodily behaviours are varied while the agent’s text, graphi-
cal appearance and setting of the scene are kept constant. This results in 9 settings 
represented by 9 videos as summarized in Table 3. For the sake of simplicity, from 
now on we will refer to the number of each video instead of the respective parameters 
combinations.  

Table 3. Combination of parameters as used in the study 

Variation in speech/ 
Non-verbal behav-

iour 

Standard German Standard Austrian Viennese Dialect 

Introvert Video 1 Video 4 Video 7 
Neutral Video 2 Video 5 Video 8 

Extrovert Video 3 Video 6 Video 9 
 

Questionnaire. The assertions presented in are adapted from the Big-Five question-
naire published in (Satow 2012), in order to assess the agents’ extroversion-
introversion dimension as perceived by humans. Whereas the original assertions are 
made from the human agent’s perspective, we have adapted the assertions to be uttered 
from the observer’s perspective in the form of I believe that the agent in the video 
ASSERTION. Each assertion is rated on a 7-point Likert scale ranging from ‘not at 
all’ (Trifft überhaupt nicht zu) to ‘fully agree’ (Trifft voll und ganz zu). See Table 4 for 
the respective German wording.   



 Effects of Language Variety on Personality Perception 435 

 

In addition, the participants were asked for their age, gender, mother tongue, na-
tionality, where they have mainly lived for the last 5 to 10 years, and whether they 
had experience with virtual agents and speech synthesis before.  

Hypotheses. The videos shown to the participants contain variations in non-verbal 
behaviour and language variety. The hypotheses are theoretically grounded in earlier 
findings: (i) East Upper German is perceived by German speakers as extrovert as 
opposed to Standard German which is perceived as introvert (Gärtig et al. 2010); (ii) 
Viennese dialect is evaluated as more extrovert as Austrian standard (Krenn et al. 
2012); and (iii) gestural expressivity increases the perception of extroversion (Neff et 
al. 2010). 

The hypotheses tested in the present study are: 

─ H1: Language variety increases the perceived extroversion of an agent. 
─ H2: Increased extroversion in non-verbal behaviour leads to an increased per-

ceived extroversion of the agent. 
─ H3: A combination of parameters that are perceived as more extrovert leads to 

even higher perceived extroversion of the agent.  
─ H4: Viennese dialect is perceived as more extrovert than Austrian and German 

standard. 
─ H5: German standard is perceived as least extrovert in comparison to Austrian 

standard and Viennese dialect. 

Table 4. Assertions to assess the perceived extroversion-introversion of an agent.  

Ich glaube, dass 
der Agent im Video 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

gerne mit anderen Menschen zusammen ist. 
(‘likes to be in company’) 
ein Einzelgänger ist. 
(‚is a loner‘) 
in vielen Vereinen aktiv ist. 
(‚is active in many clubs‚) 
ein gesprächiger und kommunikativer Mensch ist. 
(‘is a talkative and communicative person’) 
im Grunde oft lieber für sich allein ist.  
(‚prefers to be on his own‘) 
sehr kontaktfreudig ist.  
(‚is very sociable‚) 
schnell gute Stimmung verbreiten kann.  
(‚can quickly spread a good mood‘) 
gerne auf Partys geht.  
(‚likes to go to parties‘) 
unternehmungslustig ist.  
(is adventurous) 
gerne im Mittelpunkt steht.  
(‚likes to be in the center of attention‘) 
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Table 5. Likert scale rating for the extroversion-introversion assertions as presented to the 
participants 

Trifft 
überhaupt 
nicht zu 

Trifft 
größtenteils 
nicht zu 

Trifft eher 
nicht zu 

Weder 
zutreffend 
noch 
unzutref-
fend 

Trifft 
eher zu 

Trifft 
größtenteils 
zu 

Trifft 
voll und 
ganz zu 

Applies 
not at all 

Applies not 
for the most 
parts 

Applies 
rather not 

Neither 
applies or 
not applies 

Rather 
applies 

Applies for 
the most 
parts 

Fully 
applies 

1 2 3 4 5 6 7 

4.2 Participants 

The videos and questionnaires were embedded in a website. Thus, participants were 
not distracted by a lab setting, but able to watch the videos where and when they 
liked. In total, 45 people (22 female, 23 male) participated in our study. 22 of the 
participants have German nationality and 23 have Austrian nationality. Participants 
were in an age range from 23 to 54 years (Ø 32.2). On a 4-point scale ranging from no 
experience (1) to very much experience (4), participants reported their previous ex-
perience with virtual characters (Ø 1.69, Median 1) and speech synthesis (Ø 1.62, 
Median 1). All participants are of German mother tongue, except for one whose 
mother tongue is English and another one who is bilingual (German/Bosnian). Both 
participants are of Austrian nationality and have lived in Austria for the last 5-10 
years, and therefore were included in the analysis.  

5 Analysis and Interpretation 

A two-way repeated measures ANOVA (using SPSS) with the factors language vari-
ety and body behaviour was computed on the participants’ evaluation of the perceived 
extroversion of the agent in videos 1 to 9. As a post-hoc test, Bonferroni corrected t-
tests were applied. 

The ANOVA showed highly significant effects (α < 0.01) of language variety (F(2, 
88) =30.81) as well as of body behaviour (F(1.42, 62.34)=13.57 with Greenhouse-
Geisser corrections) on the perceived extroversion of the agent. The results confirm 
H1 and H2. However, there are no significances for joint effects of language variety 
and bodily behaviour. Accordingly, H3 has to be rejected.  

As regards language variety, the pairwise comparisons showed differences (α < 
0.01) between standard German on the one hand, and standard Austrian and Viennese 
dialect on the other hand, whereby both standard Austrian and Viennese dialect were 
evaluated as more extrovert than standard German. Thus H5 is confirmed. H4 must be 
rejected, as there are no differences between standard Austrian and Viennese. 

Although the ANOVA suggested no significances for the interaction between  
language variety and body behaviour, a closer look at the within-subjects contrasts 
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revealed a significantly higher difference (α < 0.05) in the perceived extroversion of 
the agent between the Austrian standard combined with the extrovert versus the intro-
vert body, than it is the case for the German standard when combined with the extro-
vert versus the introvert body (F(1, 44)=7.06). For illustration see Fig. 3, the distances 
in the “rated degree of extroversion” between standard German with introvert and 
extrovert body, and between standard Austrian with introvert and extrovert body. 

 

 

Fig. 3. Rated degree of the agent’s extroversion based on the factors language variety and body 
behaviour 

6 Conclusion 

An online-study was conducted with speakers of German and Austrian standard lan-
guage variety who were to assess a virtual agent’s degree of extroversion based on the 
agent’s synthesized language variety and its body language. The agent was equipped 
with synthetic speech representing German and Austrian standard language variety 
and Viennese dialect, and with gestural behaviour suggesting an extrovert or introvert 
personality. Clear evidence was found that: (i) Synthesized language variety increases 
the perceived extroversion of an agent, with Viennese dialect and Austrian standard 
being perceived as more extrovert than German standard. This confirms findings from 
language attitude studies on the effects of natural language variety on the perception 
of a speaker’s personality. Thus the present study provides further evidence for the 
fact that effects of natural speech transfer to synthesized speech. (ii) Increased extro-
version in non-verbal behaviour leads to an increased degree in perceived extrover-
sion of the agent. Whereby aspects such as gesture rate, amplitude and speed, or  
the presence or absence of self-adaptor gestures influence whether a virtual agent  
is perceived as extrovert or introvert. Here again, the results from the present study 
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corroborate findings from earlier works on the effects of non-verbal behaviour on 
perceived personality. In addition, the data also provide some evidence for joint ef-
fects of language variety and non-verbal behaviour, namely the Austrian standard 
language variety combined with extrovert body behaviour leads to a strong increase 
of perceived extroversion compared to the effect of Austrian standard combined with 
introvert body language, whereas the respective effect is significantly smaller when 
the German standard language variety is combined with extrovert or introvert non-
verbal behaviour. 

Overall, the results clearly demonstrate the effects language variety, on the one 
hand, and body language, on the other hand, have on the human perception of an 
agent’s extrovert or introvert personality. Thus the presented work offers respective 
guidance for the design of artificial agents. Moreover, the current work further sup-
ports previous findings (cf. Krenn et al. 2012) that evidence from effects of natural 
language varieties transfers to synthetic speech. This is relevant for agent designers as 
their design process may directly profit from existing results of language attitude 
studies on natural speech. Which may be a factor, given the growing availability of 
synthetic voices representing language varieties, see for example Cereproc’s commer-
cially available synthetic voices for Scottish, Northern and Southern British, Irish, 
Catalan, or Austrian German. 

In future work, we aim to take a closer look at potential differences in the assess-
ment of the agent’s personality by the Austrian as opposed to the German user group, 
and include the gender dimension analysing and comparing the answers from male 
and female participants separately. In the present study, the assertions referring to the 
agent’s extroversion-introversion in the questionnaire are closely related to human 
contexts, as they are taken from a typical personality questionnaire which is designed 
for human self-assessment. See for instance the wording in, in particular the explicit 
use of the word Mensch. This may bias the human ratings towards “neither-nor” an-
swers, especially in combination with the 7-point rating scale applied in the question-
naire. Thus, an analysis of the participants’ rating behaviour per assertion is called for 
in the first place. Moreover, the assertions might need better adaption to an artificial 
agent context where, for instance, Mensch is exchanged by Charakter (En.: charac-
ter). In addition, the rating scale may be changed to 6 or even to 4 in order to (i) pre-
vent the participants from giving “neither-nor” answers as it is possible with the cur-
rently used 7-point scale, and to (ii) force answers towards the extroversion or intro-
version end of the dimension. 
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Abstract.  We present here the results of a study focused on text reading in a 
car. The purpose of this work is to explore how machine synthesized reading is 
perceived by users. Are the users willing to tolerate deficiencies of machine 
synthesized speech and trade it off for more current content? What is the impact 
of listening to it on driver’s distraction? How do the answers to the questions 
above differ for various types of text content? Those are the questions we try to 
answer in the presented study. We conducted the study with 12 participants, 
each facing three types of tasks. The tasks differed in the length and structure of 
the presented text. Reading out a fable represented an unstructured pleasure 
reading text. The news represented more structured short texts. Browsing a car 
manual was an example of working with structured text where the user looks 
for particular information without much focusing on surrounding content. The 
results indicate relatively good user acceptance for the presented tasks. Distrac-
tion of the driver was related to the amount of interaction with the system. Us-
ers opted for controlling the system by buttons on the steering wheel and made 
little use of the system’s display. 

Keywords: Architectures for interaction, CUI, SUI ad GUI, HCI methods and 
theories, Interaction design, Speech and natural language interfaces, Long text 
reading, car, UI, LCT. 

1 Introduction 

Drivers are well accustomed to listening to radio, music or audio books. The quality 
of machine synthesized speech is however still inferior to performance of a profes-
sional speaker reading out a text tailored for audio presentation. However, it is much 
slower, less flexible and more expensive to create such content. 

The purpose of the study presented in this text is to learn to what extent the user is 
willing to cope with the deficiencies of text to speech synthesis (TTS). 

Text processing is one of the activities humans do frequently. It ranges from pas-
sive reading to text creation, error correction and team collaboration. Users tend to 
shift most of their activities conducted previously on desktop to mobile environment. 
They even want to perform certain tasks in a car while driving. User interfaces for 
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mobile devices however have to respect a smaller form factor, less efficient input 
methods and distraction caused by using the system in a car. We addressed the tasks 
of text creation and correction in our previous work [2]. In this paper we focus on an 
apparently less difficult but important task of text reading.  

2 Related Work 

Significant attention was devoted in the past to assessing the impact of various in-car 
activities [1]. The Lane Change Test (LCT) [9] and subjective tests using question-
naires such as NASA TLX [5] and DALI [6], [7] are examples of popular methods 
used to assess the impact of various secondary in-car tasks on the primary task of 
driving. 

Although electronic systems are more and more abundant in cars, which rightfully 
causes worries about their impact on driving, communication between the driver and 
passengers is frequent and hardly can be regulated [4]. The negative impact on driv-
ing performance due to having conversation with someone while driving was assessed 
by various studies [15], [16].    

Several approaches to designing speech-based UIs for in-car usage including 
menu-based and search-based UIs were described [8], [10]. 

General quality of various TTS systems can be effectively measured only on the 
basis of reliable and valid listening tests, e.g. using mean opinion scale [18]. TTS 
quality was also assessed in terms of its suitability for various tasks such as computer 
assisted learning of foreign languages [17]. In this study we try to show that the quali-
ty of today’s state-of-the-art TTS systems is sufficient for reading out texts in a car. 

3 Research Goals and Experiment Design 

The purpose of this study is to analyze the usability and distraction aspects of text 
reading in a car in general. The research questions that we search answers for are of 
three categories: usability, distraction and performance. 
• Usability: Is the TTS quality sufficient for this kind of task? What part of the im-

plemented functionality is actually used by the user? What are the preferred control 
mechanisms (buttons vs. swipe gestures, audio vs. visual feedback)? What are the 
preferred usage patterns (auto-playback vs. manual browsing through the text)? Is 
there correlation between the results and personal information about the subjects? 

• Distraction: What levels of distraction can we observe for each of the tasks? How 
is distraction perceived subjectively? How often and for how long do the users look 
at the screen? 

• Performance: Does the user remember what has been read? 
 
We decided to carry out tests using three scenarios: ‘Fable’, ‘News’ and ‘Car Ma-
nual’. They differ in the complexity of information, in the structure of the presented 
text and in the ways the user is allowed to interact with the text being read. 
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• The fable scenario represents a task of reading a plain unstructured text such as a 
short book chapter or an article. The user is only able to navigate within the text and 
may navigate by sentences and paragraphs.   

• The news scenario involves reading multiple shorter texts (news articles). It de-
mands more interactivity. The user can navigate between the articles or within the 
text of an article.  

• The car manual scenario represents a complex task of looking for specific infor-
mation in a car owner’s user manual. It requires formulation of a query by the user, 
navigation in multiple search results and finally navigation in the retrieved user 
manual section to find the relevant piece of information. The user manual text was 
presented without modifications as extracted from a standard PDF car owner’s ma-
nual. 

 
Testing procedure consisted of the following steps. Initially, the whole procedure 
was explained to the participants. All training and evaluated drives were conducted at 
a constant speed of 60km/h on a standard straight 3-lane road in a Lane Change Test 
Simulator [9]. All drives were approximately 3.5 km long and took 3.5 minutes. First, 
our subjects trained the primary task of driving during a single drive and filled in a 
pre-test questionnaire. Prior to driving with secondary tasks, participants conducted 
one undistracted ride which was used to estimate an ideal LCT track adapted to each 
participant’s style of driving. Another undistracted ride was conducted at the end of 
the testing session and was used as a reference to compare against distracted rides. 

Training for each reading task was done shortly before evaluating it. The order of 
tasks was counterbalanced to compensate for a possible learning effect. Three dis-
tracted rides were conducted and each was followed by filling in the DALI [6] and 
SUS [13] questionnaires. In addition, for the car manual task, participants first 
searched by voice for a pre-specified topic, such as “turning fog lamps on”, and only 
then they navigated through the retrieved set of articles to locate the relevant piece of 
information. For this task, participants also filled in an additional SASSI [14] form at 
the end of the drive. 

Tests were conducted in a laboratory environment. The drivers were using a low-
fidelity driving simulator to mimic driving on a highway. The primary task was per-
formed using the standard LCT [9] used according to ISO 26022:2010 [12]. Fig.1 
depicts the physical location of the devices during the experiment.  
As a test bed, we used a prototype of an in-car infotainment system with a dedicated 
component for text reading (right part of Fig.1). We used the Nuance Vocalizer TTS 
system with a Premium US English voice named Ava. 

The tested system presented text primarily through the audio channel via TTS 
playback. It allowed both for passive listening and for active navigation in the text 
using steering wheel buttons and touch screen swipe gestures. Participants could 
make use of up to 6 steering wheel buttons in a layout depicted in Fig.2, which al-
lowed for advanced navigation in the presented text, including navigation between 
articles and within an article at the level of individual sentences and paragraphs. 
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Fig. 1. Testing setup (left) and sample text shown on the system’s display (right) 

Control using swipe gestures was limited to navigation between articles only, using 
vertical swipe gestures. The double tap gesture activated speech recognition with 
automatic end-of-speech detection. Horizontal swipe gestures were reserved for swip-
ing between different applications and thus were not used in this test.   
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Fig. 2. Steering wheel buttons layout 

The visual presentation of the text on a display was intended as complementary in-
formation only. The display showed three lines of text in large fonts. The word cur-
rently being read was underlined. A progress indicator above the text showed the 
current reading position within a text block (e.g. news article). 
Speech recognition (Nuance Vocon Hybrid) was used to search for relevant Car Ma-
nual articles.    

4 Testing Results 

The study was piloted with one subject and then conducted with 14 subjects in Bur-
lington, USA. All participants were US English native speakers. Two subjects were  
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excluded due to an error in recording of the data. Half of the test subjects were  
females; all of them were driver’s license holders, age varied from 20 to 55 with 7 
participants under 29 years. 11 subjects drove and used radio daily; all had at least 
high school education. 

We collected both usability feedback and objective distraction statistics, and also 
evaluated performance of test subjects on the reading task using simple reading com-
prehension tests.  

Distraction.  We measured driving distraction both objectively [9] and subjectively 
[6]. Fig.3 depicts objective measurements using LCT driving logs. We report SDLP 
(Standard Deviation of Lateral Position) and MDev (Mean Deviation) calculated both 
for the whole evaluated drive and for lane keeping segments only (excluding lane 
change segments). 
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Fig. 3. Distraction measured objectively using mean deviation and SDLP; LK denotes lane-
keeping versions of the statistics. 95% confidence intervals are shown. 

There are statistically significant differences in the distraction for the news and car 
manual tests when compared to the undistracted ride. The fable was found to be the 
least distracting task with impact on driving that did not reach statistical significance 
with α=0.05.  
Fig.4 depicts distraction measured subjectively using the DALI [6] test. The distrac-
tion ranking of tasks for all of the observed domains is the same as for the objective 
statistics. Fig.5 shows numbers of glances that each user made at the application 
screen. The counts vary. Some participants did not look at the screen at all, while 
others used the screen more frequently. Overall, the observed distraction results con-
firm the hypothesis that the more interactive tasks (car manual and news) cause more 
distraction. 
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Fig. 4. Subjective distraction using DALI 
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Fig. 5. Number of glances at the screen 

The application screen was subjectively perceived as distracting. Most of the par-
ticipants preferred to use the system without a screen or would move the screen to a 
position closer to the windshield. This finding is similar to the results presented in 
[11]. Most of the glances at the application screen occurred during the car manual task 
as the participants often checked the results of their voice search commands. The 
number of glances tended to be higher in the case when the retrieved content included 
irrelevant search results.  
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Performance. We evaluated efficiency of the system by asking participants several 
questions regarding the presented content at the end of each task, to verify that the 
content was understood and remembered. 

The car manual test consisted of three tasks, each assigned immediately after the 
previous one was completed. Each task was rated successful or unsuccessful based on 
whether the user was able to find the requested information. Success rate was calcu-
lated as the number of successful tasks normalized by the total number of tasks (3). 

The fable test was followed by asking three questions to the participant. The suc-
cess rate was calculated as the number of right answers normalized by the number of 
questions (3). 

The news test was evaluated as follows. For each article, three important facts 
were chosen that were expected to be remembered by the participants. The subjects 
were asked to repeat what they remembered and the experimenter could ask comple-
mentary questions. The success rate was the number of facts correctly remembered 
normalized by the overall number of facts (9). 

The results in Fig.6 indicate that the tasks were reasonably complex. It may how-
ever still be problematic to compare the difficulty of the tasks using the achieved 
average success scores as they depend on the complexity of questions that were con-
structed subjectively. Overall, the mean values of success rate for the fable task were 
the highest (mean 89, deviation 0.16) followed by the news task (mean 75, deviation 
0.18) and the car manual task (mean 67, deviation 0.24). 
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Fig. 6. Success rates for all tasks measured for all participants 

Usability. The important part of the study was to collect usability feedback from par-
ticipants; both about the text reading task in general and also concerning the utilized 
prototype. We collected feedback by analyzing video recordings, by interviewing the 
participants and by asking them to fill in several questions that were specific to each 
task.  
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The Car Manual task was also evaluated by collecting the SASI factors [14] as it 
was the only task that included search functionality that could be evaluated for accu-
racy.  The scaled SASI factors are shown in Fig.7, indicating that part of the users 
considered it difficult to find a specific piece of information in a list of retrieved user 
manual sections.  

In general, the subjects found the system useful. It was clear how to use it and easy 
to learn. Younger and more educated users liked the system more, and they performed 
better. The participants who were used to process information audibly (preferred radio 
to TV or newspaper) also performed better than others. We observed the reading 
process and analyzed how the users handled the related tasks of browsing and search-
ing for specific content. We wanted to understand the degree to which the users  
exploit some of the advanced features of the prototype such as multiple browsing 
granularities or the way of displaying text on the screen. 
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Fig. 7. Scaled SASI factors for the car manual task 

Although some participants complained about the quality of the synthesized voice, 
they declared that they would like to use the system for reading of a wide spectrum of 
texts (news, emails, books and instant messages). They preferred not to use it for 
browsing car manual content in its original form. The reasons for that included dis-
traction caused by navigating technical text, the limited suitability of the original user 
manual for presentation by voice and limited need to perform the task while driving.  
The users opted for controlling the UI by buttons on the steering wheel instead of 
using swipe gestures on a touch screen.  

5 Conclusion 

We presented here the results of a long text reading study performed on three types of 
texts. Although the number of tested subjects is relatively small to make a major 
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quantitative evaluation, the study provides useful qualitative observations and distrac-
tion estimates. A longitudinal study should be carried out to observe adoption of long 
text reading components in a daily driving scenario. We paid special attention to the 
impact of the content type presented and to the acceptance of TTS for each of the 
tasks. The study showed that most of the participants would use the system for read-
ing various kinds of texts in spite of some complaints about the quality of TTS. The 
results suggest that car manual content in its original form may be appropriate for 
browsing and searching while parked, but other forms of presentation such as ques-
tion answering should be considered for use while driving. The answers should be 
specially tailored for in-car presentation by voice. The application GUI was perceived 
as distracting. However some participants still used the GUI during the car manual 
tasks, mainly to verify the correctness of the retrieved search results. 

Acknowledgment. This study was done jointly by Nuance and IBM as part of their 
joint research and development agreement.  
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Universitätsstr. 25, 33615 Bielefeld, Germany
{nmattar,ipke}@techfak.uni-bielefeld.de

Abstract. Agents that are able to build relationships with the people
they are interacting with are envisioned to be more successful in long-
term interactions. Small talk about impersonal topics has been found an
adequate tool in human-agent interactions for manipulation of such re-
lationships. We suspect that an agent and the interaction with it will be
evaluated even more positively when the agent talks about personal in-
formation it remembers about its interlocutor from previous encounters.
In this paper a model of person memory that provides virtual agents with
information needed in social conversations is presented. An interaction
study demonstrates the impact of personal information in human-agent
conversations and validates the performance of our model.

Keywords: conversational agents, intelligent virtual agents, human-
agent interaction, person memory, social conversations, interaction study.

1 Introduction

In conversational and intelligent virtual agent research an important goal is
to create agents that are able to build relationships with the people they are
interacting with. This goal is motivated by the fact that virtual agents develop
from tools to human-like partners [20].

Small talk has been found an adequate tool in human-agent interaction to,
e.g., increase trust, which is an important prerequisite for close relationships.
Considering theories on politeness strategies and face work, initial approaches
focused on impersonal topics, like the weather, when engaging the agent in small
talk with its interlocutor [3]. According to these theories, talk going beyond safe
impersonal topics would seem inappropriate in initial encounters and therefore
could threaten the development of a closer relationship.

For a relationship to develop from superficial acquaintance towards a level
of closer friendship, personal matters are important. Bringing personal topics
to the table is a sign of high involvement and signals willingness to deepen a
relationship. One common approach to introduce more personal information in
repeated human-agent conversations is to let the agent use a strategy of self-
disclosure [12]. However, this information is centered around the agent.
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To enable conversational agents to exhibit more appropriate behavior in social
encounters, we [14] proposed to equip such agents with a person memory and
demonstrated how this memory can be populated with personal information
during initial encounters [16]. In more recent work we showed how the personal
information can be exploited by our agent during conversation [17], [18].

Based on findings on relational work [21], we expect that an agent and the
interaction with it will be evaluated more positively by human interlocutors, with
regards to, e.g., likability and communication satisfaction, when the agent talks
about personal information it remembers about its interlocutor from previous
encounters.

In this paper we present our model of person memory and the results of a first
interaction study we conducted to test our hypotheses. In Section 2, an overview
of related work is given. We describe the key ingredients used in our model of
person memory in Section 3. In Section 4, the interaction study and its results
are presented.

2 Related Work

Various approaches have been proposed where different levels of behavior of vir-
tual agents are adapted to achieve increased believability. It has been examined
how to adapt the agent’s display of emotions [2], and gesturing [10]. Also, in-
fluences of personality [13], and the interlocutors’ cultures [7], on conversational
behavior have been investigated. These approaches have in common that they
focus on processes that affect the interpersonal relationship between the agent
and a person the agent interacts with. As conversational agents start to appear
in everyday interaction scenarios, the question arises how to provide agents with
information fundamental for being able to handle repeated social encounters.

Most approaches dealing with virtual agents that are to operate in long-term
scenarios rely on human-like memory systems, i.e. autobiographic and episodic
memory [9], [6]: Autobiographic memories can be used to increase the perfor-
mance of storytelling or narrative agents [9]. Episodic memories can be used in
domains where learning and reasoning about actions is a crucial task [19], [6].
However, both these kinds of memories have in common that they are egocentric
systems with the experiences of the agent in focus.

We question if an egocentric memory component is sufficient to handle the
requirements that come up in social encounters. So, what would be the require-
ments of a person memory for a conversational agent?

3 Ingredients of a Person Memory for a Conversational
Agent

We identified the following ingredients as crucial for a person memory for con-
versational agents (see. Fig. 1):

1. Representations of persons and social categories
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2. A representation of the interaction context that integrates knowledge of
the social situation and representations of the individuals

3. Social memory tasks and social strategies that function as operating
rules and instructions on how to deal with the provided information

4. A Person Memory Processing Unit that provides an interface between
the person memory and the agents cognitive architecture

Fig. 1. Model of the person memory. Besides individual and generic representations
(social categories) of persons, the model contains information of social situations, social
memory tasks, and social strategies. The Person Memory Processing Unit delegates
incoming queries to memory tasks appropriate in a given interaction context. The
white S denotes the representation of the agent’s self.

3.1 Persons and Social Categories

The heart of our model of person memory consists of representations of the
persons the agent interacts with. We consider the following information as fun-
damental to be remembered about a person (cf. [16]): biographical facts, prefer-
ences and interests, personality traits, events, and relationship information.

The individual representation of a person consists of instances of such types of
information. During encounters such information is stored directly in the indi-
vidual representation. Figure 2 depicts example representations of the embodied
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conversational agent Max and a person known by the agent. In addition to the
information stored in the individual representation, further generic representa-
tions may be linked which derive from social categories.

Fig. 2. Two examples of individual representations in the person memory of the con-
versational agent Max: a representation of Max himself and a representation of a person
Paula known by Max

Within the person memory social categories are used to represent stereotypical
information of groups of people, for instance shared interests and preferences.
Furthermore some information, like personality traits and relationship, can be
inferred from such generic representations (see [18]). During conversation with
a person of a certain category, the agent can use the stereotypical information
as hints of what the interlocutor might like to talk about.

3.2 The Interaction Context and Social Situations

Not only the personality of individuals, and the relationship between them, affect
the interactant’s behavior, but also the social situation the interaction takes place
in [22]. So it is not sufficient to consider an interaction between two individuals
without its context.

In our model, the interaction context consists of the social situation and the
combined representations of the agent and the interlocutor (see Fig. 1). By join-
ing the representation of the I (agent’s self) and the representation of the You
(interlocutor), a representation of the We is constructed, consisting of generic
and individual information that is relevant to the current social situation.

A representation of a social situation contains a description of the situa-
tion (e.g., name, type, location) and information that can have influence on
the agent’s behavior towards its interlocutor. The social categories described in
Sect. 3.1 may contain triggers that are sensitive to certain situations. This al-
lows to include information from specific categories when triggered by a social
situation (cf. [18]).

To exploit the information provided by the interaction context, the agent is
equipped with Social Memory Tasks and Social Strategies.
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3.3 Social Memory Tasks and Social Strategies

As described in [17], three different kinds of tasks are associated with the infor-
mation of a memory: storage, access, and manipulation. Two groups of social
memory tasks (core and extended tasks) fulfill these actions in the person mem-
ory: Tasks of the first group handle basic actions, like storage of new information,
or retrieval of existing information. Tasks of the second group carry out more
context based information retrieval and manipulation on the data provided by,
e.g., the interaction context. Examples for tasks of the second group are:

– Calculating probabilities for the use of
• dialogue sequences (“Question/Answer” vs. more complex sequences like
“Question”/“Counter”/“Probe”/“Reply”, cf. [15])

• topics from different topic categories (“communication”,“immediate”,
“external”, cf. [5])

– Selecting a topic category according to the calculated probabilities
– Selecting a topic (from this category) for conversation

While core tasks are predefined operations, extended tasks can be exchanged
dynamically at run time. This allows to define tasks that include different infor-
mation when, for instance, selecting a topic the agent should bring up during
conversation: While one task takes all available information into account that is
located in the interaction context about the interlocutor and the agent, a second
task may only consider the representation of the agent.

To activate appropriate tasks for a given situation the person memory contains
a set of instructions in the form of social strategies. Each social strategy contains
at least one trigger that is sensitive to certain social situations. Furthermore
social strategies contain a mapping of social memory tasks to keywords. The
keywords are predefined and used to identify tasks in the person memory.

3.4 Person Memory Processing Unit

The Person Memory Processing Unit (PMPU) provides an interface between the
person memory and the cognitive architecture of an agent. In that, it handles the
communication between different components, like a dialog manager, or further
memory components.

This way, the proposed model of Person Memory enables an agent to cope
with social encounters that may occur in different application scenarios. The in-
formation provided about the persons an agent interacts with, and the strategies
that influence how the information is exploited, allow for an adaptation of the
agent to different settings [18].

4 Assessing the Impact of Personal Information in
Human-Agent Conversations

One of the assumptions that motivated the development of the person mem-
ory presented in this paper, is that personal information can be exploited to
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Fig. 3. Setup used for our interaction study: A human interlocutor and the virtual
agent Max conducting a conversation

enhance the interactions between a virtual agent and its human interlocutors.
For instance, based on work by Deborah Tannen, Svennevig [21] states that
in human-human conversations “the preference for personal topics is a case of
involvement in the interlocutor.” (p. 52). To assess the impact of personal infor-
mation in human-agent conversations, and thereby evaluating the performance
of our model of person memory, we conducted an interaction study with 22
particpants (see below).

4.1 Setup and Hypotheses

An embodied conversational agent, Max, is used in our work as research platform
for human-computer interaction (see Fig. 3). Max’s usefulness as a conversational
partner is already demonstrated in a museum setting where he explains exhibits
and engages visitors in small talk conversations since 10 years [11].

The study was split into two sessions: an initial interaction (getting to know)
and a second encounter (meeting again). In both sessions, particpants were asked
to get seated in front of a 24” computer monitor that was used to display the
agent (Fig. 3). The particpants had to input their utterances using a keyboard,
while Max’s questions and answers were generated by a voice synthesizer.

During the first encounter participants were engaged in a short small talk with
our agent. They were instructed that the first interaction is to get comfortable
with the agent and the way of interacting with it, and that Max would end the
conversation. Max used this first encounter to gather personal information, like
interests and hobbies (e.g., “Do you like to read?”), about its interlocutor. The
participants were asked to come back for a second conversation with Max.

In advance of their second encounter with Max, participants were randomly
assigned to two groups (while maintaining gender balance between both groups),
leading to a between-subject design of our study. In conversations with members
of the first (control) group (Group A, N = 11), Max did not exploit the infor-
mation stored in his person memory, by using customized tasks and strategies
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(see section 3.3). Instead he sticked to impersonal topics about the immediate
and external situation, like the weather and recent events in the surrounding
(e.g., “A lot of construction going on here in the university building, right?”).

During conversations with members of the second group (Group B, N = 11),
Max recalled personal information it gathered in the first encounter and used
this information as topics for the ongoing conversation (e.g., “Are you reading
something special right know?”). Again participants were told to wait until Max
ended the conversation.

Our hypotheses were as follows: If the agent Max exploits the personal infor-
mation of his person memory during conversation, then

H1 the social presence of Max will be rated higher.
H2 Max’s interlocutors will be more satisfied with the conversation.
H3 the impression that Max knows and remembers oneself is stronger.
H4 the participants’ trust in the agent is stronger.
H5 the overall impression of Max will be more positive (in terms of sympathy,

friendliness etc.).

4.2 Questionnaire

To assess how the agent is perceived in terms of social presence (SP), 3 items
from a social presence questionnaire from [1] and 6 items of the Networked Minds
Social Presence Inventory [4] were selected. Factor analysis with varimax rotation
revealed two underlying factors that explain 58.09% of the variance. Cronbach’s
α was .82 for the first factor (5 items) and α = .8 for the second factor (4 items).

In addition, 11 items from the Interpersonal Communication Satisfaction In-
ventory [8] were used to test how the interlocutors liked the overall conversation
(CS). Again a factor analysis with varimax rotation resulted in two factors ex-
plaining 54.83% of the variance. Cronbach’s α was .91 for the first factor (8
items) and α = .78 for the second factor (3 items).

Three items (only included in Session 2) were used to test hypothesis H3
(Cronbach’s α = .81). To test hypothesis H4 an additional item (“If nobody else
was in the room, I would have no problem telling personal secrets to Max.”) from
the questionnaire of [1] was used. As manipulation checks (MC), two items were
added that focused on whether the topics of the conversation were considered
personal or impersonal. All items were rated on a 7-point Likert-scale (with
1=strongly disagree, 7=strongly agree).

A semantic differential with 15 bi-polar adjective pairs (7-point scale) was
used to assess the overall impression of Max (H5).

4.3 Participants

Participants were recruited within Bielefeld University through postings and a
mailing list of people who previously attended interaction studies in the VR
lab of our group. Initially a total of N = 26 people (7 females and 19 males)
participated in our study.
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However, two people had to be excluded from the final evaluation as they did
not fully complete the questionnaires. Two further participants were excluded,
since the conversational agent system got stuck during the interaction. Thus,
in the final evaluation N = 22 particpants (11 particpants per group) were
considered, with a mean age of 30.27 (SD = 12.78), ranging from 20 to 64. 17
of the participants were students.

The average time between first and second session was 6.23 (SD = 1.82) days,
with an average duration of conversations of 6.17 (SD = 1.58) minutes in Session
1 and 4.2 (SD = 0.80) minutes in Session 2. No significant difference was found
in terms of time between sessions and duration of conversations.

4.4 Results

The non-parametric Mann-Whitney U test was used to compare the results of
the questionnaires of both groups.

Session 1. Since the first session did not differ between groups, it was expected
that there should be no statistical significant differences in the results. This held
true for the SP and CS factors. However, a significant difference was found for
one questionnaire item (“The conversation flowed smoothely.”) in the first session
(MdnA = 5, MdnB = 6, U = 22.00, z = 2.61, p < 0.05, r = −0, 56), and for
one dimension of the semantic differential (superficial - profound, MdnA = 3,
MdnB = 5, U = 28.50, z = 2.14, p < 0.05, r = −0.46). These differences did not
emerge in the results of the second session. For the remaining items no significant
differences were found for the first session, as expected.

Session 2. Hypothesis H1 predicted that Max’s social presence will be rated
higher when he uses more personal information during conversations. However,
there were no significant differences in the factors that constitute the SPmeasure.
Thus, hypothesis H1 was not supported. Still, a significant difference was found
in one item directly targeting the presence of Max (table 1, item 1).

Hypothesis H2 predicted that the participants will be more satisfied with
the conversation when Max uses personal topics. Both CS factors showed a
significant difference (CSF1: MdnA = 38.00, MdnB = 44.00, U = 31.00, z =
−1.94, p < 0.05, r = −0.41; CSF2: MdnA = 13.00, MdnB = 17.00, U = 15.00,
z = −3.01, p < 0.05, r = −0.64). Thus, hypothesis H2 was confirmed. Four out
of 11 items were found to show a significant difference (see table 1, items 2− 5).

All items that were used to test hypothesis H3 were found to show significant
differences between both groups as depicted in table 1 (items 6 − 8). Thus,
hypothesis H3 was confirmed. Furthermore, the results of items 9 and 10 show
that the topics addressed by Max were judged as more impersonal resp. personal
in the corresponding conditions.

Considering the results of the item used to test hypothesis H4, the hypothesis
was not confirmed: Participants of both groups rejected the idea of telling per-
sonal secrets to the agent (MdnA = 2, MdnB = 3), with no significant difference
between groups.
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Table 1. Results of the statistical analysis for selected items of the social presence (SP),
communication satisfaction (CS), person memory performance (PM), and manipulation
check (MC) parts of the questionnaire. Among the medians Mdn for both groups, the U
value of the Mann-Whitney test, z-score, level of significance p (∗ < 0.05, ∗∗ < 0.001),
and effect size r are given.

Item MdnA MdnB U z p r

SP 1. I perceive that I am in the presence
of another person in the room with
me.

3 5 26.50 −2, 27 ∗ −0, 48

CS 2. We talked about something I was
not interested in.

3 2 27.00 −2.28 ∗ −0.49

3. I was very dissatisfied with the con-
versation.

3 1 33.00 −1.86 ∗ −0.40

4. Max genuinely wanted to get to
know me.

3 5 10.00 −3.38 ∗∗ −0.72

5. I would like to have another conver-
sation like this one with Max.

5 6 31.00 −1.99 ∗ −0.42

PM 6. I had the feeling that Max knows
me.

4 6 13.00 −3.18 ∗ −0.68

7. Max remembered me very well. 4 7 4.00 −3.81 ∗∗ −0.81

8. Max did not remember me at all. 1 1 33.00 −2.46 ∗ −0.52

MC 9. The questions that Max posed were
very personal.

2 5 23.00 −2.53 ∗ −0.54

10. The questions that Max posed were
very impersonal.

5 3 24.00 −2.44 ∗ −0.52

The results of the semantic differential are given in fig. 4. Compared to the re-
sults of all participants of the first session, four dimensions (superficial–profound,
silly–serious, reliable–unreliable, offhanded–chatty) were rated in a more positive
direction and only two more negatively (impolite–polite, introverted–extroverted)
by participants of Group B. Whereas none of the dimensions were rated bet-
ter and 12 more negatively by participants of Group A. Between groups, five
dimensions (unsocial–social, reliable–unreliable, personal–impersonal, likeable–
unlikeable, strange–intimate) showed a significant difference (p < 0.05) in
Session 2.

4.5 Discussion

Given the overall results, we conclude that the use of personal topics indeed has
quite a positive impact on human-agent conversations. Participants were more
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Fig. 4. Results of the semantic differentials used to assess particpants’ attitudes to-
wards the agent

satisfied with the conversation and had a more positive attitude towards our
agent after the second conversation.

The social presence of Max was not found to be affected by the use of more
personal topics in conversation. Furthermore, both groups scored rather low on
the two factors of social presence (normalized median factor scores for Group
A are SPF1 = 4.4, SPF2 = 3, and SPF1 = 4.8, SPF2 = 4 for Group B). An
explanation could be the setup of our study: Reactions of our agent were gen-
erated based on keyboard input only, no camera or microphone were attached
to provide further input to the agent. While this was necessary to prevent un-
controllable behavior of the agent, the agent did not appear to genuinely take
notice of the participants.

Regarding our model of person memory, the interaction study demonstrated
that it enabled the agent to successfully remember useful information as hypoth-
esis H3 was confirmed. Remarkably, most participants of the control group felt
that Max somehow remembered them as well (see table 1, item 8, MaxA = 4),
although he did not explicitly talk about their first conversation or information
stored in his person memory. This could be due to the fact that Max talked about
things going on in the university and most of the participants were students.

5 Conclusion

In this paper, a model of person memory for artificial agents was presented. The
main ingredients we identified – representations of persons and social categories,
knowledge about social situations, social memory tasks, social strategies, and a
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central processing unit – build a foundation for a social memory component in
the architecture of a conversational agent.

Our initial interaction study demonstrates that our model can be success-
fully exploited by our agent to obtain, store, and recall information about his
interaction partners. Furthermore, the mechanisms to guide the agent’s conver-
sational behavior were successfully used to adapt the agent according to the two
conditions (i.e., use of impersonal resp. personal topics) of our study.

The results of our initial interaction study show that social conversations
between an agent and its human interlocutors benefit from the use of personal
information in subsequent encounters. This we regard as evidence that we are on
the right track by stressing the importance of a specialized memory component to
represent the people an agent interacts with, as done within our person memory.

We expect a more thorough interaction study, where additional aspects of an
agent’s behavior are adapted according to the individual representations of the
agent’s interaction partners (see [16]), could further underpin these findings.
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Abstract. This is a pilot study of multimodal behaviours in manually
annotated comparable video recordings of Danish and Polish triadic nat-
urally occurring conversations. The data are comparable with respect to
the conversational settings, the familiarity degree, age and gender of the
participants. Furthermore, they have been annotated according to the
same annotation scheme following common coding strategies. The anal-
ysis of the annotations indicates that although the conversations in the
two languages differ in content, Danes and Poles use the same type of
head movements and with the same frequency. In both datasets the most
common facial expressions are laughter and smile, however, facial expres-
sions are much more frequent in the Polish data than in the Danish data.
Furthermore, the facial expressions in the Polish data are often used as
feedback signals to the interlocutors while the Danes use facial expres-
sion to comment their own spoken contribution. Finally, the Danes use
more frequently hand gestures than the Poles and their hand gestures
have a deictic function while the hand gestures of the Poles are iconic.
The differences in the behaviours in the two corpora can partly depend
on the language, but is also due to the type of relationship between the
participants and the content of the conversations.

Keywords: Multimodal Corpora, Multilinguality, Human-human Inter-
action.

1 Introduction

The paper presents a comparative study of multimodal behaviours in video-
recorded and manually annotated triadic human-human spontaneous conversa-
tions in Danish and Polish. The study focuses on feedback signalled by facial
expressions and head movements, and on iconic and deictic hand gestures. The
use of facial expressions and especially head movements as signals that a con-
versational participant is giving (backchannelling) and/or eliciting feedback has
been extensively studied both monolingually inter alia [1–3] and multilingually
e.g. [4–8]. The same is the case for iconic hand gestures, that is gestures which
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represent aspects of the entities mentioned in the discourse, e.g. [9–12] Most
comparative studies of feedback have studied head movements and, to a lesser
extent, facial expressions in dyadic first encounters, inter alia [4, 6–8], while
studies of iconic gestures have in many cases investigated behaviour in narra-
tives where the participants re-told the same story from a cartoon, see inter alia
[10, 12–14].

Differing from these studies, we base our work on triadic naturally occurring
conversations between people who are well-acquainted. These data are more
difficult to compare since the variation in discussed issues is much wider than in
first encounters or in narratives of common stories. However, it is also important
to investigate cultural variation between people who are well-acquainted since
familiarity influences conversational behaviours, e.g. [15].

Annotated multimodal data of people who have high familiarity degree should
be used to model re-current human-robot interactions, reflecting the fact that
communication is affected by the growing familiarity degree of the participants
[16].

The present work builds upon a preceding study [17] in which we analysed
feedback head movements in the same data. This study indicated that Danish
and Polish participants used many types of head movements to signal feedback.
The type of non-verbal behaviour in the two groups was the same. Furthermore,
there were also similarity in the type of feedback spoken expressions. However,
Polish participants in these data express more often feedback multimodally, that
is through both modalities, and they use significantly more repeated multimodal
feedback expressions than the Danish participants. Moreover, the data showed
that there are significantly more repeated head movements and speech tokens in
the Polish conversations than in the Danish ones.

In the present work, we extend the preceding study which analysed exclu-
sively feedback head gestures, by including all types of head movements, as well
as facial expressions and hand gestures. We expect that feedback facial expres-
sions and iconic gestures in the data will strongly depend on the content of the
conversations, but we also expect that there will be many mirroring facial ex-
pressions and iconic gestures due to the fact that the conversational participants
know each other very well.

The paper is organised as follows. We start presenting related studies in sec-
tion 2 and describing the corpora and their annotations in section 3. Then, in
section 4 we account for the multimodal behaviours in the two corpora and we
discuss similarities and dissimilarities in the data 5. Finally in section 6, we
conclude and present future work.

2 Related Studies

There is agreement in research that especially head nods, head shakes and smiles
are common feedback signals which occur both unimodally and multimodally,
see inter alia [1, 7, 18]. Furthermore, researchers have found differences in the
way people express feedback multimodally in different cultures. For example, [4]
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compares the occurrences of feedback head nods in dialogues between Japanese
and Americans and finds that the Japanese nod with higher average frequency of
the Americans. Rehm et al. [6, 19] have investigated the occurrences of feedback
behaviour of German and Japanese speakers in first encounters, and conclude
that German speakers gesture more frequently than Japanese speakers. Further-
more, the amplitude and speed of the Germans’ gestures are higher than those
of the Japanese participants. [7] have analysed cultural differences in first en-
counters between Swedish and Chinese speakers, and found that the Chinese use
more laughter, gaze around, gaze sideways and covering their mouth with their
hands. However, head movements and tilts only occur in the Swedish conver-
sations and both Chinese and Swedish participants give more gestural feedback
when they speak English in intercultural interaction with each other than when
they communicate in their mother language.

[8] compare feedback head nods and shake in first encounters in three Nordic
languages, Danish, Finnish and Swedish and feedback speech expressions in Dan-
ish and Swedish. The results of the comparison show that the most frequent feed-
back head movement is nod in all languages. However, the Danish participants
use down-nods more frequently than the Finnish and Swedish subjects, while
the Swedish participants use up-nods more frequently than Finnish and Danish.
Finns use more often single nods than repeated nods, differing from Swedes and
Danes. The differences in the frequency of different types of nods in the three
datasets are interesting because Nordic countries are not only geographically
near, but are also very similar culturally. Finally, the comparison of feedback
spoken expressions in the Danish and Swedish first encounters indicates that
Swedes and Danes use common feedback words such as yes and no expressions
with similar frequency.

Navarretta and Paggio [15] compare feedback head movements and facial ex-
pressions in Danish conversations where the participants did not know each other
and in conversations where the participants were well acquainted. The results
indicate that familiarity degree seems to affect the frequency of feedback signals
so that subjects who are familiar with one another move their heads more than
people who do not know each other: this effect seems parallel to the increased
flow of speech in relation to familiarity that has been observed in the literature
[16].

In this study we compare feedback head movements and facial expressions in
naturally occurring corpora in Danish and Polish.

3 The Data

The Danish data consists of two conversations that are part of the MOVIN
database collected by Conversational Analysis researchers at Southern Danish
University [20]. The participants are all Danish native speakers and talk freely
while they drink and eat. The three participants were sitting in an half circle
around a table in a private home and were filmed by one video-camera. The con-
versations were then orthographically transcribed and multimodally annotated
as part of the Danish CLARIN project [21, 22].
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The Polish conversation was collected, transcribed and annotated under the
European CLARA project. The three Polish participants are all native speakers
and were also recorded by two cameras at a private home, while sitting around
a table, eating, drinking and talking freely. All the participants were aware that
they were video-taped, but the recording equipment was well incorporated in
the space in order to obtain as natural data as possible.

The setting, the degree of familiarity of the participants, their number and
age are similar in the two corpora. It must,however, be noted that the content
of the conversations differs, since they were naturally occurring. Finally, our
data are also comparable because they were transcribed according to the same
principles and were multimodally annotated according to the same annotation
scheme [23]. This scheme describes the shape and function of body behaviours
with independent attribute and value pairs, and allows the annotators to link
body behaviours to speech if they judge that speech and body behaviours are
semantically or pragmatically related. The annotations, which are relevant to this
study, concern speech, head movements, facial expressions, and hand gestures.

Speech was orthographically transcribed at the word level. The transcriptions
were performed by native speakers in Praat [24]. Speech tokens were time aligned.
The annotations comprise both lexical and non-lexical words such as hm and
mm. Multimodal behaviours were annotated in the ANVIL tool [25].

The annotations of the shape of the body behaviours that are used in these
study are in Table 3. The relevant features for head movements are information

Table 1. Shape Features of Body Behaviours

Attribute Value

HeadMovement Nod, Jerk, HeadForward,
HeadBackward,Tilt, SideTurn,
Shake, Waggle, HeadOther

HeadRepetition Single, Repeated

General face Smile, Laugh, Scowl, FaceOther

Handedness SingleHand, BothHands
Hand-Repetition Single, Repeated
Fingers IndexExtended, ThumbExtended,

AllFingersExtended,FingersOther

about the type of movement and repetitiveness of the moment. For facial expres-
sion we have only included general features describing the face while for hand
gestures we have considered features describing handedness, the shape of fingers
and repetitiveness of the movement. In this paper, we also use the annotations
indicating whether the behaviours have a feedback function. In particular we
distinguish between feedback giving (backchannelling), feedback eliciting and
selffeedback (see [3, 23] for more details on the annotation of feedback in MU-
MIN). We also use the semiotic characteristics of hand gestures. The annotation
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of semiotic types builds upon the types proposed by [26]. The types relevant
to this study are the following: indexical gestures which have a real and di-
rect connection with the objects they denote and comprise deictic (pointing)
and non-deictic gestures, e.g. beats and displays; iconic gestures, also known as
emblems or illustrators, which denote their objects by similarity, and symbolic
gestures which are established by means of an arbitrary conventional relation.

Inter-coder agreement experiments on the Danish annotations measured in
terms of Cohen’s kappa [27] resulted in agreement features between 0.7 and 0.9
depending on the annotations [21]. The annotations used in this study comprise
over 3000 words and 1000 body behaviours in each language.

4 Comparison of the Data

This section contains an analysis of the speech tokens and body behaviours
annotated in the two corpora. In table 4 the frequencies per second of the various
behaviours in the two datasets are given. The frequency of speech tokens in the

Table 2. Behaviour type per second

Behaviour Danish Polish

Speech 3.86 4.14
All Head 0.9 0.93
Feedback Head 0.56 0.59
Face 0.06 0.14
Hand 0.34 0.21
All 1.3 1.28

Danish data is 3.86 per second, while it is 4.14 per second in the Polish data. The
frequency of body behaviours is 1.3 in the Danish data and 1.28 in the Polish
data.

In each conversation, there is one participant who talks more than the other
two participants, but the Danish data are more balanced with respect to speech
token production than the Polish where one participant speaks much more than
the two others.

The most frequent body behaviour in both datasets are head movements and
their frequency (0.9 head movements per second in the Danish data vs. 0.93 head
movements per second in the Polish data) is similar. The frequency of feedback
head movements in the two datasets is also similar (0.56 per second in the Danish
data and 0.59 in the Polish data) and the types of feedback head movements
produced in the two datasets are the same. However, the Poles use significantly
more repeated head movements and feedback spoken expressions than the Danes
as reported in [17].

The majority of facial expressions in both languages are coded as smiles and
laughs. Smile and laughs are equally frequent in the Danish data and most of
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them are coded as selffeedback. In the Polish data, the most common facial
expression is laugh and two thirds of the laugh and smile occurrences signal
feedback give. Furthermore, facial expressions are much more frequent in the
Polish corpus than in the Danish one: the frequency of facial expressions in
Polish is 0.14 per second while it is 0.06 in the Danish data.

The analysis of the data also shows that there are more co-occurrences of
smile and laugh (overlapping occurrences of the behaviours between at least two
participants) than in the Danish data.

Different is the situation for hand gestures. The Danish participants gesture
more often than the Polish participants (0.34 hand gestures per second in the
Danish data vs. 0.21 hand gestures per second in the Polish data). The most
common hand gesture type (over two third of the occurrences) in the Polish data
is iconic, while in the Danish data it is deictic (90 % of the gesture occurrences).
The iconic gestures in the Polish data are often repeated more times, and in
some cases the participants repeat each other gestures.

5 Discussion

The analysis of the behaviours annotated in the triadic Danish and Polish con-
versations indicate that the Poles utter more speech tokens per second than the
Danes. The average length of the speech tokens in the two languages should be
investigated in future. The data also indicates that in all conversations there is
a subject who talks more than the two others, but the Danish data is more bal-
anced than the Polish data under this respect. The frequency of body behaviours
per second in the two languages is exactly the same, thus the ratio gesture per
speech token is 0.34 in Danish and 0.31 in Polish. Whether these figures reflect
a characteristics of the two languages should be investigated further.

Although the conversations have different content, the type and frequency of
head movements in the two languages is similar. The Poles, however, use signifi-
cantly more repeated feedback head movements and spoken expressions in these
data [17]. Future studies should investigate whether the frequency of repeating
feedback signals is a Polish characteristics or it is specific for these data. Navar-
retta and Paggio [15] compared the triadic conversations used in this study and
the dyadic DK-CLARIN conversations with Danish dyadic first encounters and
find out that the triadic DK-CLARIN data contained most feedback head move-
ments and least feedback facial expressions. Thus the frequency of feedback head
movements ins Danish seems to be influenced by the number of subjects involved
in the conversations and their degree of familiarity. It should be investigated in
future whether this is also the case in Polish, but we found interesting that the
frequency and type of head movements in general and feedback head movements
are so similar in the two datasets.

Facial expressions are more common in the Polish data than in the Danish
data, and the Polish participants laugh much more than the Danish subjects.
This is certainly due to the content of the conversations, but it might also depend
on the relationship between the participants. In the two Danish conversations



468 C. Navarretta and M. Lis

the participants are family members and belong to different generations: two of
the participants have approximately the same age while the third one is much
older. The Polish participants, on the other hand, have the same age being old
schoolmates.

The facial expressions in the Danish data are often produced by the speaker
as comments to her own spoken contribution, while the facial expressions in the
Polish conversation signal feedback giving and/or eliciting and they are often
overlapping with the same behaviour of the addressees. This is not so surprising
since laughter, which is the most frequent facial behaviour, is often a collective
activity. However, the synchronic facial expressions also include smiles, thus
they might indicate that the participants are aligning to each other, see inter
alia [28, 29].

The Danes use more hand gestures than the Poles, furthermore deictic hand
gestures are most common in the Danish data while iconic gestures are more
common in the Polish data. Furthermore, the Polish participants reproduce their
own and the other participants’ iconic gestures, which seems to confirm that they
are in synchrony. In future, we should investigate whether there is also synchrony
in speech and head movements.

6 Conclusion

In this paper, we have presented a pilot comparative study of multimodal body
behaviours in two small corpora of annotated video-recordings of Danish and
Polish triadic naturally occurring conversations. The data in the two languages
are comparable because the conversational settings are similar as well as the
age and degree of familiarity of the participants. They are also comparable be-
cause the data have been manually annotated according to the same annotation
scheme and using the same annotation tools. Differing from most other multi-
lingual comparable corpora, our data record friends or family members talking
at their private homes. While these data are natural and reflect natural con-
versations, they are problematic with respect to the content which varies from
conversation to conversation. Thus, they are more difficult to compare than map-
task dialogues, narratives of pre-defined stimuli and first encounters interactions
which have often been used in comparative multimodal studies.

Since the participants in the conversations in the current study are well ac-
quainted, these data can be valuable for modelling re-current human-robot in-
teractions behaviours of robot or software agent. These models should reflect
the fact that communication is affected by the growing familiarity degree of the
participants [16].

The analysis of data indicates that the frequency of speech tokens is higher
in the Danish than in the Polish corpus, while the frequency of body behaviours
per second is similar in the two datasets. However there are both differences and
similarities in the occurrences of the various types of behaviours. The frequency
and types of head movements as well as their use is similar even though the
content of the conversations is different. This confirms a preceding study [17]
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which also indicated that the Poles use more repeated multimodal feedback
expressions than the Danes.

The Danes use less facial expressions than the Poles in these data and they
laugh less. Furthermore they mostly smile and laugh commenting their own spo-
ken contribution, while the Poles laugh and smile giving and eliciting feedback.
In these cases, their facial expression is the same as that of their interlocutors.

The Danes move much more the hands than the Poles. The most common
hand gestures in the Danish data are deictic, while the most common gestures
in the Polish corpus are iconic. Also in the case of hand gestures the Poles
repeat more often their own gestures and those of their interlocutors. These
kinds of overlapping behaviours are considered to indicate synchrony between the
conversants, see i.a. [28, 29]. The differences in the type and frequency of facial
behaviours and hand gestures in the two datasets can depend on the specific
content of the conversations and on the type of relation between the participants
in the Danish and Polish data. However, they can also be idiosyncratic to these
data or partially depend on the types of language. Thus these aspects should be
investigated in larger datasets and in more types of conversation.
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Abstract. This study is part of a longer-term project to provide embodied con-
versational agents (ECAs) with behaviors that enable them to build and main-
tain rapport with their human partners. We focus on paralinguistic behaviors, 
and especially nonverbal behaviors, and their role in communicating rapport. 
Using an ECA that guides its players through a speech-controlled game, we at-
tempt to measure the familiarity built between humans and ECAs across several 
interactions based on paralinguistic behaviors. In particular, we studied the ef-
fect of differences in the amplitude of nonverbal behaviors by an ECA interact-
ing with a human across two conversational sessions. Our results suggest that 
increasing amplitude of nonverbal paralinguistic behaviors may lead to an in-
creased perception of physical connectedness between humans and ECAs. 

Keywords: Embodied conversational agent, familiarity, rapport, paralinguistic, 
nonverbal communication. 

1 Introduction 

An embodied conversational agent is a computer program that produces an intelligent 
agent that lives in a virtual environment and communicates through an elaborate user 
interface. Graphically, an embodied agent can take almost any form, often human-
like, and aims to unite gesture, facial expression and speech to enable face-to-face 
communication with users, providing a powerful means of human-computer 
interaction (Cassell, 2000). We are interested in exploring how ECAs can build 
rapport with humans. 

Face-to-face conversation is an ongoing collaborative process in which conversants 
coordinate their verbal and paralinguistic actions (Cassell et al., 2007). However, 
human-agent communication cannot yet achieve the naturalistic and spontaneous 
communication that humans do unconsciously; familiarity-enabled ECAs are a step 
towards a more naturalistic human-agent conversation. By increasing an ECA’s 
extraversion as the relationship progresses across time, participants should experience 
a stronger sense of physical connection. Thus the question we address in this paper is 
how ECAs can build rapport with humans through behaviors linked to familiarity—
the sense of knowing someone built in more than one conversation. 
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In this paper we describe several definitions and measures of rapport and familiari-
ty. We then classify and merge these into a more comprehensive model. We test this 
model by having users play a variation of a speech enabled text-based game. During 
the game, the paralinguistic behaviors of the ECA can change over time to simulate 
an increase in familiarity between ECA and human. Finally, we analyze the results of 
the experiment, review the study’s limitations, and discuss the future work. 

2 Rapport Models 

Previous research has identified multiple constituent factors for rapport, including 
positivity, attention and coordination (Tickle-Degnan & Rosenthal, 1987), and sense 
of connection, sense of understanding, and what and how things are said (Gratch et 
al., 2007). In this section, we analyze multiple approaches to rapport with a view to-
ward creating a unified, comprehensive model that can then be implemented in an 
ECA as a way to test the model. 

Prior research on interaction between humans and embodied conversational agents 
(ECAs) has studied differences in ECAs’ nonverbal behaviors as expressions of 
extraversion or attention. Some studies were based on analysis of a single recording 
of a human-ECA interaction rather than through a between-subjects comparison of 
responses to differences in ECA behaviors (e.g., Neff et al., 2010; Huang, Morency & 
Gratch, 2011). Other studies, though they did use a between-subjects design, looked 
at rapport-building behaviors through single-session experiments. That is, they com-
pared subjects’ responses across conditions based on a single encounter with the ECA 
(e.g., Cafaro et al., 2012). Several studies have examined how ECAs and humans 
build rapport over time. In these studies, however, the agents used a multiple-choice 
text interface and sprite-based characters, which limited nonverbal interactions and 
dialog flow, particularly during turn taking (e.g., Bickmore & Cassell, 2001; Bick-
more & Picard, 2004). Ideally, the way ECAs interact with humans would change as a 
function of prior interactions between individuals, analogous to how humans interact 
differently with friends than with strangers.  

2.1 Natural Rapport Model 

Tickle-Degnen and Rosenthal (1987) described rapport in terms of three dimensions: 

• Attentiveness: The conversants focus is directed toward the other. They experience 
a sense of mutual interest in what the other is saying or doing.  

• Positivity: The conversants feel mutual friendliness and caring.  
• Coordination: Balance and harmony, where the conversants are “in sync.” In addi-

tion to its positive valence, coordination conveys an impression of equilibrium, re-
gularity and predictability between the conversants. 

This model assumes that positivity becomes less necessary over time, while 
coordination increases in frequency and importance. This is one of the simpler yet 
robust models of rapport, and it was not developed with ECAs in mind. Due to its 
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high level of abstraction, the model does not specifically address many of the major 
nonverbal rapport-building behaviors within each dimension, and these paralinguistic 
behaviors are particularly important when implementing ECAs. 

2.2 Relational Models 

Other researchers provided different approaches to modeling rapport, although these 
other approaches are not, by themselves, as comprehensive as that of Tickle-Degnen 
and Rosenthal. We look at four relational models proposed by different researchers, 
whose findings have not yet been unified. Each of these relations by itself only ex-
plains a part of rapport as an overall relationship. Moreover, these interaction traits 
relay heavily on context and verbal disclosure, which can be difficulty to implement 
in ECAs. These four relational models are 

• Affinity:  The process through which people try to induce others to have positive 
feelings towards them; this has also been described as a sense of connection (Bell 
& Daly, 1984).  

• Reciprocity:  A preference of similarity, often expressed as the Golden Rule: One 
should treat others as one would like others to treat oneself (Cole & Teboul, 2004). 

• Intimacy: An interpersonal process, where a person expresses personally revealing 
feelings or information to another. The process continues when the listener re-
sponds supportively and empathically. For an interaction to become intimate, the 
discloser must feel understood, validated, and cared for (Reis & Shaver, 1988). 

• Continuity: A progressive pattern of interactions, where each conversation ends 
with the possibility of continuing the interaction at a later time (Fisher & Drecksel 
(1983). 

Each of these relations can be viewed through a lens of nonverbal behaviors based 
on extraversion across time, creating animations and expressions on behalf of the 
agents that are easily observable and controlled (e.g., increased) across time to create 
the familiarity effect.  

2.3 Virtual Rapport Model 

Gratch et al. (2007) proposed a model of rapport specifically for ECAs. Indeed, this 
model defines virtual rapport as rapport generated for human-ECA interactions. In 
this model, rapport comprises three dimensions: 

• Emotional Rapport: The sense of connection with the user 
• Cognitive Rapport: The sense of mutual understanding 
• Behavioral Rapport: Verbal properties, such as speech duration, pitch, etc 

This model, while clearly more useful for implementing ECAs, does not provide 
details on some of nonverbal behaviors that trigger these dimensions of rapport, espe-
cially full-body gesture and interaction. 
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2.4 Paralinguistic Rapport Model 

With a view toward providing a model of rapport that (a) accounts for the factors 
identified in the natural, relational, and virtual models and (b) provides a basis for 
supporting full-body ECA paralinguistics, we examined the common elements of the 
three approaches. We suggest that these elements can be described as encompassing 
three dimensions: a sense of emotional connection, a sense of mutual understanding, 
and a sense of physical connection. Figure 1 presents our “paralinguistic” model of 
rapport, showing the correspondence of the model’s dimensions to the dimensions or 
factors of the antecedent models. Two of the dimensions in the paralinguistic model—
emotional connection and mutual understanding—arise from a combination of verbal 
and nonverbal behaviors. However, the third dimension—physical connection—arises 
solely from paralinguistic behaviors. Our model is broader than that of Tickle-Degnen 
and Rosenthal with respect to physical behaviors, in that the physical collaboration 
and cooperation of familiar conversants can go beyond mimicry to include many oth-
er kinds of paralinguistic behaviors, such as ways of expressing continuers and ways 
of indicating attitudes. 

 

Fig. 1. Paralinguistic rapport model and its relation to the natural rapport mode, the relational 
rapport model (affinity: Bell & Daly, 1984; reciprocity Cole & Teboul, 2004; intimacy: Reis & 
Shaver, 1988; and continuity: Fisher & Drecksel, 1983), and the virtual rapport model 

Given our paralinguistic rapport model, our longer-term goal involves assessing 
the model’s validity and usefulness for implementing ECAs that can build rapport 
with humans. As a first step toward this goal, we focus on the rapport-building effects 
of physical paralinguistic behaviors. The harmony and engagement of rapport can be 
seen as relatively weak during initial interactions and developing strength over time; 
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we refer to this development across time as familiarity. Conversants signal increased 
familiarity by, among other things, increasing the amplitude of nonverbal commu-
nicative behaviors such as hand gestures and head nods (Neff et al., 2010; Cafaro et 
al., 2012; Clausen-Bruun, Ek, & Haake, 2013). In other words, the ECA’s gestures 
and their degree of extraversion, as expressed through greater amplitude, can build the 
physical-connection dimension of rapport over time.  

Thus our specific question in this study is whether subjects interacting with an 
ECA over two sessions, where the ECA uses higher-amplitude gestures in the second 
session, would feel an increase in rapport in the second session. 

3 Methodology 

To test whether subjects would perceive more rapport with an ECA in the increased-
familiarity condition, this study piloted an investigation of how to signal increased 
familiarity over repeated interactions as a component of rapport. In particular, we 
studied the effect of differences in the amplitude of nonverbal behaviors by an ECA 
interacting with a human across two conversational sessions. In the first session, the 
ECA used nonverbal behaviors with a lower-amplitude baseline. Our independent 
variable was whether, in the second session, the ECA used same baseline amplitude 
nonverbals, indicating no increase in familiarity, or used higher-amplitude nonverbals 
to convey an increase in familiarity. 

Our experimental protocol had 20 subjects interact for a 20-minute session with an 
ECA and then interact for a second 20-minute session with the ECA at least one day 
later. The sessions involved a conversation with a life-sized, front-projected ECA in 
UTEP’s Immersion Laboratory, where the ECA served as the narrator for an adven-
ture game developed specifically for this study. 

The game, “Escape from the Castle of the Vampire King,” was inspired by early 
text-based adventure games such as Zork (Anderson & Galley, 1985) and Colossal 
Cave. Subjects can move from room to room, pick up, drop, and use objects, and kill 
vampires. We chose this application because such games are known to be engaging, 
and we wanted our human subjects to want to interact with the ECA. A text-based 
game was also helpful from a practical standpoint, in that it limited the amount of 
speech that needed to be recognized; the subject’s possible utterances were both sim-
ple and highly constrained by the game’s context. Based on our own experiences with 
text-based games, we instructed subjects to draw a map as they explored. 

A trial run of the experiment strongly suggested that asking subjects to draw a map 
as they explored the castle meant that the subjects usually had their gaze directed at 
the map rather than at the ECA. This was problematic for our experiment because if 
subjects kept their gaze focused on their map they would not be watching the ECA 
and thus would not see the paralinguistic behaviors we were changing as the indepen-
dent variable. As a result, we modified the game so that the map was drawn automati-
cally on the wall behind the ECA as the subject explored the castle. We observed that 
subjects now directed their gaze toward the ECA to a much greater extent. Figure 2 
shows a person interacting with the ECA. Figure 3 shows the game mid-way through 
a typical session. The game was extensive enough to support easily the two 20-minute 
sessions. 
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(1) the ECA continued to use the baseline nonverbal or (2) the ECA used nonverbal 
with increased amplitude. The subjects completed a rapport instrument after each 
session. We adapted and extended the survey of Acosta and Ward (2011) into an in-
strument of twelve Likert-scale questions, balanced for positive and negative res-
ponses that covered the three rapport factors in our model. Table 1 lists the questions 
in the rapport instrument.  

Table 1. Rapport instrument. Subjects indicated agreement or disagreement on a five-point 
scale. 

The agent understood me 
The agent seemed unengaged 
The agent was excited 
The agent's movements were not natural 
The agent was friendly 
The agent was not paying attention to me 
The agent and I worked towards a common goal 
The agent and I did not seem to connect 
I sensed a physical connection with the agent 
The agent’s gestures were not lively 
I feel the agent trusts me 
I didn't understand the agent 

4 Results 

Our analysis compared the second-session responses across the two conditions. A 
one-tailed t-test indicated that there was no significant main effect (p=0.37). Similar-
ly, there was no significant effect for each of the three rapport factors composing the 
instrument: emotional connection (p=0.40), sense of mutual understanding (p=0.29), 
physical connection (p=0.17). However, a post-hoc power analysis suggests that con-
ducting the study with 60 subjects would likely produce a significant result for the 
physical-connection factor.  

These results suggest that increasing the amplitude of nonverbal paralinguistic be-
haviors may not by itself be sufficient to induce a perception of increased rapport 
throughout all three major dimensions. Nevertheless, the results also suggest that 
increasing the amplitude of nonverbal paralinguistic behaviors may lead to increased 
perception of physical connectedness between humans and ECAs. We suspect that the 
low emotional connection observed in our study was likely due to the lack of emotion 
in the speech synthesizer; varied emotion would have increased engagement for criti-
cal parts of the game, such as the player fighting a vampire or dying. In our follow-on 
work, we are building a new game with greater interactivity that uses recorded rather 
than synthesized speech. 

An open question at the end of the survey asked subjects to comment on their 
overall perception of the agent. This question was not taken into account for the anal-
ysis of the results, but it provided some interesting information. Some subjects went 
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as far as believing that the agent was a vampire trying to kill them, and they expected 
a major plot twist near the end of the game. This is arguably a sense of mutual under-
standing on the part of the player, even if it was unintended and a complete miscon-
ception. Another reason for this perception may be a mismatch between the ECA’s 
nonverbal and verbal behaviors, due in large part to the speech synthesizer. That is, 
when the player encountered a vampire, the ECA would physically show exaggerated 
expressions alerting the player to the presence of the vampire in the room while ver-
bally explaining the situation in a calm, synthesized voice. 

5 Conclusion  

Based on our observation of the 20 second-session human-ECA interactions discussed 
in Section 4, we now return to the question that motivated our study: Do subjects 
perceive the agent in the increased-familiarity condition in the second session as hav-
ing higher rapport? Although subjects did notice a behavioral change, and they scored 
the agent higher on the physical connection dimension, there was not enough informa-
tion to affirm that this by itself leads to an overall higher sense of rapport. 

Our future work will address many of the limitations in this study. In particular, we 
plan to have a pool of 60 rather than 20 subjects, a recorded human voice rather than a 
synthesized voice, a more immersive game experience to maintain the participants’ 
attention for a longer period of time, and visual aids to accompany the verbal descrip-
tions of the game state that the agent describes. In the longer term, we plan to address 
the additional two dimensions of rapport by expressing them in terms of perceivable 
nonverbal behaviors, to truly create a greater sense of rapport that grows as a function 
of additional interaction. 
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Abstract. The goal of this study is to observe the effect of instruction deliver-
ance method in the construction of mental model. A good mental model can 
help the user’s learnability process. There were two methods tested in this 
study: a step-by-step instruction (SS) and a complete set of whole-steps instruc-
tions (WS) to finish a given task. The SS group performed better on the learning 
process, however they had the least score on both the information retention and 
transfer process.  Their minds were not engaged in the process, as they seemed 
to simply follow the instructions without being critical. When error occurred, 
they tended to be less persistent in trying to finish the task. This might be 
caused by the incomplete mental model as a result of receiving the instruction 
step by step.  

Keywords: voice instruction, mental model, learnability. 

1 Introduction 

The use of speech technology as an interface to access the internet has been increas-
ing in the past decades [1-4]. It furnishes new chances to enhance the accessibility by 
providing compensation for limitations of specific user groups. [5]. Speech is also 
often used in a multimodal interface to augment communication between human and 
machine. In their user study, Hofmann et al. found that users are willing to use and 
trust a speech dialog system [2]. Speech as an input method also has advantages such 
as simpler, faster and more convenient to use than other methods [6]. However, Bou-
fardea et al. [7] pointed out speech interface can never be perfect. There are some 
factors that can influence the effectiveness of spoken language interface such as 
acoustics, speaking style, out-of-vocabulary words and understanding gaps as well as 
technological limitation [5]. 

The goal of this study is to study the effect of given voice instruction in the con-
struction of mental model. Mental model is defined as the knowledge that the user has 
about how a system works, its component parts, the processes, their interrelations, and 
how one component influences another [8]. It is useful for learning, information  
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retrieving and problem solving [9-11]. This study will focus on the use of mental 
model in the learnability process. Jay Forrester commented “A mental model changes 
with time and even during the flow of a single conversation” (as cited in [12]). There-
fore the way an instruction is delivered will have different impacts on how users build 
and construct their mental models, which will also influence their user experience and 
effectiveness of the interaction in the learning process.  

2 Previous Study 

2.1 Auditory Interface 

The continued development of technologies and their application open up demands 
and opportunities toward multimodal interface. Many studies have been conducted on 
the effectiveness of multimodal interfaces [5],[6],[13]. A study by Rigas et al. [14] 
suggested that interfaces could be designed in a way that visual metaphors communi-
cate the information that ‘needs’ to be conveyed to the user and the auditory meta-
phors (earcons) communicate the other part of information (the interaction part) 
which is used to perform tasks. However, the use of auditory representations must 
consider certain factors. Speech is language dependent and often too slow, pure tones 
are easily confused with each other, while musical instrumentation though easier to 
listen to it needs learning and abstraction because of the intuitive mapping [15].  It 
was found that the use of combinations of auditory icons, earcons, speech, and special 
sound effects helped user to make fewer mistakes in accomplishing their tasks, and in 
some cases reduced the time taken to complete them [13].  An experiment by Sodnik 
et al. [16] showed that auditory interfaces were effective but were not faster than the 
visual interface to use in a mobile environment. Auditory interfaces can be beneficial 
to reduce the cognitive workload when visual perception is needed to attend to other 
task, such as driving, or operating machine. Burke et al. [17] conducted a meta-
analysis on the effects of multimodal feedback on user performance. They found vis-
ual and auditory cue provide advantages in reducing reaction times and improving 
performance scores, but it does not reduce error rates effectively.  Furthermore it was 
found that visual-auditory feedback was most effective in single task scenarios, be-
cause the use of both auditory and visual channels will increased user’s workload 
hence less advantageous in situations where high workload condition are already 
present. This study will focus only on the auditory interface in the form of voice  
instruction. 

2.2 Mental Model in Learning 

Visual imagery has been known as one of the techniques to improve human memory 
[18]. Greek and Roman orators use this technic to keep track of the many parts of 
their long speeches. They visualize an imaginary place and as they walk through this 
place in their mind, they attach objects associated to the parts of their long speeches. 
When they need to recite their speech, they just need to visualize and walk through 
that place in their mind [19].  
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Several studies on the role of mental model in learning to operate a device showed 
that people who used mental model learned the procedure faster, retained it more accu-
rately and executed them faster [8],[10],[20]. Other studies on the impact of visualiza-
tion on the learning process have also been conducted. The work of Scwamborn et al. 
[21] indicated positive main effects of learner-generated pictures on drawing and men-
tal effort on comprehension measurement. Students may learn better from text and 
pictures than from text alone, because pictures increase appropriate active processing 
during learning while reducing non relevant cognitive processing. Leutner et al. [23] 
conducted an experiment to 10th grade students, where they were asked to mentally 
imagine text content while reading an expository science text. They found that mental 
imagery increases text comprehension, even though visualization strategies could 
cause high demands of cognitive load on the learner [22]. They also  pointed out “De-
creased cognitive load due to constructing mental images has, in terms of a main ef-
fect, no direct impact on reading comprehension and thus, on learning”.   

Phillips et al. [11] stated “Instructions are a common example of communicating 
models of technological systems and can act as a boundary object between designers’ 
conceptual models and models developed by users”. When delivering the instruction, 
it is significant to keep the wording of signs and instructions as simple and short as 
possible [5]. The instruction must be able to communicate a clear decision pathway 
[24].  

3 Method 

3.1 Participants  

Seventy five first year university Indonesian students (60 male, 15 female) partici-
pated in this study. Their mean age was 18.74 years (SD=1.64). All participants re-
ceived monetary expense allowance for their time. They were familiar with internet 
and have some experience in using search engine. Table 1 provides a summary of the 
participants’ background. 

Table 1. Respondent background experience 

 n % 
Gender Male 60 80.00 

Female 15 20.00 
Time spent on the internet daily < 5 hours 28 37.33 

5-10 hours 32 42.67 
> 10 hours 15 20.00 

Using search engine to find information Always 64 85.33 

Sometimes 11 14.67 
Never 0 0 

Using attribute in  search engine Often 9 12.00 
Sometimes 55 73.33 
Never 11 14.67 

Using logic operator in search engine Often 5 6.67 
Sometimes 36 48.00 
Never 34 45.33 
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3.2 Materials 

The experiment was conducted in a university laboratory with intranet access to the 
student project report repository website. The software used to capture the screen 
movement was Snagit ver 11.2.0.101. The browser used to access the repository web-
site was Firefox ver 26.0. The computer specification for this experiment was Intel 
Core 2 CPU 4300 @ 1.80 GHz, with 2014 MB of RAM.  

3.3 Design     

There are two ways of giving instructions, namely explicit demand and implicit de-
mand [2]. This study will investigate two approaches of delivering instructions: a 
short one step at a time instruction, and a long instruction explaining the whole series 
of steps. Participants were randomly assigned to one of the three treatment conditions 
with 25 participants in each group. The first group is the control group (CG) which 
received no instruction, the second group received a short step by step instruction 
(SS), and the last group received long instructions describing the whole set of steps 
(WS). To minimize technological limitation which may cause ineffectiveness in us-
er’s perception as pointed out by Neerincx et al. [5], the instruction was delivered live 
by a person using decent sound system instead of the speech synthesis and pre-
recorded messages. The instruction given was clear and using direct vocabulary by 
take into consideration what the participants knows [24]. All participants were famili-
ar in using the internet and should have some experience of using the search engine. 
For this between-participant experiment the participants were asked to find some 
information from the final year project report repository web site of undergraduate 
students at Duta Wacana Christian University. 

Before the experiment, participants received a brief introduction about the expe-
riment which was to study the effect of mental model in the learnability process. The 
participants from SS and WS were asked to construct mental model in their mind as 
they listened to the instruction. Participants were assured that it is ok if they could not 
complete the task and the result would be anonymous.  They also received short 
training on how to use Snagit to record their activities during the experiment. 

Figure 1 shows a snapshot of the final year project report repository website. Par-
ticipants can search information by typing the keyword directly on the search bar 
(“Budi Susanto”), or refine their search in several ways, such as using attribute (do-
sen1: “Budi Susanto”), click on the categorical result on the left side (grouped by 
Department, research topic, and supervisor), or scroll manually using scroll bar. 

There were four tasks in the experiment. The first task was to find out how many 
projects were supervised by Gloria Virginia on Genetic Algorithm. This task can be 
completed first by typing the attribute (supervisor1) and the keyword (Gloria Virginia) 
on the search bar, and further refine the result with the title of the project (Genetic 
Algorithm). The first task is the learning process in which participants received instruc-
tions on how to retrieve that information using attribute. The control group (CG) had to 
ascertain information by trial and error. The second task was to find supervisors who 
supervised projects on Multi Criteria by Ferry Himawan. This time, no instructions  
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Fig. 1. Sinta, the final year project report repository website 

were given to all of the groups. Participants were expected to rely on their previous 
experience to finish the task. This process is known as the retention process. Partici-
pant could retrieve the information using the same step they did on the first task, but 
with different attribute (title) and keyword (Multi Criteria) and further refined the re-
sult by the student’s name (Ferry Himawan). For the third task, participants were asked 
to find information on the abstract of projects supervised by Budi Susanto on the topic 
of resource description framework. The purpose of this task was to learn the usage of 
logic operator. Participants could retrieve the information by using ‘AND’ operator in 
addition to search attribute. Similar to the first task, they received instructions on how 
to do it except that the control group received no instruction at all. The last task was 
aimed to examine the transfer process of using previous knowledge and experience to 
carry out task in new condition different from the previous tasks. They did not receive 
any instruction. Participants were asked to find a project based on incomplete informa-
tion. They were only given the first name of the supervisor (Umi), they did not have 
information whether Umi is the first supervisor or the second supervisor, and they only 
knew the topic of the project instead of the title. Hence they needed to make use of the 
operator and attribute in slightly different ways. They had to use three attributes (su-
pervisor1, supervisor2, topic) and both operators (OR and AND) in the search bar. The 
purpose of the second and fourth task is to discover how mental model help partici-
pants in completing similar task and new task. For each task, the number of errors 
(NE), success rate (SR), and completion time (CT) were recorded. The performance of 
each group will be compared.  

4 Results and Discussion 

Table 2 presents the summary result of the experiment. A one way between subjects 
ANOVA was conducted to compare the effect of instruction delivery on success rate, 
average number of errors and average completion time. There was a significant effect 
on instruction delivery methods on success rate only on Task 1 [F(2,72)=10.031,  
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p = 0.0001]. There was a significant effect on instruction delivery methods on com-
pletion time, on Task 1 [F(2,72)=4.227, p = 0.019] and Task 3 [F(2,72)=3.597, p = 
0.034]. There was also a significant effect on number of error, on Task 1 
[F(2,72)=4.777, p = 0.012] and Task 3 [F(2,72)=7.064, p = 0.002]. However, there 
was no significant effect on instruction delivery methods on success rate, completion 
time and number of error on Task 2 and Task 4.  

Table 2. Summary of participant’s performance for each task 

T1 CG SS WS T2 CG SS WS 

Success Rate (SR) 4 20 10 Success Rate (SR) 19 14 20 

Avg. Num. of Error (NE) 1.88 2.02 2.72 Avg. Num. of Error (NE) 2.84 2.18 2.72 

Avg.Compl. Time (CT) 288s 212s 253s Avg.Compl. Time (CT) 156s 184s 156s 

        

T3 CG SS WS T4 CG SS WS 

Success Rate (SR) 19 21 21 Success Rate (SR) 3 1 6 

Avg. Num. of Error (NE) 0.80 2.06 2.52 Avg. Num. of Error (NE) 4.80 4.56 4.24 

Avg.Compl. Time (CT) 146s 192s 173s Avg.Compl. Time (CT) 276s 293s 286s 

 
Task 2 was meant to see the retention process based on the experience of complet-

ing Task 1. The results here show the group which received Step-by-Step instruction 
(SS) had the lowest performance, while the best performance was achieved by the 
group which received Whole-Steps instructions (WS). The same performance can be 
seen on the transfer process in Task 4, where SS had the lowest SR and WS achieved 
highest SR. The SS participants might not be able to build the mental model of the 
overall system when they received the step by step instructions, while the WS partici-
pants had to construct the mental model as they received the series of instructions 
before executing them. Hence WS participants had a more complete mental model 
which they can explore to finish a task. A complete series of instructions enable par-
ticipants to visualize a decision pathway in their mind [24]. However, this observation 
must be tested further, as the ANOVA analysis for this experiment did not show sta-
tistical difference. 

As expected, there is an increase in the success rate of Task 3 compared to Task 1.  
This might be the result of the learnability effect [9] from the previous two tasks. 
Both Control Group (CG) and WS show a meaningful improvement on SR, 475% and 
210% respectively. While for SS, improvement in SR was noted from one participant 
only (105%). Based on the observation of recorded screen activities, there were some 
factors contributing to the failure of following instructions such as spelling error, 
preconception based on past experience or knowledge, interpretation and familiarity. 
An example of preconception is when the participants were asked to type title: “ge-
netic algorithm”, one of the participants was typing title= “genetic algorithm”, which 
might be influenced by his/her experience using query language. Other examples of 
mistakes caused by interpretation are when participants were asked to type in the 
search bar title: “multicriteria” AND supervisor: ”budi susanto”, there were several  
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interpretations of the instruction, one of participant typed title: “multicriteria” & 
supervisor: “budi susanto”, other participant typed title: “multicriteria” N supervi-
sor: “budi susanto”. There was a participant who did not type the query in the search 
bar of the site, instead he typed it in the search bar of the browser. An example of 
mistakes caused by familiarity was when the participants were asked to search a final 
project supervised by Mrs.Umi of the Management Department, there were some 
participants who automatically typed Mrs.Umi Proboyekti who is a lecturer at the 
Information Technology Department where the participants came from and familiar 
with. Neerinx et al. [5] recommended the use of instruction as short as possible, how-
ever this might lead to ambiguity. In this example punctuation mark matters, as well 
as case sensitive. The instruction given, did not explicitly inform participants how to 
type the searching query, resulting some of them made mistakes in the first try. Yet, 
giving very detail instruction might not be effective either, as the instruction will be 
long, and human’s memory ability is limited [18]. Too much detail instruction may 
cause participants to forget what they need to do [25]. These examples show the chal-
lenges of making a clear instruction as there are many factors that can influence users’ 
comprehension [7].  

Step-by-Step instruction did not seem to stimulate users to think actively as they 
listen to the instruction; hence they just typed whatever they thought they had heard. 
Furthermore, when they encountered an error, they were less likely to try to solve the 
problem. As seen in Table 2, they had less number of errors compared to the WS 
participants, even though they did not perform better on completing the task. This 
could indicate their lack of determination to finish the task. They might conclude that 
the instruction given to them was wrong.  

The performance of all groups was worst for Task 4. This might be caused by the 
fact that participants needed to transfer their knowledge to complete a new task. Had 
they more exposure using the system, they might perform better. Supportive informa-
tion is essential in the process of acquiring cognitive skills, but so is practice [26], 
whether those skills are recurrent (performed the same way on each incidence) or 
non-recurrent (performed differently according to conditions managed by complex 
rules or contextual features) [27]. 

 It can also be seen in Table 2 that the high number of errors does not necessarily 
mean low success rate. For example, even though number of errors for the CG and 
WS groups were higher than SS, it turned out they also had higher success rate.  Us-
ers were versatile and got adapted to the system operation easily. If they ran into er-
rors when using an application, they would naturally try to solve them, by adapting, 
improvising or negotiating [6].  Most likely participants would have to rely on their 
mental model to predict the step needed to complete the task. Marchionini [28] found 
that the efficiency of mental model building depends on the level of detail transferred. 
Table 3 shows the summary of the regression analysis based on the instruction deli-
very method and past knowledge or experience in using the search engine. The R 
Square value is 6%-23% indicating there might be more variables influencing partici-
pants’ performances, such as age, gender, intelligence level, etc. 
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Table 3. Summary of regression analysis 

 SUCCES RATE (SR) 

 T1 T2 T3 T4 

 Coeff. P-val Coeff. P-val Coeff. P-val Coeff. P-val 

Step by Step 

(SS) 0.276 0.070 -0.172 0.235 -0.024 0.870 -0.107 0.232 

Whole Steps 

(WS) 0.050 0.746 0.153 0.301 0.123 0.417 0.065 0.482 

Search Engine 0.221 0.268 0.080 0.675 0.011 0.953 -0.123 0.299 

Attribute -0.055 0.631 0.046 0.679 -0.148 0.192 0.025 0.715 

Logic -0.084 0.498 0.215 0.073 0.177 0.149 -0.089 0.229 

  R Square = 0.139 R Square = 0.166 R Square = 0.070 R Square = 0.089 

 R = 0.372 R = 0.407 R = 0.264 R = 0.298 

         

 AVERAGE COMPLETION TIME (CT) 

 T1 T2 T3 T4 

 

Coeff. 

P-

value Coeff. 

P-

value Coeff. P-value Coeff. P-value 

Step by Step 

(SS) -16.094 0.041 26.284 0.245 45.376 0.016 12.18 0.164 

Whole Steps 

(WS) 12.945 0.107 -6.347 0.783 22.792 0.229 4.769 0.593 

Search Engine -9.186 0.371 -7.271 0.807 18.243 0.454 21.07 0.071 

Attribute 7.802 0.191 -13.383 0.438 -8.309 0.555 -1.201 0.857 

Logic 1.981 0.756 -7.199 0.698 -13.75 0.366 1.238 0.863 

  R Square = 0.238 R Square = 0.067 R Square = 0.150 R Square = 0.097 

 R = 0.487 R = 0.258 R = 0.380 R = 0.311 

         

 AVERAGE NUMBER OF ERRORS (NE) 

 T1 T2 T3 T4 

 

Coeff. 

P-

value Coeff. 

P-

value Coeff. P-value Coeff. P-value 

Step by Step 

(SS) 1.273 0.032 -0.309 0.702 2.510 0.001 0.023 0.976 

Whole Steps 

(WS) 1.582 0.010 -0.242 0.771 1.708 0.018 -0.955 0.227 

Search Engine 0.730 0.346 -0.557 0.603 -0.431 0.636 -0.977 0.337 

Attribute 0.234 0.600 -0.767 0.218 0.073 0.890 0.656 0.266 

Logic 0.400 0.406 0.086 0.897 0.259 0.648 -0.171 0.786 

  R Square = 0.178 R Square = 0.042 R Square = 0.207 R Square = 0.082 

 R = 0.422 R = 0.206* R = 0.455 R = 0.286 
 
The minimum correlation coefficient R for 70 subjects and more with 95% confi-

dence level is at least 0.232. There is only one instance where R is < 0.232, on the 
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average number of errors (NE) of Task 2. Consequently, it can be concluded that 
these variables contribute to the performance of the participants. The SR of Task 1 
was affected mostly by the instruction delivery method (SS) as it has the highest coef-
ficient of 0.276, while Task 2 and Task 3 were affected mostly by previous expe-
rience using Logic (0.215 and 0.177 respectively) while Task 4 was affected mostly 
by the instruction method (WS) with coefficient of 0.065. Prior experience can help 
participants to understand the system better. They could construct a mental model 
based on their experience in using search engine, and use the same reasoning to com-
plete the task. However, having prior experience may lead them not to pay attention 
to the instruction. There were three participants who used the advance search facility, 
even though they were instructed to type manually the attribute and keywords on the 
search bar. 

The participants of this study were mostly first year students, while the tasks given 
were related to finding final year project information usually needed by final year 
students. Therefore, they might not be really determined to complete the task as if 
they were final year students.  However they were purposely invited to participate in 
this study, because as first year students, they might not have any prior experience in 
using the repository system. 

5 Conclusion  

This study has tried to look at the effect of given voice instruction in the construction 
of mental model, especially during the retention and transfer process. One way 
ANOVA analysis has showed that instruction delivery method plays an important role 
in participants’ performance during the learning process. There was evidence that 
whole steps instruction enables participants to perform better during the retention and 
transfer process, although the result was not statistically significant.  

Further study can be conducted with more participants and task related to partici-
pants’ interest or need. The tasks given to the participants can be concretized using 
the Bollywood Method, where a task will be given a dramatic and exaggerated back-
story to excite the participants into believing the urgency of the problem [29]. The 
study can also consider more variables for inclusion in the experiment. 

Based on the findings, some recommendation can be made in the interface design 
using voice instruction. 

• Instruction should be clear and precise to avoid ambiguity.  
• Instruction given should fit user knowledge and experience 
• Step-by-Step instruction ensure higher success rate in the learning process 
• Instruction should not be too long, so user will not forget the instruction 
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Abstract. In human-human interaction (HHI) the behaviour of the
speaker is amongst others characterised by semantic and prosodic cues.
These short feedback signals minimally communicate certain dialogue
functions such as attention, understanding or other attitudinal reactions.
Human-computer interaction (HCI) systems have failed to note and re-
spond to these details so far, resulting in users trying to cope with and
adapt to the machines behaviour. In order to enhance HCI, an adapta-
tion to the user’s behaviour, individual skills, and the integration of a
general human behaviour understanding is indispensable. Another issue
is the question if the usage of feedback signals is influenced by the user’s
individuality. In this paper, we investigate the influence of specific feed-
back signals, known as discourse particles (DPs), with communication
style and psychological characteristics within a naturalistic HCI. This
investigation showed that there is a significant difference in the usage of
DPs for users of certain user characteristics.

Keywords: human-machine-interaction, discourse particles, personal-
ity, user characteristics.

1 Introduction

Verbal human to human communication consists of several information layers, go-
ing beyond the pure textual information and transmitting relevant information
such as self-revelation, relationship andappeal [31].These details are normally pro-
vided by humans to enhance human-human interaction (HHI) and to increase the
likelihood of a positive interaction outcome. Human-computer interaction (HCI)
systemshave failed to note and respond to these details so far, resulting in users try-
ing to cope with and adapt to the machines behaviour [25]. This adaptation of the
user leads to the typicalmachine-like interactionpatterns resulting ina loss of infor-
mation and lowering the chance of a successful HCI. To obtain a more human-like
and more successful interaction with technical systems, those have to be adaptable
to the users’ individual skills, preferences, and user characteristics. This includes
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both, the ability to understand the user’s capabilities and a proper reaction towards
him [35].

In HHI the behaviour of the speaker is characterised by semantic and prosodic
cues, given as short feedback signals. These so-called discourse particles (DPs)
e.g. “hm” or “uhm” minimally communicate certain dialogue functions such as
attention, understanding, or other attitudinal reactions. Thus, these signals play
an important role in the progress and coordination of the interaction. They allow
the conversational partners to inform each other of their behavioural or affective
state without interrupting the ongoing dialogue. As a further advantage, these
feedback signals can be easily inferred from the speaker’s intonation, which is in
the case of DPs not influenced by semantic and grammatical information [27].

Two previous studies investigated necessary prerequisites. The first study in-
vestigated the occurrence of DPs within HCI and the relation between DPs and
predefined pitch contours [29]. Furthermore, the DPs served as features for com-
plex emotion detection [28]. More information about the meaning of DPs can
be found in [5,27]. Our previous work investigated the correlation of DP-usage
with different age and gender groups. Thereby, we revealed that the variations
within the different groups are quite substantial. This indicates that there must
be other factors influencing the individual use of DPs. This paper now inves-
tigates the correlation of DP-usage and specific psychological characteristics of
the subjects within a naturalistic HCI.

1.1 Discourse Particles in HCI

During HHI several semantic and prosodic cues are exchanged among the in-
teraction partners and used to signalize the progress of the dialogue [1]. The
intonation of feedback signals transmits the communicative relation of the speak-
ers and their attitude towards the current dialogue. The occurrence of different
intonation-meaning relations are depending on the conversation type. In conver-
sations of narrative or cooperative character confirmation signals are dominating,
whereas turn holding signals dominate argumentative conversations [24].

As intonation is influenced by semantic and grammatical information, it is
advisable to investigate the intonation of so-called DPs [1]. These speech frag-
ments cannot be inflected, but emphasised. The incorporation of DPs in HCI
systems will allow a detection of crucial points within the dialogue and help to
initiate proper system reactions. Furthermore DPs are uttered in situations of a
higher cognitive load [5].

As DPs have a specific function within the conversation (indicate thinking,
conformation or request to respond, cf. [27]), the use of these particles requires
the conversational partners to understand the meaning. Hence, it may be assum-
able that DPs do not occur in HCI. The investigation in [10] showed that while
the number of partner-oriented signals are decreasing during HCI, the number
of signals indicating a task-oriented, or expressive function are increasing. These
findings could be confirmed with our previous study, cf. [29].

The so far presented studies demonstrated that DPs are used within HCI
[10] and also tried to explain the broad variety of occurrences between different
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users [29]. The utilized distribution in young vs. elder users and male vs. female
speakers revealed that elderly female speakers using DPs twice as often than
elderly male speakers. But the mean variation within the different groups is still
quite large. Thus, we assume that other factors influence the use of DPs.

1.2 User Characteristics in HCI

Research on communication and personality dispositions has a distinguished his-
tory. Today, it is agreed that personality is a rather complex entity containing
different aspects. Thus, many user characteristics are discussed having an influ-
ence on the interaction towards technical system. Among others, these variables
cover personality traits (attributional style, anxiety, problem solving), which are
important for the user’s behaviour in both HHI and HCI [8].

In personality psychology and psychological research the “Big Five” factors
of human personality were widely confirmed and represent the most influential
personality model nowadays [18,23]. Furthermore, the “Big Five”-model had a
great impact on research about a certain sequence in natural communication: the
initial dyad. Initial dyadic interaction refers to the first contact between humans,
i.e., the situation in which two people get to know each other for the first time.
A lot of researchers report on strong relations between factors of personality and
the communication with another person in this certain situation. In contrast to
the “Big Five” model, other theories of personality focuses more on interpersonal
relationships. The author in [30] opposed his inter-psychic model to predominant
intra-psychic models of personality .

Personality plays an important role in HCI, too (e.g., [7,12]). Former research
identified personality traits as well as interpersonal relationship as relevant as-
pects in the field of HCI [33]. Summarising, there is some evidence suggesting
that Extroversion is related to computer aptitude and achievement [32].

In addition, also socio-demographic aspects as age and gender, or affinity
to information and communications technology (ICT) are discussed to play an
important role [13,19,21]. In the case of ICT-aspects especially the knowledge
and skills as well as the anxiety in dealing with technical systems, the user’s
problem-solving behavior, and thus the whole work style is seen to have an
impact [2,3,4]. Furthermore, the user’s domain knowledge, and language skills
are pointed out in this context [22]. Until now, however, only a few empirical
studies investigate the impact of user properties to interaction with a technical
system, cf. [22].

2 Dataset

The conducted study utilizes the LAST MINUTE corpus (cf. [25]) as naturalis-
tic HCI database that is already object of examination regarding affective state
recognition [11] and linguistic turns [26]. The utilized corpus contains 133 multi-
modal recordings of German speaking subjects during Wizard-of-Oz (WOZ) ex-
periments. The setup revolves around a journey to the unknown place “Waiuku”,
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which the subjects have won. Each experiment takes about 30 minutes. Using
voice commands, the subjects have to prepare the journey, pack the suitcase,
and select clothing. Most of the experiments are transliterated, enabling the
automatic extraction of speaker utterances. Details can be found in [25].

The experiment is distinguished into two modules, with two different dia-
logue styles: personalisation and problem solving module [25]. The personalisa-
tion module, being the first part of the experiment, has the purpose of making
the user familiar with the system and to make his behaviour more natural. In
this introduction (IN) the users are encouraged to talk freely. We furthermore
located the same dialogue style at the end of each experiment, when the system
asks further questions about the satisfaction with the user’s solution and denote
this as closure (CL).

During the problem solving module the user is expected to pack the suitcase
for his journey. The dialogue follows a specific structure of specific user-action
and system-confirmation dialogues. This conversation is task focused and the
subjects talk more command-like. Thus this part or the experiment has a much
more regularized dialogue style. The sequence of these repetitive dialogues is
interrupted by pre-defined barriers (Bx) for all users at specific time points.
These barriers are intended to increase the stress level of the users.

B1 the task is introduced, no details about commands and target location
B2 the user gets familiar with the system, first excitement gone
B3 the content of the current suitcase is listed verbally
B4 the system refuses to pack items because the weight limit is reached
B5 details about the target location are given
B6 user can repack items but with time pressure

In addition to the WOZ experiment itself, socio-biography and psychometric
parameters are collected using validated questionnaires. Psychological question-
naires are established methods for the collection of specific variables. They can
thus be used, to determine social and political characteristics, opinions, interests,
or psychological characteristics such as personality factors, attributional style,
motivation, and many different constructs.

The NEO-FFI [6] is designed to assess the constellation of traits defined by
the Five Factor theory of personality. The model assumes that behaviour in sit-
uations (state) is influenced by steady characters (traits). The “Big Five” factors
are extroversion, agreeableness, conscientiousness, neuroticism, and openness.

Another questionnaire utilizes Sullivan’s model of personality and focuses on
interpersonal relationships. The inventory of interpersonal problems (IIP) [14] is
a model for conceptualizing, organizing, and assessing interpersonal behaviour,
traits, and motives. Eight scales mark the interpersonal circumplex by selecting
items (domineering, vindictive, cold, socially avoidant, nonassertive, exploitable,
overly nurturant and intrusive). As the experiment is conducted with German
speaking subjects, the German version is used, cf. [15].

The stress-coping questionnaire (SVF) [17] includes 20 scales (e.g. deviation,
self-affirmation, control of reaction) for different types of response to an unspecific
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selection of situations that impair, adversely affect, irritate, or disturb the emo-
tional stability or balance of the subject.

Additionally to this psychometric instruments socio-demographic variables
like age, gender, educational level, experience with computers (e.g. years overall,
hours per day/week), and in what context the subjects use the computer are
collected. This corpus is designed to have an equal distribution of gender and
age of the subjects. The younger group ranges from 18-28 years. the elder group
consists of subjects being over 60 years.

3 Results

We used a subset of 89 subjects with a total duration of approx. 45 hours. The
group distribution of age and gender is as follows: 21 young male and 23 young
female subjects and 19 old male and 27 old female subjects. As the experiment is
transliterated, we conducted an automatic alignment with a manual correction
phase for the DP-extraction. Within our subset of 89 subjects, only 3 subjects
do not utter any DP. The overall number of DPs is 1975, the mean is 28.77
particles per conversation with a standard deviation of 25.15. One subject uses
107 particles in an experiment, which is the maximum. To analyse the DP-usage,
we set the DPs in relation to the total number of user’s acoustic utterances of
any kind like words, see Fig. 1. As statistical test, we use a one-way ANOVA, to
compare means of our two mean-splitted samples, cf. [16].
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Fig. 1. Mean and standard deviation for the DPs divided into the two dialogue styles
regarding different speaker groups in the case of gender (male, female) and age (young
and old). For comparison the group independent frequency (all) is given, too.

We further notice, that the usage of DPs is not equally distributed among
the gender and the age of the subjects, see Fig. 1. This difference is largely
determined by the speaker’s age. The difference between the young and old
speakers is significant for both personalization (p < 0.002) and problem solving
(p < 0.027). This means that young and old users do not only different by
their age, but also in relation to the type of communication (personalization or
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problem solving). Hereby the group differences are from special interest, while
the usage of DPs for elderly does not reveal big differences in the both phases,
young users on the other hand have distinct differences between personalisation
and problem solving. Regarding the other groups, only substantial differences
can be noticed, this may be mostly due to the small sampling size.

From this investigations, it can be seen that the standard deviation is quite
high. This indicates a high individuality of the users’ DP-usage and we assume
that additional criteria, as specific psychological characteristics, are inferring
the usage of DPs. Therefore, we further analyse the DP-usage depending on
specific user characteristics. Hereby, we again set the DPs in relation to the
total number of user’s acoustic utterances. of user’s acoustic utterances. We
furthermore differentiate between user traitsbelow the mean (low trait) and those
at or above the mean (high trait). As statistical test, we use a one-way ANOVA,
to compare means of our two mean-splitted samples, cf. [16]. The results can be
found in Fig. 2. We only depict results with provide substantial results nearly
the significance.
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Fig. 2. Mean and standard deviation for the DPs divided into the two dialogue styles
regarding different groups of user characteristics

Considering the psychological characteristics, no significant differences are
noticeable on the distinction between the two dialogue styles personalisation
and problem solving. This is mostly due the fact, that we compare very few
users within a very heterogeneous sample.

As the influence of psychological characteristic heavily depends on the situa-
tion in which the user is located. The distinction in a free dialogue and regulated
dialogue may not be sufficient to describe the user’s situation. Especially in the
regulated problem solving module very different situations are induced by the
experimental design, which also produce partly contradictory user reactions. But
to make at least substantial statements, the number of samples is not sufficient,
as stated before.

For interpreting the SVF positive strategies distraction (SVF pos), we could
state that subjects having better skills in stress management with regard to pos-
itive distraction use substantial less DPs. Especially in the personalization they
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showed less DPs. The finding on SVF negative strategies (SVF neg) confirms
the previous one. Subjects who do not have a good stress management and un-
like even have negative stress management mechanisms (i.e. stress management
mechanisms increasing the stress) also use more DPs.

Evaluating the IIP personality trait vindictive competing (IIP vind), we can
state that subjects using DPs more frequently, Volunteers, more likely to have
problems trusting others or rather towards others are suspicious and are rather
quarrelsome showed more DPs.

Also the interpretation of the NEO-FFI confirms the IIP-findings because the
subjects having less DPs show less confidence in dealing with other people.

Thus, it can be assumed that the usage of DPs is accompanied by “negative”
psychological characteristics. This supports the findings that DPs are uttered in
situations of a higher cognitive load [5].

4 Discussion

Th presented investigation on the use of specific back-channel signals in HCI
and their correlation with psychological characteristics allows us to investigate
HCI from a new perspective. First, the verified use of DPs in HCI prove the
assumption that HCI and HHI are comparable, which has long been presupposed
for investigating HCI, cf. [9,34]. Our investigation furthermore indicates that
humans tend to use mechanisms from HHI they are familiar with also when
interacting with technical systems, although they are aware that these systems
do not have the same capabilities than human conversational partners [20].

The precise analysis of DP-occurrence within the dialogue styles reveals that
the use of DPs is more likely when the subject is encouraged to talk freely than
during structured dialogues. Furthermore, the age of the speakers influenced
the usage of DPs, when taking the verbalisation into account. IN our analysis
young and old users do not only different by their age, but also in relation
to the type of communication (personalization or problem solving). This could
be interpreted that young users are more confident when using a machine-like
interaction than elderly users. Anyway, young users seem to be familiar with this
kind of conversation.

Other factors that influence the usage of DPs are the user’s psychological char-
acteristics. Hereby our investigations reveal that the usage of DPs corresponds
with specific psychological characteristics that describe the user’s interpersonal
relationship, attributional style, and technological affinity.

Our investigations reveal that the occurrences of DPs could provide hints of
specific psychological characteristics in pre-known situations of the interaction.
Especially in situations of a higher cognitive load [5], when the user is not able
to deal with this “negativity”.Thus, if these characteristics are already known,
than the usage of DPs can be seen as stress indicators, which have to be taken
into account for an appropriate reaction of the system.

For appropriate reactions, the system should also take into account the differ-
ent communicative functions the DPs have, cf. [28]. This investigation indicates



Discourse Particles and User Characteristics 499

that technical system can be enabled to easily differentiate the DP-intonation of
“thinking”. In cases where the user utters a DP having this meaning, the system
should wait for the user input, in cases of a more competent user in dealing with
technical systems. In contrast, only for users do not having this competence, the
system should offer explanations.

5 Conclusion

Our investigations show that DPs are also utilized within a HCI, although, the
users know that these feedback signals cannot be interpreted by the technical
system. However, it should be noted that one can not draw certain conclusions
from the purely presence of DPs. The revealed age-bias as well as psychological
characteristics have to be taken into account, especially if the interaction makes
certain demands on the user, as higher problem solving abilities or specific lan-
guage skills. It has also been shown that the current situation in which the user
with its specific psychological characteristic is located has a significant impact
on the use of DPs.

However, it remains to be clarified to what extent such studies can be trans-
ferred to other corpora and other situative interactions. This includes an in-depth
study of the used DP-functions with respect to the experimental situation and
psychological characteristics. Unfortunately, for this purpose the number of DPs
in actual material is too low.
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Abstract. Metaphor is a cognitive process that enables people to make mental 
mapping across distinct conceptual domains. The present study investigated 
metaphorical and literal meaning access in metaphor comprehension, and the 
effects of working memory load and mental imagery on metaphor comprehen-
sion. Three sentence priming experiments were conducted and the results 
showed that the literal meaning of a metaphor was accessed faster than the me-
taphorical meaning, but metaphorical meaning could be accessed as quickly as 
literal meaning if there was more cognitive resource involved. These findings 
indicated that the literal meaning of a metaphor is accessed first in the early 
stage of metaphor comprehension, and working memory load plays an impor-
tant role in the process. The study didn’t find any significant effect of  
ima-geability on metaphor comprehension; however, the results implied the me-
taphors with low imageability need more working memory load to understand. 
The implication for natural language processing of the computer science was 
discussed. 

Keywords: metaphor comprehension, working memory load, mental imagery, 
imageability. 

1 Introduction 

Metaphors are very prevalent in everyday spoken and written language. For example, 
speakers used approximately one unique metaphor for every 25 words in an analysis 
of television programs [1]. Another study found 20 metaphors were used per 1000 
words for college lectures, 50 metaphors in ordinary discourse, and 60 metaphors in 
discourses by teachers [2]. Metaphors establish correspondences between different 
concepts from disparate domains of knowledge [1]. For example, the lawyer is a 
shark. The topic (the first term) of this metaphor refers to a people, and the vehicle 
(the second term) refers to a fish. An increasing number of studies have revealed  
that metaphors are essentially involved in not only our communication but also eve-
ryday thought. Hence, metaphor is a way of thinking and cognitive style as well as a 
common rhetorical device in language [1]. 
                                                           
*  Corresponding Author. 
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1.1 The Time-Course of Literal Meaning and Metaphorical Meaning Accesses 

The prevalence of metaphor in language and thought has motivated a considerable 
number of researches on cognitive mechanism of metaphor comprehension and com-
putational methods by machine in natural language processing [2]. How do people 
understand metaphoric expressions and comprehend the meaning of sentences that 
differ in their literal and nonliteral interpretations?  

Recent metaphor research has revealed that there could be two kinds of cognitive 
mechanisms involved in metaphor comprehension. One is categorization [3] and the 
other is comparison process [1]. According to the temporal property of metaphor 
comprehension, these two kinds of mechanisms belong to two different models [4, 5]: 
(a) the direct model hypothesizing the metaphorical meaning can be accessed directly 
by class-inclusion without the access of literal meaning, and (b) the indirect model 
stating that the literal meaning of a metaphor is necessarily accessed first by compar-
ing the vehicle with the topic. Recently, researchers proposed the third view hypothe-
sizing metaphor comprehension is context-dependent, i.e. when there is a relevant 
context, the metaphorical meaning is the only one accessed [5]. A recent study using 
event-related potential supported the notion of dual access to metaphorical meaning 
and literal meaning in metaphor processing and the literal meaning as a subordinate 
meaning was activated during the early metaphor comprehension stage [6]. Hence, the 
time-course of literal and metaphorical meaning access is still controversial. Using a 
semantic prime paradigm, the present study aimed to examine the temporal property 
of literal and metaphorical meaning access in metaphor comprehension. 

1.2 Working Memory Load 

The link between working memory and metaphor comprehension has attracted  
researchers for years. The recent studies agreed the point of view that working memo-
ry capacity plays an important role in metaphor processing [7] and the early 
processing of metaphors is controllable by executive mechanisms [8]. Because fluid 
intelligence is considerably associated with working memory capacity, researchers 
believed working memory is important to the interpretation of conventional and crea-
tive metaphors [9]. However, there is no research to focus on working memory load 
in metaphor comprehension so far. Based on the previous research, the present study 
hypothesized metaphor comprehension would be inhibited under conditions of high 
working memory load. 

1.3 Mental Imagery and Metaphor Comprehension 

Since Paivio proposed there were nonverbal imagery and verbal symbolic processes 
in cognitive system in 1969 [10], there have been a number of researches focusing on 
the role of mental image in memory, learning, and language. Generally, we use more 
concrete concepts to express more abstract concepts, for example, the mind is a com-
puter. The topic of this metaphor refers to an abstract entity, and the vehicle refers to 
a complex electronic device. However, there are few studies on the role of mental 
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image in metaphor comprehension. Gibbs et al. found that people can form coherent 
mental images for metaphorical actions and many abstract concepts are partly unders-
tood in terms of enduring embodied metaphors [11]. Hence, it is interesting to inves-
tigate the role of mental imagery in metaphor comprehension. 

Based on the previous research, the present study aimed to find out the temporal 
property of literal and metaphorical meaning access in metaphor comprehension and 
the effects of working memory load and mental imagery on the processes. We  
hypothesized that literal meaning of metaphors were accessed first, high working 
memory load would inhibit the meaning access, and mental imagery would facilitate 
metaphor comprehension. Three experiments were conducted to test our hypotheses 
using a classic priming paradigm similar to Blasko and Connine’s study [4]. In the 
three experiments, metaphoric and literal sentences were used as priming stimuli, and 
two-character words and nonwords were used as targets. There were three kinds of 
words used as targets in Experiments 1-3: a word related to the metaphorical mean-
ing, i.e. metaphor target (MT); a word related to the literal meaning of the vehicle of 
the metaphor, i.e. literal word target (LWT); and a control target unrelated to either 
the metaphorical meaning or literal meaning, i.e. control target (CNT). Subjects were 
required to make a lexical decision to judge if the target is a true word or not. All the 
words were responded as correct in the task, and there were nonwords used to res-
ponding as fault. If the metaphorical meaning is accessed first, subjects should re-
sponse faster to MTs than LWTs. We changed the presenting duration of the priming 
sentence in Experiments 1 and 2 to manipulate working memory load. In Experiment 
3, subjects were required to judge if the priming sentences make sense and this task 
need the most cognitive effort in the three experiments. 

2 Experiment 1 

2.1 Participants and Stimuli 

Participants consisted of a total of 20 undergraduate and graduate students in the ex-
periment. All participants had normal or corrected-to-normal vision, and they were all 
native speakers of Chinese and unaware of the purpose of the experiment. 

All metaphoric sentences used in Experiments 1, 2, and 3 were in the form of X is 
Y, and all the terms of X and Y were two-character words. The imageability, aptness 
and familiarity of the sentences were rated by 64 participants, aged 18-25 years. All 
the sentences were randomly ordered on three scales that ranged from 1 to 7 on ima-
geability (1 = very easy to arouse a mental image and 7 = very hard to arouse a mental 
image), aptness (1 = not at all apt and 7 = very highly apt) and familiarity (1 = not at 
all familiar and 7 = very highly familiar). Based on the rating data, 20 metaphors with 
high imageability and 20 metaphors with low imageability were chosen. The rating 
scores of these metaphors were varied in imageability with significant difference but 
comparable in aptness and familiarity (As shown in Figure 1). 

The metaphor vehicles in isolation were randomly presented to 72 additional par-
ticipants to determine the LWTs. They were asked to write down the most common or 
central feature of the words. Similarly, the MTs were selected by presenting 181  
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additional participants with a randomized list of the metaphoric sentences and asking 
them to choose the single word that is the most central feature of the metaphoric 
meaning of the metaphor. 

 

Fig. 1. The mean rating scores with standard errors of means (SEMs) of the metaphors 

So that the priming sentences contained 40 metaphoric sentences and 40 filler sen-
tences, all the filler sentences were literal and had the same structure as metaphor. 
Each subject read all the sentences six times, for a total of 480 trials. Half of the times 
were with word targets and the other times were with nonword targets. 

 

Fig. 2. The mean RTs with SEMs of the lexical decision task without priming sentences by 
different conditions 

An additional lexical decision task was made to ensure that all the targets were 
comparable without priming sentences by 14 participants. The results of a two-way 

1 

2 

3 

4 

5 

6 

7 

imageability aptness familiarity

High-imageabilit

Low-imageability

p<.05

500 

550 

600 

650 

700 

MT LWT CNT

High-imageability

Low-imageability



506 X. Sun, Y. Liu, and X. Fu 

 

analysis of variance (ANOVA)—Imageability (high or low) × Target type (literal, 
figurative, or control)—showed that the groups did not differ significantly from each 
other (F < 1) as shown in Figure 2. 

2.2 Procedure 

The experiment was programmed with E-Prime 2.0 software. At the beginning of the 
experiment, participants were provided with an instruction for the experiment. And 
then they completed a practice set of trials. 

Each trial began with a cross in the center of the screen, and it remained for 750 
ms, after which the screen went blank for 250 ms. And then the priming sentence 
appeared in the center of the screen for 750 ms. After the priming sentence disappear-
ing, the target appeared immediately and remained until participants responded. The 
participants were instructed to indicate whether the target was a word or nonword by 
pressing the “F” key or “J” key. For half participants, “F” was for true words and “J” 
was for nonwords, for the other half participants the keys were reversed. Participants 
were asked to response as quickly and as accurately as possible. The latency between 
target presentation and the participant’s response was recorded as the participant’s 
response time. 

2.3 Results and Discussion 

All the data were analyzed using SPSS 19.0C (SPSS China). Four participants were 
excluded from the analyses because their accuracy was low (80.0%, 65.8%, 67.5%, 
40.8%). The remaining 16 participants had accuracy of 98.4%, so the accuracy was 
not analyzed. Reaction times more than 3 standard deviations above or below the 
mean were excluded from analysis. Totally, 0.9% trials were excluded. 

 

Fig. 3. The mean RTs with SEMs of the lexical decision task by different conditions in experi-
ments 1，2 and 3 
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The RT data were analyzed using a 2 (imageability: low or high) × 3 (target type: 
LWT, MT, or CNT) ANOVA (As shown in Figure 3). The results in the present study 
were considered statistically significant at p < 0.05. The analysis revealed a signifi-
cant main effect of targets type [F(2, 30) = 3.45, p < 0.05], the responses to LWTs 
were faster than those to MTs and CNTs. But the main effect of imageability was not 
significant [F(1, 15) = 0.71, p = 0.09]. The interaction effect of target type× imagea-
bility was not significant [F(2, 30) = 0.28, p = 0.78].  

The results showed that the responses to LWTs were primed by the priming sen-
tences, but the responses to MTs were not primed by priming sentences with a short 
presenting duration (750 ms). This finding supports the point of view that the literal 
meaning of a metaphor is accessed first. And, there were no effect of imageability on 
metaphor comprehension. 

3 Experiments 2 and 3 

3.1 Participants, Stimuli and Procedure 

In Experiment 2, participants consisted of a total of 20 undergraduate and graduate 
students. In Experiment 3, participants consisted of a total of 32 undergraduate and 
graduate students. All participants had normal or corrected-to-normal vision, and they 
were all native speakers of Chinese and unaware of the purpose of the experiment. 

In Experiment 2, all the experimental stimuli were the same as those used in Expe-
riment 1. The procedure was also similar to experiment 1. In this experiment, the 
difference of procedures was that the priming sentences displayed 2000 ms. In Expe-
riment 3, the stimuli included all the metaphors used in Experiment 1 and additional 
40 false sentences. The targets were same as those used in experiment 1. In this expe-
riment, when participants were represented the priming sentences, they were asked to 
judge whether the sentence was true or false, and then they also were asked to do the 
lexical decision task of targets just like Experiment 1. 

3.2 Results and Discussion 

In Experiment 2, 20 participants had accuracy of 98.5%. Reaction times more than 3 
standard deviations above or below the mean were excluded from analysis. Totally, 
3.4% trials were excluded.  

The RT data were analyzed using a 2 (imageability: low or high) × 3 (target type: 
LWT, MT, or CNT) ANOVA. The results of RTs are shown in Figure 3. The analysis 
revealed a significant main effect of targets types [F(2, 38) = 14.99, p < 0.05], the 
responses to LWTs were faster than those to MTs and CNTs. The main effect of ima-
geability was not significant [F(1, 19) = 3.15, p = 0.41]. The interaction of target × 
imageability was not significant [F(2, 38) = 0.47, p = 0.63]. The results were similar 
with Experiment 1. The responses to LWTs were primed by priming sentences, but 
the responses to MTs were not primed by the priming sentences even with a much 
longer duration (2000 ms). No significant effect of imageability was found in the 
experiment, too. 
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In Experiment 3, 13 participants were excluded from the analyses because their  
accuracy of the priming sentence judge task or the target lexical decision task was 
lower than 50%. The remaining 19 participants had target’s accuracy of 99%, so the 
accuracy was not analyzed. Reaction times of target more than 3 standard deviations 
above or below the mean were excluded from analysis. The RT data were analyzed 
using a 2 (imageability: low or high) × 3 (target type: LWT, MT, or CNT) ANOVA. 
The results of RTs are shown in Figure 3. The analysis with participants revealed a 
significant main effect of targets types [F(2, 36) = 3.95, p < 0.05], the responses to 
LWTs and MTs were faster than those to CNTs. The main effect of imageability was 
not significant [F(1, 18) = 1.13, p = 0.30]. The interaction of target × imageability 
was not significant [F(2, 36) = 1.34, p = 0.28]. The results showed that both the res-
ponses to LWTs and MTs were primed by priming sentences when the prime task 
need more working memory resource involved. 

4 The Results of all the 3 Experiments 

Trends in data of different experimental conditions at aggregate level are similar. The 
RT differences (all the RTs in Experiments 1-3 minus the baseline RTs of the isolated 
lexical decision experiment) were analyzed using a 2 (imageability: low or high) × 3 
(target type: LWT, MT, or CNT) × 3 (experiment condition) ANOVA (As shown in 
Figure 6). 

 

Fig. 4. The mean RTs of three different experimental conditions 

The analysis revealed a significant main effect of experimental condition [F(2, 76) 
= 95.59, p < 0.05], a significant main effect of target type [F(2, 76) = 7.74, p < 0.05], 
a significant target type × imageability two-factor interaction [F(2, 76) = 4.62, p < 
0.05], a significant condition × target type two-factor interaction [F(4, 152) = 3.82, p 
< 0.05], but no significant condition × imageability × target type three-factor interac-
tion [F(4, 152) = 1.04, p = 0.39].  
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The results showed that the responses in Experiment 2 (the priming sentences  
displayed 2000 ms) were faster than those in Experiment 1 (the priming sentences 
displayed 750 ms) and 3 (sentence decision) on the whole. There was no significant 
difference among the responses to MTs, LWTs, and CNTs with high-imageability 
priming sentences. The responses to LWTs with low-imageability priming sentences 
were slightly faster than those to CNTs and MTs with low-imageability priming sen-
tences in the conditions of 750 ms and 2000 ms. However, the responses to LWTs and 
MTs were faster than those to CNTs with low-imageability priming sentences in the 
condition of sentence decision task. The contrast of the three experiments indicated 
that mental imageability of metaphors modulated the effects of working memory load 
on metaphor comprehension, although it had no significant effects on the cognitive 
process directly. For the metaphors with low imageability, metaphorical meaning was 
harder to access than literal meaning when the working memory load was not very 
high, whereas all of them were hard to access when the working memory load was 
very high. These results implied the metaphors with low imageability need more 
working memory load to understand. 

5 General Discussion 

The results of the present study indicated that the literal meaning of a metaphor was 
accessed faster than the metaphorical meaning, and metaphorical meaning could be 
accessed as quickly as literal meaning if there was more cognitive resource involved. 
These findings support the point of view [3] that the literal meaning of a metaphor is 
accessed first in the early stage of metaphor comprehension. These results were partly 
consistent with Blasko and Connine’s study [4], in which only the figurative meaning 
of high-familiar metaphors and low-familiar metaphors with high aptness was availa-
ble in the priming paradigm. The difference between the present study and Blasko and 
Connine’s results may be due to that the familiarity and aptness of the metaphors used 
in the present study was moderate. The results of the present study partly supported 
the theory Bowdle and Gentner proposed [1, 12]. This theory hypothesized that there 
was a shift in mode of mapping from comparison to categorization as metaphors are 
conventionalized [1]. According to this theory, the literal meaning of a metaphor is 
accessed first when it is not familiar, however, the metaphorical meaning of a meta-
phor would be processed easily when it is very familiar and conventionalized.  

The present study also demonstrated that working memory load plays an important 
role in metaphor comprehension. This finding is consistent with the studies on work-
ing memory capacity [7-9] in metaphor comprehension. The present study didn’t find 
a significant effect of mental imageability on metaphor comprehension; however, the 
results implied the metaphors with low imageability need more working memory load 
to understand. The results indicated that mental imagery of metaphors modulated the 
effects of working memory load on metaphorical meaning access, although it had no 
significant effects on the cognitive process directly. When the working memory load 
was very high, both of literal meaning and metaphorical meaning was hard to access, 
whereas literal meaning was easier to access than metaphorical meaning for the meta-
phors with low imageability when the working memory load was not very high. These 
results partly demonstrated that mental imagery plays a role in metaphor comprehen-
sion; and the mechanism underlying this process need further researches to explore. 
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The findings of the present study implicate that comparison between the topic and 
vehicle of a metaphor is necessary because its literal meaning is accessed first espe-
cially when the metaphor is unfamiliar. This point is very helpful in the research area 
of natural language processing of artificial intelligence. The intelligent system could 
compute a plausible figurative meaning for a metaphor by comparing the literal mean-
ing of the topic and vehicle. To complete the process of metaphor comprehension, the 
conceptual representations of the topic and vehicle are necessary for the intelligent 
system. Mental imagery of a metaphor would be a potential factor on the process. 

Metaphors also act as a bridge between the human thinking activity and designs of 
human-computer interaction. Metaphors are used to designing and selecting good user 
interfaces such as the desktop of computer, and play an important role on user expe-
rience. On the other hand, metaphors of computer science and information sciences 
help psychologists and brain scientists see human thinking from a new perspective. 
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Abstract. In this paper, we synthesize research on the type of cognitive com-
mands that have been examined for controlling Brain Computer Interface (BCI) 
wheelchairs and the human factors that have been reported for the selection of 
different protocols of BCI commands for an individual user. Moreover, we in-
vestigate how different researchers have considered the necessity of sustained 
movement from a single thought/command, having an emergency stop, and the 
commands necessary for assisting users with a particular disability. We then 
highlight how these human factors and ergonomics' considerations were applied 
in the design and development of an EEG-controlled motorized wheelchair, 
aiming to emphasize users' requirements for people with severe physical dis-
abilities. In this case study, we propose a brain controlled wheelchair navigation 
system that can help the user travel to a desired destination, without having to 
personally drive the wheelchair and frequently change the movement directions 
along the path to the destination. The user can choose the desired destination 
from a map of the environment, using his/her brain signals only. The user can 
navigate through the map using BCI cognitive commands. The system 
processes the brain signals, determines the required destination on the map, and 
constructs an optimized movement path from the source to the intended destina-
tion. To construct an obstacle-free path with the shortest possible distance and 
minimum number of turns, a path planning optimization problem is solved us-
ing a simple Simulated Annealing (SA) algorithm. The resulting optimized path 
will be translated into movement directions that are sent to the microcontroller 
to move the wheelchair to the desired destination.  

Keywords: Brain Computer Interaction (BCI), electroencephalography (EEG), 
Path Planning Optimization, Simulated Annealing, Wheelchair. 

1 Introduction 

Human factors in the design of assistive technologies are essential to the successful 
adoption and utilization of devices that provide alternatives to functional limitations 
imposed by users' physical disabilities. Recent advances in technologies have made it 
possible for a person to interact with and control devices using only his/her brain 
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waves or Brain Computer Interaction (BCI). Brain–computer interactions/interfaces 
(BCIs), brain–machine interfaces (BMIs), Direct Brain Interfaces (DBIs), and neuro-
prostheses, all refer to the same concept. According to [1], a BCI interface was  
defined formally in the first international meeting for BCI research in June 1999 as: 
“A communication system that does not depend on the brain’s normal output  
pathways of peripheral nerves and muscles” [1]. 

There are some available techniques to detect the brain activity such as electroen-
cephalography (EEG) and magnetoencephalography (MEG), where EEG is consi-
dered to be the most common way to detect the electrical activity in the brain for the 
context of wheelchair designs [2].  In EEG systems, the sensors are placed on the 
brain scalp without surgical intervention. Nowadays, unobtrusive wireless headsets 
are available that can be used to detect EEG signals (e.g. Emotiv's EPOC and Neu-
rosky's Mindwave [5-6]). The available EEG headsets are relatively inexpensive, easy 
to wear and control. Furthermore, the temporal resolution of EEG which represents 
the ability to detect changes within a certain time interval is relatively good; a millise-
cond or even better. However, the spatial resolution - a measurement of the accuracy 
of a graphic display - and the frequency range are limited, This consequently limits 
the amount of information that can be extracted [3-4]. One of the popular EEG  
headsets is EPOC which is made by Emotiv Systems.  

The proliferation of BCI-oriented assistive technologies have the potential to im-
prove the quality of life of people with severe motor disabilities with increased inde-
pendence and less reliance on caregivers. Among the promising devices that have 
been developed for this purpose, is an EEG based brain controlled wheelchair, which 
the user can move using his/her brain signals only; hence, alleviating the need for any 
physical movement to control the device [7]. This wheelchair can be used to serve 
people who cannot move their limbs or people living with spinal cord injury.  Never-
theless, a person with a disability may face difficulty in controlling the brain con-
trolled-wheelchair for long periods of time, since the procedure usually requires  
non-trivial concentration by the person with a disability throughout the navigation 
process from the source to the destination. Accuracy of BCI-controlled systems re-
mains a concern and using brainwaves to drive a wheelchair may not effectively lead 
the user to the required destination. 

Taking such difficulty into account, we developed a brain controlled wheelchair 
system, which we called Brain-Wheel, in a way that will relieve users from the task of 
planning the path to the destination. To avoid the inaccuracy of existing BCI tools, we 
are restricting the use of BCI to the selection of the destination. Hence, BCI is not 
utilized in this context for guiding the wheelchair step-by-step as the user is navigat-
ing to the destination. The system was designed so that users of this system can 
choose a target destination, which they would like to navigate to, from the 2-D envi-
ronment map using their brain signals. In the system, Emotiv's Epoc is used to detect 
the brain signals for selecting the required destination from the presented room map. 
In the Brain-Wheel system, we used the Emotiv cognitive suite, where the headset can 
understand the user’s intent to perform specific actions. Based on the user’s intention 
to move, the detected brain signals will determine whether or not to start the naviga-
tion system. The navigation system will then decide the optimal path that the  
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wheelchair should follow using a metaheuristic algorithm, which has been specifically 
designed for this problem. The output of the algorithm will be fed back to the micro-
controller where we used an Arduino UNO Rev3 [8]. The circuit, which the Arduino 
controls, consists of two servos [9]. Once the signals from the software are received, 
the Arduino directs the two servos to rotate accordingly, to push the wheelchair’s 
joystick shaft forward, backward, left, or right. Thus, allowing the wheelchair to move 
to the desired location via the user’s command. Insights from this project and  
reflections on the design of related systems are discussed in this paper. 

In this paper, a review of related work is presented in the next two sections. Then, 
we discuss the Brain-Wheel system that we developed with an emphasis on the hu-
man factors related to BCI control and motion modules.   

2 Human Factors in the Design of Powered Wheelchairs 

In this section, we describe the human factors in the design of wheelchairs that sup-
port independent movement of users with a range of disabilities. Innovative designs 
for wheelchairs have emerged in recent years that address a wide spectrum of ergo-
nomics ranging from the seats, motor controls, and head support to the interaction 
modalities that facilitate freedom of navigation and movement with configurable  
controls. 

Innovations in wheelchair design are intended to improve the ergonomics of 
wheelchairs and independence of wheelchair users, thereby saving the cost of addi-
tional treatment or assistance in daily living. Complexities in the interaction between 
wheelchairs and their users have risen in recent years that are in-line with advance-
ments in computing power, decrease in cost of microcontrollers, and the emergence of 
a variety of sensors. Human factors in the design of wheelchairs have been examined 
extensively with regards to the mechanical components such as the seats, foot rests, 
hand rims, castors, head supports and arm rests [16]. Several factors influence the 
energy needed to propel wheelchairs; most notably are as the users' position and the 
control modules for navigating in the space. Human factors related to the control 
components of electrical powered BCI wheelchairs have been recognized as key de-
sign issues due to the inaccuracy of sensors in BCI modules but have been inade-
quately examined [e.g. 10]. BCI-controlled wheelchairs have been designed with 
wired and wireless EEG headsets. Wireless headsets have the advantage of increased 
freedom of head movement but with less accuracy in interaction/control. On the other 
hand, wired headsets provide more accuracy but in a more obtrusive setting using the 
EEG caps and constrained movements. Navigation interfaces have facilitated control-
ling the movement commands and the selection of destinations in gradual navigation 
through physical spaces. Virtual environments have been proposed to train users in a 
safe context-of-use before engaging in the real-time control of the BCI wheelchair in 
the actual environment [10]. Minimizing the cognitive load of users in interacting 
with BCI wheelchairs is a key design factor and different control mechanisms have 
been examined where some interfaces allow users to select the navigation path phase-
by-phase while other interfaces facilitate selecting only the destination and handover 
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the path-planning and maneuvering task to the computing and mechanical modules of 
the wheelchair [10-11, 14]. Computational intelligence has potential for contribution 
in such scenarios of Human-Computer Interaction (HCI) contexts of research and 
development to alleviate the cognitive load of users; however, very few attempts been 
reported in the literature to address this interaction design problem for BCI-controlled 
wheelchairs. Reducing the mental effort and concentration of users that is required for 
BCI-controlled wheelchairs has been examined for selection components in [10] and 
in stopping controls in [11] and [14]. In user acceptance evaluations of BCI-controlled 
wheelchairs, human factors of response time of BCI, training time of the systems to 
recognize patterns of user thoughts and interpreting them into commands, and the 
thresholds of mental effort required to trigger controls (e.g. selection, navigation, 
sustained attention for recognition of evoked potentials) are key in the effective  
design of such assistive technologies.  

3 BCI-Controlled Wheelchair Designs 

BCI-controlled wheelchair prototypes have been developed to provide un-aided con-
trol of wheelcahairs for people with disabilities. In this section we present some of the 
existing BCI applications designed for powered wheelchairs.  

A brain controlled wheelchair system was proposed in [10]. The proposed system 
is composed of three stages: detect the brain signals, classify them into actions, and 
interfacing to the wheelchair. Firstly, to detect the brain signals the authors used 16-
channel 24-bit electroencephalogram (EEG). Sensorimotor rhythms (SMR), which 
can be produced by imagining the limbs or moving them, are used to produce the 
desired brain signal. To achieve the second step, which requires understanding and 
classifying the detected signals, the authors investigated several feature extraction 
algorithms, such as discrete Fourier transform (DFT) and common spatial patterns 
(CSP). CSP aims to facilitate the process of differentiating between the two classes of 
data by increasing the variation between them, which aids in the classification 
process. Different machine learning algorithms have been used as a classifier. Support 
Vector Machine (SVM) was used to predict the class of the given input. After the 
feature selection phase, the authors investigated the optimal sensors number and loca-
tion. Over 60 sensors, the sensors that produce the most demanding signal that can 
serve both CPS and the classifier were chosen.  The classification performance re-
sults show that when the number of sensors is increased, the classification results will 
be better. The system has been tested in a virtual 3D simulated environment and a 
modular controller was used as an interface to the wheelchair. 

B. Rebsamen et al. [11] also develop a BCI-controlled wheelchair using a hybrid 
P300and mu-Beta interface. The authors used visual stimuli to invoke P300 signals 
where the items or destinations that the users can navigate to are presented and 
flashed sequentially. To select a destination from the presented list, the user needs to 
focus his/her attention on the destination image. P300 signals were used select the 
navigation item that the user focuses on. The authors of [11] represented the naviga-
tion environment as a graph, where a limited number of destinations through the  
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a better quality, it replaces the current path. Otherwise, the new path is adopted with a 
certain probability. To generate a neighboring path, a special neighborhood move was 
designed to fit the constraints of the path optimization problem presented here. 

4.3 Motion Module 

After the path has been generated, the software would translate the path into com-
mands of “forward”, “right”, or “left”. The commands are sent to the Arduino UNO 
microcontroller, the brain of the motion module, and are received as “F” for “for-
ward”, “R” for “right”, and “L” for “left”. The Arduino is programmed to control two 
servos mounted over the wheelchair’s joystick’s shaft. Given a command signal, from 
the Arduino to the servo, the servo's motor will turn its own shaft to a specified angle. 
Each servo controls an axis (X, Y), and their initial setting is 90 degrees (middle val-
ue) each.  When “F” is received, the Y-axis servo would turn to 180 degree, and the 
X-axis servo would be in its initial setting, thus moving the joystick forward. When 
“R” is received, The Y-axis servo would be given its initial setting value, and the 
other servo a 0 degree, same for when the “L” is received except now the x-axis servo 
is set to 180 degree. Each command is carried out for one second; then would lock 
back to its initial setting 90 degrees for each servo, for it to stop. This was made to 
help avoid collisions. Communication between the Arduino and PC/LAPTOP is made 
using serial communication, over a USB cable. Once the signals from the software are 
received, the Arduino will direct the two servos to rotate accordingly, to push the 
wheelchair’s joystick shaft forward, left, or right. Thus, allowing the wheelchair to 
move to the desired location given by the user’s command. Because our work was 
designed as an external component to the powered wheelchair, and we didn’t modify 
the mechanical components of the wheelchair, it is envisioned that similar power 
wheelchair models could integrate our system in their design. Our system allows the 
wheelchair driver to sit comfortably in his/her power wheelchair, only facing the lap-
top screen on their lap tray, and wearing the EEG headset. A USB cable is connected 
from the laptop to the motion module. 

 

Fig. 4. Motion Module 
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5 Conclusion 

Aiming to facilitate the navigation of the wheelchair and other brain controlled devic-
es, we proposed in the Brain-Wheel project a navigation system that combines Brain 
Computer Interaction and Path Planning Optimization. Instead of guiding a device to 
the destination, an interface that contains the environment map will be presented to 
the user offering various destinations to be reached from the point of navigation. The 
user has to select a destination from the presented map using his/her brain signals. 
Two cognitive actions have been used in Brain-Wheel: push cognitive and right cog-
nitive. Using right cognitive, the user can navigate from one cell to another. When the 
required destination cell is reached a push cognitive is required. The system will then 
construct a collision-free path to the desired destination using a Simulated Annealing 
metaheuristic. Finally, the path will be fed to wheelchair using a control box that will 
transform the path into directions of movements that are connected to the wheelchair's 
motor modules. 

The current system is a prototype at this stage, but in future work, we wish to 
create an ergonomically designed enclosure for our wheelchair motion module. For 
example, the speed of the wheelchair was fixed during testing of the system, and can-
not be changed. A more flexible system would allow the user to select the speed of 
their choice. As for safety measures, we plan to add sensors to prevent the wheelchair 
driver from colliding with unobserved objects in our system. 
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Abstract. In the age of digital devices, text, image, sound, interactivity, blend 
themselves into a symbiotic and unique media, presenting a multifaceted specie 
of language called hypermedia. However, since many years ago, we have seen a 
notable emphasis on visual communication´s interfaces, and due to its limita-
tions, products and services in design can often present inconsistencies when 
other sensory properties are relevant, as in the case of sound information. This 
over-emphasis on visual displays has constrained the development of interactive 
systems that are capable of making better use of the auditory modality. Recog-
nizing the HCI as an integrating element of media and visual, sound and tactile 
metaphors, this study will demonstrate investigations that contextualize the role 
of sound into interactive environments by proposing an overview for the term 
interactive sound, suggesting its classification into direct-interactive and indi-
rect-adaptative sounds, and pointing out its meanings and applications.  

Keywords: sound design, game sound, dynamic audio, interactive sound. 

1 The Sensorial Multiplicity of the Interface 

According to Cavalcante (2010, p.200), “interface is the surface to access and ex-
change information”. Shneiderman & Plaisant (2009) point out that the usage of 
sound, tridimensional representations and animations is growing in order to improve 
the appeal and the possibilities of content presentation in the interfaces, as well to 
better attend the cognitive characteristics of the users. In order to make a user undergo 
to an optimized execution of a task, exceptional conditions can be presented to attract 
their attention. On the definition of Padovani & Moura (2008, p.24) “The attention is 
a concentration of mental activity. It allows the user to select a perceptual channel, 
deciding which information should be prioritized in determined contexts”. 

Preece (2005, p.86) points out that “the attention consists on the process of select-
ing one thing to concentrate on a certain moment among the variety of things availa-
ble possibilities”. The author emphasizes that it involves auditory and visual senses, 
since it allows users to focus on relevant information for what they´re doing. 

Into an interactive environment, it’s important to point out that the graphic inter-
face will influence upon the use of the auditory resources. Both must be congruent, 
that is, projected as complements of each other. Menzies (2002) stands out that to use 
the auditory resource we must be cautious with the number of audio objects that will 
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compose the interface, since its excess can cause a negative impact and even noise 
pollution. The same author says that on his works there was an enlargement on the 
usage of sounds into interactive systems and their majority is because of dynamic 
interactions on the environment. For an adequate development of an interactive 
project, the management of interactive auditory objects has some primary points that 
should be observed, as:  

• The object that will use the auditory resources must be clearly defined;  
• The interface must be projected to allow the creation and be able for possible alte-

rations on the interactive acoustic environments.  

Shneidermann & Plaisant (2009) explains that audio can be used into interactive 
systems according to three different ways: narration or dialogue, ambient sound or 
music, and as sound effects. In narration, the human speech intends to be informative, 
presenting explanations when necessary. The background music defines the mood and 
the rhythms of the presentation and it’s linked to emotional interpretations that can 
stimulate reactions on the user. The sound effects are brief and have a function to 
stand out some point of the message, focusing and enlarging its impact. The lack of 
sound – the silence – can also transmit some sort of information. A pause can indicate 
a change into the narrative script, as well as the use of continuous music in different 
scenes can help to point out the maintenance of a particular theme. On the cognitive 
point of view, the auditory channel is an excellent way to transmit information and 
give feedback to the user. While the background music can be used to evocate emo-
tions and define an environment; a specific sonorous effect can be used to transmit 
specific alert information (NOKIA CORP., 2005 apud COLLINS, 2008, p.78). 

2 Dynamic Audio: Direct-Interactive and Indirect-Adaptive 
Sounds 

The applications of sound in interactive platforms differ from the commonly used in 
music and movies, which are essentially linear. In games, the most important element 
of interactivity and that offers meaning to the terms, according to Richard Rouse 
(apud Collins, 2008, p.4) is the non-linearity, because “without the non-linearity the 
developers of games would be developing films”. The term non-linear refers to the 
fact that the user has choices, and each choice will result on the construction of a dif-
ferent narrative. It is the primary distinction that separates the interactive environ-
ments of traditional linear applications, as cinema and television, which the succes-
sion of events happens in a fixed and unchangeable way.  

In the last years, with the digital devices development, the dynamic behavior of 
sound offered a significant improvement above the interaction and immersion user´s 
level. The transitions between graphic spaces and sound assets become more inte-
grated, allowing the system to offer immediate responses to users. According to  
Bar-B-Q (2003), interactive audio is any type of sound produced by an audio system  
that is programmed to generate a real-time response to an input stimulus, on the form 
a pre-determined sonorous expression. This audio system is composed by an  
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“interactive audio engine⁴1” that receives users’ commands (input stimuli), select the 
data (interactive data directory), and then send it to an interactive audio output direc-
tory. This output will then send an electric impulse thru the speakers, which will  
result in the generation of sound waves. 

 

Fig. 1. Interactive sound structure (adapted from Bar-B-Q, 2003) 

Not all of the audio systems that react to an input stimulus can be defined as inter-
active. Bar-B-Q (2003) affirms that an interactive system allows changes on the input 
command to modify the auditory behavior, while a reactive system simply statically 
reproduces audio events without any kind of response related to the user’s stimuli. 
This interactive system can be classified in two categories: as direct audio, the user 
controls the audio responses consciously; as indirect audio, the user is controlling 
some other parameter that affects the audio behavior. According to Bar-B-Q (2008), 
the main characteristics of interactive audio are: 

• Improves the user´s experience; 
• Inspires the user´s involvement; 
• Creates a unique personality for the products; 
• Allows users to make new kind of activities; 
• Creates a participative experience; 
• It is potentially cheaper to implement; 

Among the possible platforms for interactive audio’s application, there are virtual 
environments, games, web applications, music players, e-books, softwares, smart-
phones, vehicles, household appliances, toys and others. Since digital devices are in 
constant growth and development, possibilities for interactive audio´s applications get 
larger.  

In discussions about audio in interactive environments, the term interactive is 
sometimes used to exchange or amplify the meaning of the terms reactive and adap-
tive. In fact, the interactive audio refers to sound events resulting from the user’s di-
rect interaction, and the adaptive audio, however, is a type of sound that reacts to the 
interface’s state and its status, reacting to distinctive parameters. To avoid that the 

                                                           
1  A group of software or hardware of algorithms that process interactive data based on en-

trance stimuli to process an audio exit. 
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name interactive can result into a technical ambiguity, Collins (2008) suggests the 
term dynamic audio to define sound events occurring on the interface, which is  
divided and classified into interactive and adaptive sounds. 

Collins (2008) defines the dynamic audio as a mutable audio, a wide concept that 
embraces interactive and adaptive sounds. It is the audio that reacts to environmental 
changes and to the user’s response. The interactive audio is defined by a sound event 
that reacts to a direct user’s signal, as a sound emitted when a button is pressed. In a 
different way, the adaptive audio reacts to an interface’s status, reacting to pre-
established parameters that aren’t directly controlled by the user. On the adaptive 
audio, the emitted sounds are not plainly determined by the user’s action, that is, it 
involves other variables that the user has no direct control of it. On the game Super 
Mario Bross (Nintendo Inc.) the rhythm of the music increases when the stage level 
timer is about to end, to warn the user that he should get hurry to finish his task.  

All types of sounds that are put into an interactive environment, as music, dialogue 
and sound effects, can be classified according to Bar-B-Q (2003) as direct or indirect 
interactive audio, or according to Collins (2008), as interactive and adaptive dynamic 
audio, and according to both, as reactive audio. Since these concepts agree with one 
another, and aiming to minimize the possibility of ambiguity, the categorization of the 
terms direct-interactive sound and indirect-adaptive sound are assumed, both being 
part to the dynamic audio group, as proposed on the following image: 

 

Fig. 2. Terminological proposition of dynamic and reactive audio, direct-interactive and indi-
rect-adaptive sounds 

2.1 The Specificity of Dynamic Audio 

Koji Kondo (2007, apud COLLINS, 2008, p.139), musical compositor of the Super 
Mario game series, describes four components of the dynamic music, typical of inter-
active environments: 
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• The ability to create music that change according to user’s interaction; 
• The ability to develop a multilayered production, by creating distinctive themes for 

the same composition; 
• The ability to add surprise elements, enlarging the interactivity; 
• The ability to add musical elements with specific characteristics that matches to the 

interface’s condition; 

According to the author, dynamic music should evidence the participative character 
of the interface and indicate changes of its condition. These objectives can be achieved 
by the use of rhythmic changing, instrument and voice additions, and even by altering 
the whole music according to distinctive stages of the interface, with possibility of add-
ing or varying the reproduction of the sonorous sentences. The dynamic music must 
react or interact according to the narrative and fulfill the user’s expectations. 

Shneiderman & Plaisant (2009) point that a useful distinction of dynamic sounds is 
to classify them between familiar sounds - that are called auditory icons - and ab-
stract sounds, called earcons. Auditory icons (as the sound of a door being opened or 
a ball jumping) help to reinforce the visual metaphors of the interface. Sonorous icons 
represent the kinds of sounds that aren’t known by the user, and their meanings must 
be learned. Other category of sound includes the cartoonified sounds, which exagge-
rate the aspects of familiar sounds. Cartoonified sounds must be considered as belong-
ing to the abstract sounds group because they normally don’t have any relation with 
the sounds that are noticed on a physical environment, because of their characteristics 
of exaggeration and increasing proportions. The following image is an scheme of 
these concepts: 

 

Fig. 3. Division of sounds on the interface: familiar, abstract and cartoonified (adapted from 
SHNEIDERMANN & PLAISANT, 2009) 

The Interactive Audio Special Interest Group (IASIG, 2012) proposes a series of 
functions attributed to dynamic audio, affirming the existence of a considerable super-
position between these categories and pointing that they shouldn’t be considered mu-
tually excluding. These functions are divided in semiotics, emotional (intimately linked 
to the semiotic function), structural, narrative, immersive, esthetical and kinetic.  
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According to IASIG (2012), the semiotics function of dynamic audio seek to 
transmit an emotional meaning, aiming to guide the user’s attention to identify objec-
tives in a way that it is possible to diminish the learning curve, creating a positive 
level of inclination with the interface. Sound symbols help to identify objectives and 
focus on the user’s perception in determined objects. In many games, for example, the 
presence of enemies starts a tense music, and when the user finds benefic elements, as 
coins and heart shaped life, these end up having the same good sonorous suggestions. 
In other words, sound symbols are used many times to help users to identify other 
elements of the interface. These symbols can induce suggestions of humor and feel-
ings when incorporated in the interactive environment, in a way that it is possible to 
make the interface more comprehensible.  

A crucial semiotics role that the dynamic sound performs is its preparatory and an-
ticipatory function. In games, anticipate action is a critical element, especially on 
adventure titles. Sounds without clear visual indication can incentive the user to look 
to the direction of a sound. The usage of sounds to add a behavioral and cognitive 
tendency is as important as the preparatory elements of dynamic audio. They change 
the user’s perspective about the interface. 

The emotional functions are intimately related to the semiotics. Here, a distinction 
must be done between transmitting a message through sounds and its condition of 
humor induction: the mood changes according to what the user feels, while emotional 
aspects simply transfer information. The user can understand that a sound exposes 
sadness without being sad. Considerable quantities of sounds on the interfaces have 
emotional effects that can enlarge or diminish the degree of difficulty for the execu-
tion of a task, as the case of the increasing rhythm of a composition while a task is 
being executed. In this way, sound can control or manipulate the user’s emotions, 
guiding responses through to the interface. 

Structural functions of dynamic audio are linked to the act of creating, reinforcing 
or masking the interface structure to indicate changes on the narrative and situate the 
user. As in the movies, music and sounds are used frequently in interfaces to reinforce 
or improve its continuity structure. A significant example of the utilization of struc-
tural functions of dynamic audio is on the game Vib Ribbon (SCEI, 1999) in which 
the music can literally direct the narrative of the content. The game allows users to 
insert their preferable music to be used as a reference to map the difficulty levels. The 
system scans the audio signal characteristics, and then executes two obstacle courses 
for each song (one easy and other hard). The narrative structure of the interface can 
vary according to the chosen song. Although this is a very singular case, the utiliza-
tion of songs and audio tracks for the creation of interface structures is a resource that 
has a meaningful potential. However, the dynamic audio is used with more frequency 
to improve the general structure of the interface. The inclusion of sonorous clues in-
termediating two interfaces acts as a linking element for a gradual and continuous 
transition of the contents. A brief silence can also inform the user that the suggested 
time for the execution of a task can be over, or that something different is going to 
happen, indicating possible changes of the interface condition. 

In many cases, audio signals can help to situate the user on the interface’s narrative 
context. When listening to distinctive musical compositions in different areas, the user 
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is capable of identifying his whereabouts through the response of sounds. The audio is 
commonly used to locate the user on the plot, anchoring the user in terms of where, 
when and what is happening, as well as serving as an anticipation element for what is 
yet to come. The dialogue can also serve as a big event on the narrative, and it is used 
to reveal the attribution of objectives and specific tasks of the application. Non-verbal 
sounds can also reveal details about environment and objects through the usage of 
ambient moods that are particularly useful to create empathy and familiarization, 
making the interfaces more immersive. 

The immersive function develops a critical role on the dynamic audio. It deals di-
rectly with the suspension of interface’s incredulity, adding realism through the crea-
tion of an illusion of the real, which is indispensable for the user’s immersion. The 
IASIG (2012) points out that the illusion of being immerse in a virtual environment is 
really reinforced by audio. Besides integrating the user on the narrative of the inter-
face, the dynamic audio can also be used to make the sounds of the application direct 
focus on the user in a way that he won´t be distracted by sonorous stimuli produced 
by the environment around him; they can be noise, sounds, voices. Dynamic audio 
can help masking these external sounds, as it progressively enlarges the user’s  
concentration and focus on the interface task. 

The kinetic functions connect a sensorial stimulus of audio to a specific motor re-
sponse of the individuals. Some interfaces are projected so that the users can directly 
interact with sonorous stimuli and physical moves, like in the game Dance Dance 
Revolution (Konami, 2000). Kinetic dynamic audio works as the main motivator fac-
tor for the execution of movements because is the primary element that confirms (or 
rejects) the correct execution of a task on the interface’s context. 

The esthetical functions of the dynamic audio deal with the creation of identity and 
intertextual references of the interface, in which the sound is used to create beauty, 
generating acceptance and familiarity. The esthetical function offers the possibility to 
create moods that supply clues about the characteristics of the interface. Slow and 
smooth introductory songs, for example, normally indicate that the interface has  
a light rhythm of tasks. Musical compositions that are more accelerated normally 
indicate action and dynamic. Certain kinds of music adapt well to certain types of 
interfaces, and knowing that different types of narratives have distinct interactivity 
requirements, sound elements should also follow these patterns. 

However, there is a series of variables that difficult the insertion of dynamic audio. 
The duration of an interface condition is a complex element to quantify, having in 
mind that each user manipulates the interface according to his familiarity and know-
ledge. The user experience will also influence the interactivity with sound elements. 
Sometimes, sounds are not sufficiently relevant to the interface’s context, and become 
repetitive and boring, generating a listener’s fatigue. The concept of listener’s fatigue 
must be treated with caution; some interfaces are projected for consecutive use  
and repetitive sounds can be tiring, especially if the user spends a lot of time on a 
particularly specific area of the interface. 

To solve this difficulty, some games started to incorporate timings for the  
audio clues, in a way that if the user stays in a determined environment, the music  
won’t repeat endlessly; instead, it just stops being played. Marty O’Donnell  
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(apud COLLINS, 2008, p.14) argues about the game Halo, that has a command called 
I’m bored that – if the user haven’t completed a determined objective and 5 minutes 
are gone –the song just disappears, in fadeout2. 

According to Shneiderman & Plaisant (2009), since the origin of the desktop’s in-
terfaces, a series of sounds was used to indicate tasks, warnings, or even to point out 
the conclusion of an action, as the sound that is emitted when an archive is put on the 
trash can for elimination into an operational system. The effect for most of the users is 
a satisfactory confirmation of actions; on the other hand, after a few hours the sounds 
can become a distraction instead of a contribution, especially where there are many 
machines and many users on the same area. Some applications ring a bell or the sound 
of a tune when an error occurs. This alarm can be useful if the user could lose the 
mistake but it can also be embarrassing if other people are on the same area. Sound 
designers must find a way between drawing attention to a problem and avoid embar-
rassment to the user. Considering the ample and distinctive range of experience and 
temperament of the users, the most appropriate solution is offer to user some control 
over the sounds, making the dynamic audio approach consonant with the principles of 
user´s experience design. 

3 Final Considerations 

There are many examples of a growing tendency pointing to dynamic audio beyond 
the traditional computer desktop applications: videogames, smartphones, tablets, do-
mestic devices, vehicle systems. The most advanced dynamic audio system that exists 
nowadays is found on videogames platforms. As games become more sophisticated, 
instances of audio that are reproduced in response to a user’s stimuli are also becom-
ing more intelligent. That said, the development of dynamic audio into any kind of 
interactive environment requires tracking innovations that are found in video games.  

Interactive spaces offer a wide range of possibilities to intersect different modali-
ties of language in a never before offered way. On the digital environment, there is no 
construction of meaning only by a unique semiotics system. It deals with systems that 
allow navigation through distinct groups of information in a multi linear way, involv-
ing many integrated language modalities - as verbal, image, sound, animation, the use 
of colors, typography and other resources to produce meanings. From this point of 
view, it´s important not to privilege a certain type of language upon another.  

Since the effects that each element involved into an interactive production is no-
ticed, the interface development process become more conscious, contributing for the 
elaboration of better virtual spaces. It´s important to figure out the meanings that each 
element can produce, considering its relation and integration as a whole inside the 
interactive system. The dynamic audio intensifies the processes of immersion and 
cognitive processing of the user, making the interaction experience more evolving. 
This kind of experience, enclosed by image and sound, is more complex and complete 
because it reaches the user in distinctive senses through a unique communication  

                                                           
2  Technical term used to indicate gradual diminishing of a sound until it becomes inaudible. 
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object: the interface. Background songs, music, oral and writing language, images, 
animations and texts; all of these forms of expression – languages – get mixed on the 
same message.  

There is a tendency in direction of the interactivity that was already documented in 
many areas. Consumers – especially the young – demand dynamic activities in place 
of passive devices. Dynamic audio has the potential to feed this demand, but if not 
well applied can suffocate innovation and disappoint this new and important public. 
Establishing a solid structure for dynamic audio can guarantee that the next genera-
tion of applications based in audio will produce results that are closer to the human 
cognitive model, in a way that the information presented on a interactive context will 
better accommodate the content´s absorption structures. This way, when systematiz-
ing the dynamic audio structures, the sounds used in the interfaces will be made in a 
more efficient way, and the applications would be plainly developed. 
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Abstract. In this paper, we outline the creation of an engaging and in-
tuitive pictorial language as an interaction modality to be used by school
children aged 9 to 11 years to interact with virtual characters in a cul-
tural learning environment. Interaction takes place on a touch screen
tablet computer linked to a desktop computer on which the characters
are displayed. To investigate the benefit of such an interaction style, we
conducted an evaluation study to compare the pictorial interaction lan-
guage with a menu-driven version for the same system. Results indicate
that children found the pictorial interaction language more fun and more
exciting than the menus, with users expressing a desire to interact for
longer using the pictorial interaction language. Thus, we think the pic-
torial interaction language can help support the children’s experiential
learning, allowing them to concentrate on the content of the cultural
learning scenario.

Keywords: Interaction Design, Interaction Modality, Virtual Agents,
Culture, User Experience.

1 Introduction

While traditional learning systems provide conventional interaction devices such
as mouse and keyboard, especially for child users intuitive interaction is impor-
tant to provide an engaging experience. Menus provide bound and restricted in-
teraction choices, possibly limiting the user’s perceived freedom in their interac-
tions. Free text input can be desirable, however, due to technical constraints such
as limited support of vocabulary and grammar this is hard to realise. Further,
children’s keyboard skills are often not fully developed compared to adults, re-
ducing children’s abilities to express themselves. Recent paradigm shifts towards
more natural user interfaces, based on either direct touch or three-dimensional
spatial interaction [1] provide interesting alternatives to increasing user engage-
ment, particularly for children. One of the most often stated benefits is the
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view that interacting with an application through directly touching graphical
elements is a more ”natural” or ”compelling” approach than working indirectly
with a mouse or other pointing devices [2].

In this paper, we investigate a game play interaction modality designed for,
and with children. We present a pictorial interaction language using touch-based
gestures on a tablet computer that allows children to interact freely with char-
acters displayed on a different screen. The interaction is developed for use in
playing a serious game in which children communicate with a virtual character
to learn about resolving a cultural conflict.

2 Background

This paper focuses on the development and evaluation of a pictorial interaction
language for children aged 9 to 11 years. This interaction modality is part of the
eCute project [3], which aims to create and encourage cultural awareness among
children.

In the MIXER showcase [4], the user plays the role of an invisible friend to
provide advice and support to a virtual character, called Tom. The narrative of
the MIXER application centres on Tom visiting a summer camp where he meets
a group of characters that he knew before. With this group, Tom plays a game
called Werewolves (see [5] for a description of the rule set). In the game, each
player is assigned a role, as either a werewolf or a villager. The aim of the game
is to deduce which character in the group is the werewolf, before the werewolf
kills all of the villagers. Several times during the game, Tom asks for the user’s
advice. After playing for a while, Tom leaves the first group of children and
meets a different group that he has not met before. In this group, Tom and the
user are confronted with crucial changes to the rule set by which the game is
played; this leads to a critical incident and a potential conflict situation.

To create a novel, engaging and effective learning experience we aim to develop
an interaction modality that is both intuitive and engaging for children of the
target age group. A pictorial interaction language was identified as a solution to
the problem of creating a novel and universal interaction experience.

3 Related Work

We think that finding novel and intuitive interaction modalities for educational
systems is a crucial task. Sali and colleagues [6] investigated three different di-
alogue approaches for game interfaces. They found that users prefer a natural
language interface over interfaces that allow users to select sentences and in-
terfaces that make use of an abstract response menu interface. However, some
users had problems with the natural language interface because they found it
hard to figure out what to say in a particular situation. Compared to adults, this
problem may be magnified for children. We encountered similar issues in former
work [7] where children interacted with a virtual learning environment using
typed text input. The interaction choice for natural language input resulted in
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several problems including recognition problems for the software coupled with
the difficulty and time required for children to express themselves in typed text.
We think that by using a pictorial interaction language the disadvantages of text
input are reduced, whilst retaining a large degree of interaction freedom.

Pictorial languages are commonly used with children in the field of augmenta-
tive and alternative communication, e.g. in communication training for autistic
children [8], [9]. Widget symbols (e.g. [10]) also find their usage on websites that
provide understanding and communication for people who find reading text dif-
ficult, e.g. [11]. Their potential for intuitive communication is gaining ground
for non-disabled children as well. For example, a pictorial language is used on
CBBC (children’s television channel) in the UK to facilitate communication. We
thus see great potential in using a pictorial language as an intuitive interaction
modality to communicate with virtual characters in learning environments as
well.

Researchers have found that in the field of human computer interaction using
a visual style of expressing oneself helps to motivate children to complete creative
and challenging tasks, such as telling stories [12], or learn computer programming
using storytelling environments [13].

To overcome the language barrier in inter-cultural communication, Takasaki
and Mori [14] describe a communicator that was developed for children of dif-
ferent cultural backgrounds to be able to talk to each other using pictogram
communication. This was reported to be an effective and practical user interface
design method with children. In a similar manner, we aim to design a pictorial
language for children to enable communication with a virtual character.

4 Design and Realisation

With the intention of improving both engagement and user experience for 9-
11 year olds, we use an Apple iPad as the interaction device in combination
with a pictorial language as interaction modality, provided as an extension to a
desktop-based system connected via Wi-Fi.

4.1 System Setup

Figure 1 shows an overview of the setup including a child using it. The user can
observe what happens in the virtual environment on the screen of the desktop
while interaction takes place on the tablet computer. In this way, information
that should only be visible to the user is shown on the tablet computer, while
the environment with the virtual characters is visible for everyone. This supports
the impression of being an invisible friend whose actions cannot be seen by the
other characters involved in the gameplay.

As the focus of the present study was to test the suitability of the pictorial
interaction language, it was tested with an early version of the MIXER game
holding a virtual friend character that is involved in a fictive game with a group
of characters (running in the AAA application [15]). During the game, the friend
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character asks the user for advice several times. In each case, the character leaves
the group, comes closer to the screen and updates the user on what happened in
the game. Depending on the context of the question, different icons are provided
on the tablet computer to construct the answer message in a pre-structured
”grammar”, by e.g. combining an action and an emotion. After hitting the send-
button, the friend character reacts to the message and returns back to the group
of other characters.

Fig. 1. Example setup, with a child using the pictorial interaction interface on an iPad

4.2 Interaction Modes

We designed two different advisory modes for interaction with the virtual friend
character in the MIXER game:

– ”During game advisory mode” to support the friend character during game-
play;

– ”Critical incident advisory mode” to deal with the critical incident after
playing with a different group of characters that play the same game with
different rules.

In this paper, only the advisory modes that occur during the game were
investigated. Therefore, we identified four different advisory modes that describe
standard situations for the Werewolf game: (1) Questioning who the werewolf
is, (2) Reasoning why somebody is the werewolf, (3) Reacting if somebody else
is being accused, (4) Reacting if oneself is being accused.

Depending on the context of the game, the advisory modes can either be used
alone or combined to simulate a longer conversation between the user and the
friend character. For example, after a character has been accused of being a
werewolf (3) the friend character could ask who else could be a candidate (1)
and why the user thinks so (2). Interaction is managed in a question and answer
style, with the friend character asking for advice and the user answering by
constructing a message.
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4.3 Vocabulary Selection

We had to create a language that would fit our purpose of communicating with
a virtual character that was playing a game of werewolves with other virtual
characters. As this was a very specific requirement, we could not, for example,
acquire a set of validated open source icons. It was necessary to create and test
our own icon set. The first stage in the creation process was to investigate the
language used while playing the werewolve game. Taking into account the rules
of the game, some words were obvious, such as ’You’, ’They’, ’Accuse’, ’Defend’,
’Werewolf’ etc. We recruited a total of 70 children (aged 9 to 11) who played the
real world werewolf card game in small groups. The games were recorded and
transcribed. In total, we identified 60 frequently used words, such as ”I accused
her because she looks suspicious” or ”he’s being too quiet”. These words
were later grouped, e.g. emotions or actions and structured in a way to match
the identified interaction modes.

4.4 Icon Design

Besides following the design standards of ISO/IEC 11581 by using a consistent
size, icon behaviour, and a similar design for all of our icons, a challenge was to
design the icons to be sufficiently intuitive for children to construct meaningful
messages.

In total, a set of over 60 icons was required for the pictorial interaction lan-
guage based on the study mentioned above. The majority of the icons show a
small green character. This character was shown in different positions to con-
vey the different action states that were identified. For example, for the word
’calmly’ the character was shown in a meditative pose. The colours green and
red were used in the icons to convey positive and negative respectively. The
icons were designed intuitively, by using what seemed to be the most appropri-
ate visual representation for children of each word. However, what is obvious to
a team of researchers is clearly not always going to be obvious to a child. Thus,
we conducted a small study with 30 children to test their comprehension of the
icons. We began by introducing and playing a short game of werewolves, which
gave the children a context in which to discuss the meaning of the icons. The
children were given activity sheets with pictures of the icons, and then asked to
think about the game they had played and to try and work out what each of
the icons meant. Following the game we held small focus group activities during
which the children were shown the icons again and asked to discuss what the
icons represented. This gave the research team useful qualitative information
about children’s views of the icons and their design. The icons that were not
easily understood by the children became part of the next activity in which the
children themselves helped to redesign the icons. These were used to develop
the final icon set. The focus group activity was repeated with the final icon set
with a further 25 children at a different school, during which all icons were suc-
cessfully identified by the children. Figure 2(left) shows a small subset of the
icons designed for our pictorial interaction language along with their intended
meanings.
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Fig. 2. Left: Example icons with intended meanings; Right: Interaction interface on
the iPad

4.5 Interface Design

For the interface shown on the iPad, groups of icons are provided, while one icon
of each group can be selected to form a sentence in a pre-structured grammar,
e.g. by combining an action with an emotion. Figure 2 (right) shows the iPad
with an interactive screen of the third advisory mode. Different coloured views
contain the different groups of icons. Icons are moved by touching and dragging
them across the screen. The white area on the lower part of the screen holds the
message that the user constructs, providing empty views of the same colour of
the group of icons that can be selected. The simple colour code helps the user
understand that an icon of each provided group should be selected and moved
to the corresponding area. Additionally, icons are automatically attached to the
correct position (centre of same coloured area) as soon as they are moved into the
user sentence area. In case an icon was selected for that area before it is replaced
and the former is popping back to its initial position. Thus, only well formed
sentences can be produced by the child, not allowing grammatically incorrect or
nonsense sentences that would be uninterpretable for the system.

An example of a standard situation in the Werewolf game includes questioning
why another player might be a werewolf (2). To answer this question, an action
and a reason can be combined by the user. To help the user understand what
kind of answers can be created, the message is initialised by the words ”because
he / she”, followed by two different coloured views relating to actions and reasons
respectively. Using the icons shown in Figure 2 (left), messages such as ”because
he/she looks guilty” or ”because he/she acts suspicious” could, for example, be
constructed.

5 User Study

To test the possible benefit of a pictorial interaction language over traditional
interaction modalities, a user study was conducted with 9-11 year olds.
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5.1 Interaction Modes

For the present study, we implemented two interactive versions of our system
both using the touch-based interaction on the iPad: icon-based vs. menu-based.
The icon-based version contains the pictorial language described above. The
menu-based version was implemented to provide a set of choices in text form,
representing choices that could also be constructed with the pictorial interaction
language, which can be selected by the user by clicking on them (see Figure 3
for comparison of the two iPad interfaces).

The setup of the game is constant for both versions. In each case the friend
character repeats the choice of the user, comments on it and returns to the group.
However, the characters’ comments are limited to the number of choices in the
menu-based version to ensure that users are not influenced by the wider variety
of the system in the icon-based version.

Fig. 3. Screenshots of the iPad showing icon-based interaction (left) and menu-based
interaction (right)

5.2 Expectations

With the pictorial interaction language, we provide interpretational freedom to
the users by offering many opportunities to construct sentences. In addition we
want to inspire children’s curiosity and exploration. For our study, we hypothe-
sized that an icon-based interaction style would be perceived as more engaging
and interesting compared to a traditional menu-based interaction.

However, a possible advantage of the menu-based version might be that it
is more intuitive to use for inexperienced users, since fewer, clearer choices are
provided and there is no need for children to construct their own sentences.

5.3 Procedure

To investigate which interaction modality the children preferred, an evaluation
study was conducted with the target age group with each child having a PC,
iPad and headphones. Children were introduced to the study activities, before
playing both versions of the system. After using each of the versions, the children
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completed a questionnaire, then used the other version and completed the same
questionnaire again.

For evaluation, a 4-part questionnaire was developed:
Part 1 provided requested descriptive data, e.g. the children’s age, gender and

previous exposure to tablets.
Part 2 included questions focused at gaining the child’s response to their first

interactive experience. Each question was provided as bi-polar adjectives using
a 5-point facial scale, see Figure 4. Facial scales have been shown to be well
suited for evaluation with children in school environments,see [16]. The questions
included:

– Ease of use: was the application easy to use or not, and could the child
achieve what they intended with the interaction

– Engagement: was the experience fun, was it exciting, would they want to
play again, would they have liked to play longer

– Visual appeal and interaction comprehension: did children like the appear-
ance of the interface and could they understand the meanings provided in
the interaction dialogue (e.g. the menu items or the icons)

– Open questions asking what children liked most and least about the game

Part 3 repeated the questions in Part 2 for the second interaction experience.
Part 4 asked the child to compare the two interaction modalities and decide

which had been more fun, exciting and interesting.
Finally children were given a gold star sticker and were asked to put the sticker

on a picture of the version they liked the best. The gold star sticker was chosen
as children recognise stars and stickers as tokens that are awarded for something
that is very good i.e. stars and stickers are often given in class for a good piece
of work.

Fig. 4. Example questions from the questionnaire

71 children aged 9-11 years (M = 9.65, SD: .56) living in the UK participated
in the study. 59.2% (n = 42) of the sample was boys, and 40.8% girls (n = 29).
Most children had used an iPad before (84.5%, n = 60).

35 of the children used the icon-based application first, followed by the menu-
based version, while the remaining 36 children played the versions ordered
the other way round (i.e. the procedure was counterbalanced to avoid order or
practice effects).
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6 Results

Mean values of the children’s ratings are summarized in Figure 5. It shows that
overall the icon-based version was rated more positively compared to the menu-
based version. There was one exception to this for ratings of the pictures on the
iPad being easy to understand / hard to understand. For this question, children
rated the menu-based interaction slightly more favourably (i.e. the menus were
easier to understand).

Figure 5 also clearly illustrates that children rated all the questions posi-
tively for both the menu and icon-based interaction, with no mean ratings above
3 (scale ranged from 1 to 5, with 1 being most favourable and 5 the least
favourable). The highest (i.e. least favourable) mean response of 2.61 was for
ratings of how exciting / dull the menu-based interaction was.

Fig. 5. Mean ratings (error bars 1 SD) of icon-based vs. menu-based interaction

The facial scale that children rated could not be assumed to follow an interval
scale, but rather ordinal. Therefore, non-parametric Wilcoxon signed-rank tests
for related samples were calculated to determine whether there were any sig-
nificant differences in mean ranks between children’s ratings of the menu-based
versus icon-based interactions. Figure 6 illustrates the Z statistic, associated

Fig. 6. Interaction questions for the menu-based and icon-based interaction, associated
Z values, significance (1-tailed), and effect size (r)
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significance for one-tailed tests, and effect sizes (r) for each of the questions in
our questionnaire.

Children rated the icon-based version (median = 1) as slightly easier to use
then the menu-based interaction (median = 1). The icon-based interaction (me-
dian = 2) was also rated as more fun to use compared to the menu-based inter-
action (median = 2). Children rated that the icon-based interaction (median =
2) was more exciting compared to the menu-based interaction (median = 3) and
wanted to play longer with the icon-based (median = 1) interaction compared to
the menu-based (median = 2) interaction. The icon-based interaction (median
= 2) was rated more favourably by children for wanting to play again straight
away compared to the menu-based interaction (median = 2).

No significant differences were found between the icon (median = 2) and
menu-based (median = 2) interactions for ratings of whether it was a good way
to play the game. Children rated the design of the interface (looked great/looked
terrible) on both the menu-based (median = 2) and icon-based interaction (me-
dian = 2) favourably, with no significant differences reported between the two
interactions. Children also found the interface for both the menu-based (median
= 1) and icon-based (median = 1) version easy to understand, with no significant
differences. Figure 7 illustrates the positive (icon ¿ menu) and negative (icon ¡
menu) ranks derived from the Wilcoxin tests for each of the eight questions that
children rated using the facial scale. The figure clearly demonstrates that chil-
dren favoured the icon-based interaction over the menu-based interaction for all
questions, with the exception of whether the interaction interface on the iPad
was easy/hard to understand.

Fig. 7. Number of participants who rated the icon-based interaction more favourably
than the menu-based interaction (icon ¿ menu), and the menu-based interaction more
favourably than the icon-based interaction (icon ¡ menu)

Binomial tests (0.50) were carried out to determine whether children found
the icon-based or menu-based interaction more fun, exciting and interesting.
Children reported finding the icon version more fun compared to the menu ver-
sion [fun (Z = 5.93, p ¡ .001), menus n = 10 (.14), icons n = 61 (.86)], and the
icon version more exciting [exciting (Z = -2.85, p ¡ .01), menus n = 23 (.32),
icons n = 48 (.68)]. No preference for menus or icons was reported by children
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for levels of interest [interesting (Z = .000 p = 1.0), menus n = 36 (.51), icons n
= 35 (.49)].

Each child was given one sticker and asked to place this on his/her favourite
version of the interaction interface. 92% (n = 55) of children placed their sticker
on the icon-based version, leaving just 8% (n = 5) of children who placed it on
the menu-based version. A one-sample binomial test revealed that significantly
more children said that the icon-based version was their favourite compared to
the menu-based version [favourite (Z = 6.33, p ¡ .001), words n = 5 (.08), pictures
n = 55(.92)].

7 Conclusions and Future Work

This paper discusses the development and evaluation of a pictorial interaction
language to test the suitability of such an interaction modality for 9-11 year
old children for a cultural learning scenario. We compared the experience of the
pictorial interaction language with a more traditional menu-driven interaction.
Through using the same application with the same interaction device we have
established that children preferred the pictorial interaction, considering it to
be more fun and exciting than a menu-driven approach. In line with our ex-
pectations, the children rated the pictorial interaction as harder to understand
compared to the menu-driven approach but at the same time more fun. We
thus think that the pictorial language provides a more challenging interaction
that positively influences the overall user experience. Our focus was to investi-
gate the potential for a pictorial interaction approach to engage children in a
games-based learning experience. Through directly comparing pictorial interac-
tion and menu-driven interfaces, even though children were positive about both
approaches, results indicate that:

– Children found the pictorial interaction to be more fun than the menu-driven
version.

– Pictorial interaction was perceived as more exciting than menus
– Children would have liked to play longer with the pictorial interaction than

with the menu-driven system
– Pictorial interaction is well suited for, and preferred by, the age group with

just 8% of the children preferring the menu-driven version.

The pictorial interaction language is now integrated into the complete cul-
tural conflict learning experience. Studies conducted in Germany and UK with
the full system will further establish the benefits of an intuitive pictorial interac-
tion language for supporting children in developing cultural understanding and
awareness.

Currently the whole system is prepared for usage with Japanese children, to
investigate whether the pictorial interaction language and the serious game are
understood in an Asian culture as well. Therefore, the provided grammatical
structure of the interface had to be slightly adapted.
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Abstract. Many organizations loose potential for optimizing their operation due 
to limited stakeholder participation when designing business processes. One of 
the reasons is that traditional modeling methods and (interactive) tools are not 
suitable for domain experts who neither want to struggle with complex or for-
mal notations, nor with the respective modeling tool. Tangible modeling inter-
faces are a significant move towards stakeholder inclusion. We review their  
respective capabilities not only with regard to modeling, but also to implemen-
tation and execution of business processes, setting the stage for improving the 
effectiveness of interactive Business Process Management support, and thus, 
stakeholder participation in organizational development. 

Keywords: Tangible user interface, process modeling, model documentation, 
model execution, Subject-oriented BPM, multi-modal interaction. 

1 Introduction 

Modeling is a crucial activity for successful Business Process Management (BPM). 
Eliciting process knowledge of stakeholders by modeling requires adequate methods 
and (interactive) tools. To meet this requirement tangible modeling user interfaces 
have been developed, e.g., [12], complementing traditional intangible ones, e.g., [11]. 
Having a mix of interaction modalities allows supporting target groups with different 
capabilities. In this contribution we present different approaches to interactive process 
modeling support, and discuss their impact on the suitability for the task. 

As process models serve as means for documentation, blue print for work behavior 
and origin of computer-based workflows we look at the consequences different styles 
of interaction and user interfaces have for modeling, persistent documentation, im-
plementation and execution of business processes. Validation and optimization of 
business processes can be subsumed by execution, as they also require executable, 
thus intangible model representations. For intangible interaction several approaches 
have been developed, in particular for structuring the user interface of Workflow En-
gines (controlling the execution of process instances at runtime), e.g., [3]. However, 
the potential of tangible interaction styles and their recognition in terms of multimod-
al interactive or collaborative modeling support still needs to be explored.  
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The paper is structured as follows: After this introduction we present the frame-
work we have used to analyze different interaction approaches. In section 3 we docu-
ment the evaluation according to this framework. We conclude and sketch future 
work in section 4. 

2 The Framework for Description and Analysis 

In order to analyze different approaches to support process modeling the framework 
refers to their BPM background, usefulness and usability: 

Way of Modeling and Methodological Background. This aspect refers to how the 
approach works and modeling is supported. The partially interdependent items to that 
respect are: 

• Nature of interaction: What is the origin of the approach justifying the nature of 
interaction? It refers to the elements used for modeling, how they are utilized in the 
course of the modeling, and whether the interaction is driven by a specific method-
ical approach, such as Business Process Model and Notation (BPMN), Petri-nets, 
or Subject-oriented Business Process Management (S-BPM). 

• Ease of Use and Learnability: How difficult is it to handle? What is the learning 
effort? The questions allow reflecting on how difficult it is to grasp the modality of 
interaction in the context of the supported BPM method(s). The latter could depend 
on the degree of formality and complexity of the notation, and expressed in terms 
of parameters like number of symbols, or similarity to natural language structures. 

• Stakeholder Participation: How intense is stakeholder participation in the course of 
modeling? The quality of process design depends on how the approach supports 
involving stakeholders, leveraging their knowledge, expertise and creativity.   

• Collaboration and Distribution: Is collaborative and distributed modeling possi-
ble? This question aims on how the approach supports joint designing of processes 
by modelers at different locations at a time. 

Sustainability of Documentation. Process models are subject to change - created 
models need to be stored and accessible in a straightforward way, as in agile envi-
ronments they need to be adapted continuously. It is of interest how a modeling sup-
port feature, by its nature, supports preserving or converting models for future revi-
sion and reuse. This aspect is closely related to the following. 

Implementation and Execution. Process modeling no longer aims at merely depict-
ing processes graphically enabling communication and optimization. It is rather of 
importance to execute models minimizing transformations, whereby execution refers 
to both completely manual work procedures, and automatically generated workflows. 
The latter align IT systems with work tasks and stakeholder needs. However, ap-
proaches might differ in transforming permanent formats used for modeling into  
executable ones to run generated workflows. 



546 A. Fleischmann, W. Schmidt, and C. Stary 

 

3 Evaluation 

Using the description scheme presented in section 2 we have analyzed approaches 
that refer to established tools, or are increasingly used in BPM practice, thus promis-
ing candidates to become common use. 

3.1 Brown Paper 

Way of Modeling and Methodological Background  

Nature of Interaction. A brown paper approach usually consists of a pin board cov-
ered by brown paper and a set of cards of different shapes and colors, being attached 
to the board during modeling and complemented by hand-written annotations, arrows 
etc. (for an example see http://www.metaplan.us/approach/ID/34). The elements can 
be used for many purposes like brainstorming, domain structuring or modeling of 
business processes. 

The brown paper approach is not bound to a specific process modeling method or 
language. Modelers can use any notation for which they define the semantics of cards 
or drawn symbols representing the language elements, e.g., Event-driven process 
chains (EPC), Business Process Model and Notation (BPMN), Subject-oriented  
Business Process Management (S-BPM). 

Learnability and Stakeholder Participation. Brown paper modeling is technically 
easy. There is no tool overhead, people just need to label symbol cards, pin them to 
the board and eventually use a marker pen to add information. The selected modeling 
language determines the learning effort users as business domain experts need to in-
vest to be able to design processes. The effort increases with the number of language 
elements and the freedom of use. A list of modeling conventions might help, but 
cause overhead for modelers. Providing different cards representing key symbols also 
could help, but it does not reduce complexity. The latter can be achieved by limiting 
the language vocabulary to subsets of elements. However, they could cause interope-
rability problems with computer-based modeling tools which process different  
subsets, and with the transformation to executable procedures. 

Due to its ease of use the brown paper approach applied by a well-trained modera-
tor enables intensive stakeholder participation, and is only limited by applying it in 
specific method context, depending on the complexity of the method. 

Collaborative and Distributed Modeling. Collaborative modeling is possible. 5-7 
participants work together at one pin board. There are examples for virtual and digital 
moderation with virtual boards via video or web conferencing (see for example 
http://metaplan.de/moderation/), the applicability of the traditional brown paper  
approach for distributed modeling is poor though.  

Sustainability of Documentation. The common way to save results from modeling  
is a photo protocol, with the models being stored as images (sometimes the brown  
papers are kept, too). Reuse is only possible by displaying or printing the images. 
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Alternatively, the wall papers can be transformed to computer systems, using the 
graphical user interface of modeling software (see section 3.4), taking the risk of  
errors when redrawing them. 

Implementation and Execution. Brown paper models neither can be executed auto-
matically, nor serve as work descriptions for manual execution of processes. In order 
to implement and execute them they need to be redrawn using modeling software  
(see section 3.4). 

3.2 Tangible BPM 

Way of Modeling and Methodological Background  

Nature of Interaction. T-BPM stands for Tangible BPM (see [7, 8], www.t-bpm.de). 
It is based on the Business Process Model and Notation (BPMN) standard 2.0. The 
major elements of the interface are four different building blocks representing activi-
ties, events, documents and gateways as notation elements of BPMN. The modelers 
label building blocks using erasable whiteboard markers and put them on a table in 
order to lay out a process. Edges between elements are also drawn with markers. 
Elements can easily be removed and relabeled.  

Learnability and Stakeholder Participation. Modeling with T-BPM is technically 
easy, but complexity increases according to the extent BPMN language elements  
are used. Although there are only four shapes to remember for modeling, the user  
needs to know a lot more about BPMN to use them correctly, e.g., the standard  
offers 8 types of gateways and more than 60 types of events (see 
http://www.bpmb.de/index.php/BPMNPoster and [11]). Hence, modelers first need to 
identify the right type and mark the building block, respectively, e.g., as a throwing 
event, caused by a message, before they can label it with process-specific information, 
e.g., invoice sent. If they do not specify the type precisely, the process description 
might be not sufficiently detailed for later use, e.g., for developing software. As a 
consequence, domain experts need at least basic know how of BPMN, and likely the 
support of a method expert to capture complex situations. 

Similar to the brown paper approach, stakeholders can easily participate in model-
ing because the technique is technically easy-to-use. The haptic experience with the 
movable building blocks motivates and helps lowering barriers. However, the com-
plexity of BPMN, if used comprehensively, causes higher cognitive effort for users, 
or requires a method expert guiding the design process. 

Collaborative and Distributed Modeling. T-BPM offers several possibilities to colla-
boratively model processes in a group of 5-7 people around a table. Distributed design 
of process parts can be organized using several tables at different locations. Integrat-
ing the parts and coordinating the interfaces afterwards may cause high effort though. 

Sustainability of Documentation. T-BPM models laid out on the table can be photo-
graphed and stored as images like brown paper processes. In order to have them 
stored in formats that make further electronic processing possible they need to be put 
into modeling software (see section 3.4).  
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Implementation and Execution. Implementation and execution conditions of  
T-BPM are similar to those of the brown paper approach (see section 3.1.3). 

3.3 Comprehand  

Way of Modeling and Methodological Background  

Nature of Interaction. Comprehand is a tabletop interface that provides a digitally 
augmented modeling surface and graspable color-coded building blocks [9] [12]. 
People can model a process by placing them onto the table. Different from T-BPM, all 
movements and positions of the elements are filmed by a video camera from below. 
Using ReacTIVision and JHotDraw, the results are instantly interpreted, projected by a 
video beamer from below and displayed on an auxiliary screen. Building blocks can be 
labeled via a computer keyboard and connected by just touching each other. Again the 
system immediately shows the results of the respective user interaction on the table 
screen, like labeled blocks and arrows linking them. While most of the modifications 
are enabled by physically repositioning, removing or adding elements, other tangible 
tools like an ‘eraser’ serve to remove connecting lines from the screen. Figure 1 depicts 
the Comprehand interface.  

The technology in general is open for any modeling language once their semantics 
are assigned to the building blocks. For capturing processes it has been configured to 
support modeling according to the subject-oriented approach. This approach captures 
both, the interaction of process participants, which orchestrates their collaboration, 
and their individual behavior, which describes the way they contribute to accomplish-
ing a process. The modeling method is based on natural language structure with sub-
ject, predicate and object. Its graph-based notation gets on with only five symbols for 
representation: subject, message (including business objects), and the three action 
types do, send and receive [4]. Once modeling blocks are available for these concepts, 
no additional type specification is necessary, e.g., compared to T-BPM. One more 
reason to tailor the interface for S-BPM is the method’s capability to automatically 
generate executable code from the model (see section 3.3.3). 
 

Fig. 1. Comprehand tabletop interface (see also http://www.metasonic.de/touch) 
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Learnability and Stakeholder Participation. Modeling with the interface is easy and 
does not require lengthy introduction. Typically, users quickly figure out how they 
need to apply the building blocks and the whole setting. In combination with the  
method properties described above the environment empowers domain experts to 
intuitively express their process knowledge in a straightforward way, without being 
hampered by some tool or method overhead. 

S-BPM, and thus, the S-BPM instance of Comprehand, explicitly includes the 
stakeholders as it starts describing the process from their perspective when modeling 
their work (subject behavior) as a sequence of actions (function state), sending mes-
sages to other participants (sending state) or receiving messages from others (receiv-
ing state). The graspable modeling tools increases their motivation and fosters the 
focused elicitation of their knowledge [5]. In this way, stakeholder participation is 
facilitated, an objective often articulated in the context of Social BPM [1, 2, 10]. 

Collaborative and Distributed Modeling. The digitally augmented tabletop interface 
allows subject representatives to jointly model subject behaviors and interactions. It 
supports a variety of scenarios for collaborative and distributed modeling, such as the 
one detailed in the following (for further details see [9]): Initially, all participants 
involved in a process are assigned to a part of the surface for modeling subject beha-
vior. To specify an interaction a message element is placed on the subject space, 
named, eventually annotated, and then moved to the area of the receiving subject  
(see left part of figure 2). Once the message exchange is completely captured, each 
representative of the different subjects model his/her respective (individual) behavior 
step-by-step, using the entire surface and placing state elements for function, sending 
or receiving states as required for task accomplishment (see right part of figure 2). 
Message ports for all other subjects serve to create receiving or sending states by 
placing a state element on incoming or outgoing messages shown in the ports and 
then dragging them to the desired position in the behavior model. The set of available 
messages has been defined in the previous step, i.e. interaction design. The system 
always tracks what happens on the table and displays the representation on an addi-
tional screen. Similar to the brown paper and T-BPM approach 5-7 people are a  
reasonable size for groups working at a single table. 

 

 

Fig. 2. Modeling surface for subject interaction (left) and behavior (right) – see [9] 
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Another set of typical use cases is based on distributed or co-located multiple table-
tops. Using multiple tabletops facilitates both the modeling of subject interaction and 
the simultaneous or asynchronous behavior development for various subjects, either at 
the same place or spatially distributed (see fig. 3). For that purpose tables can be inter-
connected via a communication network. Synchronization is handled by an XMPP 
server, connecting to model clients and/or computer-based communication channels 
(like social networks, chat or videoconferencing) (see section 3.4). In this scenario 
representatives of each subject work at a specific table and can instantly notice incom-
ing messages from subjects being modeled at other tables. They then can design the 
subject behavior at hand according to the actions they consider adequate following the 
receipt of those messages. Crosswise they can include sending states into their beha-
vior specification causing message transfer via the ports to other subjects in order to 
trigger their reactions.  

In any scenario the participants can discuss and negotiate while designing interac-
tion and behavior, either face-to-face or via electronic channels. Due to the auxiliary 
display they can instantly follow their modeling procedure, and thus, check the results 
of their own design work in line to those of other subject representatives. In addition, 
they might check the overall coherence of the model based on the overall set of speci-
fied subject interactions. As each stakeholder can experience his/her behavior locally 
and from the overall organizational perspective at the same time, such an approach 
increases the probability to come up with an agreed-upon and well-accepted process 
model. In this way, effects like spamming co-workers (subjects) through broadcasting 
information become transparent immediately, and can be handled at design time. In 
case of S-BPM design time encapsulates build and runtime when executing SBDs 
automatically.  
 

 

Fig. 3. Multi-surface setup for distributed modeling – see [9] 
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Sustainability of Documentation. For documentation the interactive system offers 
two options, as described in the following. As the system records all model states 
filmed and interpreted during the design phase in a repository, it facilitates user sup-
port for physically reconstructing former versions of current or previous sessions. The 
software, e.g., indicates where to put shapes on the surface, in order to rebuild a  
recorded state of the tangible model. 

In order to persistently save models and make them available for electronic 
processing the system provides an automatic transfer facility. It transforms model 
information into the internal format of available modeling software following S-BPM, 
e.g., the Metasonic suite (www.metasonic.de). This transformation does not lead to 
any reduction or loss of information. Hence, there is no (manual) effort required for 
processing, as for the brown paper and the T-BPM approach. 

Implementation and Execution. The models built with the tangible user interface 
described above and automatically transferred to the S-BPM software environment 
can be elaborated, validated, implemented as a workflow and brought to execution 
without programming. Enabler of the latter feature is the correspondence of the S-
BPM modeling language to a process algebra with a precise formal semantics. It al-
lows automated code generation and makes subject-oriented process descriptions 
executable and in this way, empowers process stakeholders to instantly validate the 
model and model changes without having IT specialists involved [4]. 

Variations. Technically less sophisticated tangible modeling support tools, also based 
on S-BPM, are Rural Comprehand and Buildbook. The first works with (magnetic) 
cards to be laid out on a surface and drawing lines to connect them when constructing 
diagrams. Buildbook consists of a letter case, representing a subject, and color-coded 
plug-ins encoding function, receiving, and sending states of the S-BPM notation as 
well as edges [6]. In both cases modeling results can be saved as photos, and trans-
formed to the modeling software via image processing. From that point on, further 
processing is possible as described in section 3.3.3. 

3.4 GUI-Based Modeling 

Way of Modeling and Methodological Background  

Nature of Interaction. Graphical User Interfaces (GUIs) are part of software tools that 
provide modeling features according to the implemented BPM method. The variety 
ranges from drawing tools like MS Visio, e.g., mainly offering stencils for EPCs or 
BPMN, to systems tailored ones for one or more particular methods, sometimes part 
of a business process management suite, also including a workflow engine. Examples 
are the ARIS Toolset (EPC, org charts etc.), Tibco, bizagi, Signavio (all mainly fo-
cused on BPMN), and Metasonic Build (S-BPM). In the following we do not further 
consider pure drawing tools. 

In most cases design tools are used by method and tool experts who model 
processes according to information they have obtained before, either in interviews and 
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workshops with process participants (domain experts). The results are presented to 
others, discussed and modified in follow-up sessions. 

Learnability and Stakeholder Participation. Modeling requires sound literacy of the 
implemented method and software tool environment. As mentioned before, ease-of-
use is closely related to the complexity of the method, a fact that often limits active 
participation of stakeholders [1, 10]. 

Collaborative and Distributed Modeling. As modeling is performed at a computer-
based work place usually a single user is involved. Jointly working on models is li-
mited to workshop settings where the modeling screen is projected on a wall, so that 
participants can discuss what they see, and guide the modeler developing the process 
on the computer system. GUI-based approaches only support distributed modeling 
when using corresponding virtual communication and information sharing spaces. 
There are approaches to leverage social software (communities, micro blogs, chat 
etc.) in order to jointly design processes (e.g., ARIS Connect), a model can only be 
manipulated at a specific location at a time.  

Sustainability of Documentation. Software-based modeling tools support storing 
models and artefacts in databases and repositories, according to internal formats, and 
thus provide access for future (re-)use. 

Implementation and Execution. In many cases modeling results can be printed out 
and exported in HTML format, and in this way, serve as paper-based or online 
process guidelines for manual execution. It depends on the applied method and uti-
lized tool, in how far implementation and execution as computer-controlled workflow 
is possible and a straightforward task. For instance, bringing ARIS EPCs to execution 
requires programming, e.g., using Business Process Execution Language (BPEL). The 
extent to which BPMN can be automatically mapped to BPEL and interpreted by a 
process engine at runtime depends on the match of the BPMN subsets of the modeling 
and execution component. There might differences from case to case, although 
BPMN is defined as a standard. Many software vendors only support a subset of the 
standard, mainly not identical, causing interoperability problems and additional  
transformation effort.  

S-BPM models are executable on the fly (see section 3.3.3) - the Proof component 
of the S-BPM suite (www.metasonic.de) enables stakeholders experiencing and itera-
tively improving the modeled work procedures in a computer-based role play without 
having IT experts involved so far. Once the validation is finished the model can be 
implemented into an organization, and finally, executed by the Flow component to 
handle process instances in daily business. Programming is only necessary if it comes 
to the integration of existing applications into the workflow, such as ERP systems. 

3.5 Comparative Analysis 

Although the presented approaches reveal a variety of formats and modalities, they 
are closely coupled to the method context, either encoded in software or tangible 
hardware, or being part of skill deployment or social facilitation. Figure 4 depicts the 
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main results of the comparison. The table structure takes into account the type of  
interaction and relevant phases of BPM and required process support (application  
context).  

The table entries reveal media discontinuity of the tangible modeling approaches 
with respect to seamless processing of modeling results, except for those based on the 
S-BPM approach. The latter allows the combined use of different modalities to create 
a coherent business model. The model representations, even when accomplished  
in distributed sessions, can be integrated, elaborated if necessary, and brought to  
execution, all with minimal manual effort. 

 

 

Fig. 4. Tangible and non-tangible modeling support 

4 Conclusion and Future Work 

As stakeholder participation turns out to be essential for business processes, modeling 
methods and (interactive) tools need to become suitable for domain experts. They 
should keep notations and utilization of features simple. In this contribution we have 
questioned the usefulness and usability of tangible modeling approaches as they 
promise a significant move towards stakeholder inclusion. We have reviewed their 
respective capabilities with regard to modeling, implementation and execution of 
business processes.  

When contrasting tangible interfaces with non-tangibles they turn out to be benefi-
cial in case the major modeling purpose is the description, explanation, discussion, 
and development of mutual understanding of business procedures. In case the  
main objective is to bring a model to execution, a seamless method approach, such as  
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S-BPM causes the least effort and workload. Corresponding tangible features not only 
offer the benefits of attracting stakeholder engagement, but also ensure coherence of 
representations on the organizational process level.  

The support of collaborative and distributed modeling besides immediate an auto-
matic generation of executable models reduces iterations that might be required due to 
different models of work. Hence, the acceptance of results, in particular achieved 
through coupling modeling with execution (‘what you model is what you execute’) 
can better leverage the potential for continuous improvement provided by concerned 
stakeholders. 

As the user experience of tangible systems seems to be essential, next steps in re-
search should be field studies of collaboration support. In terms of enhancing the 
palette of interaction features it might be worthwhile to look at ways to model 
processes also with gestures. Hereby, the S-BPM approach with its lean yet expres-
sive notation seems to be a promising candidate for a respective approach. 
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Abstract.The interdisciplinary literature on body image/body schema (BIBS), 
which is within the larger realm of embodied cognition, can provide HCI practi-
tioners and theorists new ideas of and approaches to human perception and ex-
perience. In very brief terms, body image consists of perceptions, attitudes and 
beliefs pertaining to one’s own body, whereas body schema is a system of sen-
sory-motor capabilities that function, usually without awareness or the necessity 
of perceptual monitoring. The dynamic relationality and plasticity of BIBS open 
up different avenues for interaction design. An overview of six main ideas de-
riving from BIBS literature are enumerated, followed by a discussion of 
projects designed for chronic pain patients that demonstrate how these ideas can 
be adopted in interaction design processes as a perspective or attitude rather 
than a mere application of traditional methods. Through bridging HCI and 
BIBS theories and research, we can develop a holistic framework in which we 
design for and through embodied cognition.  

Keywords: Embodied cognition, body image, body schema, interaction design, 
virtual reality, chronic pain.  

1 Introduction 

The interdisciplinary literature on body image/body schema (BIBS), which lies within 
the broader realm of embodied cognition, can provide HCI practitioners and theorists 
new ideas of human body, perception and experience. Embodied cognition challenges 
the mind-body dualism and highlights how the body shapes our cognitive processing 
from perceiving and thinking to linguistic and emotional processing. In this context, 
the growing literature and research on BIBS, which draws upon diverse fields includ-
ing neuroscience, psychology, and philosophy, investigates numerous aspects of  
embodied cognition, and directly addresses the crucial question of how mind is  
embodied.  

The BIBS research addresses issues—such as embodiment, consciousness, aware-
ness, attention, and agency—that play crucial roles in shaping the direction of current 
research on embodied cognition. In brief terms, body image consists of perceptions, 
attitudes and beliefs pertaining to one’s own body, whereas body schema is a system 
of sensory-motor capabilities that function, usually without awareness or the necessity 
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of perceptual monitoring [7]. For instance, BIBS can be described as the difference 
between having a perception (belief) regarding one’s body (such as conscious moni-
toring of one’s movement, or a belief about one’s body’s capacity to move), and hav-
ing a capacity to move (the actual accomplishment of the movement). Since body 
schema primarily controls the interaction between one’s body and environment, it 
enables us to function in an integrated way with our environment. Similar to J.J. Gib-
son’s theory of affordance [8], BIBS research investigates how the body acts, moves 
or interacts through opportunities and constraints shaped by the dynamic interaction 
of body and environment. BIBS research also reveals that plasticity is involved in 
both body image and body schema, and that both are interdependent systems rather 
than mere exclusive categories. Such an insight into how the body functions in human 
experience reshapes our ways of thinking about our body, mind, interaction, technol-
ogy and design. Therefore, the question emerges: what are the implications of embo-
died cognition, specifically of the growing body of BIBS literature for interaction 
design, including tangible interactions and non-verbal interfaces. 

We draw upon six ideas about embodied cognition that are supported by the cur-
rent BIBS literature: 1. Mind is embodied. We think with our bodies rather than solely 
relying on our brains, even though we are not always or often consciously aware of it 
[7][21]. 2. Proprioception plays an important role in embodiment and consciousness 
[7][21]. 3. The sense of self and perception of others are strongly informed by embo-
diment [1][7]. 4. Plasticity is involved in both body image and body schema, and they 
are interdependent systems, not exclusive categories [7][14][20]. 5. Such operations 
of BIBS do not become apparent to conscious awareness until there is a reflection on 
our bodily situations brought upon by certain ‘limit-situations’ such as pain [5][7]. 6. 
As body image and body schema are also shaped by pre-reflexive process, it is diffi-
cult to assess or evaluate BIBS-related issues based solely on reflective methods, such 
as interviews or surveys. The experimental situations need to be improved to address 
both the human subject’s both reflective (how they express (verbalize) how they feel 
while moving) and pre-reflective / proprioceptive processes (how their body 
moves)[7][20]. 

We discuss some of our, The Transforming Pain Research Group’s1, projects here 
in order to demonstrate how these six BIBS-related ideas can be adopted in interac-
tion design processes as a perspective or attitude rather than as a practical application 
of existing methods. Two of our current projects the Virtual Meditative Walk and 
Mobius Floe are unique, immersive virtual environments with distinctly different 
approaches to chronic and acute pain management. The Virtual Meditative Walk, for 
example, includes visual biofeedback and verbally coaches users to learn how to me-
ditate. In addition, the primary navigation interface, a treadmill, was incorporated to 
address kinesiophia, a fear of or reluctance to move. The system is designed to direct-
ly address chronic pain patients’ specific embodied conditions, bodily awareness and 
potentially a sense of agency that they may develop over their persistent pain. We 
combine mindfulness-based stress reduction (MBSR) with the technologies of VR 

                                                           
1  The Transforming Pain Research Group (Pain Studies Lab) is affiliated with the School of 

Interactive Arts and Technology at Simon Fraser University. 
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and biofeedback as tools that enable patients to develop a greater awareness of their 
interoceptive or inner processes and share their physical conditions in more expres-
sive ways. In contrast, Mobius Floe does the opposite by focusing the patient away 
from their bodily awareness through continuously engaging distractions, which help 
reduce the intensity of perceived pain [9]. This type of VR treatment - pain distraction 
- was developed specifically for acute or chronic pain patients who are experiencing a 
sudden worsening of their bodily pain, at least for the short periods of time. These and 
other examples offer a compelling case for how BIBS-related ideas influence and 
guide researchers’ approaches to health-related projects. Insights from BIBS literature 
can be translated into a set of tangible tools and principles for creating practical HCI 
and interaction design projects within a holistic perspective. 

BIBS research, which enables the investigation of the various aspects and condi-
tions of embodied cognition, can contribute to HCI practitioners and theorists by of-
fering new ideas about embodiment and interaction. If the body, and its interaction 
with the environment shape how we perceive our own body, self, and others, as well 
as the artifacts and the environments we interact with, then we need to integrate the 
insights deriving from BIBS literature into our design theories and practices in order 
to generate human-computer interactions that may be ultimately more effective, ex-
pressive and engaging. However, we also think that such connections between the 
fields of BIBS and interaction design necessarily imply a shift in the perspective or 
the attitude towards body, subjectivity, and interaction beyond applications of those 
ideas that are still shaped by traditional hierarchical or dichotomist understanding of 
the relations of mind and body. This is no small feat, as our understandings of mind as 
separate from body are persistent, implicit and deeply inculcated. Additionally, a 
holistic perspective of BIBS research can address the HCI theories and practices that 
focus on embodied interaction, and design for diverse communities including groups 
of people with varied embodied conditions or cultural sensitivities since it motivates 
adaptive user interfaces that lie beyond assistive technologies. Finally and conversely, 
we believe that HCI theories and practices can in turn enrich the research methodolo-
gies that are employed in BIBS-related theory and research. For instance, affective 
computing offers BIBS research new contexts for experimentation with our bodily 
states and interactions because it newly accounts for bodily capacities. By the integra-
tion of HCI and BIBS theories and practices, we can develop a holistic framework 
around specific contexts and needs, and new vocabularies and trajectories for further 
research. This offers a new, enlarged, lens to think with and create through, and 
enables concrete examples of design for and through embodied cognition.  

2 Body Image/Body Schema: Unfolding Embodied Cognition  

The phenomena of the human body and experience are part of complex and long-
lasting interdisciplinary inquiry in diverse fields of study including cognitive science, 
psychology and philosophy. During the 20th century, many thinkers and researchers 
made the body a central issue in their works (e.g. Maurice Merleau-Ponty).  Conse-
quently, even though the dualism of body and mind (disembodied mind) haunt all 



 Body Image and Body Schema: Interaction Design 559 

claims to the contrary, we can say that the contemporary cognitive sciences offer 
strong examples and arguments, that prove that the mind is embodied 
[4][7][11][13][21]. The core argument of embodied cognition is that the thoughts and 
beliefs we have about the world, self and others, are grounded in our perceptual-
action experience with things and the environment. It means that our bodily states, 
actions and interactions will shape how we perceive and think; which implies a neces-
sity for more dynamic and interactive body-mind relations. 

For instance, the studies on phantom limb reveal the effects of visual input on 
phantom sensations and inter-sensory effects (such as the relationship between visual 
and touch perception): V.S. Ramachandran‘s research show that the phantom hand was 
felt to move when the patient sees a normal hand being moved in the mirror (which is 
also known as mirror-touch synaesthesia in the phantom limb) [15]. Such findings 
strongly ask for a more dynamic and interactive model of brain rather than hierarchic-
al models. On the other hand, there is extensive neurophysiological evidence of a 
close link between action observation and action execution. Studies on mirror neurons 
show that the same neurons get fired, when we both act and visually observe the same 
action being performed by another, since it gets translated into proprioceptive sense of 
that action. Simultaneously shared modalities of observation (of others) and action 
capability (of one’s self), which occur within brain areas related to language produc-
tion, emphasize their significance for intersubjective communication and understand-
ing [16]. Furthermore, David Kirsh’s study with dancers showed that using one’s own 
body to explore a dance movement is a better way to understand dance movement 
than watching someone else exploring it [10]. This means that observing someone 
doing a certain act has a stronger impact than merely mentally thinking or imagining 
that act for understanding or learning it, but if someone actually performs that act, 
even in an imperfect ways or without completing it, it has a stronger impact than 
merely observing someone else doing it. As Kirsh discusses, “to fully make sense of 
what we are seeing we need to run our motor system simultaneously with watching to 
get a sense of what it would be like if were to perform the action ourselves” (6). Thus, 
studies of embodied and situated cognition (e.g. Suchman), which reveals its impact 
within design-related fields as well, support an understanding of body as embedded 
within physical and social environments that constitute self and perception of others 
and surrounding objects, and motivates action, thought, emotion and communication 
[7][21].  

In this regard, the research on body image and body schema constitutes one of the 
most significant themes within the realm of embodied cognition, as it reveals the va-
riety of ways we have of relating to and becoming aware of our bodies. In the litera-
ture, there is almost an agreement that body image and body schema address different 
aspects of body but are interrelated. Even though there is some variance about the 
nature and dynamics of these notions across various disciplines, BIBS’s contribution 
to our understanding of embodied cognition has received widespread confirmation as 
an area of study of valid arguments. In basic terms, body image addresses phenomen-
al aspects of embodiment, which refers to a first-person awareness of one’s own body 
and its contribution to the content of one’s conscious experience [7]. For instance, 
patients with anorexia nervosa have a disrupted body image that cause them to  



560 O.E. Iscen, D. Gromala, and M. Mobini 

perceive their own body in a way different than it actually is. Thus, we can say that 
body image consists of a system of perceptions and beliefs about one’s body. There-
fore, it can be shaped by perceptual, conceptual, emotional, cultural and interpersonal 
factors. On the other hand, body schema refers to prenoetic aspects of our perception, 
which refer to the structuring of consciousness rather than the apparent structure of 
consciousness [7]. This means that the notion of body schema addresses the question 
of how one’s body shapes or constrains one’s perceptual field. Body schema refers to 
the system of sensory-motor capabilities and tacit performances that function without 
our awareness or the necessity of our perceptual monitoring. Not surprisingly, the 
reciprocal interactions between body image and body schema are related to other 
fundamental notions such as agency, consciousness, attention, ownership, control and 
intersubjectivity [1][7].  

However, as Shaun Gallagher argues, it would be wrong to describe body image 
and body schema along the lines of manifest versus latent, or conscious versus un-
conscious realms. It is better to frame the distinction as having a perception (belief) of 
something and having a capacity to accomplish it (to do something; or conscious 
monitoring of movements and the actual accomplishment of movement)[7]. Body 
schema functions in a more holistic way, as it is integrated with its surrounding envi-
ronments or objects (such as tools and devices in a hand). This shows that body 
schema can extend beyond the boundaries of body image.  Here, it is very crucial to 
understand that body image and body schema are related to one another. There is a 
relationality and plasticity involved in both body image and body schema: a transfor-
mation in one can derive from or yield a change in the other [7][20]. For instance, 
some patients compensate the impairment of body schema by employing body image 
in unique ways. Visual awareness of one’s own body (or even visual perception of 
other’s functioning body as in the case of V.S. Ramachandran’s work with a mirror to 
mitigate phantom pain) can override one’s body-schematic functions simultaneously. 
And long-term body image can function prenoetically, that is, without our awareness 
after learning, and so become part of our body schema. On the other hand, the body 
image may change based on the operations of the body schema since the body schema 
controls the interaction of body with the surrounding environment, and negotiates the 
environmental affordance in Gibson’s terms. Therefore, it is important emphasize 
both the interrelatedness and the plasticity of body image and body schema, and that 
they are dynamic and relational rather than being fully given or immoveable. 

However, the complex interactions between body image and body schema do not 
become apparent to consciousness until there is a disruption which requires a reflec-
tion on our bodily situations brought by certain ‘limit situations’ with which our  
bodies react and cope with, such as discomfort and pain [5][7][11]. For instance, pa-
tients with chronic pain may perceive and experience body and its surrounding envi-
ronment differently, since their disrupted body image or impaired body schema  
requires more attention and effort for actions that can be done by normal subjects 
without conscious efforts or inattentive guarding of painful areas [5][7]. Furthermore, 
making an interior experience sharable through externalization or objectification, such 
as descriptive expressions, is a real struggle for pain patients [17]. Pain experience is 
very difficult to communicate. This is parallel to the fact that the objectivist or  
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phenomenological methodologies, which rely on one’s conscious experiences or ref-
lections, fail to acknowledge the significant mechanisms underlying those  
experiences. Pre-reflective and proprioceptive processes shape the body image and, 
especially, body schema; therefore, the assessment and the evaluation of those BIBS-
related issues have some difficulties need to be addressed. Furthermore, the body 
image and body schema are not fixed but open to transformation through new encoun-
ters with the body, environment and others, through new experience and cognition of 
the body, through imagination and learning [20]. This transformative quality reminds 
us about the significance of developing technologies or adopting existing technologies 
in order to address those plasticity and immediacy of the body image and body sche-
ma. Therefore, design for diverse communities, such as chronic pain patients, is not 
only widening the scope and inclusiveness of design practice, but also practicing of 
design to explore the complex phenomena of human body and experience in general; 
this approach in design in turn can address diverse physical conditions and cultural 
sensitivities. 

This is a very compelling idea for the field of design; as the literature on embodied 
cognition including BIBS, provide empirical evidence and theoretical support for 
encouraging interaction design for and through embodied cognition. To cite David 
Kirsh’s paper on the convergence of embodied cognition and interaction design, “If it 
is true that we can and do literally think with physical objects, even if only for brief 
moments, then new possibilities open up for the design of tangible, reality-based, and 
natural computing.” (3)[10]. Parallel to this conclusion, we also highlight the signific-
ance of interaction design for embodied cognition, which may guide further research 
within the field of BIBS by addressing the complexity, immediacy and plasticity of 
that embodied cognition.  

3 Interaction Design for and through Embodied Cognition 

While we discuss about the ideas deriving from BIBS literature may enlarge HCI 
research, we also acknowledge that the HCI community has already accepted some of 
those ideas in one form or another. For instance, theories such as situated cognition 
(Suchman) [19], the extended mind (Clark & Chalmers) [4], and enacted perception 
(Noë) [13], which have considerable impact on HCI-related fields, emphasize an un-
derstanding of distributed and interactive mind rather than a disembodied one. They 
argue for an understanding of cognition that is continuous with the process in the 
environment, and with the actions we perform with others or other objects. Therefore 
our actions and interactions are part of our cognition; the cognition is situated, distri-
buted and interactive. Similarly, Paul Dourish voiced and emphasized the need for an 
incorporation of embodiment into interaction design by making systems we build 
more tangible and meaningful in terms of human experience [6]. His works and his 
notion of ‘embodied interaction’ have illuminated t a different way of approaching 
interaction design, which is experientially, cognitively and socially grounded. In this 
regard, we also acknowledge Xerox PARC’s longstanding contributions to the  
incorporation of those concerns and ideas into computing and HCI-related fields.  
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The recent research and practice within the subfields such as tangible interaction, 
haptic robotics, affective computing or wearable technologies have employed various 
embodied cognition-related ideas and contribute to the knowledge about our embo-
died capacities. However, we propose further research agendas for not only employ-
ing those ideas, or any other empirical and theoretical support from embodied  
cognition literature, but also for taking those ideas as departure point or end itself 
rather mere means to certain ends. This comes back to our emphasis on the interrela-
tedness of design through and for embodied cognition, with a holistic perspective, 
such as within the realm of body image/body schema in our case. 

4 Designing for Chronic Pain Patients and BIBS 

We discuss our projects here in order to demonstrate how these ideas, deriving from 
BIBS literature, can be adopted in interaction design processes as a perspective or 
attitude - as a framing or lens through which we approach body, mind, interaction, 
technology and design in a holistic way- rather than mere practical application nailed 
to more traditional methods. Therefore, it would be more appropriate to discuss our 
research projects as a trajectory through which we develop a responsibility to build 
bridges between areas that support such a holistic design perspective and practice. 
Our projects start with the idea that mind is embodied; and draws upon the signific-
ance of bringing the variety of sense information and experience into consciousness, 
and of addressing the immediacy and plasticity of our body image/body schema. As 
BIBS literature reveals, we sense the physical states of our body based on a variety of 
sense information, including proprioception, kinesthesia haptics, nociception (pain-
related), temperature, and visceral sense. In our projects, we attempt to address this 
variety and richness of sensory information and experience through our design prac-
tice for pain patients. In this regard, we can say that our focus on BIBS within our 
design practice grew directly from our works and involvement within the framework 
of designing for chronic pain patients. As we state earlier, some ‘limit-situations’ of 
body, such as persistent pain, may reveal unique sense experiences through which we 
may explore the complexity of the phenomena of human body and experience. De-
signing for chronic pain patients, who have diverse embodied states, help us to set a 
research trajectory along the continuum that addresses the various aspects of BIBS as 
outlined in this paper. As BIBS ideas encourage and help us to build a holistic re-
search trajectory, designing for chronic pain patients requires a similar perspective or 
attitude based on a transdisciplinary and multi-faceted research agenda, and biopsy-
chosocial methodological framework (which simultaneously takes biological, psycho-
logical and social factors into consideration).  

For instance, within our VR-based research projects, we acknowledge the signific-
ance of ‘pain self-modulation’ where the attention is directed inward rather than pain 
distraction based on attention being directed outward. It is a different paradigm in 
which we seek the ways in which we can develop ‘intraface’ by enabling a greater 
awareness of responsiveness and greater sense of agency based on revealing the plas-
ticity of our body image/body schema. Evidence suggests that degree of mismatch 
strongly correlates to severe levels of chronic pain, and if they could be trained to 
better match body image with their body schema, the pain may be mitigated [14]. 
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Fig. 1. A scene from Virtual Meditative Walk 

For instance, our current projects such as Virtual Meditative Walk (Figure 1) and 
Sensorium, which corporate unique virtual environments with biofeedback and medi-
tation, address chronic pain patients’ specific embodied conditions and bodily aware-
ness. We take into consideration their proprioceptive and interoceptive senses, which 
strongly shape human movement, interaction and experience, and bring embodied 
states -and how they are affected or transformed- into conscious awareness by map-
ping the changes in one’s embodied states (through biofeedback mechanisms such as 
galvanic skin response and heart rate variability) onto changes in visual and sonic 
qualities of VR environment. We employ VR technologies for pain mitigation and 
management by controlling changes in 3D visual & sonic elements based on mindful-
ness-based stress reduction (MBSR) and biofeedback data in real-time to support their 
learning of mindfulness meditation techniques. As immersants learn how to meditate 
while walking, real-time biofeedback technology continuously measures breathing, 
skin conductance and/or heart rate. For instance, sonic VR project, Sonic Cradle 
enables users to compose a soundscape in real time using their breathing, which is one 
of the key elements of mindfulness meditation and self-pain-management. By reveal-
ing the changes in their bodily states in a peaceful and relaxing way, this approach 
encourages a calm mental clarity and loss of intention where breath-rate becomes an 
interface to composing a soundscape. [22] 

Once brought into consciousness and learned in VR, body image and body schema 
can be transformed in relation to one another. For instance, the recent study conducted 
by William Stephoe, Anthony Steed and Mel Slater [18], which explores immersive 
embodiment of an ‘extended’ humanoid avatar featuring a tail and its impact on one’s 
sense of ownership and agency over their body, reveals the importance of visuomotor 
synchrony in forming convincing perceptions of body ownership and agency, and of 
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the plasticity of the brain’s representation of the body for gestural human-computer 
interfaces. The study’s findings show that some participants start to act as if they have 
a tail, by moving it through hip movements or protecting it as they move. A short-
period experience of ‘having a tail’ in VR was enough for the participants to gain the 
sense of ownership over the tail, and their body schema was extended and modified 
through such an experience. From our perspective, such a study strongly confirm the 
significance of the plasticity of BIBS, and the potentials of VR environment for ex-
ploring such impacts, including therapeutic implications within diverse settings. For 
instance, in our most recent research, we work with teenagers, before, during and after 
surgery for treating scoliosis, in order to help them to transform their distorted body 
image and restore its balance with body schema. In this regard, the research studies on 
phantom limbs and neuron mirrors support the idea that watching another body per-
forming a specific movement, even though they are not available for the person, are 
actually helping to fire neurons associated with those acts, and enable a psychophysi-
cal state associated with those acts. For example, seeing one’s or other’s body acting 
or moving perfectly –without any distortion – might support the physical and psycho-
logical healing through the compensation or transformation of body image and body 
schema (based on their plasticity and interrelatedness).  

For instance, in another project, we bring soundwalking (exercise in acting listen-
ing) and biofeedback together in order to develop a unique non-invasive system for 
reducing pain anticipation and other effects of kinesiophobia (the fear of movement) 
by both encouraging and eliciting muscle activity. We examine if listening to a first-
person walk through a sound environment elicits covert muscle contractions, as as-
sessed with an electromyogram (EMG). As previous studies have shown, such covert 
muscle activity is triggered when participants viewed others performing certain phys-
ical activities [2] or when they visualized themselves performing a physical activity 
[3]. We look at whether our system, which presents the sounds of muscle movement 
through sounds of walking, might also elicit such covert muscle contractions and this 
could have therapeutic benefits in its own right [12]. 

Furthermore, our approach for designing for patients who have chronic pain or 
other chronic conditions that involve pain is not limited to VR. We also work on mo-
bile applications and devices to extend what is learned in VR, as well as with a haptic 
robot and wearable sensor technologies that allow for different approaches to related 
problems. Based on affective computing, sensor technologies and biofeedback me-
chanisms, we help patients to change their affective states in order to support and 
encourage patients to better manage their pain experience. For instance, the projects 
Analgesic Glove, and Haptic Creature[23] (in collaboration with Dr. Karon MacLean 
and SPIN Lab at the University of British Columbia), draws upon the idea of chang-
ing the perception of self and other through the interaction with an object (a glove-
like device and an animal-like creature), which have responsiveness based on sensory 
technologies often in combination with biofeedback. Through interaction with the 
objects - whether by becoming aware of proprioceptive processes that are not con-
sciously monitored otherwise or by extending the objects or incorporating affective 
experience into our own body image/body schema - we can transform one’s body 
image and body schema. As highlighted in this paper, the research on neuroplasticity 
underscores the significance of potentials enabled by our bodily explorations and 
interactions with the objects/environments to transform our embodied states, percep-
tions and other cognitive faculties.  
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The goal of this work is to offer sensorily richer and expressive communication of 
embodied states to the patients and health practitioners, as it affects both pre-reflexive 
and reflexive processes underlying those states and transformations. Furthermore, this 
work also aims at developing noninvasive methods to help chronic pain patients to 
visualize their pain, express the intensity and variability of their pain experience, and 
learn to use more relaxing and non-drug based treatments, such as meditation, through 
their interaction with immersive environments and sensory technologies. This work 
also addresses the issue of presentation or communication of sensory experience and 
data, which can go beyond the methods that are either too self-reflective (such as 
surveys) or too objective (such as medical examination). This confirms once again 
that we need to develop a holistic understanding and practice of design for bridging 
all these areas relevant to embodied cognition, interaction design and pain experience. 
The overview of our research trajectories revealed that designing for and through 
embodied cognition accompany one another, as we do not only design for chronic 
pain patients based on BIBS-related research, but those practices help us to explore 
the phenomena of human body and experience in unique ways that can guide further 
BIBS-related research.  

5 Conclusion 

In this paper, we outlined six fundamental ideas, derived from BIBS literature that 
show how the mind is embodied. We discuss our own research trajectory, within the 
framework of designing for chronic pain patients, which necessitates and supports a 
shift in our perspective of approaching interaction design. Based on our experiences, 
we argue that incorporating those ideas into design practices requires a shift in the 
perspective or understanding of the human body, perception and its experiences, all of 
which affect interaction design in unique ways. The dynamic, interactive and distri-
buted understanding of cognition, where the interrelatedness and plasticity of BIBS 
play a crucial role, guides our approach to interaction design. The integration of BIBS 
literature is concerned not only with developing more expressive, inclusive or effi-
cient designs, but about approaching design in novel ways, where we can explore the 
phenomena and mechanism of the human body and experience in rich multi-
dimensional ways.This comes back to our emphasis on the interrelatedness of design 
for and through embodied cognition with a specific awareness of ongoing discussions 
and needs of both fields; embodied cognition and interaction design.  
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Abstract. Public screens are common in modern society, and provide
information services to audiences. However, as more and more screens
are installed, it becomes a burden for users to find information concern-
ing themselves quickly. This is because screens cannot understand what
users really need, they only display pre-designed information related to
a certain location. To ensure better cohabitation between people and
screens, one solution is to make screens understand users rather than
make users understand screens. Given that it is difficult, even for hu-
mans, to interpret other people’s intentions, it is far harder for screens
to understand users. We need first to decide which kinds of information
about users could be helpful for a screen to estimate to users’ needs. In
this paper, we study a public interactive screen, which can speculate as
to users’ intentions by interpreting their proxemic attributes (such as dis-
tance, movement, etc.) and context information (identity, locations, etc.).
Based on proxemic interaction semantics, we built an interactive pub-
lic screen, which: 1) could interpret users’ needs in advance and display
relevant information; 2) be available for multi-users and display distinct
information to them; 3) be open for data exchanges with users’ mobile
devices. Through a lab study, we demonstrate that the screen presented
in this paper is more attractive to users and could provide users with
useful information more rapidly and precisely than traditional screens.

Keywords: Proxemic Interaction, Proxemic Screen, Public Screen, Ini-
tiative Interactions.

1 Introduction

The vision of ubiquitous computing is gradually turning into reality. A variety
of screens are installed around us, providing useful information, but meanwhile
people are confronted with more and more data flowing in from all sources. Public
screens are typical ubiquitous media which work for public services. They always
show specific information related to a particular location, for example, screens
in airports display flight info, screens in shopping malls display shopping guides,
etc. These screens are helpful but their functions are too unitary compared with
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users’ diverse needs. If someone looks at a screen that does not provide him/her
with useful information, they will ignore this screen. For example, few people will
stop in front of an advertisement screen installed in a railway station, because
they want to find out information about trains and not shopping. Screens should
offer more diversity, but also more precise information to specific users. We
conclude that current screens have three disadvantages; First, public screens are
static. At present, if a tourist wants to go to the airport of a city to take a
flight, he/she cannot obtain an answer from a screen installed in the bus station
concerning the best public means of transport to the airport, but needs to check
and analyze the route by him/herself. This is a lengthy process and does not
rule out errors. Modern screens in bus stations should be able to detect users’
actual intentions, for example to detect a user who wants to go to the airport,
and to display instantly the best route from the current location to the airport.
Secondly, public screens nowadays can only be used by individual users, which
means ”first come first served”: a user needs to wait for the current users to leave
for he/she to use the screen. Even if the screen is large enough to display plenty of
information, it is a waste of display capabilities. Thirdly, current public screens
are blind to ambient devices: it is impossible for users to download any interesting
information from a screen directly. The only ways for users to get information
from public screens is to memorize it, or take a snapshot by smartphone: neither
method is very efficient.

We live in a ubiquitous society where data is exploding. These old-fashioned
screens are not intelligent enough to cope with the development of society be-
cause they only show information exhaustively without knowing if someone is
interested by it. By contrast, an intelligent screen should understand users’ needs,
and display dynamic information to specific users in specific contexts, thus en-
suring the current user can rapidly obtain the exact information he/she wants.
Furthermore, an intelligent screen should be open to other devices, especially
personal devices (e.g. smartphone, tablet, etc.). Mobile devices are already uni-
versal, and thus typical ubiquitous devices. A connection between public screens
and personal mobile devices could create a real ubiquitous device network.

Challenges still need to be faced to achieve these prospects. How can we make
a screen understand users’ needs? What kinds of contexts should be taken into
consideration? How can we design interfaces for multiple users? How can we
connect personal mobile devices with public screens? Researchers have studied
some parts of these issues from different aspects. Most of them focused on natural
interactions with a screen by technical methods (by touching, smartphone or
mid-air gestures), others studied design principles of a public screen, while others
studied issues such as evaluation, photo sharing among personal devices and
public screens, etc.

While individual research has already been conducted on these issues, proxemic
interaction theories discussed themmore systematically, examining human-screen
interaction based on proxemic theories, which study nonverbal communication be-
tween people. At the beginning, distancewas taken into consideration as references
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of communication between users and a large screen. For example, D.Vogel et al.
[1] explored multi-level interactions from implicit to explicit in front of a screen
according to users’ distances from the screen. They divided the space in front of a
vertical screen into four discrete zoneswhich correspond to four interaction phases:
ambient screen, implicit interaction, subtle interaction, and personal interaction.
They designed sharable interfaces for users in different phases. Their prototypes
were mainly distance-based but not completely proxemic interactions.

S.Greenberg et al. [2] extended the proxemic theory of inter-human nonverbal
communication [3] to human computer interaction. They referred to the the-
ory of Vogel and Ravin, before coining the term “proxemic interaction” as a
novel kind of spatial related interaction. The advantage of proxemic interaction
is that it makes a screen interact with users initiatively in different proxemic
areas of the screen. It takes not only distinct distance as references of interac-
tion, but also successive orientation and movement, as well as user’s identity.
Marquardt et al.[4]developed a proximity toolkit, which could easily integrate
proxemic data in real time applications. Furthermore, they studied the location
attributes of an intelligent room, including the user’s spatial relationship with
the fixed (doors, walls) and semi-fixed (sofas, chairs) features. Although they
built a proxemic interaction theory systematically, they did not sufficiently ex-
amine how these proxemic attributes could improve interactions between users
and a public screen. Furthermore, regarding the multi-user scenario, they only
studied simple collaboration of two users based on several demo applications.
With regard to practicability, users have to wear additional markers to be rec-
ognized by their system, thus limiting the practicability of their prototypes.

In this paper, we mainly study the initiative interactions of a screen based on
the proxemic interaction semantics coined by S.Greenberg et al. Initiative inter-
action means that the screen described in this paper can attract users by some
active responses rather than wait to be discovered, and provide more person-
alized information to users by interpreting their behaviors rather than making
users find this information themselves. This paper is divided into three parts:

1. we build an intelligent screen, which understands the meanings of users’
proxemic attributes, and displays dynamic interfaces based on users’ spatial
relationship with the screen and contexts information;

2. with regard to multi-user conditions, we design individual interfaces for users
in different zones, from public to personal;

3. we develop a tool to connect seamlessly users’ mobile devices with the screen,
and exchange data between these two media;

To study these issues, we have constructed a large vertical screen with a projec-
tion surface, installed in a semi-public area of the laboratory. We have studied
initiative interactions with the screen based on interpretation of users’ proxemic
attributes, as well as studying communication between the screen and users’
personal mobile devices.
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2 Related Work

2.1 Proxemic Interaction

Distance-based interaction was the early form of proxemic interaction. N. Roussel
et al. [5] studied distance-based interaction applied with a video communication
system. Ju et al. [6] introduced a distance-related interactive whiteboard de-
ployed in a lab for collaborative work. Both these prototypes are based on the
user’s distance from a screen, as well as on a lean and zoom interface [7] and the
work of Vogel, D et al.[1]. S. Greenberg further studied proxemics as references
of interaction with a vertical screen[2]. Marquardt et al.[4]developed a proxim-
ity toolkit depending on the marker-based VICON motion tracking system and
Kinect. This toolkit supports rapid prototyping of proxemic interaction, provid-
ing fine-grained proxemic data between people, portable devices, large interactive
surfaces and other non-digital objects in a special test room. The proxemic in-
teraction studied by S.Greenberg et al. recognized users’ natural behaviors and
analyzed them as implicit inputs for interaction: for example, if a user took out
a phone then the movie playing paused to wait for him/her to make the phone
call. This is interesting, however, as in a real situation the meaning of users’
behaviors might be different: the same behavior might have a different meaning
depending on the context. Therefore, it is better to let users make choices by
explicit commands as well. Proxemic interaction of mobile devices has also been
studied, either for controlling the screen (point a mobile phone to a screen), or
for transferring files (ProxemicCanvas in[8]).

2.2 Communication between Devices

Alt. F et al.[9]compared methods for posting contents from a user’s smartphone
to a public notice screen (e.g. directly touch input, phone/screen bump etc), as
well as retrieving methods (QR code, email, print etc.). Their results revealed
that screen interaction was favored if users could post contents ad-hoc on the
screen. Data communication between devices could use: Bluetooth, matrix or
bar codes, NFC/RFID, Wi-Fi, Cloud sync (e.g. Dropbox) and other methods
(USB, ZigBee). Cheverst et al. [10] explored pictures exchanging between a mo-
bile phone and a screen over Bluetooth. As the author indicated, the reliability
of the Bluetooth discovery process was an obdurate problem, and the pairing
process was also time-consuming. Matrix codes (e.g. QR code) and barcodes are
widely used as practical means of transferring data from a public screen to a mo-
bile phone, but scanning a small matrix code is not always convenient for users
(e.g. in a dim light or in a crowded place). By contrast, Wi-Fi is a more popular
way: connecting mobile devices with public screens via Wi-Fi is more attrac-
tive to users than mere local connections. Although there are many off-the-shelf
applications which support data exchange between devices via Wi-Fi, e.g. [11],
they are designed for home use, and their operation is somewhat redundant for
public use. A specific data exchanging tool needs to be designed for public use.
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Fig. 1. UML deployment diagram and installation of system

3 System Architecture and Interaction Design

We constructed a large screen with a projection surface and equipped it with
Kinect to recognize users’ proxemic attributes (e.g. distance, orientation, move-
ment, etc.) and implement mid-air gestures; a web camera is installed above the
screen for identity recognition. The sensor data are sent to the screen server, and
analyzed. The server then interprets users’ potential intentions and renders the
relevant contents to audiences. The system UML deployment diagram is shown
in Figure 1a, while system installation is shown in Figure 1b.

In like manner to D.Vogel [1], we divided up three discrete zones in front of the
screen from far to close (Figure 1b): public zone (PZ), engaged zone (EZ), and
personal zone (PeZ). According to the zone, users have different possibilities of
interaction, and can read different levels of information (from public to personal).
For example, the screen only displays general information to a user passing by
PZ quickly, but if he/ she enters EZ, the screen server judges that he/ she wants
further info and displays information which could be interesting to him/ her. We
consider users’ personal mobile devices, mainly smartphones, as another zone:
Privacy zone (PrZ), where users can download relevant private information from
the public screen to read in the screens of their personal devices. Although we
divided up physical zones discretely, contents on screen presenting to users are
transiting progressively for better experience.

3.1 Public Zone

Users in a public zone can read general messages, such as advertisements, notices,
etc. The screen does not try to work out the intention of users in this zone,
because there might be many users passing by. However, it tries to attract the
intention of passersby by making them aware that they are detected by the
screen. We create a colored circle with no contents for a user in the public zone.
This circle progresses according to the user’s movements: if he/she moves close
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Fig. 2. Gestures Available in EZ (a: scroll up, b: scroll down, c: zoom in, d: zoom out)

to the screen, the circle is enlarged gradually, while if he/she moves away from
the screen, the circle shrinks until it disappears.

3.2 Engaged Zone

If a user in a public zone is attracted by the circle’s animation and enters the
engaged zone, the circle will turn instantly into a small window to show that
he/ she has been recognized by the system: this window does not contain con-
tents if there are already users in the personal zone of the screen, but it could
remind users that they could explore more interactions. Users in this zone can
manipulate the public contents by natural mid-air gestures regardless of users
in the personal zone. We support four kinds of gestures in the engaged zone:
user could stretch hand to scroll up or down the interface for browsing current
contents (Figure 2a, b), or raise hand to zoom the interface to inspect details
(Figure 2c, d). The small window belongs to a user pans along with the user’s
movement in this zone to keep his/ her attention. If there are no users in the
personal zone, some interesting information might be displayed in the window,
for example a thumbnail of his/ her calendars, or social network notices, etc. To
find out more details, the user could step further into the personal zone.

3.3 Personal Zone

If a user enters this personal zone, the window allocated to the user will be
enlarged and anchored in front of his/her eyes: this window then becomes a
temporarily private display area in the public screen, and more personal details
information is displayed to the user in the private display area. More fine- grained
gesture interactions are supported for users in this zone: for example, the user
can zoom in and out of his/her display area by pinch gestures (in or out) to adjust
the window to his/ her favorite size. The user can wave his/her hand to flip over
current contents to the last or next page, or glide the current page by swiping
his/her hand upwards or downwards. However, as the screen described in this
paper is not a touch screen, interactions on the screen are not as precise as with a
tactile one. Although tactile screens are more effective, implementation of touch
sensitive interactions on a large screen is difficult and expensive, interactions on
screen are not the key issue in this paper, we will not compare interaction here
with tactile screens. When one user in the personal zone is operating, the other
parts of the screen continue to display general public information, as shown in
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Figure 3a. In this way, we divide a public screen into a public display area for
general users and into several private display areas for particular users. We thus
break the rule of ”first come first served” by taking full advantage of the display
capabilities of a large screen.

Although we try to protect users’ privacy by displaying some personal infor
mation in a small private window, there is still some private information that
users are not willing to display in plain texts. As a result, before displaying infor
mation in a user’s private window, we let the user decide whether the information
should be displayed in texts or in the format of a document. If the user chooses
the information to be displayed as a document, then he/she needs to download
the document to his/her mobile devices for reading.

3.4 Privacy Zone

As discussed in the above section, users’ private windows make sure they can read
personal information while still ensuring the security of this information. How-
ever, since private windows are part of a large screen, there is still a risk of expos-
ing privacy. Compared with the large screen, personal devices (e.g. smartphone,
tablet, etc.) have small screens, which are ideal media for displaying personal
information. It is more secure and convenient to migrate personal information
on users’ private windows to their smartphones. We develop a toolkit known as
a direct migrator, able to connect the two types of media seamlessly, thus al-
lowing users to exchange information freely with public display via their mobile
devices [12] . This tool is implemented in Java, and is based on Client/Server
Wi-Fi Socket protocols. It has two advantages. First, with the toolkit, download-
ing files from a public screen to mobile devices is fairly simple (Figure 4a, b). We
built a Wi-Fi hotspot along with the screen: the user connects his/her smart-
phone to the hotspot, he/she can then select any item displayed on the screen,
and download that item to the smartphone by clicking a download button on
the mobile interface. By contrast, if a user wants to post some information on
the screen, he/she has only to select the file from the smartphone and click on
the post button: the selected file is sent and posted on the screen (Figure 4c).
Second, interactions with the toolkit are natural and intuitive. The File Migra-
tor supports not only button-based interactions, but also gesture interactions.
For example, swiping your finger from the bottom of the smartphone screen up-
wards will send a selected file out to the target device (Figure 5a), or swiping
your finger from the top of the mobile screen downwards will retrieve a selected
file from the screen (Figure 5b).

3.5 Multi Users Situation

A large screen has sufficient display capabilities. However, this is not always
taken full advantage of because only one user can interact with a screen at any
one time. In this system, several users in the personal zone can read information
and interact with the screen simultaneously because each user in the personal
zone has a personal display window, as shown in Figure 3a. Moreover, the private
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Fig. 3. private display window on screen, a: one user in PeZ, the other in EZ; b: two
users in PeZ, one user passes by in EZ; c: one of users walk out and his personal window
fade out

Fig. 4. Interactions in PrZ (a: user selects a file with smartphone and downloads the
file, b: user selects a file by hand, and clicks on the tablet to download the file, c: upload
an image from the tablet to the screen)

windows only occupy the lower spaces of the screen. If another user approaches
the screen at this time, an additional small window is created in the upper space,
and the window as well translates along with users’ movement to catch his/her
attention (Figure 3b), he/she could decide to step further into the personal zone,
or just leave away. Private windows make sure users can interact with the screen
individually without interference. The private window will be removed if one
user walks away. In Figure 3c, one user downloads contents to his smartphone
and moves away: his personal window thus fades out.

4 User Study and Discussion

We organized a lab study to evaluate the prototype. We invited 10 volunteers
(3 females, 7 males, average age 26.5 years old) to participate in the study.
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Fig. 5. File Migrator (a:swipe upwards to send file, b:swipe downwards to download
file, c: the mobile UI)

4.1 Task and Procedure

The test is divided into two parts: interaction with the proxemic screen, and
information exchange between the screen and the user’s smart phone. Before
the test, we played a short tutorial video for testers, allowing them to quickly
understand the functions of the prototype.

The screen displays general messages if there is nobody in front of it. A tester
enters the zones in front of the screen from far to close. First he/she passes by the
public zone: a colored circle instantly appears and evolves along with the user.
The tester is thus attracted to the Engaged zone. At the same time, the circle
turns gradually into a window, also evolving along with the user. The window
displays some personal messages for the user: as a demo, we display a greeting
sentence (e.g. Hello, Mr/Mrs ROBERT). The tester zooms in and browses the
current interface by mid-air gestures. Then he/she decides to find more infor-
mation and steps further into the personal zone. Meanwhile the window has
enlarged, and is placed just in the screen in front of him/her, and more personal
information is displayed. The tester zooms in and out of his/her private window
by pinch gestures, and browses the contents by glide gestures. An icon showing
a smartphone is displayed in the corner of the personal window, to remind the
tester that he/she can download contents by smartphone. The tester then takes
out the smartphone, which we prepared for the test and connected to the local
Wi-Fi hotspot. He/she launches the file migrator, selects a document in the per-
sonal window and clicks on the download button: the contents in the window
are shifted to the smartphone. Finally, the tester moves away from the screen
and the personal window is removed. The screen returns to its default status.

4.2 Test Results and Discussion

After the test, all testers are required to fill in a SUS (System Usability Scale)
questionnaire to evaluate the usability and learnability of the prototype [13].
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Fig. 6. SUS Scores of the testers

The SUS includes 10 statements (5 are positive and 5 are negative). For exam-
ple, I think that I would like to use this system frequently, I found the system
unnecessarily complex. Each item has 5 response ranges from “strongly agree” to
“strongly disagree”. The result of the SUS is a score from 0 to 100, able to reveal
the objective usability of a product. The average SUS score for the proxemic
screen prototype is 82.5, Grade B (individual scores of testers are shown in
Figure 6). This score implies that users are willing to recommend this product
to friends. All 10 users agreed that the proxemic screen is more attractive than
normal screens, and that it is easy to learn even for first-time users. 8 testers out
of 10 said they would like to use this system if it is available in real life. However,
they also doubted that using a camera to recognize users’ identities for public
installation might not be practical because it is difficult to collect all information
for passersby and to determine rules for deciding what kind of contents could be
displayed on a public screen. Testers particularly appreciated the possibility of
transferring data from a public screen to personal mobile devices, and thought
that the toolkit greatly improves the practicability of a public screen.

5 Conclusion and Future Work

In this paper, we built a public screen which tries to understand users’ intentions
by their proxemic attributes and context information, thus providing users with
personal-related information, instead of making them search for information from
mass data. We took full advantage of the display capabilities of a large screen,
and designed interfaces that could display distinct information to different users
at the same time while still ensuring the security of privacy. Furthermore, we
developed a tool for connecting and exchanging data between a public screen
and personal mobile devices. Compared with normal public screens, the screen
constructed in this paper could change the convention governing people’s inter-
action with public screens. It is more efficient for users to get information they
need from public screens because screens understand users, and there is no bar-
rier between personal devices and public media, or between small screens and
large screens. The screen is a real ubiquitous media compared with traditional
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screens. In the future, we will continue to develop and test the prototype, and,
during the process, try to discuss more interesting application scenarios of the
screen in real life contexts.

References

1. Vogel, D., Balakrishnan, R.: Interactive public ambient displays: Transitioning
from implicit to explicit, public to personal, interaction with multiple users. In:
Proc.UIST, pp. 137–146. ACM Press (2004)

2. Greenberg, S., Marquardt, N., Ballendat, T., Diaz-Marino, R., Wang, M.: Proxemic
interactions: The new ubicomp? interactions 18(1), 42–50 (2011)

3. Hall, E.: The Hidden Dimension. Anchor Books (1966)
4. Marquardt, N., Diaz-Marino, R., Boring, S., Greenberg, S.: The proximity toolkit:

Prototyping proxemic interactions in ubiquitous computing ecologies. In: Proc.
UIST, pp. 315–326. ACM Press (2011)

5. Roussel, N., Evans, H., Hansen, H.: Using distance as an interface in a video com-
munication system. In: Proc. IHM, pp. 268–271. ACM Press (2003)

6. Ju, W., Lee, B.A., Klemmer, S.R.: Range: exploring implicit interaction through
electronic whiteboard design. In: Proc. CSCW, pp. 17–26. ACM Press (2008)

7. Harrison, C., Schwarz, J., Hudson, S.E.: Tapsense: enhancing finger interaction on
touch surfaces. In: Proc. UIST 2011, pp. 627–636. ACM Press (2011)

8. Marquardt, N., Greenberg, S.: Informing the design of proxemic interactions. IEEE
Pervasive Computing 11(2), 14–23 (2012)

9. Alt, F., Shirazi, A.S., Kubitza, T., Schmidt, A.: Interaction techniques for creating
and exchanging content with public displays. In: Proc. CHI 2013 (2013)

10. Cheverst, K., Dix, A., Fitton, D., Kray, C., Rouncefield, M., Sas, C., Saslis-
Lagoudakis, G., Sheridan, J.G.: Exploring bluetooth based mobile phone inter-
action with the hermes photo display. In: Proc. Mobile HCI 2005, pp. 47–54. ACM
Press (2005)

11. Wi-files, https://itunes.apple.com/us/app/wifi-files/id416409502?mt=8
12. Jin, H., Xu, T., David, B., Chalon, R.: Direct migrator: eliminating borders be-

tween personal mobile devices and pervasive displays. In: The 5th IEEE Workshop
on Pervasive Collaboration and Social Networking 2014 (PerCol 2014), Budapest,
Hungary (March 2014)

13. Bangor, A., Kortum, P.T., Miller, J.T.: An empirical evaluation of the system
usability scale. 24(6), 574–594 (2008)

https://itunes.apple.com/us/app/wifi-files/id416409502?mt=8


 

M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2014, LNCS 8511, pp. 578–588, 2014. 
© Springer International Publishing Switzerland 2014 

Evaluation of Tactile Drift  
Displays in Helicopter 

Patrik Lif1, Per-Anders Oskarsson1, Johan Hedström1, Peter Andersson1,  
Björn. Lindahl1, and Christopher Palm2 

1 Swedish Defence research Agency, Linkoping Sweden  
{patrik.lif,p-a.oskarsson,johan.hedstrom, 

peter.andersson,bjorn.lindahl}@foi.se  
2 Linkoping University, Sweden 
chrpa087@student.liu.se 

Abstract. Brownout during helicopter landing and takeoff is a serious problem 
and has caused numerous accidents. Development of displays indicating drift is 
one part of the solution, and since the visual modality is already saturated one 
possibility is to use a tactile display. The main purpose in this study was to 
investigate how tactile displays should be coded to maintain or increase the 
ability to control lateral drift. Two different tactile drift display configurations 
were compared, each with three different onset rates to indicate the speed of 
lateral drift. A visual drift display was used as control condition. The results 
show that best performance is obtained with the basic display with slow onset, 
and with complex display with constant onset rate. The results also showed that 
performance with the best tactile drift display configurations was equal to the 
already validated visual display.  

Keywords: Tactile display, helicopter, brownout. 

1 Background 

Brownout caused by blowing sand is a serious problem for helicopter pilots. The main 
problem is limitations of visual references during takeoff and landing, which has led 
to numerous incidents [1]. The three main problems are lateral drift, difficulties of 
keeping heading to reference cue, and rate of closure. Lateral drift means that the 
helicopter drifts sideways without the pilot is noticing it. The consequences may be 
that the helicopter crashes against wires, a mountain side, or flips to the side during 
landing. Also, blowing sand may lead to the false perception that the helicopter moves 
in opposite direction. To remedy for this, at least three areas need attention: displays, 
sensors, and crew-cooperation. However, our focus is on tactile display solutions to 
compensate for lack of visual references. The basic idea with a tactile display is that 
the users (i.e. helicopter pilots) can receive tactile information and simultaneously 
look away from the instruments and instead look out the cockpit window to maintain 
orientation, look for obstacles on the ground in a landing situation, or keep track of 
the surrounding. Furthermore, pilots are in many situations already visually saturated. 
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Therefore, instead of adding further visual information, a tactile display may improve 
performance.  

Alternative displays, such as tactile displays, can be useful both in military [9], [6] 
and civilian [2] situations. Furthermore, performance often improves when 
multimodal displays are used to simultaneously present redundant visual, tactile and 
auditory information. The idea of bimodal systems for simultaneous presentation of 
visual and auditory stimuli was proposed by [4]. Later Wickens [13-14] developed a 
theory called multiple resource theory (MRT). MRT [7], [15] describes our perceptual 
resources in four dimensions: modalities, stages, access, and responses that are 
represented in a cube. Risk for mental overload can be predicted by the amount of 
interference between information processing in the dimensions. A well designed 
multimodal display, i.e. distribution of the information between visual, tactile, and 
auditory channel, can improve performance and perhaps reduce mental workload.   

In a helicopter study pilots were able to stay closer to a moving target during hover 
when using a tactile display (than without) and they also rated their situation 
awareness as higher when they used the tactile display [8]. Curry and Estrada [5] 
showed that a tactile belt significantly improved drift control during takeoff and hover 
in helicopters. For fatigued pilots (awake for 31 hours) drift control was significant 
better with than without a tactile belt. Even though tactile, bi- and multimodal 
displays are proven to improve performance compared to only visual displays, one 
question that need further attention is how to optimize the tactile pattern to improve 
performance further. 

In both visual and tactile displays there is a need for good design, and to make sure 
that the user intuitively understands the information. Design of visual displays has a 
long tradition, but for tactile displays the design and evaluation of different tactile 
pattern or tactile messages are rather new, with exception of sensory impaired 
individuals. In military settings, efforts have been done, in i.e. soldier communication 
where design of tactile language and evaluation of tactile displays for dismounted 
soldiers [3],[12] proven to be useful. 

Here we focus on tactile displays, and compare different tactile displays with each 
other and with a visual drift display for helicopter pilots. The main purpose was to 
investigate how tactile displays should be coded to maintain or increase the ability to 
control lateral drift. Two different tactile drift display configurations were compared, 
each with three different onset rates (frequencies) for indication of the speed of lateral 
drift. A previously validated visual drift display was used as control condition. To 
make sure that the visual and tactile display could be compared, they were coded in 
corresponding ways, i.e. make sure that perceptual momentum was achieved [10]. 

2 Method 

2.1 Participants 

14 participants without prior experience of flying a real or simulated helicopter 
participated in the experiment, five females and nine males. Their mean age was 24.1 
years, with a standard deviation of 2.7 years. 
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2.2 Equipment 

The simulation was performed with a PC-based simulation of a Bell 206B JetRanger 
helicopter, with Prepare 3D, an extension of Microsoft® Flight Simulator X. The 
surrounding graphics were presented on three 46-inch LED screens, with resolution 
1920 × 1080 pixels. The three displays were placed in upright position with the left 
and right display slanted 28 degrees inward, and distance from the participants’ eyes 
to the screen was approximately 110 centimeters. The primary head-down displays 
was the same as used in the instrumentation in a standard Bell 206B JetRanger and 
were presented on a 23-inch LCD touch display with resolution 1920 × 1080 pixels 
(Figure 1). 
 

 

Fig. 1. Experimental setting with visual primary head-down display, and visual head-up drift 
display on the central screen 

The simulator was controlled by joysticks and pedals, steering with a Flight Link 
G-stick III Plus Cyclic and a Flight Link Anti-Torque pedals, and throttle level by a 
Flight Link Collective throttle C1. The simulator was motion based with a MOOG 
Electric Motion Base MB-E-6DOF/12/1000 kg. 

Three drift display configurations were used: visual drift display, tactile basic drift 
display, and tactile complex drift display. Also, for each tactile display configuration 
three different tactile patterns were used. The visual drift display was based on the 
hover display in a Seahawk helicopter, but was adapted at the Swedish Defence 
Research Agency (FOI), i.e. it only presented information about lateral drift, left or 
right, whereas the original hover display presents drift in all directions. In this 
experiment the visual drift display was presented head-up on the middle of the three 
46-inch displays (Figure 2).  

Speed of lateral drift, to the left or right, was indicated by a green vector. The 
length of the vector increased with the speed of lateral drift. When the drift was zero 
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(or below the threshold of 0.4 m/s) no vector was visible and only the green square in 
the center was visible. When lateral drift was 5 m/s the vector reached halfway to the 
white outline of the circle. When lateral drift was 10 m/s, or more, the vector reached 
the outline of the circle. In Figure 2 the vector indicates lateral drift to the left with 10 
m/s or more. 

 

 

Fig. 2. Visual drift display indicating lateral drift to the left with 10 m/s or more 

The tactile drift displays (basic and complex) consisted of a tactile vest developed 
at the Swedish Defence Research Agency (FOI) with three rings of motor tactors (120 
Hz) sewn-in the fabrics. Each ring has 12 motor tactors evenly positioned over the 
torso and one tactor is always positioned straight ahead. In this experiment only the 
middle ring was used. (Figure 3). For both the basic and complex displays the length 
of the pulses was 100 ms. 

 

Fig. 3. Tactile vest 

The tactile basic drift display only used two tactors, one tactor under each armpit. 
Drift was indicated by vibrations under the armpit, at the same side as the direction of 
the lateral drift, left (9 o’clock) or right (3 o’clock) with vibrating pulses. Analogously 
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to the visual drift display, when the drift was zero (or below the threshold of 0.4 m/s) 
the belt was silent, i.e. no vibrations were given. 

The tactile complex lateral display used a more complex motion pattern and used 
all 12 tactors. Seven tactors were used for indication of drift to left and right 
respectively. The middle tactors (12 and 6 o’clock) where used both for the left and 
right drift indication pattern. The pattern indicated drift with pulses that alternated 
between the tactor under the armpit in the direction of the drift and to two other 
tactors, with a paus of 200 ms when shifting between tactors. When drift was zero (or 
below the threshold of 0.4 m/s the belt was silent, i.e. no vibrations were given. When 
lateral drift to the right exceeded 0.4 m/s the pulses alternated between the tactor 
under right armpit (3 o’clock) and the central tactors (12 and 6 o’clock 
simultaneously). When lateral drift to the right reached 1/3 of maximum indicated 
drift speed (1.67 m/s with fast onset and 3.33 m/s with constant and slow onset rates) 
the pulses changed to alternate between the tactor under right armpit (3 o’clock) and 
tactors 1 and 5 o’clock simultaneously. When lateral drift to the right reached 2/3 of 
maximum indicated drift (3.33 m/s with fast onset and 6.67 m/s with constant and 
slow onsets) the pulses alternated between the tactor under the right armpit (3 
o’clock) and tactors 2 and 4 o’clock simultaneously. Drift to the left was presented 
analogously. 

For both the tactile displays three different onset rates were used. At constant onset 
rate the interval between the pulses were always 2000 ms. At slow and fast onset rate 
the interval between the pulses decreases linearly from 2000 – 200 ms when the speed 
of the drift increased. When lateral drift started the interval between the pulses was 
2000 ms, and when lateral drift was 10 m/s or more the interval between the pulses 
were 200 ms. At fast onset rate the minimal interval of the pulses (200 ms) was 
reached when lateral drift was 5 m/s or more. In other respect everything was 
identical to slow onset rate. This means that when the constant onset rate was used the 
basic display only gave information of direction of the drift, whereas the complex 
display gave information of both direction and speed of the drift. However, when the 
slow and fast onset rates were used the basic display gave information about both 
direction and speed of drift, and the complex display gave information of drift in two 
ways, both by the pattern and by the interval between the pulses (see Table 1). 

Table 1. Types of information of lateral drift given by each tactile display configuration 

 Direction of 
drift 

Speed of drift 
by onset rate 

Speed by tactile 
pattern 

Basic constant onset x   

Basic slow onset x x  

Basic fast onset x x  

Complex constant onset x x  

Complex slow onset x x x 

Complex fast onset x x x 
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2.3 Design and Procedure 

The experiment was performed with a within-subjects design with the two tactile 
lateral drift display conditions by the three onset rates. The visual drift display was 
used as a control condition. The order of the display configurations was balanced over 
participants. The participant’s main task was to fly straight ahead and avoid lateral 
drift, and secondary to fly in a specific heading (north, south, west or east), at the 
altitude of 3000 feet, and with the speed of 30 knots.  

Before the experiment started the participant received training, starting with a 
walkthrough about the functionality of the helicopter and the primary instruments 
(speed, altitude, compass, and gyro). The next phase was first free flight and then to 
fly at 3000 feet in 30 knots in a specified direction, analogously to how the task 
should be performed in the experiment. Then the participant learned the different drift 
displays, and made a test flight with each drift display configuration. The training 
continued until the experiment leader assessed that the participant had adequate 
control over the helicopter and fully understood the seven display configurations. The 
average training time was approximately one hour. 

After the training was completed the experiment started. The participants tested 
each display configuration in turn (order depending on balancing). The duration of 
each display configuration was two minutes and was equally performed with all dis-
play configurations. After each display configuration the participant answered a 
questionnaire and after the last display configuration was completed the participant 
also answered a final questionnaire. Total time for the experiment, including training 
and instructions, was approximately 2 hours. 

During each of the experimental conditions the experimental leader asked the 
participant to identify speed, altitude, and direction four times. The purpose was to 
make it necessary for the participant to avert the eyes from the displays and thereby 
increase the realism. The simulated weather conditions were good. The following 
performance measures were collected: 

• Lateral drift –  mean absolute lateral drift (m/s) 
• Deviation of speed – mean absolute deviation from intended air speed of 30 knots 

(m/s).  
• Deviation of altitude – mean deviation from intended altitude of 3000 feet (m). 
• Deviation of heading – mean absolute deviation from the intended direction 

(degrees). 

The reason for using the mean of the absolute values was to calculate the size of 
the deviation, i.e. the direction of the deviation was not important. All measures were 
logged with a sampling frequency of approximately 9 Hz. For each participant, in 
each display configurations, the mean was calculated from the absolute values of the 
sampling points.  

The questionnaires mainly contained 7-point rating scales. Descriptions of 
analyzed questions are given in the Results. 
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3 Results 

Data were analyzed with analysis of variance (ANOVA). In the case of violation of 
the sphericity assumption in the ANOVAs the Greenhouse-Geisser-corrected p-value 
is given. Post hoc testing was performed with Tukey’s honestly significant difference 
(HSD) test. 

3.1 Performance Measures 

The performance measures of lateral drift, deviation of speed, deviation of altitude, 
and deviation of heading were each analyzed in two ways. First, a two-way factorial 
repeated measures ANOVA, 2 types of tactile displays (basic, complex) × 3 onset 
rates (constant, slow, fast) was used to investigate main and interaction effects of the 
tactile displays and the onset rates. Secondly, a one way repeated measures ANOVA 
was used to compare the 6 tactile display configurations with the visual drift display 
that was used as control condition. The reason for using separate ANOVAs is that 
there was only one type of coding of the visual drift display, thus main and 
interactions effects of tactile display configuration by onset rate could not be analyzed 
with the visual display included. 

Lateral Drift. The two-way ANOVA showed a significant interaction effect of display 
by onset rate (Figure 4), F(2, 26) = 8.13, p = .002; but no main effects of display  
 

 
Fig. 4. Mean lateral drift with the visual drift display and the two tactile drift displays with 
three onset rates 
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or onset rate. Post hoc testing showed significantly larger mean lateral drift for the basic 
display with constant onset compared to the complex display with constant onset rate (p 
= .007). Also, for the basic display lateral drift was significantly higher with constant 
compared to slow onset rate (p = .041), whereas for the complex display lateral drift was 
significantly lower with constant compared to fast onset rate (p = .028). 

The one-way ANOVA only showed a strong tendency, F(6, 78) = 3.00, p = .050 of 
difference between the seven display configurations. Post hoc testing showed  
no significant differences between the visual display and the tactile display 
configurations. 

Deviation in Speed. The ANOVAs showed no significant differences. The mean 
deviation from correct speed was 7.1 m/s. 

Deviation in Altitude. The ANOVAs showed no significant differences. The mean 
deviation from correct altitude was 71.2 m. 

Deviation in Heading. The ANOVAs showed no significant differences. The mean 
deviation from correct heading was 15.6 degrees. 

3.2 Subjective Measures 

The subjective ratings were analyzed in the same way as the performance data, one 
ANOVA was used to analyze main and interaction effects of two tactile display 
configuration and the three onset rates, and one ANOVA was used to analyze if there 
was any differences compared to the visual display configuration. However, since 
there were three questions about perception of lateral drift and two questions about 
disturbance of lateral drift, perception and disturbance of lateral drift were analyzed 
with a three-way repeated measures ANOVA, 2 types of tactile displays (basic, 
dynamic) × 3 onset rates (constant, slow, fast) × number of questions, to investigate 
main and interaction effects of the tactile displays and the onset rates, and a two-way 
ANOVA, 7 display configurations  × number of questions, to compare the 6 tactile 
display configurations with the visual drift display. 

Since there was only one question about mental workload, the analysis was equal 
to that of performance data, one two-way ANOVA to investigate main and 
interactions effects between the tactile displays and the onset rates, and one one-way 
ANOVA to compare the 6 tactile display configurations with the visual drift display. 

Perception of Lateral Drift Presentation. The participants answered three rating 
questions about how they experienced the display information of lateral drift: 
perception, accuracy, and understanding of the drift information (1 = Very difficult – 
7 = Very easy).  

The three-way ANOVA only showed a significant main effect of onset rate, F(2, 
26) = 4.55, p = .020. Post hoc testing showed that this was due to significantly higher 
ratings of how lateral drift was experienced at high onset rate (M = 4.6, SE = 0.3) 
compared to constant onset rate (M = 3.9, SE = 0.2) (p = .016). 
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The two-way ANOVA showed a significant main effect of display, F(6, 78) = 
5.28, p = .003 (see Figure 5). Post hoc testing showed that the main effect of display 
was due to significantly higher ratings of the visual display (M = 5.3, SE = 0.3) 
compared to the basic tactile with both constant (M = 3.4, SE = 0.3) and slow onset 
rates (M = 4.1, SE = 0.4) (ps < .001). And also significantly lower ratings of the basic 
tactile display with constant onset rate compared to the complex tactile display with 
high onset rate (M = 4.6, SE 0.3) (p = .047).  

 

 

Fig. 5. Subjective ratings for the visual display and the two tactile drift displays with three 
onset rates  

Discomfort. The participants answered two rating questions about if the display 
presentation was experienced as disturbing: if it caused discomfort and if it was 
annoying (1 = Not at all – 7 = Very much). The ANOVAs showed no significant 
differences. The ratings of discomfort were very low (M = 2.1) per display 
configuration. 

Mental Workload. The participants answered one rating question about how they 
experienced their mental workload (1 = Very low – 7 = Very high). The ANOVAs 
showed no significant differences. The ratings of mental workload were moderately 
high (M = 4.8). 
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4 Discussion 

With the tactile basic display lateral drift was significantly better controlled with the 
slow onset rate compared to the constant onset rate. The reason that performance was 
worst with the constant onset rate is most likely that this display configuration gave 
no information of the speed of the drift. That performance was best with the slow 
onset rate (fast onset was not significantly better than constant) was most likely that 
the resolution of the drift information was higher with a slower onset rate. 

With the tactile complex display lateral drift was significantly better controlled 
with the constant onset rate compared to the fast onset rate. The reason for the better 
performance with the constant onset rate is most likely that the dynamic pattern itself 
gave information of drift speed. Whereas, slow and fast onset rates that gave dual 
coding of lateral drift made the information more difficult to interpret.  

There were no significant differences in control of drift between the tactile displays 
and the already validated visual drift displays. Although the tendency of the one-way 
ANOVA indicates differences between the displays, lateral drift with the two tactile 
displays which provided best control of drift were more or less equal to the visual 
display (see Figure 4).  

Controlling altitude, speed, and heading were in a sense secondary tasks, and 
performance on these tasks, can thus also be regarded as secondary measures of 
mental workload. That these tasks were controlled equally well with the tactile drift 
displays as with the visual drift displays gives further support to the possibilities of 
using a tactile drift display. Furthermore, the ratings of workload, although relatively 
high were at the same level with the tactile and visual display configurations. Also, 
the participants did not experience the tactile displays as discomforting.  

The subjective ratings of how the drift information was experienced are somewhat 
counterintuitive, since these ratings do not reflect the performance measures of lateral 
drift. For example the basic drift display with slow onset rate was rated lower than the 
visual display, but performance was comparable. 

The results indicate that for the basic tactile display onset rate can successfully be 
used as a secondary information channel.  Whereas, for a complex tactile display 
configuration that uses the tactile pattern to present speed information, the best 
alternative was to use the constant onset rate. It is interesting that performance with 
the complex tactile display, which only used three levels to indicate speed, when used 
with constant onset rate was equal to the tactile basic display with slow onset rate that 
presented speed information on a continuous scale. This indicates that if a tactile 
display is properly coded, speed information can be successfully coded with only a 
few levels. 

That performance with the best tactile drift display configurations (basic with slow 
onset rate and complex with static onset rate) was equal to the already validated visual 
display supports the possibilities of using a tactile display. This also confirms results 
from our previous research that has shown that lateral drift, in principal, can be 
controlled equally well with both visual and tactile drift displays [11].  

A fundamental idea with tactile displays is to make them intuitive, and the results 
here are important since they provide valuable information about how tactile patterns 
can be used to increase display interpretability and thereby decrease lateral drift. 
However, most likely a tactile display will be used together with a visual drift display, 
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in a bimodal drift display configuration. Therefore, further research is needed to 
investigate if a high level of perceptual momentum can be maintained when these 
suggested lateral tactile display configurations are used together with present visual 
display configurations. 
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Abstract. Interaction concepts in 3D GIS are yet limited to 2D input
methods like mouse and keyboard. This work describes elaboration of a
concept of touchless interaction for a prototype that aims to be used in
maritime GIS applications. Experts from the maritime field have been
interviewed to construct a rigorous scenario settled in the maritime field.
Besides the planning and conversion of a stereoscopic GIS prototype a
touchless interaction concept for stereoscopic environments under consid-
eration of three different hand models is developed and presented. Imple-
mentation of these different hand models is planned for future evaluation.

1 Introduction

Geographic information systems (GIS) provide access to geospatial and context
situated data for a wide area of applications and target a broad audience of users
from novices to professionals in different areas. Traditional GIS applications are
visualized 2D with planar top-view. Advances in computer graphics technology
allow visualization of 3D scenes with increasing complexity in real-time. The
visualization of GIS benefits from this development since spatial data can now
be visualized in 3D virtual space by using modern graphics hardware. Virtual
globes like Google Earth1 or NASA World Wind2 are versatile tools to exemplify
the power of representing spatial relationships in a three-dimensionally rendered
environment but both lack of an interaction method that naturally maps on
their spatial dimensions. Interaction in three dimensions may be more direct
and immersive since there is a shorter cognitive distance between a user’s action
and the system’s feedback through immersion and presence in the virtual world.
The feeling of presence, where the physical environment of the user is mentally

1 http://earth.google.de
2 http://worldwind.arc.nasa.gov/
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replaced with the virtual one, induces immersion into the virtual environment
which facilitates interaction using natural tasks. This allows users to mentally
build up complex mental models of e.g. how an interaction concept works [2].

Since publication of gesture-based game controllers like the Nintendo Wii1 or
the Microsoft Kinect2 which intend users to interact via body motion or ges-
tures a beginning dissolution of the WIMP (Windows, Icons, Mouse, Pointers)
paradigm can be observed also in the non-entertainment area when profiling
relevant contributions in the field of human-computer interaction of the recent
years. Adaption of technology originating from the entertainment industry has
become a famous phenomenon as convenient availability of efficient hardware
with stable system abilities is available at low prices through mass market con-
ditions. These new interaction technologies capturing hand and body motion in
three dimensions facilitate a reassessment of spatial interaction in virtual globes
and 3D GIS.

New devices allow new interaction offering six degrees of freedom (DOF) with
millimeter or sub-millimeter accuracy in visual tracking of human body up to
finger limbs [10] [17], e.g. the Microsoft Kinect or the Leap Motion controller3.
These devices’ abilities are worth to be investigated in respect to their input
precision and reliability in context of a multimodal input for maritime GIS appli-
cations since previous research of 3D GIS in maritime context are more focussed
on visualization and less on input modalities. Yu et al. see no availability of a
true 3D GIS on the current market [18] which is due to several impediments,
including deficiencies in data structuring and manipulation of various types of
objects, 3D data analysis and large volumes of data.

Information processing in maritime navigation is generally defined through in-
teraction with digital sea maps and virtual object manipulation for navigational
purposes. Maritime vehicles and onshore maritime control rooms are likewise
equipped with corresponding systems. Maritime safety greatly relies on these
systems which must provide availability and accessibility of real-time informa-
tion through human-computer interactivity. Best possible representation and
interaction with data and information allows a high contextual awareness for
system users and enhance decision-making processes in time-critical situations.

In this research a concept for touchless human-computer interaction in 3D
GIS is developed putting it’s focus on applications in maritime context, i.e. use
case scenarios for maritime applications are investigated through interviews with
experts on the maritime field. On that basis an interaction concept is developed
including a hardware component-off-the-shelf prototype which consists of depth
tracking devices like the Microsoft Kinect and the Leap Motion controller and
a stereoscopic display which are operated through the open source GIS NASA
World Wind in a stereoscopic environment. The prototype forms the basis for
future evaluation of different touchless input methods for a maritime 3D GIS.

1 http://www.nintendo.com/wii
2 http://www.microsoft.com/en-us/kinectforwindows/
3 https://www.leapmotion.com/
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2 State of the Art

Two-dimensionally visualizedGIS are prevalent on the commercialmarket.Mouse
and keyboard are adequate input devices as the interaction on 2D maps can eas-
ily be achieved through the two degrees of freedom offered by mouse input. With
visualizing spatial relations in three dimensions these input devices do not further
comply the requirements of interaction and therefore become obsolete.

Modern multimodal input devices as the aforementioned Microsoft Kinect
and Leap Motion controller allow a more direct input on spatial data since they
provide 3D output data.

Recent research in the field of multimodal input in 2D and 3D GIS documents
the identification of the existing problem, anyway solutions are still in a state of
research [18]. Rauschert et al. see a necessity of a paradigm shift in the usage of
GIS from classical WIMP interaction to multimodal input. Most functionality
in GIS is subjected to expert users since special functions can only be accessed
via repetitive menu and wizard tool usage [14]. Their research reports on a 2D
GIS in a large screen environment that can be operated by spoken commands or
free-hand gestural input such as pointing or outlining areas of interest. Fuhrman
et al. conducted a user study where a 2D GIS was equipped with multimodal
input modalities to rate basic user performance and to generally evaluate user
acceptance [5]. The study was conducted under participation of ten voluntary
geography graduate students having no or a maximum of three years experience
with GIS. The prototype provided functions like data querying, navigating and
drawing 2D primitives like points, circles, lines and free-hand drawing. During
the study participants were asked to perform tasks like finding a certain map ex-
tract, load a data set via speech command or place a marker on the 2D map. The
results show that participants with GIS experience had no noticeable advantage
in completing tasks over participants with no GIS experience. The participants
stated that the speech-based dialogue and gestural input method allowed them
to interact with the system easily, without knowing about GIS concepts and
database queries. The results indicate a higher learnability in the usage of mul-
timodal systems concerning GIS while the system was generally accepted by the
participants.

Gold et al. expand the proprietary 3D GIS GeoScene3D with functionality of
a collision detection algorithm to support marine traffic monitoring. In addition
to marine features, marine objects were integrated into the system, e.g. depth
contours in coastal areas, navigational lights, anchorage areas, precautionary ar-
eas and even ship wrecks [6]. The interaction with the 3D GIS was constrained
through the use of a wheel mouse. Gold et al. describe the interaction as quickly
learnable by young and old users likewise but also mention constrains that oc-
curred through the restrictions of mouse input: To deal with different affordances
in spatial input Gold et al. implemented a manipulator which enabled the user
between different modes to map the same mouse gesture to different types of
input depending on the intention GeoScene3D. With Kinoogle Boulos et al. cre-
ated a gestural interface to operate Google Earth via the Microsoft Kinect [1].
Kinoogle is a composition of middle-ware which maps gestural input captured by



592 R. Meyer et al.

the Kinect and processed by OpenNI and NITE4 to the standard interaction set
of Google Earth. OpenNI5 features processing of the image and depth stream of
the Kinect while NITE provides extraction of human body motion and allows the
definition of full body gestures. Boulos et al. describe full-body gestural input
as to be quite exertive but as a great potential to improve user experience e.g.,
when interacting with large and stereoscopic displays.

Bruder et al. [3] conducted an evaluation on mid-air selection performance
of virtual objects in a stereoscopic virtual reality table environment using three
different selection techniques for stereoscopic environments with non-GI systems.

1. Direct input, where the user uses the index finger’s tip to interact with
the virtual object, bears accommodation problems for the human eye as the
focus distance among the screen’s surface and the finger tip are divergent.
The accommodation of the index finger’s tip makes the virtual object appear
blurred to the user which breaks the stereoscopic effect as accommodation
is an oculomotoric depth criterion for visual depth perception [15].

2. Distant input, where the user’s index finger tip’s position is mapped to a
virtual cursor which is set off 10 centimeters to the index finger tip. While
the index finger is still resided in the stereoscopic environment and blurred
to the users eye a focus loss is avoided by mapping the interaction space into
the virtual environment.

3. Distant input with a virtual hand, which is operated by the user in a dis-
tance to the user’s real hand of 10 centimeters, similar to the second method.
The user’s real hand remains blurred in the stereo-scopic environment but
is not focused during interaction tasks.

The results by Bruder et al. show a better performance in interaction tasks on
using distant input and distant input with a virtual hand on doing a selection
test based on Fitt’s Law [4] with a slightly increased performance on distance
pointing using a cursor.

3 Development of Interaction Concept

The development of an interaction concept for a GIS in maritime context re-
quires expert knowledge in terms of scenario planning, task descriptions for
future planning of use cases as well as special cases concerning the conception
of a man-machine interface in on- or offshore use. For this purpose the ATLAS
ELEKTRONIK GmbH provided experts from the maritime field that currently
are involved into user interface development for onboard systems, with some of
them having a seafaring background. The ATLAS ELEKTRONIK GmbH is a
naval and marine electronics business company domiciled in Bremen, Germany,
specialized on integrated maritime electronic systems and sonar sensors.

4 http://www.openni.org/files/nite/
5 http://www.openni.org/
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3.1 Guided Expert Interview

A group of five maritime experts of the ATLAS ELEKTRONIK GmbH were
surveyed via guided expert interviews [11], [12] to further investigate the field.
All participating experts had basic experience with touch-based interaction in 2D
GIS by the time of the guided interview which was divided into three categories:
Stereoscopic Visualization, Interaction and Scenario-based Application.

Categories one and two analyzed the experts state of knowledge concerning
each topic while category three reconsidered the first two categories in the con-
text of possible scenario-based applications. Each category was arranged as a
set of standardized questions concerning to each topic. The interview guideline’s
consistency was analyzed during a pretest with an extra individual participant.
Each interview was scheduled to 45 minutes and the interviewer annotated the
statements of the interviewees during the interview since none of the interviewees
agreed on live audio recordings.

3.2 Interview Analysis

The analysis of results of the guided interviews illustrate possible fields of appli-
cation for virtual reality GIS software with gesture-based input. The combination
of a 3D visualization with a natural user interface was rated as beneficial by the
experts for three maritime scenarios:

1. Harbor Maintenance and Surveillance
Data for harbor maintenance and surveillance usually converges in onshore
control rooms where data of security and safety systems is reviewed and
analyzed in real-time. Besides the planning and coordination of arriving ships
and harbor personnel data of harbor facilities like surveillance cameras and
underwater inspection data is reviewed. A 3D virtual reality visualization
having interactive access on real-time data of all installed sensors in a harbor
offers possibilities of a central data reviewing element and mastering high
information density.

2. Offshore Wind Park Facility Surveillance and Maintenance
Offshore wind park facilities deserve special protection due to their high
infrastructural relevance. Besides surveillance technology like cameras or
radar, underwater sensors come into operation for maintenance tasks like
echo sounders or under water cameras. An interactive 3D visualization can
be a supportive tool for maintenance tasks but also implies challenges con-
cerning reliability issues in terms of gesture-based interaction since an in-
teractive system must reliably work aboard even under swelling sea states
concerning to the experts which requires extra research.

3. Offshore Bathymetry and Economic Geology
Bathymetric maps and sonographic recordings of ocean beds and sea grounds
are 3D recordings generatedby echo sounders. A 3D representation of recorded
data in a virtual environment is beneficial for planning and evaluating the
allotment of offshore resources concerning expert opinion. A combination of
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echo sounder data sets with sea map data also allows safer maritime naviga-
tion in shallow waters. The use of a gesture-based interaction in swelling sea
states also applies for this scenario which requires extra research.

The aforementioned scenarios form the basis for deriving use case descriptions
for a planned prototype. The scenarios can be arranged into two general subjects.
Scenario 1 and 2 both describe general interaction using a maritime GIS on- and
offshore while scenario 3 is more confined by the idea of working on raw data
sets for their analysis. For further classification of use case descriptions one of
the three elaborated scenarios is selected for future planning and conversion:
Harbor Maintenance and Surveillance. Harbors are central elements in maritime
infrastructure with a multitude of safety-critical concerns. A quick access to
requested data must be guaranteed with a reliable and robust human-computer
interaction. With its multitude on actors and sensors the harbor security and
maintenance scenario offers diverse potential for the definition of use-cases for
gesture-based interaction in GIS. Safety critical issues in this scenario facilitate
increased requirements on reliability. The interviews’ results and analysis form
the basis of the creation of a scenario-based interaction concept for touchless
interaction with GIS in maritime context.

3.3 Basic Operations in Maritime GIS

Further development of the maritime GIS touchless interaction concept requires
a look at GIS functionality in general. Goodchild summarized use case scenarios
to possible use case groups concerning the functionality in GIS, each based on
its conceptual sophistication [7]. Table 1 shows four of the originally six groups,
extended with exemplary tasks including an interaction target which counts as
manipulation object in the virtual system. The classification of the functional-
ity into basic and complex indicates the number of repetitive or non-repetitive
steps to achieve completion of the task. Basic indicates one step where complex
indicates more than one step.

Table 1. Functionality for the maritime GIS application

Functionality Exemplary Task Target Classification

query and reasoning change map or data view virtual camera basic

measurement measure area or track virtual object complex

transformation manipulate or create data virtual object complex

descriptive summaries tag and group objects or data virtual object complex

3.4 Hardware Setup

The implementation of the planned prototype is conceptualized as a component-
off-the-shelf system (COTS) consisting of a Leap Motion controller for hand-
gesture tracking, the Microsoft Kinect sensor for upper-body and head-tracking,
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and a 27 inch passive stereoscopic display, operated with an off-the-shelf laptop
with dedicated graphics hardware. On the software side the open-source GIS
NASA World Wind Java is used which provides all basic functionality of a GIS
software and permits efficient expansion of the available source code with a
gestural interaction. The system will be provided with an interface that allows
the linking of external real-time sensor data for scenario-related experimental
purposes.

Fig. 1. Workplace as head-tracked stereoscopic environment with gestural interaction

Using both a stereoscopic visualization and coupling of the viewer’s head to
the virtual camera, enables an immersive virtual reality setting where the user’s
eyes are not covered as in a setting where virtual reality glasses as e.g. the
Oculus Rift6 are used. This setting allows easy integration of a virtual reality
workspace into everyday workspaces [16] as the planned prototype is designated
for use in harbor control rooms. Also hand-eye coordination remains unaffected
in a stereoscopic head-tracked environment, which additionally allows usage of
manual pointing tools for a possible tangible [8] interaction setup for future
ideas. Therefore, the leap motion device provides high accuracy on two-hand
input and manual tool recognition which can be held in the users tracked hand
e.g. as pointing devices.

3.5 Gestural Interaction Model

The division of interaction tasks into basic and complex operations suggests
an assignment of complex tasks to the user’s preferred hand and execution of
basic tasks to the user’s non-preferred hand[9]. On the basis of the findings of
Bruder et al. concerning interaction models and mid-air selection performance
in stereoscopic environments [3] the choice on using the Leap Motion controller
as gestural input device is consolidated for use in stereoscopic GIS. This affirms

6 http://www.oculusvr.com/
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the idea of a gestural input method with two-hand motion in front of a stereo-
scopic display. Hence, the concept for a distant input method with a virtual
visualization of the user’s preferred hand forms the general guideline for further
elaboration of interaction concepts for the 3D maritime GIS application. While
the preferred hand is visualized in the stereoscopic environment for complex task
interaction the non-preferred hand remains unvisualized but should be used as
input hand for basic tasks simultaneously.

The human hand consists of 16 rigid elements: Three phalanges of each finger
plus the palm. The Leap Motion sensor’s algorithmic processing in its current
state is capable of tracking each finger by providing position and velocity of each
finger tip and the position of the palm. These basic capabilities are sufficient
to create concepts of differently visualized hand interaction models for later
implementation into the maritime GIS as an interactive prototype and later
evaluation. Three different visualizations of virtual hand models are presented
in the following in general terms.

1. Convex Hand Model. In the convex hand model each finger with their
finger tips and the palm of the preferred hand are represented by convex
primitives 2. This approach involves potential occlusion of interaction objects
which can potentially dissolved by adding different levels of translucency to
the convex Hand Model.

Fig. 2. Interaction model of preferred hand using a convex hand model

2. Kinematic Hand Model. The kinematic hand model is represented by a
non-volumetric virtual model of the user’s hands functional structure visual-
ized through lines 3. The lines thickness is planned as to be adjustable (here
shown using a thicker line visualization).
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Fig. 3. Interaction model of preferred hand using a kinematic hand model

3. Point Cloud Model. The point cloud model represents the key features
of the user’s hand by visualizing finger tips and ends, and the palm’s mass
centre by points 4. The points’ size is planned as to be adjustable.

Fig. 4. Interaction model of preferred hand using a point cloud model

4 Summary and Outlook

This work elaborated a basic interaction concept for touchless human-computer
interaction for geographic information systems in maritime context. Experts
from the maritime field were interviewed for the development of possible mar-
itime scenarios and as a basis for the future planning of use cases. The scenario
”Harbor Security” has been identified as having a high potential for future con-
version since this scenario implies a variety of actors, potential interaction objects
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and different sensors. Additionally, the scenario features particular requirements
in terms of reliability as harbors are highly frequented areas where clear view
on available system data with rapid cognitive information processing and reac-
tion times are indispensable. Basic GIS operations have been tabled and been
purposed as basic and complex interaction tasks for the two-hand touchless in-
teraction concept, in which the user’s non-preferred hand operates basic tasks
while the users preferred hand operates complex tasks. Different hand models
for virtual object interaction have been elaborated and presented. All neces-
sary hardware and software components were arranged for a first stereoscopic
GIS prototype. Future steps are the implementation of the elaborated scenario
into the stereoscopic GIS environment and the integration of the COTS sensor
hardware into the GIS software. The implementation of the presented touchless
interaction model will be followed by an evaluation in which the three virtual
hand models, presented in this work, will be further investigated.
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Abstract. The purpose of this paper is the exploration of the possibilities that 
Tangible User Interface (TUI) may offer in the area of sound synthesis, by re-
configuring the functionality of the existing TUI tabletop musical instrument 
called “Reactable” and redesigning most features, adjusting it to a synthesizers 
needs. For this research we analyzed sound properties, physics and formation, 
as well as how human used these features to synthesize sound. Afterwards we 
present the properties and advantages of TUI technology, and its use in sound 
and music, distinguishing Reactable, for being the most even musical instru-
ment using TUI. As an outcome we develop and present an initial prototype 
modular synthesizer, called Spyractable. Finally, we subject Spyractable to us-
ers’ evaluation tests and we present the outcomes, making suggestions for fur-
ther investigation and design guidelines. 

Keywords: Sound wave, harmonics, modular synthesis, modules, tangible user 
interface (TUI), tangibles, patches, graphical controllers. 

1 Introduction 

Reactable is a tabletop TUI musical instrument, uses specially developed fiducial 
markers and gestures to produce intimate music [1]. Design was involving the devel-
opment of a multiuser organ, with simple and intuitive use, without any guidance or 
manual needed. It produces music from the first interaction and supplies with optical 
feedback the users, so to make known of its state and use [2]. Users manipulate finger 
gestures and special fiducial markers (the tangible tokens), that are connected dynam-
ically in a modular analogue synthesis way, on the reactable’s surface, to change 
sound structure, control its parameters and create music [3]. 

Even though Reactable has sound synthesis capabilities, it concentrates more on 
music production and less in sophisticated sound synthesis, introducing just the basic 
modular synthesis principles [2]. 

In this paper, sound and sound synthesis, TUI's technology and Reactable's main 
features and software have been explored and an appropriate interface has been de-
signed to adjust Reactable’s features to a sound composers’ needs. Finally, a small, 
but adequate, version of a tangible user interface tabletop modular synthesizer has 
been designed and implemented, so to evaluate if such a venture can contribute to a 
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simpler and faster way of synthesizing sounds, with a clearer view of the user’s  
actions that enhances experimentation and creativity. The synthesizer is called  
Spyractable and is able to implement classic and more complex, methods of synthe-
sizing, addressed to users with a long range of knowledge on sound synthesis, starting 
from knowing the basics to more sophisticated skills. 

1.1 Sound 

When a sound source is being vibrated, it causes a propagation of periodic changes of 
the atmospheric pressure. This propagated disturbance is called wave and as travels 
through air (or any other compressible media), it carries energy. The wave’s crests 
correspond to the compressions, troughs to the rarefactions of the atmospheric pres-
sure and zero prices to atmospheric equilibrium. When a wave reaches an ear, and 
fulfills some conditions as described later, it stimulates the acoustic nerves and the 
brain interprets these waves as sounds. The simplest wave that can be discrete, is 
described the sinusoidal wave. Most sounds in nature are not simple but complex, 
formed by many different sinusoidal waves. The human ear analyzes sound in its 
consisted sinusoidal waves and sends different signals to the brain [4, 5].  

Wave has the following objective and corresponding subjective characteristics that 
correspond to its nature and to human interpretation.  

Frequency and Pitch: “Frequency” is the characteristic that describes how often 
the periodical disturbance is being repeated and is measured in Hertz. Frequency is 
perceived as “pitch”. Human ear corresponds to sounds from 20 Hz to 20 kHz [7]. 

Volume and Loudness: The wave’s crests and troughs give the amplitude of the 
wave that represents the amount of energy carried within the wave (the volume) and 
is being measured in watts/m2. Human interprets volume as “loudness”. Different 
frequencies with same volume are not perceived at same loudness [4], [5]. 

Phase: The moment of the time circles of a period when the wave started is called 
“Phase” and being measured in degrees [5], [6]. 

Time Envelope: Every sound has a start and an end. The curve describing how the 
amplitude is being developed in that period of time is called Time Envelope. Time 
envelope is usually divided into four segments: Attack, is the time from the triggering 
of sound, till it reaches the sound’s crest amplitude. Decay is the time sound is taking 
from crest amplitude to normal level of sound, as long as it endures. Sustain indicates 
the amplitude the sound has during its duration and is a percentage of maximum am-
plitude achieved at Attack time and last segment is Release time. The time the sound 
endures till it stops, after the sound source stops to vibrate [4], [6].  

Harmonic contain – Timbre: Most sounds are sums of many different sinusoidal 
waves, with each one to have its own frequency, amplitude, phase and envelope. This 
sum is called harmonic contain and it is this characteristic that make people distin-
guishing the many different sounds, characterizing as “Timbre”. In every harmonic 
contain there is one louder wave (fundamental) that determines the pitch of the sound. 
In order a sound to sound fine, all the other waves have to be integer multiples and 
submultiples of fundamental’s frequency, obeying the formula  fn=ff*n±1 The mul-
tiple frequencies called overtones and the submultiples sub - harmonics. Every other 
frequency causes the sound to sound bad / inharmonic [4], [6]. 
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1.2 Synthesizers. 

A sound synthesizer is a device that has the ability to produce a wide range of sounds, 
either imitating existing organs, or producing new sounds that don’t exist in nature. 
Synthesizers use various methods and circuits to handle electrical and digital signal, 
as waveform analogue, and turn it into sound. It has three parts: Controller that sets 
the pitch and other factors of sound. Speakers that turn electrical signal into sound 
and the generator that carries all the appropriate equipment to produce sound. There 
are three main kinds of synthesizers: Analogue that use electrical signal, digital that 
uses digital signal and VST’s that are computer software [6], [7]. 

Synthesizers, in order to handle sound, use discrete components to do separated 
elaborations and formations to the signal, till it becomes sound. The basic units are: 

• Oscillator: Circuit that produces alternating signal in a circular periodical change, 
just as a wave. It’s the mother of sound [4], [6]. 

• Low Frequency Oscillator: This unit is also an oscillator that produces a non 
hearable signal between 0.1 Hz and 20 Hz. Its purpose is to slightly modulate other 
module’s factors. If it modulates oscillator then we have “vibrato”, if it modulates 
the amplifier’s gain, we get the “tremolo” effect [4], [6]. 

• Amplifier: It multiplies signals amplitude, in order the sound to be hearable. It is 
also used to “shape” a sound by using a time envelope to its signal exit [4], [6]. 

• Envelope Generator: Unit that produces electric control voltage or digital com-
mand. As it name reveals, it is the unit that generates time envelopes [4], [6]. 

• Filter: This is a unit that clips or weakens frequencies within a range, defined by 
its kind and attributes [4], [6]. 

• Effect Processors: Special circuits that modify the acoustic signal in a way that 
has to do with its environmental behavior [4], [6]. 

• Mixer: Circuit that adds signals, at specified volume levels, into one unique signal. 
• Modulator: Modulation is a procedure where a signal modifies some characteris-

tics, as frequency, phase, amplitude and harmonic contain, of another signal. This 
method is used to shape signals and create sounds or within effects [4], [6]. 

• Sequencer: It’s a district, additional unit that produces notes [4], [6]. 

There are nine basic methods of sound synthesis, but VSTs make it possible to pro-
duce some more hybrids. The most important Synthesis techniques: 

• Modular Synthesis: The base of all analogue methods, the first method used to 
form different sounds. The composer connects modules using simple cables in or-
der to make the desirable sound, forming many different synthesis types [6], [8]. 

• Additive: It does the opposite procedure of ear, meaning it uses many oscillators, 
producing frequencies with its own phase, amplifier and time envelope [6], [7]. 

• Subtractive: With two or more oscillators and a mixer we produce a complex 
waveform that is being filtered with one or more filters, so to obtain the harmonic 
contain the composer wants [6], [7], [9]. 
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• Physical Modeling: It is a method, which uses mathematical models to simulate 
the cause of the sound, as it happens in nature. A computer calculates the sound 
wave that will be produced from the knocking of a string with a hammer in a 
wooden box for example, and oscillates the oscillator in that manner [6], [9]. 

• Sample Based: This kind of synthesis uses recorded samples of organs in all the 
frequencies. The controller triggers the oscillator to play the corresponding fre-
quency. Usually two or more oscillators are used, then mixed and follow the com-
mon procedure, filter, amplifier and effects with LFOs and envelopes. [6], [9]. 

• Frequency Modulation: As described before, frequency modulation uses a heara-
ble signal – modulator- to modulate the frequency of another signal-carrier. Carrier 
sets the fundamental frequency and modulator the overtones. Overtones volume 
depends on modulators and carriers amplitude ratio [6], [7], [9]. 

• Phase Modulation: Modulator is a special oscillator that is able to change phase 
circle velocity. If, for example, phase gets from 0 to 360 in half time, this means 
that the period of the wave lasts have the time so the frequency is doubled [6], [10]. 

• Linear Arithmetic: Digital kind of synthesis that combines subtractive and sample 
based methods. It uses two mixed tones. Each tone is made by two sound partials. 
Partial P is a sample based sound made by a sample oscillator and a time variant 
amplifier. Partial S is a subtractive sound made by an oscillator, time variable filter 
and amplifier. The partial P sets the Attack of the sound and partial S the decay, 
sustain and release of the sound [6], [7]. 

• Wavetable: Digital method that uses a matrix of samples. Some samples will con-
stitute attack and decay and another sustain and release. [6], [7], [11]. 

• Granular: Another computer based synthesis. It is similar to linear arithmetic with 
many parts of samples lasting less than 50msec (grains). These parts form sound 
shadows that can be treated like simple waves later on [6], [12]. 

1.3 Tangible User Interface (TUI) 

Tangible User Interface, are graspable, physical or embodied user interface with least 
differences, and are a physical handle to a virtual function that is being used for one 
and only dedicated manipulation [13]. In TUIs, physical objects (tokens) are both 
controllers of digital information and physical representation of it [14]. 

TUIs have the following attributes regarding representation and control [14]: 

• Physical representations, computationally coupled to underlying digital info. 
• Physical representations embody mechanisms for interactive control, using move-

ment, rotation, placing and other manipulations to control the system.  
• Physical representations are perceptually coupled to actively mediated digital re-

presentations. Both physical and digital representations play the same important 
role in representation and are co-depended. 

• The physical state of interface artifacts partially embodies the digital state of the 
system. Even with a switched-off system, tokens may represent, with their state, 
the implied functionality of the system. 
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In order an interface to be Tangible, It has to embody the following properties [13]: 

• Space-multiplex both input and output: This means that each controllable function 
has a dedicated controller, occupying its own space. 

• Allow for a high degree of inter-device concurrency both for input and output. 
• Increase the use of strong specialized input devices. Physical artifacts that control 

the interface must have exclusive, dedicated control area. 
• Have spatial-aware computational devices. 
• Have high spatial reconfigurability of devices and device context. Physical control-

lers may not be used at a specific moment during a handle, but their presence in 
space, keeps reminding their functionality. 

Sheiderman identifies three basic properties of direct manipulation interfaces [13]: 

• Continuous representation of the object of interest. 
• Physical actions or labeled button presses instead of complex syntax. 
• Rapid incremental reversible operations whose impact are immediately visible. 

Advantages of TUIs [14]. 

• It encourages two handed interactions. 
• Shifts to more specialized, context sensitive input devices; 
• Allows for more parallel input specification by the user, thereby improving the 

expressiveness or the communication capacity with the computer; 
• Leverages off of our well developed, everyday skills of prehensile behaviors for 

physical object manipulations. 
• Externalizes traditionally internal computer representations. 
• Facilitates interactions by making interface elements more "direct" and more "ma-

nipulable" by using physical artifacts. 
• Takes advantage of our keen spatial reasoning skills. 
• Offers a space multiplex design with a one to one mapping (control – controller). 
• Affords multi-person, collaborative use. 

TUI systems have already been used successfully in learning processes, concerning 
narrative or rhetoric programming, molecular biology or chemistry, physics and dy-
namic systems [16]. There have been an enormous number of applications that take 
advantages of TUI in order to produce sound or music [17]. They could be separated 
in two big categories: Table tops and appliances. Tabletops usually use cameras and 
embodied sensors to input the handles information and screens or projectors to output 
the digital representation. The interaction takes place at a specific space. Such sys-
tems are Audio D-Touch [18], Audiopad [19], Smallfish [20], Jam o-drum [21] and 
Reactable [1]. Appliances use electronic tokens carrying the digital representation on 
them and spatial standalone interacting within their parts (e.g. blocklam [22] and au-
diocubes [23]). Various other application domains [15]: 
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• Information storage, retrieval, and manipulation. 
• Information visualization. 
• Modeling and simulation. 
• Systems management, configuration, and control. 
• Education, entertainment, and programming systems. 

1.4 The Reactable 

The Reactable is an instrument, which seeks to be collaborative, multiuser, intuitive, 
giving no manual or instructions, sonically challenging, non-intimidating instrument, 
learnable and masterable, suitable both for novices and advanced electronic musi-
cians, for home use, studio or live performance of electronic music [24], [25], [26]. 
Regarding its functionality, Reactable is based on a translucent round table on which, 
users interact by moving tokens, changing their position and controlling with these 
actions the topological structure and the parameters of a sound synthesizer.  

 

 

Fig. 1. The Reactable architecture and live action snapshot 

Moreover beneath the table, there is a projector dynamically drawing animations 
on its surface, providing a visual feedback of the state of the synthesizer [24], [26]. 
Every token brinks a special fiducial marker that is been read by a camera, placed 
beneath the surface. Software, specially developed for Reactable called “reacTIVi-
sion”, reads tokens’ id, orientation, as well as finger placing and gestures, producing 
information about each token’s position, rotation angle, fingers’ positions and time 
related sizes, as speed, acceleration etc. [25], [27], [28]. This data is send to connec-
tion manager software that will make the appropriate calculations about tokens’ state, 
based on orientation and proximity, producing control data for the sound and visual 
feedback [24], [26]. Sound synthesizer is based on modular synthesis principals whe-
reas every token represents a module and their orientation will dynamically set up the 
desirable connections of these modules [24], [25], [26]. Due to its goals, Reactable is 
equipped with various sample players, melodic and rhythmic, effects, filters, oscilla-
tors and LFOs, sequencers and stuff that will help user to immediately produce music, 
either his knowing how Reactable works or not [24], [25]. The visual feedback, pro-
duced by a visual synthesizer, provides user information about token’s state, sound’s 
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state and modular connections, drawing the formed waveform that “exits” every 
module. Moreover, it draws graphical controllers, such as sliders, pop-up menus and 
secondary modules, controlled with fingers [24]. 

2 Introducing the Spyractable 

2.1 Concept and Goals 

Getting knowing the Reactable, a simple idea was born. What if all this technology 
didn’t serve the purposes of reactable, an intuitive, ready-to-play organ for electronic 
music based on modular synthesis, but used to synthesize sounds, an ability that sure 
Reactable has, but not in a highly sophisticated manner. Would a combination, of 
computer based modular synthesizer and tangible user interface, offer new possibili-
ties and facilitations to a sound composer? Spyractable was developed to research  
for this hypothesis. Our goal was to make a computer – based tangible user interface 
modular synthesizer that would offer to users the opportunity to facilitate sound  
synthesis in: 

• Achieving a target – sound. 
• Encourage experimentation. 
• Save time. 
• Cover user’s needs for synthesizing sounds. 
• Give clear image about how the sound is being synthesized and what the user did 

with no complex handles that disorientate composer from synthesis and engross 
him with button handles and way-finding through confusing menus. 

Users and Usage Scenarios: As a user, we define anyone who wants to synthesize 
sound and is aware of the basic modular synthesis knowledge. We want user to be 
able to create a sound with various ways, modify a sound as desired in a live time 
expression situation and correct wrong options as soon as possible, with always be 
aware of what’s happening. 

Design and Implementation: In order to have an adequate synthesizer to com-
plete our research it was decided to develop one that will surely implement a modular 
synthesizer and moreover give a little taste of other synthesis methods, in short mode. 
It will have various oscillators, filters, effects, LFOs, envelope generators and am-
plifiers, and could be able to use various synthesis methods. The technology was 
known, but since we are developing a completely new task, we have to adjust most of 
the features, keeping the dynamic patching in a modular metaphor by using reactivi-
sion’s fiducial engine and Reactables architecture. Since this project is done in aca-
demic environment and purposes, it was decided to use open source software. 

The main program runs in processing, a java based program for graphics that runs 
in its own compiler [29]. Sound synthesizer was made with pure data, a visual pro-
gramming language, member of the patcher family [30]. Processing runs the Spyract-
able. It accommodates the connection manager, receiving messages from reactivision 
via TUIO library, generates the graphics (visual synthesizer) and reads the pure data 
file via libpd library. 
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oscillator’s frequency (FM synthesis) with a sine oscillator. The user can choose be-
tween the modulation index and the modulator’s / carrier’s frequency ratio. The pitch 
is input via midi keyboard. 

Hardware: For the hardware we used a 32” Plexiglas surface (4:3) , 45 infrared 
led lights SFH 485 Osram 880nm , a sony ps3 eye camera without infrared filter, an 
infrared light pass filter 850nm and a Toshiba TDP45 projector. The software was 
hosted by a Mac book snow leopard. 

Interacting with Spyractable: In order to get a sound, user has to put an oscillator 
on the surface. Immediately it is connected to the main amplifier, controlled by the 
master volume. The sound, after is triggered by the midi keyboard controller, is conti-
nuous since no volume envelope is applied to shape it. In same case, sample oscilla-
tors just play the whole triggered sample till is finished. Next step for the user is to 
connect an amplifier into the chain. Amplifiers hold the volume ADSR time envelope. 
In order to make a modular chain, every oscillator draws a color zone, whatever patch 
(the token accompanied by graphical data forming a module) is in that zone, is dy-
namically connected in a sound chain, starting with the oscillator at the left and end-
ing at the auxiliary exit at the right side of the screen, connected in turn. The connec-
tion between two patches is visualized with the waveform that travels from one to the 
next module, just like Reactable. LFO and modulator are dynamically connected 
through proximity rules, to the nearest available patch. All the parameters can be 
changed either with rotation of the token or with finger handling the side graphical 
controllers (radio buttons, sliders, switches etc). In order to change one parameter the 
biggest number of movements, a user may do, in the worst case scenario, is three 
finger actions, all clearly attached to the controllable patch, saving time and easily 
clarifying the sound modification. The sound zones may be overlapped. In this case 
whatever module is in the common zone area accommodates both sound signals de-
rived from its left side. 

3 Testing and Evaluation 

For the final evaluation of Spyractable, we proceed to usability testing by using two 
methods. Firstly candidates performed a “Think Aloud” Usability Test [31]. During 
the test they were given 5 tasks to do. First task was to find how Spyractable works 
and what each token does. After this we explained to them whatever they didn’t find 
out and proceed to the next tasks. The next three tasks included synthesizing a given 
sound, with scalable difficulty from task to task. The last one was to make a sound of 
their own taste. The purpose of these tests was to find how intuitive use Spyractable 
may have, what usability problems it has, as far as it concerns connectivity, logic and 
control (both token handling and GUI), how fast, or slow, a sound – goal can be 
achieved and how it does with free experimentation. 

Usability test was supplemented with a semi-structure interview, willing to found 
out more about what candidates liked or didn’t like, what incommoded them, what 
more did they expected and what surprised them. 
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Five candidates participated the test, with different level of knowledge in synthe-
sizers (novice to experts), different cultures (analogue devices to complex computer 
programs) and different focus in synthesis (hobby sound creation to professional 
sound designers). 

Various conclusions were given about the way of use and the behavior Spyractable 
faced, depending on the categories of users, but as far as it concerns usability prob-
lems, most people agreed by finding the same ones. 

As far as it concerns logical mistakes and disadvantages, most people didn’t like 
the view of GUI elements or didn’t notice some of them at all. All the candidates 
looked up for the volume envelope to be controlled by the oscillators’ patch, even 
though this is incorrect for the modular logic. Expert users though modulator was for 
Ring modulation effect, even though they use fm synthesis on VSTs, and many prob-
lems were faced with the rotation of patches since when it reached its maximum price 
it hopped back to the minimum and vice versa. 

As far as it concerns usability problems, most people couldn’t handle patches on the 
surface and either they were hiding the GUI elements or had to move them to other 
positions, sometimes whole of the sound chain. Another similar problem that contri-
buted the first one was the ergonomics of the set-up. Candidates had to either rise from 
their positions to put a token on the upper space of the screen, or put them at the down 
side till they couldn’t fit. Another serious notice was that most of the candidates were 
using only one hand to handle them and the other to trigger notes from the keyboard, 
even though they had alternatives for note triggering. This is probably a matter of ha-
bit, because since they were helped with keyboard, they started using both their hands. 
The third problem was in some cases a though, and in others an incident. What hap-
pens if you accidentally step on the surface, displace the tokens or change a GUI given 
option, moreover during live performance? This mostly had to do with Spyractable’s 
early view that didn’t inspire any confidence but on the other hand looked very fragile. 
Last but not least was the question how it will save a sound, how it will reload it and 
how the reloaded sound will be controlled? But since we don’t come up in design with 
that matter, we don’t really know whether there will be a problem or not. 

To answer our assumptions and thoughts, despite the upper problems, Spyractable 
impressed most of the candidates, willing to fix the problems and expand it with more 
effects and features. It does shorten synthesis procedure time with fewer steps till the 
final goal, compared with what candidates used to use. Candidates also claimed that 
they understand some things they hadn’t clear in their mind, and it was much more 
playful and mind absorbing than the synthesizers they had with much easier manipu-
lation. To end up with we believe Spyractable to enhance creativity, since candidates 
were truly happy to make their own sounds and took much time for this, used as much 
patches as possible, even asked for more and impressed by using techniques they 
didn’t have in mind (like the two amplifiers or parallel use of sample oscillator and 
simple oscillators) and proposed creative ideas to elevate the fan. 

4 Future Development and Research 

All the conclusions came up with some standards that are: 
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• It was a brand new experience for all the candidates and were impressed. 
• It was a small implementation with the least synthesizer features. This fact made it 

easier to build an easy to use interface. 
• The set up was truly very dreadful to fall apart. 

So far TUI looks really helpful with sound synthesis, and most of Spyractable’s prob-
lem seem to be easily, or not so easily, solved, but if we really want to see if a TUI 
synthesizer can stand as a commercial product, we have to test it with better hard-
ware, and much more tokens and complicated modules, tested by candidates who are 
familiar with TUI technology. 
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Abstract. This study aims to demonstrate the interaction between the human 
being and the machine through a neural pattern recognizing interface, namely 
Emotiv EPOC, and a robotic device made by Arduino. The union of these tech-
nologies is assessed in specific tests, seeking a usable and stable binding with 
the smallest possible rate of error, based on a study of how the human electrical 
synapses are produced and captured by the electroencephalogram device, 
through examples of projects that achieved success using these technologies. In 
this study, the whole configuration of the software used  to bind these technolo-
gies, as well as how they work, is explained, and the result of the experiments 
through an analysis of the tests performed is addressed. The difference in the 
results between genders and the influence of user feedback, as well as the accu-
racy of the technologies, are explained during the analysis of the data captured.  

Keywords: Emotiv EPOC. Arduino. Brain-Computer Interface. Interaction. 
Electroencephalogram. 

1 Introduction 

According to the French philosopher Pierre Lévy, social and economic changes of the 
21st century came to establish a new paradigm of social life in the contemporary 
society. Such abrupt change of paradigm is what sociologists of current technology 
come to call “The Technological Revolution”. In his book “O que é virtual?” (Becom-
ing Virtual: Reality in the Digital Age) (1996), Lévy sets and demonstrates how the 
virtual abstraction of information has an impact both on everyday life and on more 
complex business processes, science and even contemporary human thought.  

As well pointed out by Levy, the development of the very scientific method is al-
ready conditioned to the use of digital technology and information technology. Medi-
cine and neuroscience, through digital image modeling for diagnostics, establish a 
pattern of work, making use of resources which, for simple clinical psychology, 
seemed unreachable.  
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It is with this intention that Emotiv EPOC, a helmet which consists of a complex 
portable noninvasive electroencephalogram apparatus produced by Emotiv, is pre-
sented in this study. 

In addition to the Emotiv EPOC, other technologies, such as robotics (e.g. through 
Arduino), are easily falling into the hands of ordinary people. One can buy the Ardui-
no Starter Kit for an affordable price and this is a very easy platform to work on. 

The Emotiv EPOC, as well as his brother, the Electroencephalogram (EGG), use a 
set of fourteen sensors and two references to tune the electrical signals produced by 
the brain in order to detect patterns of thought, feelings and expressions in real time 
(EMOTIV, 2013), and based on the assumption that the device can receive such in-
formation, it is possible to use them for any purpose; from playing a specific game for 
this interface or controlling common actions in any application on your computer 
without using a mouse or a keyboard, to performing physical actions through the use 
of Robotics in conjunction with the EPOC, everything is defined by how the device is 
used and how the information captured will be treated and used. 

An idea to make use of these data is, precisely, its combination with robotic inter-
faces, such as the Arduino, to create prototypes and test the concept of functionality, 
thus expanding the horizon of utilization for larger applications and having a greater 
influence on the scientific and commercial environment. 

According to McRoberts (2011, p. 22), the Arduino is a micro single-board con-
troller and a set of software to program it. In practical terms, it is a small computer 
that you can program to process inputs and outputs from the unit and the external 
components connected to it. 

Based on the assumption of using the EPOC as the data input device, and the Ar-
duino as the output device, this study intends to unite the two technologies and devel-
op an interface (software), with the purpose of demonstrating the functional visibility 
of neural reading for robotic control. 

Through this project, the idea that the link between the EPOC and the Arduino is 
really possible will be proven, thus generating new possibilities far greater than four 
simple lamps lighting up controlled by the power of the brain. 

2 Electrical synapses and the EEG study 

The nervous system “is the basis of our capacity for perception, adaptation and interac-
tion with the world in which we live” (GAZZANIGA, 2000 Apud STERNBERG, 2008, 
p. 43) and “through this system we receive, process and then respond to the information 
that come from the environment” (RUGG, 1997 Apud STERNBERG, 2008, p. 43). 

Through devices such as the EEG and study areas such as the neuroscience an im-
portant objective of the work and study of the brain can be attained, locating the areas 
responsible for a given function or behavior (STERNBERG, 2008, p. 42). 

Everything that happens in the brain and, consequently, in other parts of the body 
occurs due to the synapses. Lent (2005, p. 99) refers to the synapse as “a biological 
chip, because the computations that the neural circuits are capable happen in them“. 
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Among all the 1,000 synapses formed and the 10,000 received by a neuron, the 
majority consists of chemical synapses, conducted through the neurotransmitters. The 
rest occurs by electrical impulses through the presynaptic membrane and through the 
channels that bind presynaptic and postsynaptic cells (KANDEL & SIEGELBAUM, 
1995 Apud MONTENEGRO, 2012, p. 01), and these impulses are called electrical 
synapses, responsible for the transmission of information between neurons, which are 
picked up by EEG devices. 

The whole process of capturing the electrical signals from the brain by the EEG 
device depends on the existing electric current of the brain, but this in itself has no 
power. For the electrical current to flow a conductive bridge connected to the brain is 
necessary – considered, in this case, as the source of energy – thus creating a circuit. 
This “brain circuit” is formed as any other electric circuit, and the science of electrici-
ty works the same way. 

Simply put, the electroencephalographic record consists of capturing the cerebral 
electrical using electrodes, transmitting to the electrode box and then to the amplifiers 
of the EEG device. Then, the record is made. The breadth and width of each wave are 
based on the voltage and the frequency of the electrical current captured by the elec-
trodes. 

According to Montenegro (2012, p. 8), the electrodes are the metallic medium 
where the signals will be received. Directly applied to the patient's scalp according to 
the international 10-20 system, which consists of an internationally recognized me-
thod to describe and apply the location of electrodes on the  scalp, the conductors 
register the electrical currents that will be forwarded to the amplifiers. The current 
passes from scalp to the electrode through the current created by the ions present in 
the solution, which is a conductive gel, a paste or even a liquid. An electrochemical 
phenomenon occurs on the link between the scalp and the electrode, turning the ionic 
current in an electron flow, which generates an electrical current capable of being 
transmitted to the EEG amplifiers which increase 1500 times the voltage picked up in 
order to be able to record the electrical activity of the brain. 

The technique of electrodes on the scalp is widely used, since it is not intrusive, 
however, it has many limitations, mainly by suffering influence of the skull itself.  

3 Studied Technologies and Its Limitations 

The interaction of human thought and a given software or hardware goes into test when 
tools that allow it to happen reach the market. The studied union is made possible 
through the interaction between the Emotiv EPOC neural interface and the Arduino. 

The Emotiv EPOC, despite being relatively new in the market, makes use of EEG 
technology to perform actions on digital media through a headset, but it's not a novel-
ty that brain patterns are used to control digital actions in the field of robotics. 

Thus, some projects using portable EEG headsets are emerging. Improving acces-
sibility has been a much aimed target in current studies in different areas, which leads 
most of these studies to be directed to the field of disabled people in order to facilitate 
their lives.  
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For example, the University of Zaragoza, Spain, has been studying, in recent years, 
the possibility of creating a wheelchair commanded by thought captured by an EEG 
machine. 

Through sensors installed in the chair, a scenario is assembled by a software and 
options are given to the user, who makes the choice of where to go only by thinking. 
After the path is designed, the user can rest and the chair calmly goes through the path 
created earlier, decreasing the mental exhaustion present in interactions that require 
concentration to achieve the desired action. 

Although the Spanish project is revolutionary, it was not the only one to be created 
in order to improve the lives of wheelchair users. Shortly after the creation of the 
Spanish project, a team of researchers at the Federal Polytechnic School of Lousana 
(EPFL), Switzerland, also created a project for wheelchair users driven by electrical 
signals detected by EEG, also adding augmented reality to the set of technologies 
involved. 

In this project, two cameras are positioned in front of the chair to detect and recog-
nize close objects on real-time, avoiding, in a relatively simply fashion, possible colli-
sions and accidents that may occur involving the chair and the rest of the environment 
in which it lies. Using software developed for this project, the user controls the 
wheelchair through defined movements, for example, the simulation of movements of 
the right hand to move the chair to the right and of the left hand to move it to the left. 

Besides the two aforementioned projects, the Emotiv EPOC is being used at the 
University Center of Pará (CESUPA), in Brazil, to control a simple wheelchair, built 
on Arduino. Being simpler than those cited above, this project makes use of a regular 
wheel chair, fitted with motors and a laptop. The signals are sent to the computer 
wirelessly and it issues specific commands to the chair, making it to move.  

Projects in this area do not cease to be created, which clearly demands further 
study of these technologies. 

3.1 Emotiv EPOC Neuroheadset 

According to the institutional site of Emotiv (2013), the neuroheadset EPOC is a 
personal interface for human interaction with the computer through the acquisition of 
electrical signals produced by the brain, through techniques of electroencephalogra-
phy (EEG), in order to identify thoughts, feelings and expressions in real time. 

 

Fig. 1. Emotiv EPOC Neuroheadset 
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Through 14 sensors and 2 references that offer optimal positioning for accurate 
spatial resolution, brain patterns are obtained for certain functions, in addition to reac-
tions such as eye blinking and smile, and movements such as lifting or lowering the 
head and turn it to the right or left. 

Along with the neuroheadset, accompanies an interface for training where 13 ac-
tions can be trained and patterns of each user for these actions are recorded so that 
when played, are identified correctly. These actions are: move right, move left, up, 
down, push, pull, rotate clockwise, counterclockwise, rotate left, right, front and back.  

3.2 The Choice of Arduino as Platform for Application of Concept  

According to McRoberts (2011, p. 22), “Arduino is a small computer that you can 
program to process inputs and outputs between the device and external components 
connected to it”. 

The Arduino has numerous components that can be connected to it as LEDs, dot 
matrix displays, buttons, motors, switches, temperature sensors, pressure, distance, 
GPS receivers, Ethernet modules or any other device that transmits data (MCRO-
BERTS, 2011, p. 22), and, depending on the Arduino, USB ports that enable connec-
tion to PC or Mac to exchange information. 

A free development platform allows software, or sketches, to be created in a C-
based language, which Arduino understands, and as these are open source as well as 
the hardware, have full compatibility with each other. These sketches are loaded into 
the Arduino board allowing it to interact with the components connected to it and to 
the environment. 

The ease of creating and by its recognition for exercising its role, the Arduino was 
considered one of the best choices for use in proving the concept of usability of Emo-
tiv EPOC connected to an independent hardware platform. 

4 Project, Development and Research Application 

The interaction between these technologies is presented in this project. The idea of 
uniting the brain activities of a subject to a robotics interface is the main focus of this 
scientific work. 

The information used in this paper comes through observation of LEDs on an Ar-
duino board. This board is connected to the computer via USB cable and receives 
specific data sent to it by software that was developed on Windows platform, which in 
turn receives data from EmoKey software and the Control Panel EPOC, as can be 
seen in the representation follow. 

Solely the union of the technologies presented in this project does not prove its 
usability. It can run as expected and technologies communicate through the software 
mentioned, as shown in Figure 2, however, if the error rate and / or difficulty of con-
trolling these technologies are very large, the way which is being made this combina-
tion is no longer useful. 
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Fig. 2. Representation of the interaction between technologies  

Given this thought a series of tests for a total of 10 people is proposed, which are 
divided between males and females in equal percentage, in order to assess the usabili-
ty and the percentage of hits and misses on a range of small assisted tests. 

The first and most important step of the whole process of testing is the calibration 
and training of movements and thoughts in Emotiv EPOC Control Panel. In this step 
the user wears the EPOC, each sensor is properly positioned at the correct point of the 
head based on the International 10-20 system and the signal of each sensor is checked 
through the existing representation on the display. 

After all sensors are sending signal, ranging medium to good, the next step is the 
training of thoughts or movements in “Cognitiv Suite” tab of the Control Panel where 
the five thought patterns are recorded individually, “Neutral” , “Left” , “Right”, “Lift” 
and “Down”. Each of these can be trained as often as necessary according the ability 
of each user to focus. 

The first pattern to be recorded is obviously the “Neutral” because this is the basis 
of comparison for all other movements that are trained later. For this pattern the user 
is oriented to relax and try to keep the mind free of thoughts, or simply do not focus 
on any particular thought, so that electrical signals are captured from a peaceful mind 
without defined patterns of thought. For 8 seconds this pattern is recorded, process 
that can be repeated until the user considered that was, in fact, relaxed and was not 
focused on anything. 

The order of recording after the “Neutral” standard be recorded is irrelevant, be-
cause the training is done individually for each motion, and the order is not important. 
The only point that one should take care on this step is that the user is calm and aware 
of what he/she is doing. They should know that their goal is to focus their thinking on 
the proposed motion and taking care not to record the same patterns in different 
movements, so they are oriented thinking is quite distinct from one another and that 
during training the user has the greatest focus on activity. 

After The patterns are all recorded the next step is the configuration of the second 
software used, EmoKey, whose function is to interpret the signal recorded by the 
Control Panel and play a pre-programmed action. 

The EmoKey works from rules and for each of these is identified and enabled each 
one receives one or more Trigger Conditions which when executed triggers the rule. 

For execution of the proposed battery of tests, four (4) specific, simple rules are 
created, each having a unique action and well-defined conditions trigger. The target  
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Fig. 3. User being training in EPOC Control Panel 

application of all rules is in focus on the screen and is the third software that should 
be working to achieve these tests, as shown in Figure 2, the Java application. 

The rule for “Right” receives a key that consists of writing the number one (1) and 
simulate an “Enter” on the keyboard. The condition for this rule to be performed is 
that thought “Right” is played and is consistent. 

Each of the other three rules, “Left”, “Above” and “Below”, follows the same pat-
tern of the “Right” rule, only changing its action for the respective thought and the 
value that is written and sent to the Arduino. 

The third software used, the Java application was developed with the Swing graph-
ics library used for visual programming. Through this library a simple window with a 
field for entering text and two buttons “OK” and “Cancel” is created, precisely to 
receive the value passed by EmoKey. 

The rule in EmoKey is set to write the command for the thought reproduced by the 
user and simulate a click on the “Enter” key on the keyboard, i.e. confirm the submis-
sion of this information. When confirmed, the value is captured by the Java applica-
tion and sent to the Arduino which should light up the corresponding LED. 

The sketch written in Arduino is used to interpret the signal sent by the Java appli-
cation through the use of the RXTX API, which connects via serial port the computer 
and Arduino. In this sketch are configured, very simply, the rules to light up each 
LED when it receives the expected value, keeping it lit for one (1) second and then 
deletes them. 

The Java application receives the value written by EmoKey previously configured, 
and sends it to the Arduino, which turns on a light for each value (Figure 4) as follows: 

• Thought “Right”: send the value 1 and turns on the green LED; 
• Thought “Left”: send the value 2 and turns on the red LED; 
• Thought “Up”: send the value 3 and turns on the white LED; 
• Thought “Down”: sends the value 4 and turns on the yellow LED. 

 

The Java application is terminated when the user cancels, using the existing button 
in the window, the application without sending any data to the Arduino. 

After all patterns are trained in the Control Panel, the Java application is properly 
working, the sketch is recording in Arduino and the rules are set in EmoKey, testing 
can begin effectively. Each user goes through four (4) test sessions, on the first ses-
sion only a standard is tested and on the fourth session all standards and rules are in 
test.  
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Fig. 4. LEDs on Arduino 

Individually, each session is divided into two parts. The first consists of fifteen 
(15) replicates composed of green arrows pointing in a certain position among the 
four existing. The user should reproduce the thought relative to the direction shown 
by the arrow at each repetition and the results are captured by Arduino are registered 
in a specific table. This part of the session can be seen in Figure 5, where the user has 
no access to the Arduino. 

 

 

Fig. 5. Test without user feedback and results being captured 

The second part is nothing more than a repetition of the first part, that is, the user is 
challenged to play a specific oriented thinking shown by the arrows, but the Arduino 
is in field of vision allowing the user to monitor in real time if their thoughts are ex-
ecuting the proposed action. With that he/she can focus more attention on the pro-
posed standard aiming at turning on the LED. 

Each repetition takes six (6) seconds to happen, and during half the time (3 
seconds) the arrow appears and during the other half of the time the screen turns 
white, giving the user time to relax and clear his mind to run the next thought when 
the next arrow is displayed. 

After all testing sessions were conducted and all data is properly captured the users 
were able to describe how they felt during the testings and how they evaluate it. 

Records containing tables of hits, wrongs and feedbacks of users were analyzed, 
and some results were obtained from them in order to improve the view on the tech-
nologies presented. 

5 Data Analysis 

The analysis of the data captured during the tests intended to check the accuracy of 
the union of the technologies presented, and it was confirmed that the stimulus pro-
duced by the user's brain reaches the Arduino and turns on the LED as proposed. 
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To analyze this accuracy, ten (10) people aged between twenty (20) to twenty nine 
(29) years, invited by the author were used in the tests previously discussed. Without 
following any particular order, five (5) users of male gender and sex, four (4) users of 
female sex and gender and one (1) user of male sex and female gender were tested 
individually. 

One of the issues discussed was to seek to know the relevance of the user to be 
aware whether or not he was lighting the LED as proposed. Each session had two 
tests, one without the user seeing the Arduino board and the other user could check in 
real time if the LED which should light up or was not responding. It was expected that 
when receiving feedback via the Arduino, the user could increase his/her level of hits, 
assuming that one could focus more thought in the proposed action, but as we can see 
in the table below the difference between the first test and the second one not was 
very large, and we can assume that the way the feedback was passed was not as  
efficient as expected. 

Table 1. Difference of feedback to the user  

Result 
Without 
feedback 

% 
With 
feedback 

% Total % 

Hit 302 51% 314 52% 616 51% 

Wrong 50 8% 46 8% 96 8% 

Opposite 61 10% 66 11% 127 11% 

Without 
answer 

187 31% 174 29% 361 30% 

Total 600 100% 600 100% 1200 100% 

 
The entire analysis was based on four (4) possibilities to be able to get the most ac-

curate results. Each stimulus passed to users could result in: 
• Hit: when the respective LED lit according to the passed stimulus; 
• Wrong: when the result had no relationship with the stimulus, for example, we 

obtained the result “up” with the “left” stimulus; 
• Opposite: when the result is the opposite of stimulus, for example, we obtained 

the result “left” with “right” stimulus; 
• Without Answer: When no LED lit during the stimulus. 
As proposed, and judging from the way of selecting users to be tested, a relation-

ship between males and females users was created. From the users it was possible to 
see a greater focus and attention of male users when compared to females. As can be 
seen in the table below, there is no significant difference in the results regarding the 
gender of users. 

During the tests, and even through the opinions of the users tested, there is a clear 
relationship regarding the difficulty when a new thought pattern was added. The first 
test was with only one thought pattern and at each new test a pattern was added. 
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Table 2. Differentiation between Genres  

Result Male % Female % Total % 

Hit 318 53% 298 50% 616 51% 

Wrong 50 8% 46 8% 96 8% 

Opposite 58 10% 69 11% 127 11% 

Without 
answer 

174 29% 187 31% 361 30% 

Total 600 100% 600 100% 1200 100% 

 
At each test performed hits decreases and the amount of different than correct results 

increases, as it requires greater concentration of the user and thoughts that were not well 
recorded end up being forgotten and reproduction of these is almost impossible. 

After all tests and some relevant information have been drawn from these data, 
there is still a relationship that becomes necessary. The overall ratio of successes, 
failures, opposite results and lack of physical response through the Arduino not caring 
about which test resulted that information. The table below shows these results. 

Table 3.   Relationship between Test Analysis and General Analysis 

 

Test 

1 
% 

Test 

2 
% 

Test 

3 
% 

Test 

4 
% Total % 

Hit 244 81% 182 61% 116 39% 74 25% 616 51% 

Wrong 56 19% 51 17% 105 35% 149 49% 361 30% 

Opposite 67 22% 27 9% 33 11% 127 11% 

Without 

answer     
52 17% 44 15% 96 8% 

Total 300 100% 300 100% 300 100% 300 100% 1200 100% 
 

It is noteworthy that the second larger part of the data, which represent the tests 
“Without Answer” does not indicate that the user was not able to perform the move-
ment correctly, but the thought pattern was not concise enough to trigger the rule set 
in EmoKey to light the LED on the Arduino, because during the testing sessions it 
was observed in the EPOC Control Panel where the cube used for training suffered an 
effect according the user's thinking. 

Based on this information, it is worth restating that the percentage of correct res-
ponses and accuracy of movements may prove to be augmented with a greater amount 
of training and with individual settings for each user at EmoKey in the same way it 
was done in the Control Panel during the training of thought standards. 

6 Final Remarks 

This work demonstrates and reaffirms that the technology of reading patterns of neur-
al waves is existing and can be viable and affordable. The devices used in this study 
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are publicly available outside the academic community. Once object of scientific 
projects feasible only for medical systems or high-precision and criticality, technolo-
gy presented here is available to commercial developer and student, so it's only a 
matter of time and market so they can reach the software industry and information 
technology solutions. 

The tests performed and the results achieved in this work are from people without 
any disabilities, which may have uninterested them, making it difficult to perform the 
tests. Bringing these technologies for people with special needs, who see this as a 
change in their lives, totally change the paradigm and likely achievements. 

After all tests, even requiring more precise technologies, it has been proven that 
there is no randomness in the project and that at least one pattern of thought possessed 
great hit percentage, which indicates a valid union and that with well-defined training 
and development of higher level software and hardware the paradigm we live in today 
may be changed. 

The LED lamps the Arduino board turning on as each thought pattern recorded by 
EPOC and projects already undertaken, such as wheelchair controlled by thought and 
the tractor moved by brain signals, show that simple designs can evolve and become 
major innovations, as we see in studies in the area of augmented reality, or even the 
Google Glass project, for example, that have evolved in recent years and may even be 
used in sets with techniques using brain-machine interfaces. 

The results of data analysis indicate that a lot of training and skill to achieve a posi-
tive result is required. This suggests that there is need for research in psychology and 
sensory medicine that will contribute to the development of technology. 

From a systems analysis approach, the default robotic control to light small LED 
lamps may not mean a great advance itself beyond the technology and the physical 
principles applied in electronic devices offer. However, the integration of these two 
technologies is what we hope to be inserted at the forefront of technological trends in 
contemporary society. The virtual world and human communication, through the 
branch of affective computing hitherto presupposed communication interfaces with 
visual and tactile-motor sensory interactions. The paradigm of capturing user inten-
tions directly from its source, for us, includes a bright future for the development of 
information technology. 
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Abstract. We propose a novel heuristic model of vibrotactile feedbacks elicita-
tion. The model is based on two known tactile elicitation principles, i.e. per-
ceived tactile sensation and apparent haptic motion. Our previous studies, along 
with empirical reviews were used to provide an insight of how these two prin-
ciples work individually. Our preceding works on the mapping of texture phase 
diagram of artificial vibrotactile stimuli reveals 3 main perceived vibrotactile 
sensation, i.e. dampness, friction, and hardness. Furthermore, we have conducted 
a preliminary research to observe apparent haptic motion in our proposed haptic 
vest interface. Our findings and the empirical reviews imply that these two haptic 
principles can be used concurrently to create a novel user experience. 

Keywords: vibrotactile haptic feedback, heuristic model, tactile perception. 

1 Introduction 

In recent years, haptic feedback has been intensively researched as one of the important 
elements of multimodal human computer interaction. Haptic feedback plays indispensa-
ble roles in some user scenarios due to its unique characteristics. They include the capa-
bility of delivering information in a non-intrusive way while simultaneously exciting 
the cutaneous sense with rich tactile sensations. Hence, it can be effectively used to 
shift user’s attention from the periphery to the center of attention and vice versa. Fur-
thermore, haptic feedback can be applied for numerous purposes such as wayfinding 
[1], tactile mapping in augmented reality [2], or therapy [3]. 

Vibrotactile stimulus is one of the types of haptic stimuli, which utilizes various 
kinds of waveform to convey haptic stimuli to cutaneous sense [4]. The applications 
of vibrotactile stimuli varies from the vibration alarm in cellular phone, game control-
ler, touchscreen feedback, etc. 

In this paper, we propose a heuristic model of vibrotactile feedbacks elicitation. 
Two known principles in haptic feedback, i.e. perceived haptic sensation and apparent 
haptic motion are discussed in section 2. In addition to empirical reviews in section 2, 
we have conducted researches on perceived haptic sensation (section 3) and apparent 
haptic motion (section 4). Furthermore, our proposed model is discussed thoroughly 
in section 5. Section 6 discusses about conclusion and future works. 
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at least be measured by 3 variables, i.e. reaction time, apprehensibility rating, and 
comfort rating. 

 

Fig. 2. Apparent tactile motion as described by Israr et al. [11]; (a) simultaneous stimulation, 
(b) apparent tactile motion, (c) successive stimulation 

3 Preceding Works on Perceived Haptic Sensation 

3.1 Research Method 

Stimuli design and playback. Our vibrotactile stimuli design concept and the corre-
lation between its variables are illustrated in Figure 3-a. Each stimulus was designed  
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        (a)                (b) 

Fig. 3. (a) Three different types of frequencies to selectively stimulate SA I (low frequency), 
FA I (medium frequency), and FA II (high frequency); (b) A prototype to display vibrotactile 
stimuli that consist of a pair of vibrotactile actuators and digital amplifier 

by the superposition of three haptic vibrations of different frequency ranges, i.e. the 
constructive interference of three different frequency ranges. 

100 stimuli were generated in this experiment and evaluated by our subject partici-
pants by Semantic Differential (SD) test. The values for six variables of haptic stimu-
lus, as described in Table 1 were chosen randomly. There were no stimuli with iden-
tical combination of those six variables. In this experiment, vibrotactile stimuli were 
displayed using vibrotactile actuators (Figure 3-b). 

Table 1. Amplitude and frequency variables for a given force pattern 

Amplitude 
Variables 

Receptor 
Target 

Amplitude 
Range  
(micron) 

Frequency 
Variables 

Receptor 
Target 

Frequency 
Range (Hz) 

Ampli-
tude_FA1 

FA1  
(Meissner) 

0 – 450 
Frequency 
_FA1 

FA1  
(Meissner) 

25– 40 

Ampli-
tude_FA2 

FA2  
(Pacinian) 

0 – 120  
Frequency 
_FA2 

FA2  
(Pacinian) 

200 – 250  

Ampli-
tude_SA1 

SA1  
(Merkel) 

0 – 600 
Frequency 
_SA1 

SA1 
(Merkel) 

0.4– 7 

Procedure. The experiment was conducted in a room with minimum noise and con-
trolled temperature. The stimuli were generated by vibrotactile actuators as described 
in Figure 3-b. The stimuli were continuously played while the subject giving scores to 
Semantic Differential (SD) test. In this study, we used 7-point Likert scale SD ques-
tionnaire, both end of bipolar scale consists of “strongly felt” and “not felt at all.” 
There were 17 onomatopoeias and 100 stimuli for SD test, therefore we had 1700 set 
of data from each participant [5]. 
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3.2 Results and Discussion 

We have developed a new classification method of tactile sensations to explain per-
ceived artificial vibrotactile sensation. A texture phase diagram has been developed 
that can be used to explain the correlation between artificial vibrotactile stimuli and 
tactile perception. This experiment extracted 3 principal components of vibrotactile 
stimuli, i.e. dampness, friction, and hardness that account for 56.52% of overall tactile 
perception. This study reveals similar results with Hayakawa et al. (friction, hardness, 
and moisture) [8] and Hollins et al. who propose softness-hardness and roughness-
smoothness as two of the most important element in tactile sensation. 

Furthermore, the explained cumulative variance is relatively low (56.52%). Hence, 
it suggests that artificial vibrotactile stimuli may not adequately emulate tactile sensa-
tions that are generated by genuine physical materials. However, this result proposes a 
new insight towards possible applications of artificial tactile stimuli in the future. 

In addition to this experiment, another experiment to measure the correlation be-
tween tactile sensations generated by physical materials and their physical properties 
has also been discussed [6]. We have found that roughness tactile sensation strongly 
correlates to surface geometrical roughness (µm), softness to compliance (µm/gf), and 
stickiness to coefficient of friction (µ). 

4 Preceding Works on Apparent Haptic Motion 

4.1 Research Method 

Participants. Sixteen subjects (7 males and 9 females) participated in the experiment. 
All subjects are undergraduate students from School of Design, Kyushu University. 

Experiment Setting. Our experiment subject wears the haptic vest as shown in Fig-
ure 4-b. The experiment sequence is as follows: (1) the subject is asked to wear the 
haptic vest and sit throughout the experiment; (2) A stimulus is chosen randomly and 
exposed to the subject; (3) the stimulus is being played in a continuous loop until the 
subject gives a response; (4) the subject was asked to choose between four directions 
(back, front, left, and right) based on his/her perceived direction of the haptic stimu-
lus; (5) The subject were asked to rate the stimulus’ comfort and apprehensibility on a 
five step Likert scale. These sequences are repeated until the last stimulus has been 
selected. 

Haptic Patterns. Our stimuli for the user testing experiment consist of 34 unique 
haptic patterns, each indicate one of four main directions (back, front, left, or right). 
These patterns include eight front patterns, eight back patterns, nine left patterns, and 
nine right patterns. Each stimulus varies on the vibration strength, haptic pattern, and 
the total exposure time [13]. 
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in parallel on the back and front (i.e., to generate thrusting apparent motions) [14]. 
Apparent haptic motion requires two or more haptic stimuli to vibrate within a specif-
ic SOA and within a specific distance. 

The key characteristics, psychophysiological factors, and elicited sensations have 
been identified and concluded in our proposed model (Figure 5). Those characteristics 
and their corresponding sensations need to be taken into account for effectively de-
signing vibrotactile haptic feedbacks in various user scenarios to create immersive 
user experience. 

 

Fig. 5. Our proposed concept of the elicitation of vibrotactile effects by the combination of 
perceived haptic sensation and apparent haptic motion 

One of prominent examples of applying these vibrotactile principles has been de-
scribed in Surround Haptics by Disney Research [16]. Disney Research developed a 
two-dimensional haptics display mounted on the back of a chair. They fully utilize 
apparent haptic motion, in addition to integrating stereoscopic visuals and surround 
sound to simulate an immersive user experience. However, adding perceived haptic 
sensations into the system would create rich tactile sensation for the users, for exam-
ple: the possibility to simulate rich tactile sensations by alternating the level of rough-
ness, softness, or friction. 

Moreover, we have identified other unknown factors that still need to be explored. 
As pointed by our proposed model in the perceived tactile sensation experiment, only 
56.52% of vibrotactile stimulations could explain overall tactile sensation. Further-
more, in our haptic vest study, users reported that transitions of different haptic pat-
terns affect their way of perceiving directions, which imply that apparent haptic  
motion have a role in determining user experience. 
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6 Conclusion and Future Works 

This study provides additional insights on user interactions with vibrotactile haptic 
feedbacks. Known physiological traits of tactile elicitations have been summarized. 
By combining both of perceived haptic sensations and apparent haptic motion, we 
suggest that rich tactile effects can be created.  

As the future works, we intend to explore more vibrotactile haptic parameters to 
discover other unknown factors in the interaction with vibrotactile stimuli. More in-
depth usability tests will be performed to discover those factors and to test the validity 
of the proposed concept. 
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Abstract. In recent decades there has been an increased interest in sonification 
research. Two commonly used sonification techniques, auditory icons and ear-
cons, have been the subject of a lot of study. However, despite this there has 
been relatively little research investigating the relationship between these soni-
fication techniques and emotions and affect. Additionally, despite their popular-
ity, auditory icons and earcons are often treated separately and are rarely  
compared directly in studies. The current paper shows iterative design proce-
dures to create emotional auditory icons and earcons. The ultimate goal of the 
study is to compare auditory icons and earcons in their ability to represent emo-
tional states. The results show that there are some strong user preferences both 
within sonification categories and between sonfication categories. The implica-
tions and extensions of this work are discussed.  

Keywords: auditory icons, earcons, auditory emoticons, non-speech sounds, 
sonification. 

1 Introduction 

Since the first International Conference on Auditory Display (ICAD) in 1992, re-
search on sonification, the use non-speech sounds [1], has proliferated. As one of the 
simplest sonification techniques, auditory icons [2] (representative part of sounds of 
objects) and earcons [3] (ear + icons, short musical motives as symbolic representa-
tions of objects) have been successfully applied to electronic devices as auditory 
feedback for user activity [e.g., 4, 5]. Following those precursors, spearcons [6] 
(compressed speech) and spindex [7] (speech + index) have also shown improved 
performance and reduced workload with menu navigation tasks in diverse contexts. 
Fairly recently, musicons [16] (music + earcons) and lyricons [17] (lyrics + earcons) 
have also been introduced to enhance aesthetic aspects as well as functional mappings 
of the non-speech sound cues. However, despite successful improvement in perfor-
mance measures, relatively little research has focused on emotional or affective as-
pects of those auditory cues. If any, research treated with either auditory icons [8] or 
earcons [9] only, but few studies compared affective effects of both auditory cues in a 
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single study [exception, 10]. The other research gap includes that affect research has 
depended merely on the simple valence dimension [positive – negative, e.g., 11]. 
Moreover, there was little research to identify the relationship between acoustic pa-
rameters of the sounds and diverse affective dimensions for a design guideline. To 
take a more systematic approach to affect-related auditory cue design research, the 
present paper describes iterative design processes of auditory emoticons (i.e., emo-
tional auditory icons and earcons) and evaluation results of both auditory cues. Addi-
tionally, we provide an analysis of their acoustical characteristics for future design 
guidelines.    

2 Iterative Design Processes  

Sixteen college students, who major (or minor) in sound design or audio technology 
at Michigan Tech, created in total 640 auditory icons and earcons for 30 affective 
adjectives (calm, cold, comfortable, delicate, depressed, dreamy, surprising, fancy, 
free, fresh/cool, impressive, intimate, magnificent, modern, plain, pleasant, simple, 
soft, strong, warm, harsh, boring, confused, dark, dynamic, scared, uneasy, angry, 
disgusting, lively) based on multi-phase design panel discussions [12] under the two 
sound design experts’ supervision. Affective adjectives were selected from previous 
research using the statistical reduction processes (factor analysis and multi-
dimensional scaling) [13, 14] and a couple of adjectives were added to include basic 
six emotions [15]. After completing iterative design panel sessions (3 times) and re-
moving acoustically similar sounds, we selected (112 auditory icons and 115 earcons) 
for further evaluations.  

3 User Evaluation  

3.1 Method  

Thirty three undergraduate students were recruited using the online recruitment sys-
tem (SONA) at Michigan Technological University. Auditory stimuli were presented 
via computer and headphones (Sennheiser HD 380 Pro headset). The auditory stimuli 
used fell into two categories: 1) auditory icons and 2) earcons. Each participant lis-
tened to several (2 – 7: M = 3.73 for auditory icons; M = 3.83 for earcons) sound clips 
from one of the categories. They could listen to the same sound repeatedly as much as 
they wanted. After listening, participants were asked to record which of the sound 
clips best conveyed a specific affective adjective (e.g., angry, fearful, etc.). In total, 
thirty adjectives were used. Upon completion of the task for one category (e.g., audi-
tory icons), participants did the same for the other category (e.g., earcons). The order 
of affective adjectives, the order of category (auditory icons and earcons), and the 
order of sound clip presentation were randomized. Finally, participants were asked to 
decide between their favorite for each category which better conveyed the specific 
emotion. 
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3.2 Results  

Table 1. Each row shows an affective adjective, a description of each auditory cue type and the 
percentage of participants who preferred the sound. * indicates p-values < 0.05.  

Affective Adjec-
tive 

Description of Pre-
ferred Auditory Icon 

Percen-
tage 
Pre-
ferred  

Description of Pre-
ferred Earcon 

Percen-
tage 
Pre-
ferred 

Angry Traffic Jam 52% Distorted percussive 
guitar chords 

48% 

Boring Sigh 55% Descending base 
(plucked) 

45% 

Calm Breeze through trees and 
birds chirping 

52% Dreamy pad 48% 

Cold Wind and shivering 67%  Wind and descending 
piano notes 

33% 

Comfortable Sigh of relief and creak-
ing of chair as sinking in 

61% Woodwind chords  39% 

Confused Quizzical grunt 55% Pitch bent tuning fork 45% 
Dark 1) Thunder clap, 2) Dis-

tant ominous sound, 3) 
Owl hooting 

58% Ominous descending 
strings 

42% 

Delicate Glass breaking 45% High-pitched Oscillating 
piano notes 

55% 

Depressed (sad) Dog whimpering 39% Sad piano song  61% 
Disgusting Man Vomiting 64% Descending deep synthe-

sized tones 
36% 

Dreamy Synthetic Pulsing  6% * Whole tone scale 94% * 
Dynamic Crowd Cheering 39% 2 high pitched trumpet 

sounds 
61% 

Fancy Spoon tapping Cham-
paign glass 

30% * Baroque style harpsi-
chord 

70% * 

Free Wings flapping and bird 
chirping 

64% Synthesized choir and 
chime 

36% 

Fresh/cool Water pouring into an 
ice-filled glass  

70% * Funk music baseline 30% * 

Harsh Grating metal 42% Combination of high 
pitched keyboard notes 

58% 

Impressive Amazed “woah” 55% Trumpet fanfare 45% 
Intimate Girl pleased “ooh” 18% * Aura (pad) and bass plus 

snare 
82% * 

Lively Cheering and applauding 
crowd 

70% * Ascending synthetic 
violin with percussion 

30% * 

Magnificent 1)Trumpet fanfare, 2) 
Thunder clap 

45% Synthesized choir 55% 

Modern Typing, and cacophony 
of beeping 

24% * Fuzzy pad and staccato 
melody 

76% * 

Plain Typing on keyboard 36% Single flute note 64% 
Pleasant (hap-
py) 

Child laughing 70% 3 ascending piano notes 30% 
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Table 1. (Continued) 

Scared (fearful) Woman blood curdling 
screaming 

30% * Tremolo string sound 70% * 

Simple Single tick of clock 48% Xylophone 52% 
Soft Wobbly bell 42% Descending piano (with 

reverb) 
58% 

Strong Loud bang 42% Synthetic bass drum 58% 
Surprising Man short gasp 52% Ascending Fuzzy Key-

board 
48% 

Uneasy Scraping fingernails on 
chalkboard 

36% Tremolo Keyboard 64% 

Warm Fire crackling 67% Acoustic guitar chords 33% 

 
Clear trends appeared in preference within sound categories. There were preferences 
shown for many affective adjectives, as determined by chi-square goodness of fit 
tests. Further, clear trends in categorical preference arose. To illustrate, there was a 
strong preference for auditory icon representation of words, such as cool (water 
poured into ice-filled glass) (p = .024), and happy (laughing child) (p = .024). Mean-
while, earcons were preferred to represent words, such as dreamy (whole tone scale) 
(p < .001), fancy (Baroque style harpsichord sound) (p = .024), intimate (pad, bass, & 
snare) (p < .001), and scared (tremolo string sound) (p = .024). 

3.3 Discussion 

Why are auditory icons preferred sometimes while earcons are preferred other times? 
To answer these questions it is necessary to review the history of auditory icons [2] 
and earcons [3]. The seminal works of Gaver and Blattner et al. established the defin-
ing characteristics of auditory icons and earcons, respectively. These characteristic 
features can be used to differentiate the two categories. A closer examination of these 
may be useful in identifying and understanding user preferences in various contexts.  
 
Auditory Icons. Auditory Icons are often considered analogous to visual icons. Of 
course, the major difference is the sensory modality, with visual icons utilizing the 
visual system and auditory icons dependent upon auditory channels. But the analogy 
is important for understanding the key characteristics of auditory icons.  

Similar to visual icons which contain features that human visual systems can detect 
in parallel (i.e., size, contour, color, etc.) auditory icons can be said to possess analog-
ous features (pitch, tone, volume). Visual icons contain information which represents 
“real world” actions or events (e.g., an image of a camera represents a camera func-
tion in a software program). Auditory icons are the sounds which are paired with 
those same events (e.g., camera shutter sound on a phone indicating a picture was 
taken). Auditory icons then, are simply the “naturally-occurring” sounds coinciding 
with actions and events. This is in contrast to other forms of auditory stimulation like 
alarms, music, and earcons (to be introduced in the next section). In this view auditory 
icons can be thought of as the sounds which result from the interaction of real-world 
objects.  
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The nature of auditory icons makes them better suited for conveying different types 
of information. Auditory icons take advantage of the natural mode of listening which 
is “to identify the events that caused them” [2, p. 169]. Insofar as this the meaning of 
an auditory icon is universal so too can the effects of auditory icons be considered 
universal. That is, auditory icons represent interactions between objects in the envi-
ronment (e.g., sound of a camera shutter, represents real-world actions occurring in-
side a phone) and as long as the sound of the camera shutter has meaning to the lis-
tener it has the potential to convey the same information to that listener. This fact 
highlights one of the potential benefits of auditory icons, namely, it can transcend 
language and cultural barriers.  

Often auditory icons can easily convey a lot of information. This is because audito-
ry icons map the sounds to their respective sources in a way that takes advantage of 
premade knowledge structures. In other words, mappings between auditory icons and 
their sources have already been learned, unlike synthetic mappings (e.g., earcons) 
which have not been learned.  

Gaver [2] also suggests that the auditory icons should be useful for representing 
dimensional data. For each change in dimension (size, weight, speed, etc.) which is to 
be represented there is a corresponding change in the sound in the physical world. For 
example, if an icon is supposed to represent an increase in size of some value, then it 
can sound heavier (louder, deeper, longer lasting, etc.) This still takes advantages of 
the preexisting knowledge structures of the listener. This makes the mapping seamless 
and easy relative to other synthetic sounds and can reduce or eliminate the effort ne-
cessary to learn the mapping of the auditory icon to the function it represents.  
 
Earcons. Earcons, in contrast to auditory icons, are not naturally occurring. Blattner 
et al. defines earcons as “nonverbal audio messages used in user-computer interface to 
provide information to the user about some computer object, operation, or interac-
tion.” [3 p. 13]. In Blattner’s work she describes earcons in a more inclusive way than 
is intended in this paper. Earcons, here, are better described as synthetic nonverbal 
auditory messages. Earcons are called synthetic to mark a distinction between them 
and auditory icons which are either naturally occurring sounds or caricatures of natu-
rally occurring sounds.  

Earcons have specific advantages over other auditory categories, including audito-
ry icons. First, because they are synthetic, earcons can be organized more easily. For 
instance, earcons can be simple sounds (motives) or they can be more complex, in-
volving multiple layers of simple sounds. In this case, each layer can represent a dif-
ferent detail about the real world it is intended to represent. Earcons can be grouped 
together into families based on how many features they share. These relationships can 
be shown hierarchically.  

Therefore, earcons have a generative syntax which allows participants learn the 
meaning of specific earcons without ever having heard them before. In many ways it 
can be considered similar to be a language of nonverbal sounds. However, learning 
the relationships between each of the motives and families and the syntax of the ear-
cons can be arduous.  
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User Preferences. When participants’ indicated the sound which they thought best 
captured each emotion, what factors influenced their decisions? Mapping is likely one 
of those factors. Sounds which do a poor job of representing the event or action which 
they were intended to describe should likely do poorly. Conversely, sounds with good 
mapping should do relatively well. What constitutes good mapping? What follows is 
an interpretation of what factors might be influencing user preferences in auditory 
emoticons. 

It is plausible to suggest that auditory icons and earcons differ in their mapping 
ability. Further, these differences might influence user’s perception of auditory emoti-
con effectiveness in representing an emotion. The ability of a sound to represent an 
emotion is dependent upon its connection to a mental representation of an emotion in 
the user’s memory. Thus, in part, these user preferences can be considered a reflection 
of each user’s past experience and memory. For example, the results show the word 
“scared” (violin tremolo) was best represented by an earcon. This is likely because 
scary things are often paired with a violin tremolo sounds in popular media and enter-
tainment. Additionally, the affective state happiness is much more saliently linked to 
the sound of laughing (auditory icon) than any earcon, at least in the minds’ of a sig-
nificant majority of the participants in this study. The link between the auditory signal 
and a mental representation residing in memory determines how well each emoticon 
represents an emotion, and insomuch it informs their preferences. An auditory emoti-
con which is strongly linked to a mental representation of an affective state will be 
preferred to a weakly linked emoticon. So, user preferences are subject to the varia-
tion in the structure of the users’ knowledge and memory. Of course, these prefe-
rences are also subject to influence from other variables, such as personality and ex-
ternal factors like stress, mood, and other forms of affect.  

Additionally it appears that there could be a large cultural component, especially in 
the case of earcons. Many of the preferred earcons are similar to sonifications used in 
entertainment (i.e., movies, TV shows, news media). For example, the violin tremolo 
is often used to convey fear in movies, the harpsichord (affective adjective: fancy) is 
often used to represent aristocracy in movies. In fact, in this experiment, a case could 
be made that all earcons which were chosen are similar to those commonly used soni-
fications in entertainment.  

A further interesting observation is apparent by looking at Ekman’s basic emotion 
set [15] and close emotions to the set. A cursory analysis shows that preferences are 
almost evenly split between the auditory icons and the earcons. However, a closer 
look reveals that the earcons are more often chosen for the emotions which lie on the 
negative (or avoidance) dimension (e.g., sad, scared). Conversely, the auditory icons 
are chosen for the positive valence emotions (e.g., happy, lively). Even though audito-
ry icons are more salient, if they remind users of unpleasant events or experiences, 
they could be avoided by users. In those cases an earcon might be preferable, as in the 
case of “scared” where participants preferred a tremolo violin sound to a woman 
screaming sound. This could be because of an avoidance of unpleasant sounds like 
woman screaming in the electronic products.  

Consequently, it is expected that auditory emoticons which are strongly linked to 
mental representations of affective adjectives will outperform auditory emoticons 
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which are weakly linked or unrelated in user’s minds. This expectation does not pre-
dict that auditory icons or earcons will be better at representing any specific affect, 
but it does imply that the preferences (overall winners) will be the auditory emoticons 
which were most commonly linked to affective mental representations. Further, it has 
been speculated that there could be a relationship between the preference of earcons 
used in this study and the popularity of those sonifications in media and entertain-
ment. Additionally, it was postulated that Ekman’s basic emotions may be treated 
differentially, with preferences for positive valence emotions to be represented by 
auditory icons and negative emotions to be represented by earcons. This information 
suggests that auditory display designers should take into consideration the culture, 
experience, and memories of their target audience when creating affective auditory 
displays. Further research is required to investigate the complex nature of the relation-
ship between auditory emoticons and user preferences in auditory displays.  

4 Conclusion and Future Work 

Emotional auditory cue sets were created and refined by iterative design processes 
and validated by user evaluation. We are collaborating with international researchers 
to replicate and extend this study to generalize its implications across different cul-
tures. Moreover, we will construct affective dimensions of emotional auditory cues 
and compare them with affective dimensions of emotional visual cues to see the 
commonalities and differences between modalities. As a practical application of the 
auditory emoticons, we plan to test those cues in various contexts, ranging from mo-
bile devices, telecommunication applications, to in-vehicle infotainment.  
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Abstract. Scientific research over the last two decades imputes a beneficial ef-
fect on human-computer interaction by depicting a virtual communication part-
ner onscreen due to the persona effect and the media equation theory. On the 
other hand, looking back at the historic component of human-computer interac-
tions, the burden of adaptation has always been on humans to understand the 
machine and to communicate in accordance with its standards. This paper de-
scribes natural communication and interaction strategies of humans and com-
puters as well as their importance to scientific research. 
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1 Human-Computer-Interaction 

This paper discusses the possibilities of HCI from two perspectives: the social 
sciences, which aspire to develop a natural, human-like multi-channel communica-
tion, and the computer sciences, which engages with technology’s capabilities and 
limitations. Historically, the burden of accommodation has always been on the side of 
humans [1]. Since machines are being built by humans and we already possess the 
evolutionary advantage of being able to adapt our behaviour, it seems logical to as-
sume this division of labour. The problem is the hereby artificially limited pool of 
humans capable of interacting with computers. A broader distribution and application 
of computer systems in the general population was therefore bound to a more user 
accessible form of interaction.  

Following in this line of thought, the development of different kinds of interfaces 
and the intuitive knowledge about their functions and usage is key to any successful 
human-computer interaction. Examples of such are already visible in the market today.  

The Samsung Galaxy S4 [2] mobile phone has a feature installed which enables the 
phone’s camera to accurately track the gaze of a user. Although the built-in front 
camera is not capable of tracking eye-movements, this quit simple gaze-tracking al-
lows for a wide array of helpful and user friendly features. For example in a biometric 
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way which allows to unlock the phone, otherwise it enables the video player to pause 
a presentation once the user physically diverts his attention away from the phone. 
Another example is the scrolling of long text documents or websites. Once the gaze of 
the user is reaching the bottom of the screen, the gadget automatically begins to scroll 
down – allowing for a more intuitive way of reading text on a hand-held device like a 
smartphone.  

TV manufacturers are currently implementing cameras into their latest products 
which, obviously, allow for an implementation of video-chat functionalities. Further-
more, it enables the devices to check for people looking at the screen. Devices capa-
ble of displaying 3D videos without the help of wearing goggles, by adjusting the 
surface of the screen, use the camera to identify a user’s head and position within the 
visible space in front of the TV [3].  

And, of course, car manufacturers are installing additional ways of interaction into 
their cars. Examples are vibrating steering wheels once diverting across lanes acci-
dentally, cameras, checking the eyes for signs of fatigue or simply microphones to be 
able to react to voiced commands.  

But these cases of application are examples of specific devices while the imple-
mentation of new interactive methods in the case of everyday computer systems is 
stagnating. The same is the case for the establishment of additional Human-
Computer-Interaction-Methods in software with an educational purpose.  

2 Designing, Development and Evaluation 

When designing, developing and evaluating human computer interactions, it is helpful 
to use a multi-disciplinary approach to facilitate a broader insight of its processes and 
requirements. This holistic approach facilitates a more profound approach to the chal-
lenges of future HCI research. As a result, this paper describes natural communication 
and interaction strategies of humans and computers, inspects the technical require-
ments as well as developments and deals with future possibilities and improvements.  

While the direction of interactional development has not changed much since its 
early stages, the challenge remains to establish a natural form of HCI, meaning to 
enable computer systems to both acknowledge and interpret multi-facetted user gen-
erated input and to create adequate responses.  

Especially during the last decade natural input methods like gesture based controls 
using range cameras, voice recognition based on cloud computing and face recogni-
tion based approaches were developed, advanced and established. All these methods 
share a common base: Whenever either side is trying to influence the other by an 
interaction, an adapted response is expected. This results in the simple conclusion that 
every form of interaction demands at least some form of adaptive capability [4].  

Research regarding new forms of human-computer interaction is invested in devel-
oping either intuitive ways of operating or about implementing new and yet un-
touched forms of dialogue based communication channels. For example Krämer [5] 
refers to an increased demand for user-centered behavior by computer systems, since 
they have the computing power and the capability for computer scientists to produce 
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such systems. She pertains further to the growing number of users which are less and 
less educated in a certain way about how to engage with computer systems, therefore 
the natural and intuitive ways of interaction will have to increase. The most sophisti-
cated way of a human computer interaction is based on the principles of human to 
human communication, face-to-face, as humans are evolutionized to do.  

The challenge for establishing a real-life-communication between these two enti-
ties is to implement all the audible, tactile, olfactoric, visible and invisible channels 
used in an everyday conversation. While the human part of HCI is equipped with, and 
used to, all the communication possibilities, the expected interpretation and equally 
capable distribution of these non-verbal forms of communication on the side of the 
computer system demands a daring effort. 

Since the 1990s, scientific research is focused on empirical evidence for beneficial 
effects regarding human-computer interaction. Most experimental setups rely on de-
picting an ever so lifelike but still virtual communicational agent onscreen. The idea 
behind it is the evidence shown by the persona effect and the postulations of media 
equation theory. Ideally this would be a person-like robot, but the depiction of a per-
son onscreen has been proven appropriate for facilitating a connection between user 
and computer [6], [7]. But while the rendering of a person’s face, its mimic abilities 
and lifelike animations have progressed quite rapidly over the last decade [8], [9], the 
development in the field of text to speech software is not progressing quickly enough 
to keep up with the computers abilities to graphically display itself as a photo-realistic 
communication partner [10], [11]. 

This discrepancy hinders any dynamic approach of interactive communication to 
pre-recorded voice samples of another human, talking on behalf of the computer. 
Besides developing real-life appearances and realistic voice effects, research regard-
ing the other non-verbal cues of communication is even more prolongated. 

The specified approaches, from simple Input/Output to adaptive forms of interac-
tion, new forms of interaction and finally natural ways of communication deserve a 
clear exploration and evaluation matching the socio-cultural requirements with the 
potential of the current available technology to provide a steady progress in human 
computer interaction. Since this is a convergence of interdisciplinary scientific re-
search traditions, social sciences for explanation of human behavior and applied in-
formation sciences to develop software in accordance with user expectations, the 
potential for future research is extensive.  

3 Input and Output 

In order to establish new communication channels between the user and the computer, 
adequate and accessible hardware has to be implemented. For instance the early print-
out feedback of machines have been replaced by an electronic monitor to display 
information, while the previously used machine assembler code has been replaced by 
an attempted natural form of language which is still used today in the form of ‘if’, 
‘then’ and ‘else’. This usage of a more accessible form of communication led to the 
formation of a dialogue oriented attempt of interacting with machines [5].  
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Due to this development computers became more accessible, were easier to use for 
specific tasks and allowed for their embedded use today. To promote this develop-
ment further, the goal should be to enable computers to be more refined and possess 
improved forms of interactive input and output. Current input methods are basically 
improvised forms of communication, although processor power and software devel-
opment are conceptually ready for a more natural and capable of real-world represen-
tation of a communicational counterpart.  

In the case of an educational system, this would enable a pedagogical agent to per-
ceive and respond to individual issues of knowledge acquisition. Drastically changing the 
way of presenting material to a learner who, for the first time, is enabled to react appro-
priately and naturally once being distracted or unable to follow the presentation [12].  

4 Adaptive Forms of Interaction 

Looking at human-computer interactions, it is important to state that the idea behind 
any form of interaction is a palpable result. Humans want to interact with a computer 
in order to make it compute something. And whenever a computer is prompting an 
error-message it attempts to communicate to a user to change something regarding the 
previously attempted interaction. So whenever either side is trying to influence the 
other by an interaction, an adapted response is expected.  

This results in the simple conclusion that every form of interaction demands at 
least some form of adaptive capability [4]. Even the push of a radio-button on a web-
site results at least in the visual depiction of a selected item. But the attempted effect 
of an adaptive interaction is most probably to facilitate an open form of dialogue be-
tween the user and a machine where one influences the other due to reciprocal com-
munication – being in the shape of a natural language or by selecting metaphorical 
icons which represent an intuitive function like the recycle-bin. 

5 New Forms of Interaction 

Research regarding new forms of human-computer interaction is invested in develop-
ing either intuitive ways of operating or about implementing new and yet untouched 
forms of dialogue based communication channels. And due to the success of social 
network sites, the development which begun with the already mentioned metaphorical 
icons via apparent impasses like the data glove, is now picking up speed mostly be-
cause of the possibility to finance new and creative ideas via social-online-
crowdsourcing platforms [13], due to which the different ways of interaction might 
increase quite rapidly over the next couple of years. 

This is also true for the formation of new communication channels which is de-
pendent on progress and the development of better and faster hardware. But a simple 
webcam to track gaze and infer attention can be enough to enhance the way we inter-
act with a computer system, since it opens up a visual channel for the system to act on 
behaviour instead of relying on the keyboard and mouse interface to simply react to 
the user. 
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Fig. 2. Electronic Educational Instance (EEI) 

gathered and situational context is created. Allowing for the device to be aware of 
potential disturbances and enabling it to react adequately.  

7 Mobile Systems 

The presented forms of interactions and communication have mainly been discussed 
within the background of traditional computer systems. With the ongoing develop-
ment and growing distribution of mobile devices like smartphones and tablets, the 
research is continually focused on developing explicitly intuitive forms of communi-
cating with the device. Traditional forms of providing input like a keyboard and 
mouse have to be represented onscreen in order of providing these new devices with 
the advantage of being easy to transport and easy to handle. Touch-based input is as 
intuitive as a form of input can get – you see, you touch (or push) – whatever reaction 
one wants to evoke.  

Speech-recognition and optical character recognition (OCR) are other forms, which 
essentially attempt to emulate human perception systems. As an intermediate step, the 
ubiquitous distribution of Quick-Response-Code (QR-Code) is another example how 
human communication is adapted to the lower level of computer recognition. OCR 
still is simply too inaccurate to reliably implement it as a form of input, but due to the 
QR-Code, letter recognition is not any longer a prerequisite for transferring textual 
information from the real world into the computer system. While augmented reality 
applications enable users to perceive the real world and the additional layer of sup-
plementary information, accessible only by using a computer system. 

In the case of mobile learning applications, the sensory equipment which is pre-
sently installed into a handheld device enables a time- and space-dependent variation 
of displaying the teaching materials. For example the GPS would allow the applica-
tion to accurately predict the location of a learner. In the case of the situation ‘waiting 
for the bus’ a non-verbal and easy to understand explanation could be offered in the 
form of a small knowledge-nugget. While in the case of being at the library it would 
show a textual but more elaborated chunk of knowledge. And once the device’s GPS 
and the wireless network at home is detected, it will produce an auditory chunk of 
knowledge like teaching vocabularies. 
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8 Conclusion 

A wide array of issues has been discussed regarding the ways and capabilities of hu-
man computer interactions. While the direction of interactional development has not 
changed much since its early stages, the challenge remains to establish a natural form 
of HCI, meaning to enable computer systems to both acknowledge and interpret mul-
ti-facetted user generated input and to adequately respond in kind. Being able to use 
all the aforementioned channels human would use in a common conversational setting 
as well – both verbal and non-verbal.  

Since this is a convergence of interdisciplinary scientific research traditions, social 
sciences for explanation of human behaviour and applied information sciences to 
develop software in accordance with user expectancies, the potential for future re-
search is extensive. To facilitate this research, a theoretical discussion of the essential 
aspects of expected components and behaviour has been presented.  
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Abstract. Head nods have been shown to play an important role for
communication management in human communication, e.g. as a non-
verbal feedback signal from the listener. Based on a study with virtual
agents, which showed that the use of head nods helps eliciting more verbal
input from the user, we investigate the use of head nods in communi-
cations between a user and a humanoid robot (Nao) that they meet for
the first time. Contrary to the virtual agent case, the robot elicited less
talking from the user when it was using head nods as a feedback signal.
A follow-up experiment revealed that the physical embodiment of the
robot had a huge impact on the users’ behavior in the first encounters.

Keywords: Culture-aware robots, backchannels, feedback, physical
embodiment.

1 Introduction

Robots have begun to move from restricted environments that are specially de-
signed for them into public and semi-public spaces where they are envisioned to
interact in a socially acceptable manner with users. Head nods have been shown
to play an important role for communication management in human communica-
tion, e.g. as a non-verbal feedback signal from the listener. Humans are very good
in creating opinions about a communication partner based on first impressions
from initial meetings. From cross-cultural studies we know that using the wrong
social signals in these first encounters easily lead to severe misunderstandings
between the communication partners. One aspect of the many social signals is
backchannel feedback, specifically head nods. In a previous Japanese study with
virtual agents [11] it was shown that the use of head nods helps eliciting more
verbal input from the user when they are congruent with culture-specific head
nod patterns, in this case for the Japanese culture in contrast to US American
patterns. Based on this results, we present a replication of this study here that
changes two parameters:
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(i) The cultural background of the users: Targeting Danish users, we concentrate
on Danish nodding patterns based on the analysis of a multimodal corpus
of first meeting encounters (NOMCO).

(ii) The embodiment of the agent: Instead of using a virtual character, we repli-
cate the experiment with humanoid robot (Nao), assuming that the physical
embodiment will have an impact on the results.

The paper first presents related work in the area of virtual and physical agents.
Then the replicated experiment and results are presented. Results show a strong
influence of the physical embodiment leading to a follow up study with a vir-
tually present robot, which is presented next before the paper concludes with a
discussion.

2 Related Work

Several studies on virtual agents have shown that the paradigm of a listener agent
has a good potential of building rapport and engaging the user in prolonged
interactions [5–7]. An important aspect is the production and recognition of
appropriate social signals in order to realize affective interactions, which are
seen as a prerequisite for successfully establishing rapport with the user and it
can be safely assumed that this also holds true for interactions with physically
embodied agents, i.e. robots. Research on head nods in robots have so far mainly
been concerned with recognizing and interpreting head nods by human users
(e.g. [8]) but not so much for employing head nods as a means for the robot to
structure and maintain the dialogue with the user. Exceptions are the work by
[9] and [10].

As has been acknowledged previously, some parameters of head nods seem
to vary across cultures like the frequency of head nods in dyadic conversations.
Koda and colleagues [11] present an experimental setup for analyzing this cross-
cultural variety for a virtual agent system. They showed that human users speak
longer to an agent that takes these cultural differences in the realization of head
nods into account. Shortcomings of their approach include the fact that they only
tested on Japanese subjects. Thus the reported results might be attributable to
the fact that more nodding generally elicits more talking from the speaker.

Here we will use the basic experimental setup to test if Danish participants
would also prefer to talk longer if a humanoid robot displays culturally adequate
feedback signals in terms of head nods. In order to realize this experiment, more
information on head nods is necessary. Head movements in general are a well
researched feature of human communication focusing on the physical movement
itself, on how to classify different movements as well as on the communicative
function of the different movements.

McClave [13] distinguishes between two motions for the American culture, an
up/down movement (nod) used to signal affirmation and a side to side movement
(shake) to signal negation. Allwood and Cerrato [14] present several relevant
head movements and distinguish between nod (forward movement of the head
going up and down, which can be multiple), jerk (backward movement of the
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head which is usually single), shake (left-right or right-left movement of the head
which can be multiple), waggle (movement of the head back and forth left to
right), and ’swturn’ (side-way turn is a single turn of the head left or right). Based
on these earlier suggestions, Paggio and Navarretta [15] classify head movements
into Nod, Jerk, Head-Forward, HeadBackward, Tilt, Side-Turn, Shake, Waggle
and HeadOther.

The physical features of head movements have been the focus of Hadar and
colleagues [16], who present a number of different results concerning frequency,
amplitude, and cyclicity. They report that subjects exhibited head movements
every 7.41 seconds on average (frequency of 8.1 movements/minute) without
distinguishing between nods, shakes or other movements. The data was also
used to analyze the correlation between the amplitude of a head movement and
the conversational function, showing e.g. that a mean amplitude of 13.3 degree
can be observed with an affirmation (’Yes’) and 11.4 degree with a movement
that is synchronous to speech. Results are in so far questionable as the means for
measuring are very obtrusive and required the subjects to wear a specific head
mounted equipment, making the situation far from natural. Also, the analysis
is based on a data corpus of around 16 minutes in total. McClave [13] presents
some data from Birdwhistell relating to the velocity that can be observed in head
nods. She reports the typical velocity range among Americans of 0.8 degrees to
3 degrees per 1/24 second over a spatial arc of 5 to 15 degrees. Maynard [17]
is concerned with the frequency and distribution of head nods and presents
an in-depth analysis for Japanese dyadic interactions. His analysis reveals that
Japanese do one head movement per 5.75 seconds on average (frequency of 10.4
nods/minute) in contrast to Americans with a movement every 22.5 seconds on
average (frequency of 2.7 movements/minute). The distribution of head nods
between speaker and listener is almost balanced with listeners being responsible
for 44% of head nods while speakers are doing 56% of the nods. Paggio and
Navarretta [2] present similar data derived from a Danish corpus, which consists
of 12 first meeting encounters with a total duration of around 51 minutes. Based
on this data, Danish participants nod on average every 5.82 seconds (frequency of
10.3 nods/minute). The above studies reveal a cultural difference in the frequency
of head nods, with US Americans nodding less frequently compared to Danish
and Japanese.

Apart from information about the physical qualities of head movements, lit-
erature on the function of head movements and specifically head nods is vast.
In an early study, Dittmann and Lewellyn [12] focus solely on up/down move-
ments, which are recorded by a tailor-made device that the subject had to wear
on his head. They attribute two functions to these head nods, either a signal for
the speaker that the listener intends to get the floor or as a feedback signal to
the speaker. In both cases vocalizations may accompany the head nod, but the
head nod may well precede the vocal channel. Heylen [18] gives a comprehen-
sive overview of functions associated with head nods that draws from multiple
sources. He distinguishes between 26 different functions but is a bit fuzzy on
the use of head nods, as some functions are more associated with gaze than
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with head nods or include posture changes. In a similar fashion, McClave [13]
presents a range of different functions for head nods from semantic over narra-
tive to interactive. Kogure [19] shows that frequent nodding is a phenomenon
observed in Japanese conversations whenever a silence in the conversation occurs
(so called loop sequence). Thus, they distinguish nods with and without accom-
panying speech for their analysis. Maynard [17] specifically analyzes Japanese
head movements in contrast to American ones and lists the following interac-
tional functions: (1) affirmation; (2) claim for turn-end and turn-transition; (3)
pre-turn and turn claim; (4) turn-transition period filler; (5) back channel, and
(6) rhythm taking.

Allwood and Cerrato [14] show head movements to be the most frequent
feedback signal in dyadic conversations with nodding either single or multiple
being by far the most frequent signal they found. In a follow-up analysis Boholm
and Allwood [20] show that a majority of multiple head nods accompany speech
that also expresses the feedback information (74%).

To sum up, head nods are an important non-verbal feedback signal in human
communications. They are found across cultures with variations in their actual
realization, e.g. regarding their timing and frequency in an interaction.

3 Online Survey

In order to establish a baseline for the experiment with the humanoid robot,
a repeated-measures online survey was conducted to determine which style of
head nodding is preferred by Danish users in the context of a listening robot.
Head movements were derived from existing video material of students in dyadic
first encounter conversations. The videos were analyzed for nodding patterns in
velocity, frequency and angle magnitude. Based on these three variables eight va-
rieties of head nods were defined, programmed into a Nao robot and then video
recorded. The eight videos shows the robot passively listening to a voice and
nodding, where each video depicts a different value combination for the three
variables.

After watching each video, participants were asked to report how well they
liked the style of head movement according to an 11 point Likert scale. They
were also asked to report what emotions they thought the robot seemed to ex-
press from a list of 10 arbitrarily selected emotions, equally distributed between
positive and negative affect.

Online Survey Results. 41 participants completed the surveys, 24 men and
17 women, with ages ranging from 20 to 57 years (median = 25). The Likert
ratings of the videos were analyzed using the Friedman test. The analysis showed
no significant results of the rating between the videos. The head nod that was
chosen for further experimentation was the head nod that got the highest average
Likert score and that correlated with the highest number of positive emotions.
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4 Experiment 1: Co-location

From human interaction it is known how feedback positively influences conversa-
tion, and the experiment presented in [11] has shown this relates to interactions
with a virtual agent. Based on these insights, it can be assumed that users talk
longer with a robot which uses culturally appropriate head nods, compared with
head nods form another culture or no movement at all. Moreover, it has been
shown that speaking activity is a good predictor of the extraversion trait [21]. In
order to test these assumptions, an experiment with a physically embodied agent
in the form of the Nao robot has been designed with the following hypotheses:

H1. A robot that nods elicits longer stories from the user compared to one that
does not nod.

H1a. A robot that shows culture-specific nodding behavior elicits longer stories
form the user compared to a robot that shows unspecific or no nodding behavior.

H2. Participants scoring high in extraversion will talk considerably longer in-
dependent of the experimental conditions compared to user that score low on
extraversion.

H3. The user will perceive the robot as more intelligent when it elicits backchan-
nel head nods.

An independent measures Wizard of Oz experiment is conducted. The inde-
pendent variable in this experiment is the backchannel feedback of the robot.
Before the session, participants were informed that they were going to talk to
an intelligent robot, that will listen to them but otherwise remain passive. The
automatic head-tracking of the Nao was activated to simulate eye contact. Par-
ticipants were asked to talk to the listing robot about an open-ended, preselected
topic from a list of 15 topics1. Participants are randomly assigned to either a
control group or one of two groups with backchannel feedback. The dependent
variable is the duration of how long the participant speaks. Participants are
asked to talk to the robot about the chosen topic as long as they can, but for
practical purposes are stopped if they speak for more than five minutes. The test
leader observes the conversation and heuristically triggers head nods remotely
and without the participant knowing. After the test, participants were required
to fill out a short questionnaire regarding personality, impression of the robot
and demographic. Figure 1 demonstrates the setup.

Participants. Recruiting was done at a ’university college’. All participants
were native Danish speaking students with limited knowledge about robots and
had various academic backgrounds. They were debriefed after the experiment.

1 Fifteen topics: fashion, sports, pets, food, books, movies, music, travel, work, studies,
games, cars, vacation, hobbies and ambitions
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Fig. 1. Top-down sketch of the experiment setup: 1. Nao Robot, 2. Participant, 3.
Recording camera, 4. Test facilitator with laptop

Apparatus. The study used a Nao H25 robot by Alderbran robotics. A script
was written to trigger the robot to nod upon keyboard input. The remote trig-
gering of the robot was done on a laptop computers with an Intel i7 processor.
A video camera was used to record each test session.

Extraversion Measures. Extraversion of each participant was acquired us-
ing a shorter version of Eysenck’s revisited Eysenck Personality Questionnaire
(EPQR-A) [4]. The EPQR-A was administered prior to the each session and
only the extraversion dimension was used.

Perceived Intelligence. The participants’ perceived intelligence of the robot
was obtained using part of Bartneck et al.’s ”Godspeed” questionnaire [3]. The
questionnaire consists of a series of mutually opposing adjectives, concerning in-
telligence, working as anchors. The questionnaire consist of five five-point Likert
scale questions.

4.1 Results of Co-located Experiment

Twelve female and eight male students participated in the experiment and talked
to a physically present robot. Figure 2 shows an example from the test. Their age
ranged from 20 to 49, mean = 25, SD = 6.5. Four participants interacted with
the robot in the American nodding group and spoke on average 42.8 seconds
(SD=9.6). Five participants were in the Danish nodding group and spoke on
average 44.6 seconds (SD=9.5). The larger control group (no nodding; NN) had
eleven participant who spoke on average 93.8 seconds (SD=28.5). Hypothesis
1 is tested by running two independent measures t-tests between DK-NN and
US-NN groups. Bonferroni correction is applied and so α = (0.05/2) = 0.025.

The speech duration of participants in the DK group was significantly shorter
than the control group t(14) = 3.7, p<0.025, r = 0.7. The speech duration of
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Fig. 2. Image of a participant engaging with the robot. The robot remains in the sitting
position throughout the experiment and maintains eye contact.

participants in the US group was significantly shorter than the control group
t(13) = 3.4, p<0.025, r = 0.69. Contrary to the virtual agent study by Koda et
al. the robot elicited less talking from the user when it produced backchannel
head nodding. Thus hypothesis 1 is rejected.

To test hypothesis 1a an independent measures t-test is run between DK-US
groups. It shows that there is no significant difference between speech duration:
t(7) = 0.289, p<0,05. Thus hypothesis 1a is rejected.

Pearson’s correlation coefficient is calculated for the relation between extraver-
sion and duration of speech of a participant in the co-location experiment. There
was a positive correlation between the two variables, r = 0.524, n = 20, p = 0.018.
A scatter plot of the data is shown if figure 3. Hypothesis 2 is retained.

The results of the Perceived Intelligence are analyzed by comparing the scores
of each question between participants of the control group (n=11) and US-DK
group combined (n=9). Five independent t-tests, α = 0.05, are run. They all
showed non-significant difference except for question 5; t(18) = -2.87, p < 0.05,
r = 0.56. Thus hypothesis 3 is rejected. While statistically insignificant there was
a slight tendency for participants to rate the robot more intelligent on average
when they interacted with the robot that elicited feedback. Participants in the
nodding-free control condition rated it to be less intelligent.

5 Experiment 2: Virtual Presence

Based on the unexpected outcome of the co-location experiment another exper-
iment is conducted. In this, the independent variable is changed to a virtually
present robot that performs Danish head movement to make it more similar to
the original study.
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Fig. 3. The measured extraversion of participants in the co-location experiment corre-
lates positively with their duration of speech

The experiment was run with just one condition, the Danish head nodding
behavior as a comparison to the previous results. The test was conducted using
the same Wizard of Oz method as in the first experiment. The test facilitator is
seated with the Nao robot in a separate room and the participants speaks with
the robot through a Skype call. The robot performs the same Danish head nod
movements as in the first experiment. The same questionnaire data regarding
perceived intelligence, extraversion and demography are collected. The following
hypothesis is guiding the experimental setup:

H4. Users will speak considerably longer to a robot that is only virtually present
compared to a robot that is physically co-located in the room.

As in the first experiment participants are asked to speak to a robot about
one of the 15 topics. They are given the same instructions as in the first experi-
ment except they are required to answer a Skype call with the robot. The test
conductor leaves the room with the explanation that he is monitoring the Skype
call remotely.

5.1 Participants

Nine participants could be won, 4 females and 5 males, all native Danish speakers
with an age range from 22 to 64 years (median = 25) of which the majority were
students.

5.2 Apparatus

The participant laptop had a 15.6 inch screen and was placed on a table in front
of the participant. An external microphone is plugged into the laptop and placed
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Fig. 4. Image of a participant engaged in a Skype conversation with the robot. The
robot remains in the same sitting position as before but only upper body and head is
visible on the screen.

in front of the laptop to ensure the facilitator clearly hears the participant during
the test. Figure 4 shows the setup of the Skype experiment.

5.3 Results

The 9 participants in the virtual presence experiment spoke on average for 204,7
seconds (SD = 93.2). This is compared in an independent measures t-test, α =
0.05, with the results of participants in the co-location experiment in the DK
group (n = 5, mean = 44.6, SD = 9.5). Participants in the virtual presence
experiment spoke significantly longer: t(8.29) = -5.08, p < 0.05. The hypothesis
H4 is thus retained. Participants’ average extraversion was 5.5.

5.4 Discussion

Participants indeed talked significantly longer when the robot was not physi-
cally present in the room, on average more than twice as long as in the control
condition. This is also in line with the findings by Koda and colleagues for the
virtual agent case [11]. It should be noted that participants in this group had
high extraversion which may partially account for the high duration. Thus, we
can conclude the physical presence of the robot has a huge impact on the users’
behavior, at least in cases where users meet a robot for the first time in their
life. It remains to be shown if this effect vanishes, when users get more familiar
with the robot, e.g. in subsequent sessions.

6 Discussion and Limitations

The results of the first study contradict the assumptions made from human
communication and previous studies with virtual agents. The head movement
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of the robot negatively influenced the speech duration of participants compared
to participants who spoke to the robot that did not produce any head feedback.
We speculate that the physical presence of a robot is the cause of this outcome,
as a contrast to the virtual agent of the original Japanese study. The difference
between co-located and virtual presence, could have been influenced by the pres-
ence of the test facilitator during the co-located test and have caused discomfort
of the participants. On the other hand, this would not explain why participants
spoke longer in the control condition (no nod). The experiment noticeably differs
in that it uses a robot, compared to the original experiment which uses a virtual
character. We assume that the results might be attributed to either the use of
a robot or the presence of the test facilitator during the test, encouraging for
future experiments.

7 Conclusion

Danish participants spoke to a robot under different condition of presence and
backchannel feedback. Contrary to our hypothesis the duration of speech was sig-
nificantly shorter when the robot produced head movement compared to a con-
trol condition with no head nods. There was no significant difference in speech
duration whether the backchannel feedback of the robot was culture specific.
As expected a positive correlation was found between speech duration and ex-
traversion. Participants spoke significantly longer when the robot was virtually
present. It is not trivial to replicate human communication in interaction with
robots. Nor is it a matter of simply reproducing communication signals in a
robot to make users interact with it as if it were human.

Acknowledgements. The present work benefitted from the work of Constanza
Navaretta and Patrizia Paggio researchers at ”Center for Sprogteknologi” at
Copenhagen University who provided the NOMCO data. Moreover the exper-
iments benefits from the help of Vagn E. Pedersen, Sarah Catterine, Birthe
Brøndum and Harry Brøndum for their help in running the experiments
described in this paper.

References

1. Paggio, P., Navaretta, C.: Feedback and gestural behaviour in a conversational
corpus of Danish. In: Proceedings of the 3rd Nordic Symposium on Multimodal
Communication NEALT (2011), pp. 33–39 (2011)

2. Paggio, P., Navarretta, C.: Head Movements, Facial Expressions and Feedback in
Danish First Encounters Interactions: A Culture-Specific Analysis. In: Stephanidis,
C. (ed.) Universal Access in HCI, Part II, HCII 2011. LNCS, vol. 6766, pp. 583–590.
Springer, Heidelberg (2011)



Backchannel Head Nods in Danish First Meeting Encounters 661

3. Bartneck, C., Kuli, D., Croft, E., Zoghbi, S.: Measurement instruments for the an-
thropomorphism, animacy, likeability, perceived intelligence, and perceived safety
of robots. International Journal of Social Robotics 1, 71–81 (2009)

4. Francis, L., Brown, J., Philipchalk, L.B., The, R.: The development of an abbre-
viated form of the revised eysenck personality questionnaire (EPQR-A): Its use
among students in England, Canada, the U.S.A. and Australia. Personality and
Individual Differences 13(4), 443–449 (1992)

5. Gunes, H., Heylen, D., ter Maat, M., McKeown, G., Pammi, S., Pantic, M.,
Pelachaud, C., Schuller, B., de Sevin, E., Valstar, M., Wöllmer, M.: Building Au-
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Abstract. Emerging robot systems increasingly exhibit greater levels of auton-
omy, requiring improvements in interaction capabilities to enable robust  
human-robot communication. This paper summarizes the present level of su-
pervisory control in robots, both fielded and experimental, and the type of 
communication interfaces needed for successful Human-Robot Interaction 
(HRI). The focus of this research is to facilitate direct interactions between hu-
mans and robot systems within dismounted military operations and similar ap-
plications (e.g., law enforcement, homeland security, etc.). Achieving this goal 
requires advancing audio, visual, and tactile communication capabilities beyond 
the state-of-the-art. Thus, the requirement for a communication standard  
supporting supervisory control of robot teammates is recommended. 

Keywords: Supervisory control, autonomy, human-robot interaction.  

1 Introduction 

Combat teams increasingly consist of human ground troops and robot/unmanned as-
sets. Robot assistance comes in the form of weaponized platforms, spy drones, and 
other Intelligence, Surveillance, and Reconnaissance (ISR) vehicles. The National 
Defense Authorization Act for Fiscal Year 2001 mandates the Armed Forces dramati-
cally increase the use of unmanned and/or remotely operated systems to one-third of 
the ground combat vehicles employed in theatre [1]. The Unmanned Systems Road-
map presents strategies for meeting requirement by describing master plans for un-
manned air, ground, undersea, and surface systems over the next 25 years [2].  

A critical enabling capability for the successful implementation of tactically advan-
tageous, but disruptive, robot systems within dismounted operations is effective and 
efficient HRI. Transitioning from continuous remote control (i.e., teleoperation) to 
supervisory control is essential to advancing HRI methods and to optimizing the em-
ployment of emerging military robot systems. Sheridan defines supervisory control as 
“…one or more human operators intermittently programming and continually receiv-
ing information from a computer that itself closes an autonomous control loop 
through artificial effectors and sensors to the controlled process or task environ-
ment.”[3]. In other words, a human operator/controller commands a robot through a 
computer interface on a discrete rather than continuous basis. The operator programs 
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actions the robot will take and the robot then executes. Throughout the tasking, the 
robot interacts with the operator and outputs information. This represents a closed-
loop command and information exchange. For the purposes of this effort, supervisory 
control is operationally defined as operators/team members exercising discrete control 
of a robot, made possible by some level of autonomy the robot possesses. 

Enabling the seamless integration of human and robot assets within mixed-
initiative teams requires system developers to address four key concepts: (1) the type 
and level of automation inherent to the robot; (2) how humans communicate with 
each other; (3) interface design characteristics; and (4) human capabilities and limita-
tions. The purpose for the present effort is to discuss each of these important topics 
with the aim of facilitating development of a supervisory control standard to drive 
development of next-generation robotic systems.   

2 Level of Interaction 

Three levels of HRI comprise supervisory control based on Rasmussen’s “skills, 
rules, knowledge” and include: skill-based, rule-based, and knowledge-based human 
behavior [3] [4]. Skill-based robots perform a specific skill(s) with a given command. 
Rule-based robots are programmed to recognize certain stimuli and from those stimuli 
make pre-specified decisions. Knowledge-based robots essentially learn from their 
environment and make decisions based on that knowledge. When applying this para-
digm to conventional robots and unmanned systems, skill and rule-based behaviors 
are found in currently fielded systems. Studies in knowledge-based behaviors contin-
ue to expand the area; however additional advancements are required prior to military 
deployment.  

The three levels of HRI map directly to a robot’s level of automation. Each branch 
of the military may tailor these definitions, but the core concepts apply to all. For 
example, leading research conducted by the U.S. Army suggests ten levels of automa-
tion known as Parasuraman’s Levels of Autonomy [5] [6]. On this scale, one 
represents a system fully controlled by the human, and ten, represents a fully auto-
mated system. This concept parallels the two extremes in Rasmussen’s Paradigm 
ranging from complete manual control to full autonomy. Using Rasmussen’s para-
digm, the following examples illustrate the levels of autonomy exhibited by various 
fielded and experimental systems.  

2.1 Skill-Based Robots 

Skill-based robots typically provide lower levels of autonomy, and require teleopera-
tion to perform a particular skill given a command [3]. An example of this type of 
robot is a PackBot called the Valkyrie (see Figure 1). This remotely controlled Un-
manned Ground Vehicle (UGV) used to extract a fallen Soldier from enemy fire is 
deployed to the Soldier in need. After the Soldier places him/herself on the Sked (i.e., 
bed), the robot encapsulates and carries them to safety [7].  
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2.2 Rule-Based Robots 

Rule-based systems use predetermined stimuli to follow the commands of an “if-then” 
algorithm, [3]. The Global Hawk qualifies as one of these systems (see Figure 1). The 
main tasking for the Global Hawk is reconnaissance and surveillance achieved by 
employing an experimental multi-agent system. This system includes multiple UAV’s 
controlled via a single operator interface used to input mission relevant information. 
Global Hawk’s Human-Machine Interface (HMI) interacts directly with the operator 
and simultaneously maintains control of other system elements [8]. For example, 
when a lead UAV goes missing or becomes dysfunctional the HMI system reassigns 
an existing UAV on the same mission as the new lead. This occurs without input from 
the operator [9]. 

Similar to the Global Hawk, the Predator’s tasking focuses on navigation and sur-
veillance. The Predator is equipped with hellfire missiles, which differentiates this 
system from the Global Hawk [11]. A need for armed combat systems capable of 
getting close to targets prompted the U.S. military to equip the Predator with wea-
pons. Although this platform does not require continuous human input for flight and 
navigation, it relies on operator input for missile deployment (see Figure 1). 

The Black Knight Unmanned Ground Combat Vehicle (UGCV) is an example of a 
research tool exercising ruled-based capabilities (see Figure 1). The Black Knight 
provides an operational test environment for Soldiers assisting in the development of 
UGVC tactics, techniques, and procedures. Capabilities such as a rule-based auto-
nomous navigation system evolved from empirical experimentation. The Black 
Knight generates a path using autonomous capabilities that synchronize perception 
and path planning subsystems rather than relying on an operator to manually supply a 
route. The perception system senses obstacles and hazards, and coordinates with the 
path planning system to reroute and avoid detected obstacles [13]. Even though the 
Black Knight is not fielded, experimentation with this type of system demonstrates a 
foothold for future military vehicles. 

2.3 Knowledge-Based Robots 

Knowledge-based robots, as defined by Rasmussen, possess capabilities that assess a 
situation, and perform certain actions by considering multiple goals, decision points, 
and scheduling aspects [3]. Furthermore, robots with such capabilities currently exist 
in the research and development stages. An example scenario illustrating the goal 
level functionality of a knowledge-based robot is a commander tasking a robot to, “go 
to the back of a building and send me a picture of any person that leaves wearing a 
red shirt.” In this scenario, the system must identify the following subtasks: (1) move 
towards the back of the building, (2) monitor for someone exiting the building, (3) 
determine the person is wearing a red shirt, (4) take a picture of the person in a red 
shirt, and (5) report back to the operator with a notification and image. Accomplishing 
a task of this complexity requires knowledge-based system to understand the main 
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objective, finding someone in a red shirt, and prioritize subtasks based on the main 
objective. If the system detects someone in a red shirt leaving the building before 
reaching the back of the building, it needs to execute the main objective of notifying 
its commander of the target of interest. These types of systems have yet to progress to 
field operations. Systems fielded today support skill and rule-based abilities; however 
a supervisory control protocol should support future capabilities including know-
ledge-based systems.  

 

 

 

Fig. 1. Top left: iRobot Valkyrie [12], photograph retrieved with permission from http:// 
robotfrontier.com/gallery.html. Top right: RQ-4 Global Hawk [13], photograph retrieved with 
permission from http://www.navy.mil/view_image.asp?id=125696. Bottom left:  MQ-1 Predator 
[14], photograph retrieved with permission from http://www.navy.mil/view_image.asp?id=883. 
Bottom right: Black Knight UGCV [15], photo courtesy of the National Robotics Engineering 
Center.  © Copyright 2007-2012, Carnegie Mellon University. All rights reserved.  

3 Human-Human Interaction 

3.1 Communication Process 

Development of supervisory control standards requires evaluation of the human com-
ponent of mixed-initiative teams in addition to robot skills and behaviors. Under-
standing the way humans communicate facilitates HRI. In human-human interaction 
the communication of a message involves three components; a sender, receiver, and a 
channel used to convey the message (Figure 2).  
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Communication models demonstrate a variety of means to interact beyond speech 
incorporating combinations of explicit and implicit modalities. Explicit, or purpose-
ful, communication methods consist of gesture and language. Implicit communication 
includes unintentional verbal and nonverbal behavioral cues and emotions. Published 
studies to date investigate explicit communications between robots and humans using 
auditory, visual, and tactile modalities. However, limited information exists in the 
literature related to direct application of implicit modalities for HRI [18]. Typically, 
the goal is to observe the robot’s ability to understand the operator, acknowledge the 
command given, and then execute. However, research in the area Multi-Modal Com-
munication (MMC) aims to improve communication by exchanging “information 
through a flexible selection of explicit and implicit modalities that enables interac-
tions and influences behaviors, thoughts, and emotions [18].”  

MMC emerges as a requirement as current and future robot systems move toward 
knowledge-based systems interacting with a commander, team members, and/or am-
bient society. As a result, the term “user” or “operator” is too limited to describe the 
types of people, and their roles, a robot may interact with during a mission. Following 
this reasoning, this effort uses the term interactor to include any person a robot inte-
racts with. An interactor is either “active” or “passive” in their communication with a 
robot. An active interactor is a commander or team member able to give direction and 
tasking to a robot. A passive interactor is a person within society that a robot does not 
receive commands from, but may need to interact with through observation or other 
means. 

By understanding robot capabilities and leveraging the study of human-human 
communication, HRI gains a firm foundation for developing effective interfaces. 
However, understanding the principles of interface and display design fills additional 
theoretical HRI gaps. 

4 Interface Design 

Since an interface serves as the bridge between a system and an interactor, the design 
must account for human and robot considerations. One example the HRI community 
can draw from traditional computer interface design is the list of Weinschenk and 
Barker’s [16] twenty laws of interface design. Robotic system developers may derive 
clear interface requirements and design recommendations by adapting these laws. 

The list presented in Table 1 focuses primarily on human factors considerations; how-
ever, questions related to where and how the robot will operate require additional consid-
eration. Technical questions addressing the primary use of the robot and the type of 
hardware and software required arise. Understanding the physical environment (e.g., 
weather conditions) and the resulting effect on the interface design must be deter-
mined. Style guidelines regarding the look and feel of the interface play a role an 
interactor’s perception and possibly performance. Ultimately, the goal is to develop 
an interface that fits the interactor, robot purpose, and circumstances. 
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Table 1. 20 Laws of Interface Design Applied to HRI adapted from Weinschenk and Barker [16] 

Interface Law Example 
User Control- The interactor must think 
they control the system. 

A speech application supporting interruption of robot 
operation facilitating perception of control. 

Human Limitations- The interface must not 
overload limitations of human senses, (cogni-
tive, visual, auditory, tactile, and/or motor). 

Chunking words or grouping numbers reducing 
overload of short-term memory, which holds between 
five to n ine things. 

Modal Integrity- The interface must fit the 
task, adapting modes of communication. 

Commanding with speech and confirming with touch 
via pressing a button. 

Accommodation- Match the interface for 
the interactor and the way they work.  

Interface adjusts to support alternative communica-
tion modalities between normal and off-normal (co-
vert) tasks. 

Linguistic Clarity- The interface must 
communicate as efficiently as possible.  

Interface transmits/receives appropriate terminology 
for communication mapped to the current con-
text/task. 

Aesthetic Integrity- The interface is de-
signed to attract or repel interactor(s). 

Using anthropomorphism to encourage interactor to 
engage system or deter interference from others. 

Simplicity- Interface presents elements 
simply. 

Interface facilitates natural interaction methods and 
common lexicon. Interface presents only necessary 
information without clutter. 

Predictability- The interface behaves in a 
way such that the interactor can accurately 
predict what will happen next. 

System executes commands consistently (e.g., system 
always stops when commanded). 

Interpretation- The interface must antic-
ipate what the interactor is about to do next. 

When presenting a map the interface presents tools 
related to associated tasks (e.g., route manipulation). 

Accuracy- The interface must consist of no 
error. 

System interprets speech commands with accuracy 
greater than or equal to a human within multiple 
situations (e.g., noisy, quiet). 

Technical Clarity- The interface must have 
the highest level of fidelity. 

Visual interfaces present text and graphics clearly 
using appropriate fonts. Speech synthesizers articulate 
clearly and with appropriate dialect population. 

Flexibility- The interface must have flex-
ibility and customization capabilities for the 
user.  

Interface employs MMC within dismounted opera-
tions. Operator control units supporting customized 
layouts for individuals or tasks. 

Cultural Propriety- The interface must 
adapt to the customs and expectations of the 
user. 

Interface prioritizes interactions based upon intra-
team hierarchy. 
Interface interprets visual signals from different 
cultures correctly. 

Suitable Tempo- The rate of the interface 
must match and become suitable to the 
interactor. 

Interface presents information (e.g., speaks) at rate 
appropriate to the situational context and limitations 
of human perception. 

Consistency- Consistency in an interface is 
a must. 

A speech interface using “Go Forward” with “Go 
Back” as a corollary command rather than “Previous”. 

User Support- The interface must support 
troubleshooting  

Interface supports alternative input methods in the 
event of speech recognition failure and for system 
diagnosis. Alternatively, interface supports methods to 
query interactor for assistance (e.g., robot is disabled).  

Precision- The interface must allow the 
interactor to perform a task exactly. 

System responds as expected when given a command. 
For example, interactor requests information to the 
right of a target and a robot responds with results to 
the right of its orientation/location.  

Forgiveness- The recovery of interactor 
actions is required. 

Interface supports request for confirmation before 
performing unrecoverable actions. 

Responsiveness- Effective responsiveness 
from the interface is required. 

Interface provides progress indicator when perform-
ing complex actions. 



670 S.J. Lackey, D.J. Barber, and S.G. Martinez 

 

Human limitations factor into what requirements a robot needs to properly commu-
nicate with its interactor. These limitations may affect the design and the type of 
communication modes used.    

5 Human Capabilities and Limitations  

A robot’s level of automation depends upon the technology required to accomplish its 
mission or intended use. It also depends upon the technology available to achieve 
mission goals. However, understanding how to capitalize on the strengths, and mi-
nimize the weaknesses of a robot strikes at the core of mixed-initiative teams. In a 
broader sense, the term “mixed-initiative” indicates the optimization of role allocation 
for human and robot team members [19]. Thus, understanding HRI constraints result-
ing from human capabilities and limitations is necessary.   

Capability constraints inherent to the human perceptual system, cognitive 
processing, and performance boundaries must drive the design, development, and 
creation of interfaces. Failure to recognize this need jeopardizes the success of inte-
ractions that will occur between a human and a robot. An average human maintains 
quantifiable thresholds useful for guiding the creation of HRI interfaces. We briefly 
describe cognitive, auditory, tactile, visual, and motor capability constraints of specif-
ic interest to this endeavor.  

Cognitive aspects of note include memory, decision-making and attention. For ex-
ample, chunking information serves as a common memorization technique for re-
membering five to nine items [16]. Research indicates that short and easy to remem-
ber commands or gestures improve communication accuracy in addition to efficiency 
[20]. Additionally, deficits in human decision-making capabilities suggest a need for a 
robot’s interface to embody flexible recovery from human user mistakes. The ability 
to confirm tasking for high-risk commands would act as a failsafe to ensure correct 
comprehension of the task.  In regards to attention, humans have a timesharing ability 
which allocates resources between two tasks. Ideal timesharing involves dividing 
attention between a auditory and visual input [21]. 

With respect to auditory capabilities, human hearing ranges from 20 to 22,000 Hz 
and from 0 to 130 dB (the threshold of hearing and pain) [16]. Human ears distinguish 
the direction of sound up to three degrees apart measured by the timing and strength 
of the sound each ear receives [22]. Weakness in hearing pertains to measuring dis-
tance of sound [23]. 

An interface that has a visual component presents challenges as well because of 
human capabilities. The wavelength visible to the human eye ranges from 400 to 700 
nm [22]. Rods, receptors for nighttime vision, light sensitivity peaks at 500 nm, whe-
reas cones (daytime vision) comprise of three peak sensitivities, 440, 540, and 565 nm 
for short, middle, and long wavelengths respectively [30]. Eyes adapt to darkness 
within thirty minutes of exposure [30]. For visual components, it is best to avoid 
overstimulation and information overload by eliminating display clutter. Font size and 
display size must be balanced to ensure clarity of messages and graphics displayed. 
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An emerging modality for robot-to-human communication is the sense of touch via 
tactile displays. Tactile displays transmit tactile-icons or “tactons” representing words 
or phrases [24] through vibro-tactile devices (tactors) typically around the abdomen 
[25]. Although it is still too early to determine if tactile displays are equivalent in 
utility to speech or visual interfaces for communication, designers must consider them 
in situations where other sensory modalities are overtaxed in respect to Wicken’s 
multiple resource theory [26]. Research in advanced cueing applications with tactile 
displays shows no significant differences in reaction time compared to speech or 3-D 
Audio [27] alone, and demonstrates improved performance when combined with au-
ditory cues [28]. Tactors on the torso also aid in navigation tasks and reduce workload 
[29]. Moreover, investigations into subjective workload and tactile displays in tactile 
cueing displays shows no significant difference in overall workload between tactile 
and visual cues with both showing lower workload than 3-D audio [27]. Even though 
the use of tactile displays may still be considered in their infancy, they may play a 
future role in multi-modal communication systems. 

Motor acuity develops with practice. Research [31] [32] concluded humans prac-
ticing for short intervals spread out through several days learned efficiently rather 
than long intervals for fewer days [30]. In relation to tasks practiced, Shea and Mor-
gan [33] concluded randomizing the order of learning the tasks resulted in better re-
tention [30]. 

With regard to motor limitations, Fitts Law [16] [34] provides important quantifia-
ble metrics for visual interfaces, it states: 

 )
W

2D
( log*b+a=MT 2

 (1) 

Where MT defines movement time, D the distance of the movement from start to 
center, W the width of the target, and a, b constants based on type of movement. 

This law defines how large to make a target on a visual display, so the user can hit 
the target accurately. Even though a supervisory control standard would not focus on 
visual interfaces these constraints play an important role. Such capabilities and limita-
tions impact the communication process between a human and a robot, and therefore 
are critical to setting boundaries for interface design.  

6 Recommended Considerations 

The topics presented above point to seven foundational recommendations that require 
expansion and enhancement.  

1. Define the mission 
2. Understand and account for the level of interaction supported by current and future 

robotic assets 
3. Define cognitive resources required to support mission objectives and required lev-

el of interaction 
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4. Define the HRI communication protocols in terms of human communication 
processes 

5. Develop an applicable MMC framework for HRI facilitating appropriate selection 
of communication protocols 

6. Develop a set of science-based interface design standards 
7. Define an HRI framework to account for human cognitive, auditory, tactile, visual 

and motor capabilities and limitations 

7 Conclusion 

Advances in robot sensor, autonomy, intelligence, and mobility are ushering in a new 
era of mixed-initiative teams. Communication between interactors and robots will be 
a critical factor in the success or failure of fielded robot platforms. The paper presents 
four key areas to consider when developing HRI standards focused on supervisory 
control: level of automation, human-human communication processes, interface de-
sign, and constraints based on human capabilities and limitations. Ultimately, the 
seven recommendations provided require expansion and investigation to fully realize 
the potential of mixed-initiative teams in operational environments. 
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Abstract. Within the framework of the project ‘The Smart Virtual Worker’ we 
put forward a sound and functioning emotional model which adequately simu-
lates a worker’s emotional feelings throughout a typical task in an industrial set-
ting. We restricted the model to represent the basic emotions by Ekman and fo-
cused on the implementation of ‘joy’ and ‘anger’. Since emotions are uniquely 
generated, based on the interpretation of a stimulus by an individual, we linked 
the genesis of emotions to empirical findings of the sports sciences to infer an 
emotional reaction. This paper describes the concept of the model from a theo-
retical and practical point of view as well as the preliminary state of implemen-
tation and upcoming steps of the project. 

Keywords: emotion framework, work simulation, workflow simulator, emo-
tional valence, emotional model. 

1  Introduction 

Demographic changes in Germany, as in most of the industrialized countries, will 
result in an aged workforce [3], [5], [7]. To avoid a shortage of skilled labor, employ-
ers have to cope with the aging population by looking for adaptive strategies regard-
ing their workflow in order to keep already qualified employees. E.g. established 
workplaces will have to be modified so the needs of older, qualified but limited em-
ployees, due to their age or medical conditions, are considered. The ‘Smart Virtual 
Worker’(SVW)-project presents an opportunity to easily replicate established 
workflow parameters inside a virtual simulation to establish alternative routes, sto-
rage, or construction methods during the stage of production planning. This will help 
to keep acquired skills inside a company which would otherwise be lost to competi-
tors or, in case of rare and specialized manufacturers, even be removed from the  
general workforce due to early retirement. 

                                                           
* This work has been funded by the European Union with the European Social Fund (ESF) and 

by the state of Saxony. 
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A key component of the simulation is the consideration of emotional tendencies 
within an employee while performing a task. Since emotions are very uniquely linked to 
an individual, as are past experiences, lessons learned and many other aspects such as 
strength of mind, bodily endurance etc. [4], the challenge of any emotional model is to 
find a balance between unified emotional display and a generalized reasoning as to  
allow for a sufficient prognosis of emotions in the general population by the simulation. 

1.1 Emotions in the Workplace 

Scientific research regarding emotions has been widely focused on a meta-level of 
emotional classifications and origins [13]. To facilitate the model of this paper, a nar-
rower look at emotional specificities is necessary. Emotions at work are as wide a 
field of possible research as emotions are in general, but since the goal of the  
SVW-project is to accurately simulate the emotional stability during a work task, it is 
necessary to focus on the individual and the situation of being at work. Psychological 
research in conjunction with a work environment is different from other forms of aca-
demic psychological research in general [14]. We subjugate our personal aspirations, as 
far as possible, during work hours to the needs of a company or a task. Hence there 
might be a wide array of psychological problems originating from work but a single 
task within ones measures of capability would result in a fairly steady emotional state. 
Especially since work-tasks are per se pretty much unemotional, apart from anecdotal 
reports. The typical work task is structured to be feasible and a worker will handle it 
while being balanced, although tending to either liking the task at hand or disliking it. 

1.2 Robotic Applications 

Since the SVW-project contains multiple individual modules, the emotional model is 
built as a standalone solution. This allows for a much wider array of possible imple-
mentation strategies like being an add-on component for already established system 
architectures. The input from a motion generation module and the integration of the 
output by any form of artificial intelligence or path planning module are basically the 
only adjustments necessary while the input from ergonomics can either be disabled or 
easily replaced by, for example, a movement limitation system of the robot. Further-
more, the ability for understanding an intention is closely linked to an emotional un-
derstanding [18]. With this in mind, an emotional action unit like the one presented 
here could serve as a basis for a system of social-cognitive reasoning, which in turn 
could ease the co-existence of robots as a household-help and human subjects, regard-
ing the legibility and predictability of a robot’s intended action [16]. It would facili-
tate Human-Computer interactions, e.g. by mimicking emotions like robot pets (Sony 
Aibo, Tamagotchi etc.) do, or signal a user about the internal working state of the 
machine by either displaying it by writing it on a display, flashing a light or by pro-
ducing an emotional sound like low-pitched beeps, which already notifies users today 
about their rundown battery inside their cell-phones. Although the neurobiological 
system of a human is neither easily copied onto a machine nor would it be a very 
practicable approach, some beneficial approaches are available to have a machine 
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‘compute’ an emotion without being cognitive aware about it [17]. In addition, there 
are emotions one possibly would not want to install upon a machine. Robotic ‘emo-
tions’ should be perceived as a useful new information channel which is beneficial for 
the suggested role the robot was built to perform. An angry Roomba or a sad car 
manufacturing robot is most probably not anyone's goal. 

1.3 Computational Models 

Research in the field of computational models led to a vast number of published mod-
els. A good overview is presented in the meta-analysis section of [15] differentiating 
between emotional models having a rational-, anatomical-, dimensional- or appraisal-
related approach. But since the main focus of these models is to adequately resemble 
the general emotional system of human beings, an adaptation to the SVW-project and 
its narrow focus on emotional reactions to work-tasks seemed not to be feasible. For 
instance most of the time the motivational part of many models is quite irrelevant for 
the worker’s emotional state since the motivational goal of a worker is to complete a 
task in order to get paid, not to fulfill an intrinsic need [14].  

2 Elements of the Model 

To allow the model to work two types of numerical input are necessary (see Fig.1). 
First the planned action from the reinforcement learning algorithm for motion genera-
tion suggests a work task which has already been assessed regarding its possibility by 
the actuator module, which impacts the emotional model in three ways. The actuator 
assessment is characterized as being either feasible, being precarious or alarming. 

Since emotions heavily depend on an individual’s singular response to outer cir-
cumstances and the simulation aspires to be able to make individual recommendations 
for a better workflow, the emotional model contains an individualizing computation 
routine. Depending on three assessed factors about the physiology of the worker in 
question, the impact on the valence scales is adapted. These three factors are constitu-
tion, sensitivity, and experience, shortened in the model as C, S and E. We chose 
those three factors because they represent a feasible reduction of human physiological 
peculiarities. Constitution allows for an intuitive assessment of the agents strength 
and endurance, whereas the sensibility works as a damping variable which permits 
assessing the resilience when confronted with obstacles. The experience is again used 
as a damping variable to enable the model to, for example, heighten the resilience, 
since the agent simply ‘knows’ it has to keep the weight up just for a little longer to 
accomplish the work task successfully. In addition the model tracks the fatigue of the 
agent and henceforth the probability of a successful operation, which decreases over 
time and with growing exhaustion.  

Regarding the emotional state, the model right now is focused on a pure valence-
based emotional distinction, meaning for the simulated agent to either like the current 
emotional state or to dislike it. These two states are accordingly labeled as ‘joy’ and  
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1. The physiological attributes: Based on the attributes for weight, height, BMI score 
and fitness, the athleticism of the agent is calcuated. This value enables us to com-
pute how well trained the agent is and as a result, how heavy an object might be to 
allow even a weak worker to perform. The differences between a weak, a normal 
and an athletic worker are calculated as a resulting value of capability. So in the 
model an athletic worker has a capability value of 1.2, which means he is 20% 
stronger than an assumed normal worker. A very weak worker has a capability val-
ue of 0.9, meaning he is 10% weaker than our assumed normal worker (capability 
of 1.0).  

2. Experiences: We assume that over time a worker gains knowledge about the tasks 
performed, leading to an experience value which defines his familiarity with the 
task at hand. For example, since he knows from past experiences that the current 
task includes heavy lifting, but only for a short time, he ‘clenches his teeth’ and 
endures this brief moment, compared to an inexperienced worker who might quit 
the task altogether. Within the model the experience value is set between 0.8 and 
1.2, analogous to the fitness calculation. A very inexperienced worker is scored 
with a value of 0.8, a normal worker with 1.0 and a very experienced worker with a 
value of 1.2.  

3. Sensitivity: The sensitivity value defines how much the worker is affected by any 
given situation. A worker with a high sensitivity reacts more intensely while a 
worker with a lower score of sensitivity does not. The model computes the sensi-
tivity value being between 0.8 and 1.2. In this case a very thick-skinned worker has 
a sensitivity value of 0.8, a normal worker of 1.0 and a very sensitive worker is 
scored with a value of 1.2. 

2.3 The Internal Emotional State 

The internal emotional state is calculated on the basis of the described psychological 
and physiological values. This computation leads to a value which represents the per-
sonal appraisal of doing the work and a temporary estimation of the quality of work. 

4. The input parameter: The computation of the emotional state is based on all of the 
described input values and objects within the simulation. The first input is the cur-
rently performed action including physical properties, for example: the involved 
objects and their weight (in kg), the time (in seconds) how long the action to be 
performed will take, and an ergonomic value. All described variables are either 
available from the database from the start or will be calculated just in-time from 
other modules of the project, as e.g. the ergonomic scoring. The ergonomic value 
ranks the physiological stress of the body. At the moment, this calculated value is 
based on the established RULA-system [11].  

5. Level of activity: In order to compute the emotional valence, our module calculates a 
level of activity for the currently performed action. This computation is based on the 
evaluated guidelines of ‘BGI 582: Safety and health requirements for transport and sto-
rage tasks’ by the association ‘Vereinigung der Metall-Berufsgenossenschaften’ [12].  
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The output consists of four distinct levels of activity based on the values: carried 
weight, covered distance, action time, and a separate ergonomic value: 

• 1: low level of activity, no handicap, and no overloading 
• 2: increased level of activity, impairment by weaker persons is possible 
• 3: more increased level of activity, impairment, and overloading of normal persons   

is possible 
• 4: overloading of normal people 

Based on these levels of activity, the internal basis for emotional valence now calcu-
lates the values for sympathetic arousal, joy, and anger. 

6. Sympathetic arousal: The arousal (ܽ) is influenced by the level of activity (݈), the 
current exhaustion value (ݔ௔௖௧), the experience (݌), the rate of arousal adaption 
 This value lowers the .(ݎ) and a moderating value (௥ݐ) the time for recovery ,(௔ݐ)
score of sympathetic arousal over time, so if nothing stimulating is happening, the 
worker’s arousal level might even go down to 0, resulting in a sympathetic stabili-
ty. Also the moderating value cannot be too high, since an emotional state is able 
to influence another subsequent emotional state [9]. In this case the arousal is cal-
culated as follows: 

 ܽ௜ ൌ ܽ௜ିଵ ൅ ሺ݀௫ ൅ ݀௔ሺ݈ሻሻ · ௔ݐ · ݌ െ ௥ݐ ·  (1) ݎ

 ݀௫ ൌ ቀ100 െ ௔௖௧100ቁݔ · ݀௔ሺ݈ሻ ·  ௔ (2)ݐ

The value ݀௔ is an array which defines the changes of the arousal depending on the 
level of activity ( 1 ). Within the model, the array ݀௔ consists of four states (݀௔ ൌሼ0.25, 0.5, 0.75, 1.0ሽ). This means, if the level of activity is i, the change of arousal is ݀௔ሾ݅ሿ. For example, the change of arousal is 0.25 if the level of activity is 1. The 
change of arousal is increased by higher activity levels, while our parameters ݐ௔ and ݐ௥ are based on the length of an action (ݐ௔ ൌ ௧ೌ೎೟೔೚೙଺଴ , ௥ݐ ൌ ௧ೌ೎೟೔೚೙ଷ଴ ). The value of recov-

ery (ݎ) is set to 0.04. Depending on the exhaustion, the term (݀௫) increases the arous-
al, if the activity level is 2 or higher. 

7. The values of emotion: The calculated emotional valence (݁) is labeled as either 
joy or anger and is influenced by the level of activity, the level of exhaustion (ݔ௟), 
the length of activity (ݐ௔௖௧௜௢௡) and the sensitivity (ݏ) of the agent. In this case the 
emotional value is calculated as follows: 
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݁௔௖௧೔ ൌ ݁௔௖௧೔షభ ൅ ሺ݀௘௫ሺݔ௟ሻ ൅ 1ሻ · ݀௘ሺ݈ሻ · ݏ · ௔௖௧௜௢௡ݐ  
 

(3) 

݁௔௖௧ ൌ ൜ ௝݁௢௬: ݂݅ ݈ ൌ 1݁௔௡௚௘௥: ݂݅ ݈ ൌ 3,4 

 
(4) 

݀௘௫ ൌ ൞ 0: ݂݅ ௟ݔ ൌ ௔௖௧2ݔ1 : ௟ݔ ݂݅ ൌ :௔௖௧ݔ2 ݂݅ ௟ݔ ൌ 3,4 

 
 
(5) 

Both emotions are scored independently from the other, so if the level of activity is 
1.0, the value of joy is increased. If the level of activity is 3.0 or higher, the value of 
anger is increased  

 

(4). Actions which have an activity value of 2.0 are considered emotionally steady. 
The change of emotion is defined by the array ݀௘ ൌ ሼ0.5, 0.25, 0.75, 1.0ሽ. Exhaustion 
leads to an increase in anger if an action has the activity level 3 or 4  
 

(5). The level of exhaustion (ݔ௟) is dependent on the strength of the worker. We divide 
strength into four categories: the area of recuperation (ݔ௟ ൌ 1), normal workload 
௟ݔ) ൌ 2), short-time maximum strength (ݔ௟ ൌ 3) and evolutionary emergency reserve 
௟ݔ) ൌ 4) (see Fig. 2). A worker can only perform inside the range from recuperation 
to short-time maximum strength. The boundaries of these areas depend on the consti-
tution of the agent. A stronger agent has higher thresholds than a normal agent and a 
normal agent has again higher thresholds than a weaker agent. These limits are cur-
rently fixed for the chosen agent model. 

8. The value of exhaustion: This value (x) is influenced by the time of activity 
 the calculated level of activity (݈) and the ,(௟ݔ) the level of exhaustion ,(௔௖௧௜௢௡ݐ)
corresponding score of the recovery parameter. The current exhaustion of an agent 
is calculated as follows: 

௜ݔ  ൌ ௜ିଵݔ ൅ ݀௫ሺ݈ሻ · ௟ݔ · ௫ݐ െ ௥ݐ ·   ௫ݎ
(6) 

Like the sympathetic arousal the exhaustion has a moderating mechanism as well  
( 6 ). The time of recovery (ݐ௥) and the moderating value (ݎ௫) define how much time 
an agent needs to rest. If there is no strain on the worker, the moderating mechanism 
decreases the value of exhaustion down to 0. The array ݀௫ consists of the four states  
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is switched (grey lines). The Fig. 7 shows our three workers carrying a 15 kg box. At 
first, all simulated workers carry the weight of this box quite easily. But similar to 
carrying a 20 kg box, the workers are exhausted by the process of carrying. The weak 
worker is exhausted faster than the normal worker and the normal worker is exhausted 
faster than the athletic worker. For this reason the dominating emotion is switched for 
the weak worker at the 15th, for the normal worker at the 16th and for the athletic 
worker at the 17th box. If the carried weight of the box is 30 kg, all workers have a 
negative emotional valence while performing the task (see Fig. 8). There is only a 
very narrow difference between the worker types. 

3 Conclusion 

The model calculates the emotional valence of different workers performing a prede-
fined task. We demonstrated that the emotional valence and therewith the interpreta-
tion of the actual situation depends on the attributes of the machine and the number of 
repetitions. We have shown that the model can simulate different attributes. In addi-
tion, we showed that an elementary behavior like ‘joy’ and ‘anger’ is interpreted dif-
ferently, depending on the number of boxes carried before.  

Our next steps will be to further implement the depicted model in Fig. 1 while at-
tempting to evaluate our preliminary predictions about the individual emotional res-
ponses within a real-world scientific experiment by implementing the model into a 
robot. Furthermore we want to expand the model to include a form of memory-system 
which would allow for a planning routine (see Fig. 9). With this addition the model 
opens up a new computing path which is dependent on the global task of the robot. If 
the task would be to carry 5 boxes from point A to point B, the module is able to track 
the necessary time for one iteration and hence compute the remaining time for the 
other four boxes. If however the task is to be completed in less time than anticipated, 
the robot could either try to compute a different / faster route, accelerate its move-
ments or, if the time-limit is not feasible, report this discrepancy back to the user. This 
would happen by putting the robot into a less favorable emotional state, which is easi-
ly understood by the human operator.  
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Abstract. With the advancement of technology robots have become more 
common in every day applications, like Paro and GOSTAI Jazz for health care 
or Pleo and Genibo for entertainment. Since these robots are designed to con-
stantly interact with people, during the development process it should be consi-
dered how people would feel and behave when they interact with those artifacts. 
However there might be some issues in collecting this type of data or how to ef-
ficiently use it in the development of new features. In this study we report a 
process for creating Personas that will help in the design of subject-focused ap-
plications for robots interactions. 

Keywords: User modeling and profiling, Human-Robot Interaction, Personas. 

1 Introduction 

Human-Robot Interaction (HRI) is a subfield of Human-Computer Interaction (HCI). 
HRI studies how people behave while interacting with robots and it tries to extract the 
best result from that. Beside of how well a robot can help a person or how easy it can 
be used to accomplish a task, it should be considered how that person will react while 
interacting with it. According to Young et al. [1] the way people interact with robots 
is very unique and different from their interaction with other technologies and arti-
facts since robots provoke emotionally charged interactions. Our goal was to address 
these emotions and the way people behave when they interact with a pet robot in the 
creation process of new applications. 

But there is a problem to make the information about the costumers’ profiles, ex-
pectations and preferences useful to the development team. The adopted solution was 
to create Personas which are characters that represent a group of subjects (people that 
will interact with the robot) based on their characteristics. Those characters help the 
development process since the team can base on their costumers preferences instead 
of their own. Some of the methods used for gathering data to create the subjects’  
profile include: interviews; capturing the people’s action while using the system;  
applying questionnaires. 
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Thus, in this study we focus to present the methodological approach for creating 
Personas to be used in design of new features for robots. In this process we conducted 
tests with users using a methodological approach based on Koay et.al [2] to collect 
data. This was obtained from questionnaires, video analysis and a real time feedback 
given by the participant through a device called Comfort Level Device. For the tests 
we used the pet robot Sony AIBO ERS-7 also aiming to see how participants would 
react to it because of its resemblance with a real dog. The results were Personas that 
address people’s personality and their expectations and reactions towards the robot we 
used, which can be of benefit for the development of new robots’ features focusing on 
the subject. Also we present some analysis about people’s behavior relating to this 
AIBO in comparison with other robots of a different type which were used in Koay 
et.al [2] study. 

This paper goes first with an explanation of Personas and how it has been used on 
the HRI field (Section 2). Then we begin to explain the process of creation of the Per-
sonas starting from the data collection, detailing all the components and techniques that 
were used (Section 3), after we present the tests with users (Section 4). After that we 
explain how the obtained results were used with the cluster algorithm Q-SIM and 
present one of created Personas as an example (Section 5). In the end we discuss the 
observations on the participants’ behavior in comparison with Koay et.al [2] study and 
we talk about how this study can be helpful for future studies (Section 6). 

2 Personas 

In psychology, Jung [3] defined Personas as people capability to assume different 
behaviors depends on scenario or situation at the moment. Cooper et al. [4] faced a 
problem during Human-Computer Interaction (HCI) projects, which is how to attempt 
all user diversification on it. Due to that, Cooper adapted Jung’s Personas concept to 
HCI and redefined Personas as hypothetic archetypes of user. This means that each 
Persona can represent a group of real users. That definition helps designers to reach a 
biggest number of real users analyzing just a few profiles. Other works specify Perso-
nas as fictitious characters once it contains information like a real user as picture; 
name; demographic and behavior and preference information format like a bio de-
scription [5], [6]. Personas have been applied in many HCI project since Cooper with 
focus on better user experience than before. This entire appliance occurs due to the 
easy communication about Personas needs between designers. Because of this, some 
works have been developed it also into Human-Robot Interaction (HRI) with aim to 
improve robots behaviors during interaction. 

However, many HRI researches have been exploring Robot Personas that change 
the focus. Robot Personas are robots, which assume some profiles designed to get 
direction between interactions with people. It works like a mental model for robots  
[7-9]. This kind of approach is interesting, although it is not completely a user-
centered approach. It helps to improve the robot interaction, but not considered the 
user behaviors and the feeling of them about to interact with robots directly. To really 
keep a great interaction between robots and humans we need to attempt not only for 
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the robot personality, but also for human personality and how these different perso-
nalities interact with each other. So, to complete the cycle of interactions between 
robots and people considering the focus on people, we need to create also People’s 
Personas and analyze how these Personas interact with Robot Personas or just with a 
specific robot. With this approach in mind, this paper presents an adapted methodolo-
gy for creating Personas from HCI to HRI [6], [10]. It will help to create more social 
robots centered on subject. 

3 Methodological Approach 

From the tests with people until the definition of the personas this study followed a 
sequence of events illustrated in figure 1. The first step is to conduct user tests to col-
lect data as presented in the section 4. All the data obtained from cameras, CLD and 
pre/post questionnaires are stored for the post analysis. After that the data from the 
participants is grouped using the Q-SIM algorithm. With the groups defined the re-
searchers analyze the stored data to identify characteristics of the Personas. With the 
analyzed data researchers are able to address participants’ psychological traits and 
how their behavior when interacting with the robot to the Personas. 

 

Fig. 1. Illustration of the five steps of creation process 

As mentioned the methodological approach for data collection was based on 
Koay’s study [2] and that was because it would provide researchers the means to col-
lect the require data to create Personas and better take advantage of it. This data was 
collected from four different sources: Pre-Questionnaire, with questions about the 
participant’s personality (the big five technique), age, genre and previous experience 
with robots; Comfort Level Device, an application running on a smartphone that par-
ticipants used during the test to inform if they were comfortable or not; Interaction 
recorded video, that enabled to see the participants’ reactions and what happened at 
the times that AIBO (which was been controlled by one of the researchers) let them 
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uncomfortable; Post-Questionnaire, with questions about how was the experience of 
the interactions and in which tasks were more comfortable. The following is a de-
scription of the techniques and tools that were used during the tests and creation of the 
Personas. 

3.1 The Wizard-of-Oz 

During the tests AIBO was controlled by one of the team members using the Wizard-
of-Oz method. This technique can be used to simulate functions and behavior of a 
robot. Therefore is common used by researchers to test the viability of a system to be 
implemented and also at studies centered on human behavior (which is the application 
for this study) [11]. A person plays the role of the “wizard” by remotely controlling 
the robot while the participants of the test interact with it. It’s important to establish a 
set of actions for the wizard to perform and the person practices it so the interactions 
fell more naturally. In our study we used the AIBO Entertainment Player software to 
control the robot and auxiliary camera to give the wizard a better visualization of the 
environment. Through the Entertainment Player the wizard could control AIBO’s 
movements and have access to its camera, speaker and microphone. During the inte-
ractions AIBO was controlled to behave like a dog by responding to commands (i.e. 
sit, stand up, catch, come here), barking, and perform a dance while playing a music 
which is a robot like action. 

3.2 The Big-Five Technique 

One of the parameters that we used to create personas was the participants’ psycho-
logical traits, and to obtain these we used a tool called Big Five, that is according with 
[12] “a hierarchical model of personality traits with five broad factors, which 
represent personality at the broadest level of abstraction”. The reason why we choose 
this tool is because the Big Five framework is the most widely used and extensively 
researched model of personality by the community and has a considerable support 
[12]. Besides [13] says that this theory of personality can also be used as a framework 
to describe and design the personality of products and in particular of robots. 

The data used to classify the participant’s personality was obtained in the first part 
of the test, where they had to fill a questionnaire. We used questions from the Big 
Five which measures five dimensions of people’s personality: Extraversion, Agreea-
bleness, Conscientiousness, Neuroticism and Openness to Experience. It was used 
the TIPI (Ten-Item Personality Inventory) as the instrument to collect these data and 
it contains ten questions about the participants’ personality, where the questions used 
a Likert-scale ranging from one to seven. The TIPI was adopted because it was 
quickly to answer, so the participant didn’t fell bored before the interaction with 
AIBO and [12] suggest that these very brief instruments can stand as reasonable 
proxies for longer models (240-item for example, that takes about 45 minutes to be 
completed). 
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3.3 Comfort Level Device 

To capture the participant’s comfort level while interacting with AIBO we used an 
adaptation of the Comfort Level Device (CLD) that was used in Koay et al. [14]. Our 
CLD was an application for smartphone which allowed the participant to inform if he 
or she was or wasn’t comfortable during the interaction. It had three buttons: happy 
face; unhappy face; end task. The button with a happy face meant that the participant 
was comfortable and the one with the sad face that wasn’t. The button at the top of the 
screen meant that the participant had finished the present task so we could keep con-
trol of the comfortable recordings for each task. This information was displayed to the 
researcher that was operating AIBO and recorded. Before the interaction started the 
researcher that was conducting the study entered the participant’s control number and 
explained how to use the application. 

3.4 Data Clustering 

To discover patterns into a database many researches have been use a technique called 
Data Clustering. This technique works in a simple way, it tries to group information 
based on similarity rules. Usually, the similarity rule used is the Euclidean distance, 
but it can be choose others similarity measure [15]. Once Data Clustering is used as a 
manner to discover groups with similarity, we can use it to help on creation process of 
Personas, grouping the most similarity user profiles. Many works have been use Data 
Clustering as a way to identify user profile for HCI projects [16]. Especially in Perso-
nas works, some researches use k-means algorithm to help on this process. However, 
k-means has a problem for creating Personas. Designers not even know how many 
groups exist into a dataset with user profile information and this is essential informa-
tion to execute k-means, once it needs to be informed how many groups the designer 
wants [5], [6], [10]. 

To solve the problem of k-means in Personas creation process and user profile 
analysis, Masiero et al. [10] presents a new algorithm for Data Clustering. It calls 
QSIM (Quality Similarity Clustering). QSIM finds groups in a different manner. De-
signer informs the minimal desire similarity between element groups. QSIM uses a 
concept called Related Set to find groups; this concept is disseminated on Case-
Reasoning Based studies. In the first results presented, QSIM demonstrated an algo-
rithm with better results for user modeling, at least, than k-means, DBSCAN and 
Affinity Propagation [10]. Because of this, QSIM was adopted as the main algorithm 
to guide the methodology of Personas HRI creation presented at this paper. The next 
section will present the methodology with more details. 

4 Tests for Data Collection 

The studies were conducted in a laboratory at the university Centro Universitário da 
FEI; figure 2 explains the settings of the environment. 

The participants were students, employers and visitants from an open event that 
was held at the university. There was a total of 39 participants, 10 children with age 
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ranging from 4 to 12 years old and 29 adults with age ranging from 15 to 43 (from 
these there were 16 men and 13 women). Each test went through the following se-
quence of events. 

 

Fig. 2. Environment settings for the user tests 

First there was a greeting, where the examiner explained the objectives and proce-
dure of the study to the participant. After giving its consent for the test, the participant 
answered to a pre-questionnaire, which had the purpose of knowing his or her expec-
tations about interacting with AIBO, profile and personality (the ten questions from 
the big five technique).  

Second the participant was introduced to the CLD and the examiner explained 
what tasks would be done during the interaction. Before starting each task the partici-
pant read its description in loud voice. There were a total of 6 tasks divided in two 
groups of 3 tasks: no interaction, where the participants didn’t give any instruction to 
the robot; physical interaction, were they had to touch the robot to make it execute the 
task; voice interaction, when they had to give a voice command to the robot. The first 
group was tagged as Human in Control (HiC) and the second as Robot in Control 
(RiC). During the HiC tasks if the participant felt uncomfortable with AIBO it would 
not move any closer, but during the RiC it wouldn’t stop AIBO from getting closer. 
After the explanation the participant interacted with AIBO performing the tasks listed 
below: 

First Task (No Interaction, HiC) – During this task there were no interaction be-
tween AIBO and the participant. The participant just watched AIBO walk by it, and 
go to the evaluator to get the bone. Second Task (Physical Interaction, HiC) – In this 
task, the participant waited for AIBO to get close with the bone in its mouth, and the 
participant had to cuddle the pet robot (in the head or back), so the robot opened its 
mouth and released the bone for the participant, after that AIBO walked away. Third 
Task (Voice Interaction, HiC) – Now the participant waited the robot to get close and 
gave one of these commands to it: Bark; Sit; Lay; Screech head; Wave tail. Fourth Task 
(No Interaction, RiC) – In this task, AIBO walked until get close to the participant, and 
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then performed a dance. Fifth Task (Physical Interaction, RiC) – After the dance in the 
fourth task, now the participant “evaluate” the performance, to do that the participant 
had to cuddle AIBO in its head (if the participant liked the dance) or in its back (if the 
participant didn’t like the dance). And at last AIBO gave a feedback to the participant: 
the leds in its face got in two colors, green if the participant had cuddle it in its head or 
read if the cuddle was in its back. Sixth Task (Voice Interaction, RiC) – The last task 
was like the third one, the participant waited the robot to get close and gave one of these 
commands to it: Bark; Sit; Lay; Screech head; Wave tail. 

In the last part of the test the participant answered to a questionnaire which had the 
purpose of knowing how comfortable each task was, how easy was to perform the 
task and if AIBO attended his or her expectations. These questions used a four-point 
Likert scale. They also needed to elect two tasks where they felt most comfortable 
(one from the HiC and another from the RiC groups), write a free text about their 
thoughts on the interaction and finally we invited them to leave a contact to partici-
pate from future studies. 

5 Creating the Personas 

After the tests we separated the participants in groups to define the Personas using Q-
SIM with four different percentage values of similarity (20, 40, 60 e 80). The groups 
were defined by their similarity of personality (big-five technique) and profile (age, 
gender). After we got those results we chose the one with 80% (see Table 1) of simi-
larity because it was the one that better represented the participants of this study. 

Table 1. Groups obtained from Q-SIM with 80% of similarity. Ex (extraversion), Ag 
(agreeableness), Co (conscientiousness), Ne (neuroticism) and Op (Openness to experience) 

Group Age Gender Ex Ag Co Ne Op 
1 7 Female 5.0 4.5 5.0 4.5 6.0 
2 11 Male 5.0 4.5 4.0 4.5 4.5 
3 18 Male 4.5 5.0 5.5 4.0 5.5 
4 23 Female 5.0 5.0 5.5 5.0 5.0 
5 41 Male 5.0 4.5 6.0 3.5 6.5 

 
With the groups defined we began analyze the information that was stored from 

each participant’s test and to separate it in their respective groups. Firstly, we inter-
preted the scores from the Big-Five technique to define their traits of personality. 
Taking the conscientiousness values for example, it can be said that the Persona from 
group five is more careful, focused and self-disciplined than the one in the second 
group. Secondly we used the data from the CLD with the participants’ answers in the 
post questionnaire to determine how comfortable they were during the interactions. 
Since none of the groups showed significant reporting of being uncomfortable we 
defined that they all feel comfortable around the robot. Finally we made video analy-
sis of the interactions to be used with the post-questionnaire in the definition of the 
Personas’ behavior. Below we present the Persona created with the information from 
the fourth group. 
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Lyanna is 23 years old and she loves dogs. She is an outgoing 
person that likes the fellowship of other people. Has a lot of 
energy and is proactive. Besides, she worries about social 
harmony, is honest, decent and trustful. Prefers to make plans 
rather them to act spontaneously, also being too self-
disciplined. Rarely gets upset and is too calm. She is always 

looking for new experiences and thinks of a different way than other people. Her 
expectation for AIBO is that it will behave like a real dog, been capable to respond 
to her commands and seek for attention to play. She has never interacted with a 
robot before AIBO, but she had no difficult to perform the tasks with AIBO. During 
the interaction she kept saying that AIBO was cute and she was enjoying it. Her 
preferred tasks were the dancing one and the one that she gave voice commands to 
AIBO. After the test she said that AIBO attended to her expectations and would like 
to play with it again. 

Fig. 3. Lyanna’s Persona 

6 Insights and Conclusion 

Besides of the creation of Personas, during the analysis we observed that the partici-
pants of the tests felt more comfortable with AIBO in comparison with the partici-
pants that interacted with different types of robots in Koay et al. [2] study. It was 
reported that participants started to allow the robots to approach closer to them after 
five weeks of habituation. This opposes to our tests participants’ reactions since only 
seven reported to be uncomfortable through the CLD even with AIBO getting very 
close to all them since the beginning of the test. In fact the only situation when they 
felt uncomfortable was when AIBO bumped at them while moving, but they didn’t 
related to be uncomfortable in the post questionnaire. This proves that they weren’t 
uncomfortable with AIBO itself or during the whole interaction but with that specific 
moment. One even asked if someone ever felt uncomfortable during the tasks and it 
was surprised when the evaluator answered yes. Other participants also had more 
particular reactions like a woman who felt so excited that kept touching AIBO con-
stantly, even when she wasn’t performing a task that required physical interaction. 
Also a young boy asked his mother if was possible to change his real dog for AIBO. 

Another study [17] conducted to compare people’s interaction with an AIBO and a 
humanoid ASIMO reported that the most visible difference between the participants’ 
attitude towards both robots the way of giving a feedback to the robot; they tended to 
use expressions like “thank you” to ASIMO while they frequently touched AIBO to 
give the feedback. That among with the behavior of our participants leads to the con-
clusion that due to its characteristics, a pet robot makes people feel more comfortable 
than those with a humanoid or a machine like appearance. 

Finally, this study outlines the methodological approach used to create Personas 
that address human behavior and psychological characteristics to be used in the de-
velopment of new applications for robots. The required data was collected from dif-
ferent sources to have more complete and effectively results. Although a pet robot 



 Behavioral Persona for Human-Robot Interaction: A Study Based on Pet Robot 695 

 

was used in this study, as far as we know the methodological approach can be applied 
to a robot of a different kind by making some minor changes, such as adapting the 
tasks to ones that match the robot’s functionalities. 
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Abstract. In this paper is described an interactive mixed reality which is pre-
sented by a mobile robot. It explains the structure and functionality of the 
mixed reality and illustrated, how the combination works with the robot. In ad-
dition some evaluation results of the interactive screen are presented. Usage 
scenario for the interactive mixed reality is the Industriemuseum Chemnitz. 
This kind of exhibition is suitable for viewing the inner functions of an exhibit 
to see how this technology works. The view into a technical device can occurs 
with the help of a public screen which is projected on the exhibits surface. Via 
an interactive layer it’s possible for users to interact with the indicated contents. 
This interactive projection system is mobile thereby the robot can transport the 
public screen through the museum and from exhibit to exhibit. This interactive 
screen contains videos, animations and pictures of the functionality of exhibits. 
With the assistance of this mobile system the visitor can learn more about the 
exhibits in general and their specific functionality. 

Keywords: Human-Computer Interaction, Human-Robot Interaction, Mixed 
Reality, Robotic Mediator, Interdisciplinary Collaboration, Blended Museum. 

1 Introduction 

Why can’t we see inside a technical device? Why we can’t see how the technology 
works? When we can see this, we will better understand the technology and the whole 
process of construction [1]. 

For example: Most exhibitions contain several technical devices. Visitors to mu-
seums have two options: The first is to see the real exhibit in the exhibition environ-
ment. The second is to see additional information via an interactive terminal, which is 
mostly static and far from the exhibit. So the visitors have to split their attention with 
these technical devices. To bring these split information together is a real problem for 
this kind of presentation. Because users of the interactive terminal can’t see the real 
exhibit and visitors who look at the real exhibit can’t see additional information from 
this technical device. Sometimes it can also be problematic for visitors, who are inter-
ested in technical devices, to understand how the device works. The animated func-
tionality which is shown via the information terminal isn’t easy to understand. Then, 
when they stand before the exhibit they can’t imagine where and how this device 
functions.[7] In museums one new way to acquire additional information is the use of 
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mobile devices [6]. Unfortunately the attention of the visitors isn’t on the exhibit an-
ymore but rather on the mobile device – this causes a split attention situation. But a 
real demonstration can’t happened in any case because some of the exhibits are very 
old, out of order or their functionality can’t be shown in a closed room. However the 
only chance for a comprehensive understanding is to see, how the system works. 

So I thought, why not a combination of all these described components, so that the 
visitors have all of their benefits. They must have an exhibit which they can see, smell 
and in many cases, touch. The visitors need the “real device” and also additional in-
formation on this exhibit and all adjacent subjects. But this isn’t needed in central 
places – Visitors want additional information close to the exhibit. The museum re-
quires a mobile version of an interaction terminal – The robotic border crosser. This 
robot can accompany the visitors through the exhibition. In front of every technical 
device the robot prepares the interaction interface for the users and explains the han-
dling of the interaction interface. 

Advantages of this kind of mobile interface are the presentation of additional in-
formation in a non-static way (see above) and the preparation of the interaction possi-
bility. With the robot companion [3] the visitors are prepared for the interaction with 
technical contents. So the visitors have a guide and also a “friend” on their side, 
which is a helping hand for them. 

The idea and the basic construction of this mobile robot and the projector sys-
tem [14] came into being within the interdisciplinary research training group Cross-
Worlds. The research training group “CrossWorlds – Connecting Virtual and Real 
Social Worlds” addresses the increase in digitization and its resulting virtualization of 
processes, communication, environments, and finally of the human counterparts. This 
research training group is sponsored by the DFG (Deutsche Forschungsgemeinschaft). 
Goal of this project is to overcome the current constrains of media-mediated commu-
nication. Within interdisciplinary research tandems consisting of comput-
er/engineering scientist and social scientist, we study which new progressions that are 
offered by the connection of virtual and real social worlds. 

The connection of the virtual and real world for the border crosser project is shown 
here, fig. 1. This figure describes the dependencies between real world, virtual world 
and the border crosser. The explanation of this nexus and the advantages of a mobile 
robot with an interactive interface are topic of the paper “Border Crosser” [12]. 

The major advantage is learning through the help of both worlds. Visitors can mar-
vel at the real exhibit and then they can explore the virtual presented additional in-
formation and other cognate subjects. So this robot can be a simple tutoring sys-
tem [12], which contains the special museums content and both the presentation and 
the content, are matched for the visitors specific wants and desires. 

Most museum robots can’t really show the inner working of an exhibit. For exam-
ple: The construction with all the single parts, the functionality and the usage. Mu-
seum robots can traverse through the exhibitions and function as a greeter [5, 11], 
some are guides [2, 15, 16], single robots interact with touch displays [10] (for navi-
gation and interaction) and still others have a voice recognition to hear the instruction 
of the visitors [4]. Problem with all of them: They can’t explain technical devices so 
that the description is understandable. 
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Fig. 1. Nexus of Real and Virtual World 

Therefore there is a need for the robotic border crosser for the next genera-
tion (TNG) which presents details of exhibits in a special technical way. 

2 Technical Background 

The robot which contains the projection system has to navigate through the exhibi-
tion, in robust and secure way. At present this robot is small one which is not very 
attractive for visitors, because the focus of this project is the projection system and its 
mobility. For this reason the robot isn’t explained in detail. But some points, which 
are necessary for understanding the projection system, should be presented. The robot 
must have an average height of an adult. So the projection can happened over the 
heads of the viewer. One important feature is distance perception. Not only for the 
secure navigation, this is also relevant for an exact projection on the surface of the 
exhibit. 

2.1 Construction 

Before the projection on the surface can happened, some points for technical purposes 
must be observed: 

• projector 
• brightness (lumen) 
• projection-distance proportion 
• wide-angle. 
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These points affect the distance between the robot and the exhibit surface. The pro-
jector, which is used, is a DLP-projector. Because a LED-projector hasn’t enough 
lumen power for a projection in a normal museum area. The brightness of such a pro-
jector mustn’t be less than 2500 lumen. Museums are places with changing lighting 
conditions, that’s the point for the high brightness. A problem in museums is also the 
space situation on the premises. Because for the visitors of the exhibition is more than 
enough space but a projection in front of a technical exhibit requires more space than 
a single person or a group of people. 

Based on the projection-distance proportion and the wide-angle figure 2 accrues. 
This sketch shows the distances and the total scenario including the position of robot, 
user and exhibit. 

 

Fig. 2. Sketch of Interaction Distance 

This depiction displays the secure distance of the robot, which is 0,5 cm. The inte-
raction area between the robot and the exhibit has a space of 2,0 m length. With these 
distances a projection of 1,8 m diameter originates. 

The space between the robot and the exhibit depends on the height and width of the 
exhibit. Consequently in front of a small exhibit is less interaction space than in front 
of large exhibits. Independent of the different distances the projection works. Only the 
size of the interaction interface depends on space. 
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The Interaction Pointing Stick. To navigate through the several sub-layers of the 
interaction interface an infrared pointing stick is necessary. The stick’s length is 0,6 
m. A button at the handle triggers the interaction event. The handling of this stick 
seems no problem, because this stick is like a pointing stick in school. The usage of 
the button works in same way as a mouse button. 

As the button on the handle pushed the infrared sender initiates the infrared signal 
in the stick. On top the projector is the infrared receiver system. After the calibration 
the receiver calculates a line (l) between the position of it’s self (A) and projection (B) 
on the surface of the exhibit via the infrared signal (C) inside the pointing stick 
(fig. 3). The extension of the straight line between A and C is the selected item on the 
interaction interface. 

 

Fig. 3. Sc heme of Pointing Stick 

A problem of this interaction possibility is the covering of sensor area. If the user 
stands between the receiver (A) and the pointing stick (C) the sensor has no ability to 
perceive the position of the selected area. The same problem appears when standing 
in the projection space. This kinds of deficiencies are discussed under 5 Conclusion, 
with some possible solutions. 

2.2 Projection 

The surface structure of the exhibit is the most important item for realistic projection. 
Surface irregularities of the exhibit must be filtered out of the projection. This hap-
pens in such way, that the projection isn’t plane – it has to cling on to the exhibit sur-
face. After this mathematical adjustment the projection and the surface of the exhibit 
appear as a whole (described in figure 4). 

The surface of the exhibit and the projection are the first two layers of the mixed 
reality, which consist of three: 

1. surface of the exhibit 
2. projection 
3. interaction layer. 
 

The interaction layer is the only entity of the projection construction, which is at-
tractive to visitors. Within the first phase this layer shows the same part of the exhibit, 
which is under the projection. So the user doesn’t really see the projection. With the 
help of a pictogram the user gets an introduction in the handling of this interactive 
system. By using the pointing stick the user can navigate in the mixed reality. 
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Fig. 4. Layers of Mixed Reality 

With the interaction layer the user has the ability to take a look inside the technical 
device. The projection seems like the real exhibit. If the user selects a area of this 
projection the cladding of the projected exhibit disappears and a view inside the exhi-
bit is possible. The impression is created that the visitor can take a look inside real 
exhibit. So the user can navigate between the several sub-layers and use the interac-
tion interface like a construction kit. 

Every sub-layer shows a different part of the exhibit and its functionality. Is the se-
lected technical section close under the cladding, only the cladding disappears. In this 
case the user can see the technology on the right place (on that position with which 
it’s in the real exhibit). In the case that the technology is deeper within the exhibit, the 
selected section is magnified. The magnified section appears as a separate layer, 
which overlays the normal view. So the user can explore the technology. After ob-
serving the technical details the user can push the button on the handle again. In all 
cases the magnified detail disappears and the normal view of the exhibit is visible. 

3 Creating the Mixed Reality 

As aforementioned the mixed reality presents the same view as the real exhibit. So the 
difference between the real and virtual isn’t visible. The linkage between the real 
exhibit and the virtual interface is necessary for comprehensive information. The 
combination of different types of technology and the real world is the main premise 
for understanding.[8] Before the user can navigate through the “exhibit construction 
kid” a small introduction is shown. This introduction appears automatically. The user 
has the choice of follow the introduction or canceling it. This is important; If we  
take a look at the different people who want to use this interface, than we can notice 
that all users have individual preconditions. Users they have more experience with 
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technical devices can cancel the prelude. All other users can follow the instruction of 
the stick usage and the navigation guide. This part of the interface is intended for all 
users.[9] 

The user prelude is the first part of the simple tutoring system.[13] After the end of 
the introduction the start view is presented again. All interactive parts of the exhibit 
are tagged with a flashing frame. The frame blinks from yellow to dark blue and vice 
versa. This marking version is an outcome of the evaluation, described under point 4. 
With the help of the pointing stick the user can trigger the interactive parts. After 
triggering the cladding of the technical device disappears and the technical part  
is visible. 

Figure 5 showed a snippet of the first prototype. It’s a Trabant, which is exhibited 
in the Industriemuseum Chemnitz. One interactive part of this exhibit is the engine of 
the Trabant. A picture of this engine appears by triggering. 

 

 

Fig. 5. Snippet of the first Prototype 

The interactive interface contains very little text. This interface has a focus on pic-
tures, films and animations. Minimal text and many optical attractions are better for 
understanding the technical processes.[17]  

The user can trigger interactive parts in which order he or she wants. There is no 
regulation or constraint using the interface. This is also a part of the simple tutoring 
system.[13] The users have all possibilities. They are independent of time, place  
and order. So a user has the chance to see everything that is of his or her personal 
interest. The interactive parts can be trigger unlimited. And depending on the interest 
of the user the system suggests other similar devices, which the user can view in the 
exhibition. 
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At this time, the prototype needs more assistance on graphical presentation. For a 
presentation close to the real exhibit much more work is necessary. 

4 Evaluation Results 

During the development of the prototype some evaluations and analysis have hap-
pened. For example: One of the first evaluation we have done, is to test the different 
marks of the interactive parts. The result of this evaluation is depicted in figure 6. It 
illustrates the percentage of all clicks that are hits or failure. The hit ratio, indicated by 
color framed interactive parts, is the highest. In the color frame case the frame blinks 
from yellow to dark blue and vice versa. So the visibility is indicated by all colored 
backgrounds. The other interaction hint is the area. The hint is marked by a highlight-
ing area. The whole area which is active pulsates. The third version is without any 
hint. Users have to find out which parts are active. 

 

 

Fig. 6. Result of Different Interaction-Hints 

With some more usability tests, the users become fascinated by the interactive in-
terface. The evaluation of the interface are realized in two different areas. The first 
was a exhibition situation in general, the second the Industriemuseum Chemnitz. 
98 percent of the user in the Industriemuseum have been fascinated by the possibility 
to taking a look in a technical device. Only 56 percent of the users in the normal exhi-
bition area (the exhibition included some oral presentations and information stands) 
said yes to this interface. But roughly 50 percent of user had different ideas as to what 
they could do or what they would do with such an interactive interface. They are in-
terested in other presentation areas. 

All of the fascinated human guinea pigs wanted more information on this kind of 
presentation and they wanted more detailed presentation of technical device and in-
formation on its background. But all of them wanted also a high-resolution graphic 
interface. 
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5 Conclusion 

After the evaluation of the interface some new tasks are must to do: 

• obtain more information about the exhibits 
• more detailed information about the technology and background 
• more animations displaying how the technology works 
• more exhibits integrated in the tour 
• higher-resolution graphic. 

Another point to edit is the interaction stick. This is a good and simple device for 
interaction but it has also a problem. It only works if sensor perceive the infrared 
stick. If the user stands between the receiver and sender nothing happens. At this time, 
another technology is being tested – the Kinect sensor. But also this device has advan-
tages and disadvantages. We will see how this system works after the next evalua-
tions. 

With this project is being made the first step in a mixed reality in exhibitions with 
technical devices. Since it is mobile it seems like a private mobile X-ray unit, includ-
ing a functionality explaining unit. Most of the users have liked this interface and 
have expressed the desire for such an interactive device. 

The next step, which we can do, is prepare a hologram device. With this kind of 
technology users can see the exhibit from all sides. Desirably would be a sensor sys-
tem which perceives only the hands of the users. So users can touch the hologram on 
any part that is interesting to them. 

…and the adventure goes on… 
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Abstract. We propose an emotion transmission system using a cellu-
lar phone-type teleoperated robot with a mobile projector. Elfoid has a
soft exterior that provides the look and feel of human skin and is de-
signed to transmit a speaker’s presence to their communication partner
using a camera and microphone. To transmit the speaker’s presence,
Elfoid transmits not only the voice of the speaker but also their facial
expression as captured by the camera. In this research, facial expressions
are recognized by a machine learning technique. Elfoid cannot, however,
physically display facial expressions because of its compactness and a
lack of sufficiently small actuator motors. The recognized facial expres-
sions are displayed using a mobile projector installed in Elfoid’s head
to convey emotions. We build a prototype system and experimentally
evaluate its subjective usability.

1 Introduction

To communicate with people in remote locations, robots that have human ap-
pearance have been developed. Some studies have used humanoid robots for the
transmission of human presence. In particular, teleoperated android robots such
as Geminoid F and Geminoid HI-1 [1] have appearances similar to an actual
person, and were intended to transfer the presence of actual people. These hu-
manoid robots have high degrees of freedom and can transfer human presence.
However, they are expensive and limited to a specific individual target. A robot
called Telenoid R1 [2] was developed to reduce the number of actuators and
costs. Telenoid is not limited to a specific individual target, and is designed to
immediately appear and behave as a minimalistic human. A person can easily
recognize Telenoid as human; it can be interpreted as male or female, and old or
young. With this minimal design, Telenoid allows people to feel as if a distant
acquaintance is next to them. Moreover, Telenoid’s soft skin and child-like body
size make it easy to hold. However, it is difficult to carry around in daily life.

For daily use, a communication medium that is smaller than Telenoid and
uses mobile-phone communication technology is now under development. Like a
cellular phone, Elfoid is easy to hold in the hand, as shown in Fig. 1. When we
use such robots for communication, it is important to convey the facial expressions
of a speaker to increase the modality of communication. If the speaker’s facial
movements are accurately regenerated via these robots, human presence can be
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Fig. 1. Elfoid: cellular phone-type teleoperated android

conveyed. Elfoid has a camera within its body and the speaker’s facial movements
are estimated by conventional face-recognition approaches. However, it is difficult
to generate the same expression in robots because a large number of actuators are
required. Elfoid cannot perform facial expressions like a human face can because
it has a compact design that cannot be intricately activated. That is, since Elfoid’s
design priority is portability, its modality of communication is less thanTelenoid’s.
For this reason, it is necessary to convey emotions some other way.

2 Generation of Facial Expressions Using Elfoid

2.1 Elfoid: Cellular Phone-Type Teleoperated Android

Elfoid is used as a cellular phone for communication, as shown in Fig. 1. To
convey the human presence, Elfoid has the following functions.

– Elfoid has a body that is easy to hold in a person’s hand.
– Elfoid’s design is recognizable at first glance to be human-like and can be

interpreted equally as male or female, and old or young.
– Elfoid has a soft exterior that provides the feel of human skin.
– Elfoid is equipped with a camera and microphone.

Additionally, a mobile projector is mounted in Elfoid’s head and facial expressions
are generated by projecting images from within the head, as shown in Fig. 2.

2.2 Overview of the Total System

In this research, facial expressions are generated using an Elfoid’s head-based mo-
bile projector to convey emotions. Fig. 3 shows an overview of the total system.

First, individual facial images are captured using a camera mounted within
Elfoid. Next, the facial region is detected in each captured image and feature
points on the face are tracked using the Constrained Local Model (CLM) [3].
Facial expressions are recognized by a machine learning technique using the posi-
tions of the feature points. Finally, recognized facial expressions are reproduced
using Elfoid’s head-based mobile projector.
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Fig. 2. Prototype system

Fig. 3. Overview of the total system

2.3 Recognition of Facial Expressions

CLM fitting is the search for point distribution model parameters p that jointly
minimize the misalignment error over all feature points. It is formulated as follows

Q(p) = R(p) +

n∑
i=1

Di(xi; I), (1)

where R is a regularization term and Di denotes the measure of misalignment
for the ith landmark at xi in image I. In the CLM framework, the objective is
to create a shape model from the parameters p. The misalignment term, Di, is
estimated using the mean-shift technique. This method has low computational
complexity and is robust to occlusion. The results of feature point tracking are
shown in Fig. 4.
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Fig. 4. Results of feature point tracking

Fig. 5. Feature points used for classification

In this study, six facial expressions that correspond to universal emotions [4],
happiness, fear, surprise, sadness, disgust, and anger, are classified using a hierar-
chical technique similar to [5]. The facial expressions are hierarchically classified
by a Support Vector Machine (SVM). Each classifier is implemented beforehand
using the estimated positions of feature points. The feature points used for clas-
sification are shown in Fig.5. This study is based on the theory that different
expressions can be grouped into three categories [6,7] based on the parts of the
face that contribute most toward the expression. These categories are shown
in Fig. 6 At the first level, we use 31 feature points around the mouth, eyes,
eyebrows and nose to discriminate the three expression categories: lip-based,
lip-eye-based, and lip-eye-eyebrow-based. After grouping into three categories,
each category is divided into two emotion classes. In the lip-based category, four
feature points around the mouth are used for expressing happiness or sadness.
In the lip-eye-based category, 16 feature points around the mouth and eyes are
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Fig. 6. Emotion estimation using a hierarchical technique

used for expressing surprise or disgust. In the lip-eye-eyebrow-based category, 26
feature points around the mouth and eyes and eyebrows are used for expressing
anger or fear.

2.4 Generation of Facial Expressions with Elfoid Using Cartoon
Techniques

Recognized facial expressions are reproduced using Elfoid’s head-based mobile
projector. To represent facial expressions, we generate stylized projection pat-
terns using the results of emotion estimations. In this study, the projection pat-
terns are stylized using cartoon techniques [8]. It is widely recognized that car-
toons are very effective at expressing emotions and feelings. The movements
around the mouth and eyebrows, for example, are exaggerated. The silhouette
of face and shapes of eyes are varied by projection effects. Moreover, color stimuli
that convey a particular emotion are added.

3 Experiment

3.1 Recognition Rate of Facial Expressions

We conducted an experiment to verify the recognition rate of facial expressions.
As training data, we used a total of 8,000 images that consisted of 1,000 images
for each facial expression and 2,000 images with no expression. To verify the rate
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(a) Angry expression (b) Disgusted expression (c) Fearful expression

(d) Happy expression (e) Sad expression (f) Surprised expression

Fig. 7. Facial expressions generated by Elfoid

of the facial expression recognition, we tested 1,000 images for each expression
that were different from the training data. Table 1 shows the facial expression
recognition rate results. The results show that this estimation method can be
applied to our communication system.

3.2 Subjective Evaluation of the Proposed System

In this experiment, representative face expressions were generated by Elfoid, as
shown in Fig. 7. From the experiments also reported in [8] , it is shown that
each emotion can be conveyed correctly. Additionally, to verify the validity of
this system, we experimentally evaluated its subjective usability. Subjects had
a conversation with a communication partner at a remote location using Elfoid.
We used an Elfoid that does not project facial expressions as a comparison.
We then gave the subjects questionnaires that asked about the satisfaction level

Table 1. Recognition rate for facial expressions (%)

���������answer
estimation

happiness sadness surprise disgust anger fear no expression

happiness 73.8 3.0 0.0 0.0 23.2 0.0 0.0

sadness 1.4 60.1 0.0 0.0 33.9 0.0 4.6

surprise 0.0 0.0 82.8 0.0 17.2 0.0 0.0

disgust 0.0 0.0 0.0 82.3 17.7 0.0 0.0

anger 0.0 0.0 0.0 0.0 100.0 0.0 0.0

fear 0.0 0.0 1.9 0.0 0.2 97.9 0.0

no expression 0.0 0.0 0.0 0.0 10.4 0.0 89.6
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Fig. 8. User’s satisfaction with the conversation
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Fig. 9. User’s impression of a conversational partner
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Fig. 10. User’s impression of the interface

of the conversation, impression of a conversational partner, and impression of
the interface. These items were based on the conventional method for assess-
ing usability [9]. To ascertain the user’s impression of the interface, presence,
humanlike, naturalness, uncanniness, and responsiveness were investigated.

Figs. 8, 9, and 10 show the experimental results. Higher scores indicate a
better impression. According to the results, the proposed system is effective for
increasing conversation satisfaction level and the impression of a conversational
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partner. The evaluation regarding the impression of the interface is higher for
the proposed system than the comparison system.

4 Conclusion

We propose an emotion transmission system using a cellular phone-type tele-
operated robot with a mobile projector. In this research, facial expressions are
recognized by a machine learning technique, and displayed using a mobile pro-
jector installed in Elfoid’s head to convey emotions. In the experiments, we built
a prototype system that generated facial expressions and evaluated the recogni-
tion rate of facial expressions and the subjective evaluations of usability. Given
the results, we can conclude that the proposed system is effective for increas-
ing conversation satisfaction level and the impression of a conversational partner.
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Abstract. The automatic detection of human affective states has been
of great interest lately for its applications not only in the field of Human-
Computer Interaction, but also for its applications in physiological, neu-
robiological and sociological studies. Several standardized techniques to
elicit emotions have been used, with emotion eliciting movie clips being
the most popular. To date, there are only four studies that have been
carried out to validate emotional movie clips using three different lan-
guages (English, French, Spanish) and cultures (French, Italian, British
/ American). The context of language and culture is an underexplored
area in affective computing. Considering cultural and language differ-
ences between Western and Arab countries, it is possible that some of
the validated clips, even when dubbed, will not achieve similar results.
Given the unique and conservative cultures of the Arab countries, a stan-
dardized and validated framework for affect studies is needed in order to
be comparable with current studies of different cultures and languages.
In this paper, we describe a framework and its prerequisites for eliciting
emotions that could be used for affect studies on an Arab population. We
present some aspects of Arab culture values that might affect the selec-
tion and acceptance of emotion eliciting video clips. Methods for rating
and validating Arab emotional clips are presented to derive at a list of
clips that could be used in the proposed emotion elicitation framework. A
pilot study was conducted to evaluate a basic version of our framework,
which showed great potential to succeed in eliciting emotions.

Keywords: Emotion elicitation framework, Arabic emotion data collec-
tion, emotional movie clips.
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1 Introduction

Emotions have been widely investigated lately for their importance not only to
psychology, neurobiology and sociology, but also for affective computing studies.
Affective computing is the study of automatic detection of human emotional
states, which has seen much interest lately for its multidisciplinary applications.
For example, Human-Computer-Interaction (HCI) is concerned with enhancing
the interactions between users and computers by improving the computer’s un-
derstanding of the user’s needs, which includes understanding the user’s affective
state [1]. In the education field, understanding the emotional state of a student
could lead to a more effective presentation style [2]. A current interest in the
personalization of commercial products could be enhanced by understanding
the client preference based on their mood [3]. Moreover, such understanding
of the user’s emotions could enhance other applications such as virtual reality
and smart surveillance [4]. Such automatic recognition of emotions could also
be useful to support psychological studies; for example, to give a baseline of
the emotional response of healthy subjects, which could be compared to and
used to diagnose mental disorders such as depression [5] or neurodevelopmental
disorders such as autism [6].

To study emotions in an efficient, reliable and replicable way, a standardized
laboratory setting is needed to induce emotional responses. Studies of emotions
in the literature can be divided into simple, discrete, and dimensional emotion
representations. Simple emotion representations investigate and compare only
positive and negative emotions. Discrete emotion representations use a finite
number of distinct classes, such as Ekman’s basic universal emotions which are
anger, disgust, fear, happiness, sadness, and surprise [7]. In dimensional emotion
representations, emotions are represented as points in continuous space along
multiple dimensions such as valence / pleasantness and arousal / intensity.

Standardized techniques to elicit emotions, such as reading self-referent state-
ments, listening to music, watching film clips, recalling autobiographical informa-
tion, or combinations of these, have been surveyed in [8]. In addition to these, other
techniques have been used, such as odors, emotional imagery, facial expression, and
social interactions [9, 10]. Emotion eliciting film clips are widely used in affective
studies [11, 12] for their great advantages compared to other techniques, which in-
clude the standardization ability, deception reduction, dynamical property, ecolog-
ical validity, and results replicability [13]. In addition, movie clips proved to induce
discrete emotions and could (with the correctmethod of evaluation) induce dimen-
sional emotions [10]. A limitation, however, of using emotion eliciting film clips is
that the selected clips have to be validated to induce the emotions in question. To
date, four studies have been conducted to validate movie clips in three different
languages and cultures. In [14], a first collection of 12 English-speaking films was
shown to elicit six emotional states. Subsequently, [13] presented a collection of 16
English-speakingfilms that elicited eight different emotional states. Another study
validated 70 French speaking movie clips collected from different cultural back-
grounds (French, Italian, British and American) [10]. Recently, validated Spanish
dubbed clips with the capacity to induce emotions were presented in [9].
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Knowing that cultures have a great influence on emotions and their triggers,
the same set of elicitation clips could produce different results for different cul-
tures. In [15], it has been concluded that emotional practice (expression and
interpretation) of an emotion drastically differs between cultures. Also in [16],
the author discussed the cultural influence on emotional responses, concluding
that the differences between cultures lie in eliciting certain emotions. The author
supports his conclusion with an example of differences between the reactions of
northern and southern Americans to the same emotion eliciting stimuli [16]. Con-
sidering cultural differences and language between Western countries and Arab
countries, it is possible that some of the validated clips, even when dubbed, will
not elicit similar responses. Moreover, dubbing might cause subtle differences
that could distort the emotion evaluation and some of the clips may not be cul-
turally acceptable by the Arab community. Therefore, there is a need to select
and evaluate a set of emotion elicitin clips that are suitable for Arabic speakers
in affect studies on an Arab population.

To the best of our knowledge, studies of affect in the Arab world are scarce.
Given the unique and conservative culture, a standardized and validated frame-
work for future studies is needed in order to be comparable with current studies
of different cultures and languages. In this paper, we describe a framework and
its prerequisites for eliciting emotions that could be used for studies of affect on
an Arab population. We present some aspects of Arab culture values that might
affect the selection and acceptance of emotion eliciting video clips. Then, in line
with previous studies, we display validation methods for the selected clips. We
present a pilot study conducted in Saudi Arabia to share some observations and
to demonstrate the effectiveness of a basic framework.

2 Framework Prerequisites

For the framework to succeed, two preparation steps have to be performed first.
Since the main component of our proposed emotion elicitation framework is
movie clips, these clips have to be carefully selected and validated to prove
their effectiveness in inducing the emotions in question. Figure 1 summarizes
the stages for our proposed framework.

2.1 Selecting and Rating Emotional Clips

As mentioned in Section 1, only three previous studies have been conducted to
select and rate emotional clips. In [13], 494 participants were divided into 31
groups to group-view 10 clips (different for each group) from a total of 78 that
were refined from 250 clips selected by colleagues and film critics to induce eight
emotions (anger, fear, sadness, disgust, surprise, amusement, contentment, or
natural). After each film, subjects were asked to fill an emotion self-reporting
questionnaire [13]. Similarly in [9], 127 Spanish subjects individually watched 10
clips of carefully selected subsets of 57 films to induce seven emotions (anger, fear,
sadness, disgust, amusement, tenderness, or natural). A self-report questionnaire
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Fig. 1. Proposed framework and its prerequisites

of dimensional and categorical representations was completed by each subject
immediately after watching each clip [9]. For the list of French clips [10], 70 clips
were selected from 824 clips by 50 movie experts to measure seven emotions as
in [17]. The refined clips were divided to sets of 10 films each, then were viewed
by 364 participants, assigned to 7 groups. Emotions were measured by several
self-report questionnaires: a 7-point scale of emotional arousal, a differential
emotions scale, and a positive and negative affect schedule [10]. In our proposed
framework, in line with previous studies, a standardized list of emotions to be
induced in Arab population includes anger, fear, sadness, disgust, amusement,
surprise, and natural.

The Arab countries in the Middle East and North Africa have unique and con-
servative cultures, Saudi Arabia being themost conservative one, whichmakes clip
selection criteria tricky. Even though most Arab cultures share the same language
and religion, they are diverse for reasons such as history, foreign colonisation, and
revolutions [18]. Most of the general characteristics and values in Arab cultures are
based on the Islamic religion, emphasising respect for all religions and prophets,
honoring and obeying the parents, and following and complying to Islamic reli-
gion rules [19]. Arab cultures share general characteristics and values, such as a
tribal structure, and honor, chivalry and courage values to defend their tribe and
allied tribes, especially protecting women whether or not they are related to them
[19, 20]. Not surprisingly, these cultural values have influenced and restricted the
media to reflect on Arab population expectation and acceptance [21].
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Even though Western media is popular in Arab countries, content undergoes
a thoughtful censorship [22] or adjustments [23]. For example, in [13], a clip
to elicit happiness, using Jesus’ name as fun material, is not accepted in Arab
cultures due to a respect for religions and prophets. Another clip in [13] to
elicit amusement shows sexual references, which is strictly unacceptable to the
Arab community and media. Another important aspect of Arabic clip selection
is the huge gender difference in expressing emotions between men and women
due to the cultural expectations of both genders [19, 24]. For example, a clip
showing a woman being flirted with will induce fear in Arab female viewers, but
rage in Arab male viewers, due to valuing honor in Arab cultures [19, 24]. As a
consequence, clips that could lead to different responses based on the viewer’s
gender should be avoided.

Due to the complexity and variability of Arab cultures, social experts and
psychologists should review and refine a pool of emotion inducing clips suitable
for Arab cultures. Beside cultural selection criteria, a few other criteria should
be considered. First, the clips should be relatively short in duration and at the
same time should induce emotions without additional background explanation.
Second, each clip should induce a specific emotion from the identified list of
emotions in question. Cinema and theater production in Arab countries are lim-
ited, which increases the quality and number of television production, including
television series [22]. Particularly, Arab television drama score the highest view-
ing rate at 99.7%, followed by religious shows, and news [22]. Although using
television series adds the difficulty of finding a short clip without additional
background to induce a specific emotion, the high quality and popularity of such
series might overcome this issue. Moreover, editing such clips to include minimal
background would be sufficient to elicit emotions.

Once a sufficiently large pool of video clips has been selected, a rating scheme
of the emotional effect of each video clip should be run on a random and dis-
persed Arab population. Following previous studies, the clips will be assigned to
subset groups, where each subset should contain at least one clip to elicit each
emotion. A post-viewing questionnaire should be completed after each clip, cov-
ering dimensional and categorical emotions as in [9, 10]. The clip subsets should
then be viewed by subjects of different Arab countries and cultures, in gender
balanced and age matched groups. Given the large number of Arab countries
and the sparse distance between them, the internet could be used to facilitate
the rating of the selected clips. Although using the internet is convenient for par-
ticipants to rate the clips from home in their spare time, the variability in the
subjects’ mood as well as the variability in continuity (pauses) while watching
the clips might affect the rating. Knowing that controlling environment settings
could be compromised using the online rating, this step should be done only to
rate the selected clips for further validation. In order to reduce outliers and vari-
ability caused by the lack of control, the number of participants should be large
enough to mitigate this issue. Subjects could be invited with arrangements and
collaborations with universities from each country. Before participating, invited
subjects should electronically sign a consent form and also fill a demographic
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questionnaire asking about their age, country, cultural heritage, physical and
mental health, etc.

2.2 Validation of Selected Clips

Given the diversity of Arab cultures and the online method proposed to rate the
clips, objective emotional response measures of top rated clips are necessary not
only to validate the rating, but also to further refine the top rated emotional
clips. Once a top rated clips list has been selected, validating this list should be
conducted to measure the correlation of self-reported results with their physio-
logical reaction. Most of the emotion eliciting clips in previous studies relied only
on the self-report, subjective measures, mentioning the importance of objective
validity of their clip selection [9, 10, 13]. Only in [17], the selected emotional
clips in [9] were validated by measuring physiological responses using the skin
conductance level and heart rate, where a convergence between subjective and
objective responses was found.

An extensive literature review on physiological activities in emotion using
several cardiovascular, respiratory, and electrodermal measures summarized the
effectiveness of such measures as an indication of emotional activities [25]. With
the use of current technologies, brain signals, heart rate, skin temperature, and
eye activities could be measured in a normal university lab setting. We propose
the use of portable multi-channel electroencephalogram (EEG) devices to mea-
sure brain signals, the use of skin conductance devices to measure sweat, heart,
and respiratory rate, beside blood pressure, and the use of an eye tracking de-
vice to measure eye activity and pupil size. The top rated clips from the first
stage could be shown to invited participants in a lab setting individually or in
groups to measure the physiological activity. Although showing clips to partic-
ipants in groups could speed up the validation, multiple physiological measure
devices might not be available. Another advantage of the group setting is that
it might simulate real-word emotion expression; however, in such exploratory
studies comparably expressing emotions might be preferred in an individual set-
ting. Based on the objective validation of the emotional clips using physiological
measures, a final emotional clips list will be selected. With these physiologi-
cally refined clips, a standardized list of Arabic emotion elicitation clips will be
produced, which can be used for emotional data collection.

3 Emotion Elicitation Framework Design

Our proposed framework contains induced emotions by emotional clips and spon-
taneous emotions elicited by asking affective questions in an interview. By this
stage, a list of Arabic emotion elicitation clips will be validated and standardized,
which will be used as one of the main components of our proposed framework. Af-
ter each emotion eliciting video clip, a question will be asked designed to arouse
that particular emotion. Our proposed framework is described in the following
subsections and summarized in Figure 1.
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3.1 Participants

To collect a large and rich Arab emotional database, participants selection should
cover cultures, genders, ages and socio-economic levels. As mentioned earlier,
collaborations with most Arabic universities might cover the diversity of Arab
cultures. Ideally, a gender balanced participant cohort would be beneficial for
emotional differences between genders. Covering age groups, where participants
will be divided into three groups (e.g. < 25, 30− 45, > 50), will be beneficial to
psychology and sociology studies to study the effect of age in the physiological
and behaviour measures. Finally, having a balance of at least two socio-economic
level groups will be constructive to study the sociology differences in affect.

3.2 Recording Environment

Although non-standardized recording environment is more easily accessible, the
variability from such environment is challenging and might affect the results.
Therefore, a standardized recording environment and settings is preferable in
such exploratory studies. Ideally, a highly controlled recording environment would
be desirable to get high quality and clean recording. However, finding such
recording environment for all locations of Arabic universities might not be fea-
sible. Therefore, a reasonably quiet room with good lighting might be sufficient.
Using semi-structured interviews to elicit spontaneous emotions (see Section 3.4)
requires an individual recording setting for participants.

3.3 Hardware

Since the database in this framework is intended to be large and rich for multidis-
ciplinary studies, both physiological measures and audio-video emotion expres-
sions will be collected. We propose the use of portable multi-channel electroen-
cephalogram (EEG) devices to measure brain signals, skin conductance devices
to measure sweat, heart, and respiratory rate, beside blood pressure, and the
use of an eye tracking device to measure eye activity and pupil size. In addition,
audio-video recordings of participants’ facial and vocal emotional expressions
will be made for further affect analysis.

3.4 Protocol

Demographics: Before participating, invited subjects must sign a consent form
and also complete a demographic questionnaire. The demographic questionnaire
will cover general personal questions such as age, country, and cultural heritage,
and general health questions about physical and mental health conditions. Ques-
tions about general personality characteristics as well as the subject’s economic
and social situation, will be useful to rationalize results. The aim for such a
questionnaire is to have a wide understanding of differences or similarities in
emotional responses.
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Watching Movie Clips: The validated clips from the second stage are deemed
to elicit the selected emotions. Participants will watch one clip per emotion,
starting with a neutral clip to normalize their affect. After watching each clip,
participants will be asked to complete a short post-film questionnaire to self-
report the intensity of each emotion they felt.

Interview: To induce spontaneous emotions, emotion eliciting questions about
events that aroused specific emotions in the subject’s life will be asked after
watching each clip. That is, after watching the amusement clip, a question about
a happy moment in subject’s life will be asked. Although it might not be conve-
nient to interview the subjects after each clip, this method is beneficial as each
clip will the prepare subject’s mood for that particular emotion.

4 Challenges and Opportunities

The large number of Arab countries, the sparse distances between them and
the diversity of cultures within each country will introduce several challenges as
well as opportunities. Opportunities for collaboration with universities spanning
the varied cultures of the Arab world call for careful coordination and plan-
ning. Rules and regulations vary in different countries, which need to be taken
into consideration when implementating the proposed framework to allow for
sufficient time for the study to be carried out in different contexts. For exam-
ple, video recording females on Saudi Arabia’s university campuses is restricted
[26], a collaboration with other institutions (e.g. hospitals, private organizations
or companies) could overcome this issue. A restricted confidentiality and ethics
agreement for such data collection will strengthen the acceptance of this type of
research within the Arab population (both males and females) to participate.

5 A Pilot Study

A proof-of-concept version of the framework was designed to elicit positive and
negative emotions only using two video clips and two interview questions. The
paradigm and initial results are desribed in the following.

5.1 Emotion Elicitation Paradigm

Given the unique culture of Saudi Arabia, and to ensure acceptance of all par-
ticipants, video clips demonstrating positive (joy) and negative (sad) emotions
were selected from classic cartoon animation series dubbed in Arabic, namely:
“Heidi” and “Nobody’s Boy: Remi”, respectively. The clips had an almost simi-
lar duration (∼ 2.5min). Participants were asked to rate the emotional effect of
each clip and whether they have seen the clip before, as that could affect their
response. The positive emotion clip had a positive affect rate of 8.27 out of 10,
with 10 being the highest positive effect. 57% of the participants had seen the
clip before. The negative emotion clip had a negative affect for 6.43 out of 10
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Fig. 2. Emotion elicitation paradigm and data collection process for the pilot study

participants, with 10 being the highest negative effect. 7% of the participants
had seen the clip before.

Apart from inducing emotions, watching video clips served as a preparation of
the participant’s affect for the spontaneous emotion elicitation via a semi-structured
interview, where participants were interviewed about an emotional event in their
life. That is, after watching the positive emotion clip, the participants were asked
about the happiest moment in their life. For the negative emotion, after watching
the negative emotion clip, participants were asked about the saddest moment in
their life. The paradigm of our data collection is shown in Figure 2.

For emotion eliciting clips, self-report was carried out by rating the clips
and answering questions about their feelings after watching the clips. For the
interview questions, we assume that the questions elicit the emotions, although
the answers were not validated for certain emotions. We also physiologically
measured emotion elicitation using an eye tracker (see Section 5.3).

5.2 Participants

In this experiment, 71 native Arabic speakers were recruited from a convenience
sample (65 females, 6 males). The age ranged from 18 to 41 years (μ = 25.6, σ =
4.8). Regular participants’ mood and mental state are important for the study.
None of the participants reported any mental health disorder (no clinical valida-
tion). 72% of the participants reported they were in their normal, neutral mood
at the time of recording, 7% always sad, and 22% always happy.

5.3 Recording Environment Settings

We used a Tobii X120 eye tracker attached to a Toshiba Satellite L655 laptop.
We used a PowerLite 1880 XGA Epson projector screen as an extended monitor
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to the laptop to ensure that the participants look at similar coordinates while
watching the clips and while talking to the interviewer. While the participants
watch the clips, the interviewer leaves the room to reduce distractions and to
allow the participant to freely watch the clips. The interviewer enters the room
for the interview questions and locates themselves in front of the projector screen.
The screen resolution and distance from the projector screen and the eye tracker
location were fixed in all sessions. Although we had limited control of light in the
recording room, we normalized the extracted features for each segment of each
participant to reduce the light variability coming from the video clips themselves
and the room light.

5.4 Initial Findings and Observations

Due to ethic restrictions at King Saud University regarding video recordings of
participants, observations were made only by the interviewer at the time of the
interview and were not recorded. Regarding negative emotions, while watching
the clip, 39% of participants rated the clip to have a strong effect (more than 8
out of 10), though only almost 1% cried over the clip. On the other hand, while
answering the negative emotion interview question, 70% of the participants cried
(including one male participant). Since the negative clip shows a death scene,
almost 85% participants talked about their negative emotion during losing a
loved person in their life. Other topics included injustice, failure and conflict
with a close person. Those late findings indicate that watching the video clips
prepared the participant mood for the spontaneous emotions in the interview.
Since the number of male participants was not enough to make any reliable
gender comparisons, more data needs to be collected.

For the positive emotion, while watching the movie clip, 53% of participants
rated the clip to have a strong effect (more than 8 out of 10). In contrast, while
answering the positive emotion interview question, only 0.7% of the participants
cried while expressing their joy (none of which were males). Our observations
indicate that unlike happiness crying, sadness crying was associated with eye
contact avoidance. Pupil size measurements indicated dilation activities during
emotion expression, with more activity in the spontaneous emotion expression.
However, for a reliable conclusion, more participants need to be recorded.

In our work [27], we only analysed eye activities as an indication of the emo-
tional state. In general, the automatic classification results using eye activity
were reasonable, giving 66% correct recognition rate on average. With more
channels to be included (facial expression, voice analysis, physiological cues,
etc.), we anticipate a higher recognition rate. Moreover, while expressing sponta-
neous emotions, the recognition rate of positive and negative emotions is slightly
higher than for induced emotions. This finding indicates that spontaneous emo-
tions might have stronger eye activity patterns than induced emotions. Statis-
tical measures show statistically significant differences in eye activity patterns
between positive and negative emotions. We found that pupil dilation size and
duration increase while expressing negative emotions. We also found less eye
contact due to head rotation. In our previous work [28], we investigated fixation
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features and found significant differences in fixation duration and count between
positive and negative stimuli.

Given that these initial observations and findings are based on a basic version
of our overall framework, which only investigated positive and negative emotion
elicitation, we anticipate a great potential for our framework to succeed.

6 Conclusions

In this paper, we presented a standardized and validated framework for future
studies of emotions that is needed for the unique and conservative Arab cultures.
Such framework is important in order to be comparable with current studies in
Western cultures and languages. We describe a framework and its prerequisites
for eliciting emotions that could be used for affect studies on an Arab population.
We present some aspects of Arab cultural values that might affect the selection
and acceptance of emotion elicitation video clips. Two main prerequisites must
be performed before collecting emotional data using the proposed framework:
rating and then validating Arabic emotion eliciting clips. The validation scheme
will finalize a list of clips that will elicit emotions to be used in our proposed
emotional elicitation framework. Our suggested framework contains both in-
duced emotions by emotion eliciting clips and spontaneous emotions induced by
answering affective questions in an interview. After watching each video clip, a
question will be asked arousing that particular emotion. We also conducted a
pilot study in Saudi Arabia to test the feasibility and effectiveness of our frame-
work on a small scale. Our initial findings and observations are encouraging as
they showed the successful elicitation of emotions.
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Abstract. Low-cost, easy to use EEG hardware produced for the consumer-
market provide interesting possibilities for human-computer interaction in a 
wide variety of applications. Recent years have produced numerous papers dis-
cussing the use of these types of devices in various ways, but only some of this 
work looks into what these devices can actually measure. In this paper, data is 
used that has been collected using a Myndplay Brainband, while 30 participants 
viewed emotional videos eliciting different mental states. This data is analysed 
by looking at average power in multiple frequency bands and eSense™ values, 
as well as peaks in the measurements detected throughout the videos. Although 
average values do not differentiate well between the mental states, peak detec-
tion provides some promising results worthy of future research. 

Keywords: emotional response, emotion analysis, affective HCI, EEG. 

1 Introduction 

Electroencephalogram (EEG) is a measurement of electronic activity on the scalp. 
Recent developments made hardware measuring EEG signals available at low prices. 
Although most of these devices contain fewer sensors than professional EEG devices, 
data quality is comparable [1]. More important though, these devices are very easy to 
use and can therefore be used in a variety of settings. Not surprisingly, more and more 
devices are appearing aiming at a particular consumer audience. Neurosky was one  
of the first companies developing a dry sensor EEG device ‘to power the user-
interface of games, education and research applications’. 1 Besides common EEG 
measurements, this device also outputs eSense™ values representing levels of atten-
tion and meditation [2]. Based on the same chipset, Myndplay developed the Brain-
band, ‘the world’s first mind controlled media player’.2 InteraXon is far along devel-
oping the Muse, an EEG device using six dry sensors to ‘manage stress and settle 
your mind’.3 This is not an exhaustive list and more examples can easily be found. 

                                                           
1 http://neurosky.com/products-markets/eeg-biosensors/,  
  accessed 04-02-2014. 
2 http://www.myndplay.com/, accessed 04-02-2014. 
3 http://www.interaxon.ca/muse/, accessed 04-02-2014. 
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Just as Neurosky mentions research applications, many of these devices with ac-
cess to the measurement data are appearing in scientific research. In the research pro-
ject STRESS, a simulation-based training is envisioned to train professionals in high 
risk jobs to handle stressful incidents and improve their decision making in these 
situations. A software agent is being developed to analyse the trainee’s mental state 
and provide support by either giving textual feedback or adapting the training sce-
nario whilst running. However, such applications should not be limited to professional 
use and by using cheap and easy to use devices, in combination with the development 
of generic techniques, creating a virtual training to cope with everyday stress is envi-
sioned as a feasible next step.  

At this point in time, the virtual environment to be used for this research project is 
in its final stages of development. Therefore, the current work uses video to investi-
gate whether such commercial EEG devices, in this case the Myndplay, can be used 
in such a training context to detect relevant mental states. The next section provides 
some background information on scientific research using these types of consumer 
EEG devices in various methods and applications. Afterwards, the process of data 
collection is described as well as the method for data analysis. The last two sections 
cover results and a discussion thereof. 

2 Background 

An extensive amount of research has been done using professional EEG hardware in a 
wide variety of contexts and applications. However, with the development of cheap, 
easy to use EEG hardware, using EEG as a human-computer interface for many types 
of applications has become plausible. Recent years have brought an increasing num-
ber of research papers, using these low-cost consumer EEG devices in a variety of 
applications. A selection of this work will be described below. 

There are however differences between professional and consumer EEG hardware 
that need to be pointed out before continuing. First and foremost, the number of sen-
sor is very limited on these low-cost devices with often just a single sensor, as is the 
case in this work as well. Therefore, measurements are made in only one location, 
which roughly corresponds to the FP1 position. Furthermore, while most professional 
devices require some sort of conductive gel or paste to be used, so-called dry sensors 
are used which eliminate this need without reducing data quality [1]. 

Consumer EEG devices are used in various scientific applications. Among them are 
applications using the outputted data in a way that is unrelated to the conceptual mean-
ing of the measurement. For example, [3] uses the eSense™ attention value to drive 
forward a robot.  In [4] a game is developed using a similar premise, where both the 
attention and mediation values are used to manipulate objects in the game. As a last 
example here, [5] also uses both these eSense™ values in an interactive story where 
the values are used to reach certain goals depending on the current chapter. 

However, from a user-perspective it might be more natural when the action (in-
creasing attention or meditation) matches the action required in the game [6]. For 
example, in [7] an archery game is used where the player needs to be focussed and 
relaxed in order to make a good shot. Here, there is a more natural connection be-
tween the type of action required to make and the effect it has on the game. However, 
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making such clear mappings from brain activity to particular actions is rather difficult. 
Other work is using measurements such as attention and meditation more indirectly. 
In [8], attention is used to manipulate weather conditions during gameplay. A more 
sophisticated proposal has been made in [9], where attention levels result in particular 
in-game events aimed at increasing the attention of the player. Another option is to 
use biofeedback, where the measurements are simply displayed to the user. Training 
mindfulness is an area where such a technique is used and consumer EEG hardware 
makes it way in providing these measurements [10, 11]. 

Another set of research papers focuses on discovering the potential of these devices 
through experimentation. In [12], a puzzle game is used to evaluate the eSense™ 
meditation values. They found that in trials where participants showed stressed behav-
iour, meditation values often dropped below a certain threshold. However, during a 
routine stress-free task, these measurements never dropped below 40. In another 
study, a consumer EEG device is used to investigate the possibility of measuring in-
terest during a first-person shooter game [13]. Here, they found that attention levels of 
individual players spiked simultaneously during gameplay moments common to each 
player such as killing an enemy.  

In this paper, we will add to this last set of research. Using emotional video, it is 
investigated whether consumer grade EEG devices can be used to detect various men-
tal states. This work is in line with research such as [14], where a more advanced 
EEG device is used to mark highlights in a video. Furthermore, most related work 
only focuses on the eSense™ values provided by the Neurosky chipset, but here all 
frequency bands will be considered as well. Various methods of analysis used in stud-
ies described above will be applied, such as looking at average values, lowered and 
heightened attention and meditation values as well as common peaks across partici-
pants in any of the measurements. 

3 Method 

For this research, the focus is on stressful stimuli, more specifically stressful movies. 
In the next section, the experimental setup used for data collection is explained. The 
second section covers the various approaches used for data analysis. 

3.1 Data Collection 

Data collection was performed simultaneous with an experiment investigating the pos-
sibility of inducing anxiety using stressful video material [15]. Here, a group of 30 
participants was shown five fragments of video in sequence. Between each video, the 
participants were asked about the emotion experienced (‘relaxed’, ‘bored’, ‘interested’, 
‘excited’, ‘scared’) and its intensity on a scale from 0 (not at all) to 5 (very much). Of 
the participants, 17 were male and 13 female with an age between 20 and 64 years old 
(mean age of 33). EEG signals were recorded using the Myndplay Brainband, which is 
based on the Neurosky chipset. Furthermore, heart rate and skin conductance was 
measured using the Plux wireless biosensors4, but are not used in this paper. 

                                                           
4 http://www.biosignalsplux.com/, accessed 04-02-2014.  
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Figure 1 shows the sequence of videos viewed by the participants. In [15] it is 
shown that each type of video (beach/documentary/stressful) induces different emo-
tions; relaxed/boring, interesting and exciting/scary respectively. Furthermore, skin 
conductance shows a clear elevation during the stressful movie, which slowly decays 
in the subsequent clips. Based on this information, EEG measurements obtained dur-
ing this experiment are expected to reflect those under different emotional states, 
thereby providing a relevant dataset for investigating the potential for consumer EEG 
devices to distinguish such different mental states. 

 

Fig. 1. Sequence of video clips used for data collection 

3.2 Analysis 

The hardware used provides raw EEG measurements, per second activity in frequency 
bands ranging from delta waves (1-3Hz) up to mid-gamma (41-50Hz) as well as 
eSense™ values for attention and meditation [2]. For the current research, the fre-
quency band values from the device itself were used which already have undergone 
noise-filtering and therefore raw EEG signals have not been used. Although little is 
known about the basis of the eSense™ values, they are used in related research and 
are thus also incorporated in this work. 

Data analysis will be performed with a focus on two different aspects. First, aver-
age values of each variable (frequency bands and eSense™) for each movie will be 
calculated. These averages will be statistically compared to find any potential markers 
for particular mental states corresponding to the videos. 

A different approach will also be taken, that is by calculating an average and stan-
dard deviation for each of the different frequency bands. Using these values, peaks  
in subsequent movies were identified by finding peaks more than four standard devia-
tions away from the mean value. For the eSense™ values, a slightly different  
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approach is used. These values range between 0 - 100 and are slightly lowered or  
elevated when the value decreases below 40 or increases above 60 according the 
documentation. As the current research focuses on negative stimuli, increased values 
for attention and decreased values for meditation are of our interest. Therefore, values 
above 60 in both the attention and the inversed meditation5 value will be considered 
as peaks and used as such in analyzing the results. 

4 Results 

The results of this research are discussed in two separate sections as described above. 
First, the average values over each video clip are compared. Afterwards, a more in-
depth analysis of peaks in each signal is performed. 

4.1 Mean Activity 

Figure 2 shows a collection of bar charts, including standard deviations, for each mea-
surement that is provided by the Brainband. Starting from the top left, the first two 
graphs represent the average eSense™ values. The remaining eight graphs show val-
ues for the different frequency bands that are outputted by the device itself. On visual 
inspection, it is clear that there is a large variation between the subjects, as could be 
expected. At this point, no individual tuning or normalisation has been performed. 
Looking at the average values, both for the eSense™ and frequency bands, no clear 
effect of the different movies can be distinguished, although some graphs show signs 
of possible effects. 
 

 

Fig. 2. Average power (and standard deviation) of each variable for video clips 1 to 5 

                                                           
5 For consistency with the other results, mediation values are inversed by subtracting the actual 

value from 100. The resulting value, inv(meditation), can be analyzed similarly to the atten-
tion values by looking at. 



734 J. de Man 

 

To check the results, a repeated measures ANOVA is performed for each outputted 
variable. With this measurement, it is calculated whether there is a statistical differ-
ence in the mean value of any of the five videos. Unfortunately, in none of the vari-
ables, a statistical difference was found with p values of 0.13 (meditation), 0.18 (high 
alpha) up to 0.90 (high beta). Similar test were performed after normalising the meas-
urements for each participant, resulting in slightly lower p values with a significant 
differences in the theta waves (F(4,27)=3.05, p=0.02). Post-hoc analysis using a Bon-
ferroni correction showed a significant difference between the second and third clip, 
that is the first documentary and the stressful movie (t(27)=3.40, p=0.02). 

4.2 Peaks 

A second method of analysis, peak detection, was used following the method de-
scribed in Section 3.2. Figure 3 shows the peaks for each of the four videos that fol-
lowed the first baseline movie. On the x-axis time is represented in seconds, with the 
stressful movie being 300 seconds long instead of the 180 seconds for the other three 
videos. The y-axis shows the various frequency bands as well as the attention and 
meditation. Each ‘x’ represents a peak for that aspect on that time point. In case of the 
meditation, the value has been inversed such that each peak represents the minimum 
of meditation as described above.  

As can be seen, there are some clear differences between the different videos, as 
well as a lack of peaks in the eSense™ values compared to these bands. In the follow-
ing paragraphs, first the attention and meditation values will be discussed, thereafter 
the frequency bands. Before discussing all the results, the final paragraphs in this 
section relates these peaks to specific scenes in the video to get a feel for possible 
causes underlying the various peaks.  

 

Fig. 3. Measurement peaks in the last 4 clips compared to the first baseline movie 
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eSense™ Values. The bottom two lines represent moments of slightly increased lev-
els of attention and slightly lowered levels of meditation. Considering the attention 
level, there is only one point during the neutral video where it is increased. There is 
also only one point, during the same video, where attention is slightly decreased, but 
these results are not shown here. Overall, this would imply that during the experi-
ment, participants paid an average amount of attention throughout. 

Looking at the mediation values, there are no lowered values in any of the videos. 
For completeness, increased values of meditation were also checked. Here, each video 
showed a few moments spread out over the duration of the clip where meditation was 
increased. Even the stressful movie showed increased values for meditation, however 
all of these peaks were concentrated around the last minute of the video.  

Frequency Bands. Peaks in average power for each of the provided frequency bands 
are shown in the top rows of each graph in Figure 3. On first glance, it is clear that the 
stressful video produced many more peaks than the neutral videos and even less peaks 
are produced in the last clip of a beach. To better grasp the data underlying these 
peaks, take a look at Figure 4. Here, the average power (line) as well as the standard 
deviation (area) of the low-beta frequency during the stressful movie are shown. 
Peaks in the line, which are more than four standard deviations above the average 
during the first movie, are shown in the figure above. 

Although during each video there are several peaks in various frequency bands, 
there are some clear differences between the stressful movie and the other ones. For 
one, peaks during the stressful movie appear in more bands simultaneously than in the 
other videos. Furthermore, there are multiple peaks in the delta band during the stress-
ful movie, whereas none of the other videos contain peaks in this frequency range.  

 

Fig. 4. Average power (and standard deviation) over time in the low beta frequency band 

Peaks in Relation to Video Content. In this paragraph, an in-depth examination will 
be made of the exact content of each video around the peaks. Although this analysis is 
rather subjective, it might offer some insights into possible reasons for peaks to occur, 
which in turn can be used for further research.  

During the first documentary clip, the two peaks in various bands after 23 and 67 sec-
onds coincide with strange sounds made by giant tortoises. The peaks after 52 and 160 
seconds occur when one tortoise tries to climb another tortoise. The peak in attention 
after roughly 90 seconds occurs together with the introduction of some ‘exciting’ music. 
Peaks in the second documentary have less clear relations to the content, with the peak 
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after 30 seconds co-occurring with a penguin walking into an ocean and the two peaks 
after 50 and 60 seconds marking the beginning and end of an computer generated anima-
tion. The clip of the beach was chosen to be as unexciting as possible, and these peaks 
subsequently cannot be related to any remarkable event in the movie. 

The stressful video contains many peaks, among which many occur roughly simul-
taneously. We consider the contents of the video around 13, 32, 55, 78, 221, 252 and 
291 seconds of interest. These moments are based on the peaks in the low alpha range 
as these always seem to occur at roughly the same time as peaks in any of the other 
bands. A multitude of these instances coincide with typical moments of fright in the 
video. There are however a few moments that are more interesting. At 55 seconds, the 
clip briefly shows a woman huddled up on the floor of a psychiatric hospital. The 
peak at 221 seconds is after a longer scene with ominous music playing while the 
camera slowly moves through a house. The peak occurs at the end, when a door is 
slowly opened, just to reveal another empty room. Each of the other peaks mentioned 
above occur at moments of fright such as a snake jumping towards the camera or 
during some explicit horror scene. It has to be said however, that this stressful video 
contains more of these types of moments, without a visible peak in the measurements. 

5 Discussion 

Many different results are reported in the previous section. Here, an attempt is made 
to discuss some of the major points brought forward by these results. First, the lack  
of any significant findings in the average values over each video is discussed. Sec-
ondly, the absence of peaks in the eSense™ values are of our interest, as many related 
research did successfully use these measurements. Lastly, the promising results using 
peaks in the frequency bands are discussed further, explaining what future research is 
needed to better understand and be able to use such measurements. 

Looking at the average value for each video resulted in non-significant differences 
in each of the measured variables. For attention and meditation, differences were very 
small and variation between and within participants was rather large. This could have 
obscured any potential differences, however in our opinion it is more likely that on 
average no differences exist. Possible changes within attention and meditation due to 
some visual scene seem to come and go rather fast. Therefore, it might be more plausi-
ble to expect the short moments where those values might significantly have changed 
to be averaged out by the longer period in which no change is present. A similar expla-
nation can be given for the lack of significant differences in the frequency bands. No 
explanation can be given for the one significant effect that was found. 

The reasoning above might be why many relevant research using the eSense™ vari-
ables not look at the average, but at the periods in which it gets above or below a certain 
threshold, as was done here in Section 4.2. However, during none of the videos, atten-
tion or meditation was even slightly increased or decreased. Thus the question remains 
why other research was able to use these values to detect changes in attention and/or 
meditation and no effects were found here. One problem here is that due to the company 
trademark of these measurements, no information is available on how they are exactly 
calculated. However, another explanation could be based on the sensor location at FP1 
measuring activity in the prefrontal cortex. The data used is obtained while participants 
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viewed emotional video. Possibly this passive nature of the task might involve less acti-
vation from the prefrontal cortex, which is commonly associated with higher order cog-
nitive processes that may be required in game-like setups as reported in related litera-
ture. However, based on the fact that there are findings made using the frequency bands, 
it cannot be ruled out that the underlying methods of calculating the eSense™ values 
might play a role in explaining these findings. 

Throughout each of the videos, peaks occurred in various frequency bands. First, it 
was clear that during the stressful movie, more peaks in more frequencies occurred. 
Furthermore, for the first documentary and the stressful movie, it was possible to 
manually find plausible explanations for these peaks. Questions arise however, when 
it is considered that during the stressful movie similar scenes exist which do not coin-
cide with a peak in the data or that peaks in the second documentary and in the last 
clip of an empty beach cannot be explained in a similar fashion. With regard to miss-
ing peaks for the stressful movie, it could be that these scenes were not stressful 
enough to cause such a peak. Alternatively, it might be the case that during the movie 
some form of emotion regulation was applied, thereby suppressing later peaks. On the 
other hand, peaks without a plausible cause in the videos could be that it is still not 
exactly known what causes these effects and the reason for the peak to occur is not 
obvious enough here to notice on visual inspection. This is however less plausible for 
the last video, which is the same video as participants saw the first time when no 
peaks were produced.  

Thus, although these results are promising, more research is required before such 
measurements can be used in any application. A tailor-made experiment in order to get 
more frequent subjective feedback on the mental state of participants can help in un-
derstanding the exact nature of the peaks. Furthermore, it is interesting to investigate 
the effects of active effort, instead of passive viewing of film, on data obtained with 
these consumer EEG devices. Combining these results, might give valuable insights 
into when and where these devices can be used for human-computer interaction.  
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Abstract. Art and emotions are intimately related. This work proposes the ap-
plication to arts of Emotracker, a novel tool that mixes eye tracking technology 
and facial emotions detection to track user behaviour. This combination offers 
intuitive and highly visual possibilities of relating eye gaze, emotions and artis-
tic contents. The results obtained after carrying out “5-second emotracking 
tests” over art illustrations and the use of the gathered information to create 
real-time artistic effects are presented.  

Keywords: affect analysis, gaze, face analysis, digital arts. 

1 Introduction 

Affective Computing aims at developing intelligent systems able to provide a com-
puter with the ability of recognizing, interpreting and processing human emotions [1]. 
Since the introduction of the term Affective Computing in the late 1990s, an increas-
ing number of efforts towards automatic human affect extraction have been reported 
in the literature. Systems able to recognize human emotions from facial expressions, 
physiological signals, voice, text, etc. have been developed with high accuracy [2]. 

Independently of the channel -or channels- chosen to detect affect, most works still 
focus efforts on increasing the success rates in the emotion recognition task. Howev-
er, other important issues have scarcely been studied, namely how to efficiently vi-
sualize the extracted affective information, how to process it to improve the user’s 
experience in different applications or what is the best combination of channels de-
pending on the information sought. In particular, the combination of user eye gaze 
and facial emotional information has been proved to have a great potential in measur-
ing user perception, impact and/or engagement with digital contents [3]. 

One of the most subjective perceptual experiences is given by arts. Emotions and 
art are intimately related [4] and it is, perhaps, the unique and highly variable personal 
emotional perceptions elicited what makes art so attractive. The study of that percep-
tions require the interaction between art and science, two fields that, with few notable 
exceptions have grown in parallel with only counted interactions. In spite of the im-
pact that the scientific study of art could have, it is somehow understandable that such 
enterprise is only starting to take off [5, 6, 7]. On the one hand, art perception is  
too subjective and challenging for rigorous scientific exploration. On the other hand, 
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artists may fear that scientists could bring a misleading reductionism that would over-
simplify all the aspects involved in the appreciation of art.  

In an attempt to bridge these two fields, i.e., using scientific methods to study art, 
in this work we use Emotracker, a novel tool that mixes eye-tracking technology and 
facial emotions extraction to track user behaviour. This combination offers intuitive 
and highly visual possibilities of relating eye gaze, emotions and artistic contents. In 
particular, the results obtained after carrying out “5-second emotracking tests” over 
art illustrations and the use of the information gathered to create artistic effects will be 
shown. 

The structure of the paper is the following. Section 2 analyzes the related state of 
the art. In section 3, the Emotracker tool is presented. Section 4 comprises the de-
scription of the “5-second emotracking tests”, while section 5 focuses on real-time 
emotracking data-based artistic effects creation. Finally, in section 6 conclusions and 
future work are presented. 

2 Background 

This section explores issues related to the description of affective information, the 
analysis of eye-movements when looking to images and the use of user behavior data 
to artistically transform images. 

2.1 Description of Affect 

Despite the existence of various other models, the categorical and dimensional ap-
proaches are the most commonly used models for automatic analysis and prediction 
of affect.  

The most long-standing way that affect has been described by psychologists is in 
terms of discrete categories, an approach that is rooted in the language of daily life. 
The most commonly used emotional categories are the six universal emotions pro-
posed by Ekman [8] which include “happiness”, “sadness”, “fear”, “anger”, “disgust” 
and “surprise”. The labeling scheme based on category is very intuitive and thus 
matches peoples’ experience. However, human emotions are richer than simple emo-
tional labels and may experiment strong complex variations over time. Those aspects 
of human affect (complexity and dynamics of emotions) should be captured and de-
scribed by an ideal affect recognizer.  

To overcome the problems cited above, some researchers, such as Whissell [9], 
Plutchik [10] or Russell [11], prefer to view affective states not independent of one 
another; rather, related to one another in a systematic manner. They consider emo-
tions as a continuous 2D space whose dimensions are evaluation and activation. The 
evaluation (also called valence) dimension measures how a human feels, from posi-
tive to negative. The activation (also known as arousal) dimension measures whether 
humans are more or less likely to take an action under the emotional state, from active 
to passive. Unlike the categorical approach, the dimensional approach is attractive 
because it is able to deal with non-discrete emotions and variations in affective states 
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over time. However, given its continuous (i.e. numerical) nature, the main drawback 
of this approach is that it does not offer an intuitive understanding of affective infor-
mation, since people is used to report emotions by means of words. 

2.2 Gathering Information from Images: Eye Movements 

The analysis of user eye gaze is a fundamental part when studying the impact of an art 
piece. There are several basic facts about how people look at (unchanging) images 
[12] that come from human vision studies: 

• People can examine only a small part of an image at one time, and so understand 
images by scanning them using discrete, rapid movements of their eyes, called sac-
cades. While saccades can be initiated voluntarily, they typically proceed in a goal-
directed fashion. The motions are performed with remarkable precision and effi-
ciency -the eyes seldom perform wasted motions, and typically land near the best 
place to gather the desired visual information. 

• Saccades are punctuated by stabilizing motions called fixations, which allow the 
eye to dwell on a particular stationary object. The overwhelming majority of visual 
processing takes place during fixations. Under normal circumstances, the attention 
of the viewer is at the fixation location, for at least the bulk of its duration. 

• In each individual glance, people look at something -the eyes do not wander ran-
domly. 

• In most tasks, the time spent fixating on a particular location or object indicates 
that processing on that object is taking place. More specifically, fixation duration 
provides a rough estimate on how much processing is expended in understanding 
that portion of the image.  

• Many other types of movements are possible, such as those involved in smooth 
pursuit; but it is the saccades and fixations that play the largest role in gathering in-
formation from across a static image. 

2.3 Using User Behaviour to Create Artistic Image Effects 

There are a couple of very interesting works coming from the painterly rendering 
domain that have been exploring the use of user interaction data to modulate the styli-
zation of images. The ultimate objective of painterly rendering is to create non-
photorealistic images by placing brush strokes according to some goals. 

Shugrina et al. [13] introduce the term “empathic painting”, an interactive painterly 
rendering whose appearance adapts in real-time to reflect the perceived emotional 
state of the viewer. They recognize users’ emotions from their facial expressions de-
tecting facial action units by applying computer vision techniques; the facial action 
units are mapped to vectors within the 2D valence-arousal space. Then, applying a 
non-photorealistic painterly rendering algorithm they generate the frames of painterly 
animation from a source photograph.  

Santella and DeCarlo [12] propose a new approach for the creation of painterly 
renderings that drives on a model of human perception and is driven by eye-tracking 
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data. The eye-tracking data is used to select and emphasize structures in the image 
that the user found important. They transform the original image by selecting those 
perceptual elements that people looked at extensively, using a model of people visual 
sensitivity. They display the image to the user, let the user look at the images several 
seconds and then perform meaningful abstraction based on the eye-tracking data (bas-
ically fixation points’ data).  

3 The Emotracker: A Tool for Advanced Human Affect 
Visualization 

This section presents Emotracker, a novel and advanced visual tool able to dynamical-
ly relate eye gaze information, affect and contents. 

3.1 System Description and Setup 

Emotracker is based on the combination of an eye tracker and a facial emotions re-
cognizer. It is built on the top of two commercial APIs we have been widely explor-
ing in our user experience laboratory in the last years:  

• Tobii Studio [14] is a software by Tobii©  that offers tools for easily creating eye 
tracking tests and experiments, collecting eye gaze data and making graphical vi-
sualizations from them. It has an associated specific hardware, Tobii T60, which is 
a 17-inch TFT monitor with integrated IR diodes that enable the real-time detection 
of the user’s pupil. The eye tracking process is unobtrusive, allowing natural and 
large degree of head movement, and any kind of ambient light conditions. Moreo-
ver, it doesn’t lose robustness, accuracy and precision, regardless of a subject’s 
ethnic background, age, use of glasses, etc. 

• FaceReader [15] is a facial emotions recognition software by Noldus©. It is able to 
analyze in real-time the facial expressions of the user, captured by means of any 
ordinary webcam, and provide affective information both in categorical and di-
mensional description levels. FaceReader works with high accuracy and robust-
ness, even in naturalistic settings with any kind of illumination and type of user. 

Emotracker has been developed with the aim of going beyond traditional eye-tracking 
by indicating not only where the user is looking at, but also with which affective state. 
Figure 1 shows the Emotracker system’s setup. 

After a brief gaze calibration (see Figure 2), the user is allowed to interact with dif-
ferent types of contents: movies, pictures, web pages or applications. The output from 
this first analysis is: user’s navigation information, user’s gaze log and user’s facial 
video. The latter video is then analysed by the FaceReader software to obtain a user’s 
emotional log. This log, in addition to the three precedent ones, is then loaded into 
Emotracker, opening the door to advanced and meaningful visualizations as it is ex-
plained in the next section.  
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Fig. 1.  Emotracker system setup 

 

Fig. 2.  Emotracker functioning: capturing user’s gaze and emotional data 

3.2 Emotracker Visualization Capabilities 

Emotracker aims to visualize contents, gaze and emotional information at a glance, 
i.e. in an intuitive and clear way. To accomplish this, it builds visual reports in the 
form of “emotional heat maps” and “emotional saccade maps”.  

The “emotional heat map” is a direct unprocessed representation of the user’s gaze 
data (of both eyes), enhanced with the possibility of working with “emotional layers”. 
Each “emotional layer” represents the gaze data associated to a specific basic emo-
tion, so that if a given “emotional layer” is selected only the gaze data associated to 
this emotion is shown and painted with its corresponding colour. If all the “emotional 
layers” are selected, the gaze data is filled-in with the colour of the most dominant 
emotion. This representation is particularly useful when checking whether a given 
content has elicited a particular emotion (even if non-dominant). The “emotional sac-
cade map” is a dynamic processed representation of gaze data that shows the path 
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formed by the user fixation points: a fixation point is a point the user has been looking 
at for a minimum amount of time (in milliseconds, configurable). 

The initial visualization configuration panel of the tool can be seen in Figure 3, 
while several examples of the visualization capabilities results obtained with the tool 
are shown in Figure 4. The main potential of tool is its wide range of customizable 
representation possibilities. Its interface allows to activate and deactivate different 
visualization options, both for “emotional saccade maps” and “emotional heat maps”, 
such as: interest points numerical labels, discrete emotions text labels, drawing  
smileys inside the fixation points, discrete emotions coloured zones, valence graded 
colours, etc.  

 

 

Fig. 3.  Emotracker visualization configuration panel 

3.3 Validation Issues 

The Emotracker tool was validated through a pilot study with 14 naïve users exhaus-
tively detailed in [3]. The objective of the study was investigating whether the emo-
tional and gaze results visualized with the tool were similar with users’ perception. 
Specifically, the users showed several emotional video sequences in the Emotracker 
device and then visualized their subsequent emotracking results. They were asked to 
classify the following statements between 1 (strongly disagree) and 5 (strongly agree): 

• The information about the visual fixation points provided by Emotracker cor-
rectly represents the path followed by my gaze in the videos (“gaze accu-
racy”). 

• The emotional information provided by Emotracker correctly represents the 
emotions I felt watching the videos (“emotions accuracy”). 

• Emotracker’s results are easy to understand (“intuitiveness”). 
• The visualization of the results presented by Emotracker is enough and ap-

propriate (“visualization”). 
• During the emotracking session I could forget that I was being filmed and 

my behaviour was natural (“natural behaviour”). 
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Fig. 4.  Visualization capabilities of the Emotracker. Snapshots taken from “5-second emo-
tracking tests” over artistic contents. Top: “emotional heat map” with the “angry layer” se-
lected. Middle: “emotional saccade map” with valence colored fixation points, emoticons and 
emotions text labels. Bottom: “emotional saccade map” with basic emotions colored fixation 
points and emotions text labels. Illustrations by Rakel Goodféith. 
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Figure 5 summarizes the mean scores obtained for each statement. As can be seen, 
the intuitiveness and visualization capabilities of the tool really satisfied the users. 
Regarding the accuracy in gaze and emotion detection, users confirm that the visuali-
zation of the results in gaze detection are very accurate. However, the results regard-
ing emotion detection vary a little: a greater dispersion in scores appears depending 
on each user and video sequence type (e.g. terror/tragedy/comedy clips). Finally, it is 
interesting to point out that most users couldn’t completely forget they were being 
filmed while performing the tests. 
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Fig. 5.  Mean scores obtained in the pilot user study per evaluated statement 

4 “5-Second Emotracking Tests” for Artistic Contents Impact 
Measurement 

One of the most popular usability testing techniques is the so-called “5-second tests” 
[16]. As the name suggests, the “5-second test” involves showing users a single con-
tent, image or page-design for a quick 5 seconds to gather their initial -and therefore 
more salient- impressions. Five seconds may not seem like a lot of time, but users 
make important judgments in the first moments they see a content or visit a page. This 
technique has been traditionally mostly used for websites’ usability analysis and us-
ers’ judgments have generally been collected by directly asking them to write down 
everything they remember about the page. Eye trackers are a perfect tool to make this 
process more automatic, measurable and objective. 

For that reason, and with the added value of affective information, we have used 
Emotracker to perform what we call “5-second emotracking tests”. We presented a 
slideshow of 10 illustrations by the Spanish artist Rakel Goodféith to 5 naïve users 
and measured their reactions with Emotracker. The slideshow was organised so that 
each painting was shown during 5 seconds, and 10 seconds with black screen lapsed 
between two different drawings. Some snapshots of the “5-second emotracking tests” 
are presented in Figure 4.  
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Emotracking results where then shown to the artist who reported to “find the visua-
lization very helpful and intuitive for understanding the first affective and visual im-
pact of her illustrations on the users”. She has also stated that she would be glad to re-
use Emotracker, even in earlier stages of the creative process to predict the future 
impact of her artistic contents.   

5 EmotrackingRT: Real-Time Affective Digital Art 

As the initial aim when developing Emotracker has been to provide professionals 
(raging from marketing to psychology) with a flexible, intuitive tool to analyse the 
combined information of user’s gaze and emotions when interacting with different 
kinds of content, special focus has not been put in achieving complete on-line real-
time processing. But for other types of applications, such as arts, it could be interest-
ing and it is perfectly possible.  

In fact we have developed a real-time demo version of Emotracker, called Emo-
trackingRT, making use of Tobii SDK and FaceReader API. The demo does not ac-
count for all the types of visualization options the original off-line Emotracker has, 
but has been put into operation successfully. EmotrackingRT runs on a single PC with 
two output displays: the Tobii 17-inch TFT monitor, where the artistic contents them-
selves are shown to the users and their gaze is tracked, and a second standard monitor 
where emotracking information is visualized in real-time. In the latter screen, time-
growing fixation points with associated emoticons or/and emotional colours are 
painted and a “new image” button is enabled to switch the artistic contents the user is 
viewing (Figure 6, middle). 

This real-time functioning opens the door to new types of applications based, for 
example, in the interaction with digital illustrations that adapt colours, apply image 
filters or make any other kind of artistic effects depending on the user’s gaze and 
emotional data obtained from our tool. To show its potential, we have added to the 
EmotrackingRT demo a third window, where an artistic effect is applied in real-time 
to the image being shown by the user: a radial motion blur effect is spread from the 
current fixation point and the global RGB histogram values of the image are modified 
depending on the current emotion colour (Figure 6, bottom).  

6 Conclusions and Future Work 

Art and affect are inherently related. This paper proposes the application of the tool 
Emotracker to the field of arts. Emotracker is a novel system based on the combina-
tion of a facial emotional recognizer and eye tracking technology that allows to plot 
gaze, emotions and contents in a single map. In this work we have successfully used 
Emotracker to carry out “5-second emotracking tests” over illustrations and to create 
real-time affective artistic effects depending on the current user’s visual and emotion-
al data. In a near future, we expect to acquire a wider range hardware-independent eye 
tracking system in order to analyze any kind of artistic contents (e.g. big size real 
paintings in museums) and create real-time digital interactive emotional art.  
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Fig. 6.  EmotrackingRT results. Up: original illustrations by Rakel Goodféith the users are 
watching in the Tobii 17” TFT monitor. Middle: gaze and emotional information captured and 
displayed in real-time in a second standard monitor. Bottom: third window where an artistic 
radial motion blur effect spread from the current fixation point with global RGB histogram 
modified depending on the current emotion colour is applied. 
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Abstract. A system for providing music employing electroencephalography for 
music therapy is described. Music therapy for the treatment of patients suffering 
mental illness has been attempted over a period of 20 years. To reduce stress, it 
is preferable to listen to music that matches a person’s emotions. However, it is 
difficult to know exactly the person’s emotion. It is necessary to calibrate the 
proposed system employing electroencephalography to emotions. We discuss a 
method of calibration especially used in canonical correlation analysis. Experi-
mental results show that it is possible to roughly estimate feelings. We consider 
that it is possible to use our system in practice. 

Keywords: electroencephalography, music therapy, canonical correlation analysis. 

1 Introduction 

In recent years, the media has focused on diseases such as depression and mental 
illness that result from stress in everyday life. It is empirically known that listening to 
music relaxes and heals the weary body and mind. Additionally, stress dissipates 
through a feeling of being uplifted. Music therapy that targets patients suffering from 
mental illness has been attempted for a period of 20 years. To reduce stress, it is pre-
ferable for a person to listen to music that matches their emotion [1]–[4]. However, it 
is difficult to know a person’s emotion exactly. 

In this study, to solve the above problem, we propose a system that provides music 
according to the results of electroencephalography. To estimate an emotion employ-
ing electroencephalography, it is necessary to perform a calibration. We discuss a 
method of calibration especially used in canonical correlation analysis. 

2 System for Providing Music for Therapy Using 
Electroencephalography 

2.1 Overview of the Music Therapy System 

Figure 1 is an overview of the target system in this study. The system is designed  
to assist in healing and music therapy by providing the song that best matches the 
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emotion of a subject estimated by electroencephalography. Figure 2 shows the flow of 
processing. First, an electroencephalogram (EEG) is recorded to examine the electric-
al activity of the brain for a subject. The EEG obtained is analyzed to estimate the 
emotion. The subject is provided with music that corresponds to the estimated emo-
tion. This cycle is repeated.  

The problem here is how to estimate the emotion from the EEG. First, there is a 
need to calibrate the relationship between the emotion and EEG for the system. Cali-
bration requires an index expressing numerical emotions. We use the V–A plane of 
Russell as an indicator of emotion as shown in fig. 3. Emotion is expressed by an 
arousal value (vertical axis) and valence value (horizontal axis). This is described 
further in Section 2.2.  

In this research, the subject listens to music for which the V–A value is known. At 
the same time, the EEG is recorded. By analyzing these data, a mapping of emotion 
and the EEG is realized. Canonical correlation analysis is employed. The estimation 
of emotion through this analysis is described in Chapter 2.5. 

 

Fig. 1. Overview of our system of providing music employing electroencephalography for 
music therapy 

 

Fig. 2. Processing flow 

EEG

Analysis 

Music selection
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Fig. 3. Emotion indicator 

2.2 V–A plane of Russell 

Russell defined emotion on two axes of an arousal value and valence value. Figure 4 
shows the V–A plane [5]. Emotions are classified into four quadrants generated by the 
two axes as shown in the figure. The pleasant-aroused quadrant includes emotions 
such as excitement and joy, the unpleasant-aroused quadrant emotions such as worry 
and anger, the unpleasant-unaroused quadrant emotions such as melancholy and sad-
ness, and the pleasant-unaroused quadrant emotions such as satisfaction and relaxation. 

 

 

Fig. 4. V–A plane of Russell 

2.3 Music Used for Emotion Occurrence 

Correlation of the emotion estimated from the EEG requires indicators of emotion 
evoked by the music, which are discussed below. We used MoodSwing Lite Music as 
a music database [6]. The database comprises arousal and valence values for 10 to 20 
subjects listening to music as determined by a subjective questionnaire. The values 
are given for 15-second sections of approximately 240 songs. The present study took 
20 songs—five songs per quadrant—from the database as shown in fig. 5. 

 



 Estimation of Emotion by Electroencephalography for Music Therapy 753 

 

 

Fig. 5. Arousal and valence values when listening to music from MoodSwing 

2.4 EEG data 

The EEG was obtained using 14 electrode poles (AF3, F7, F3, FC5, T7, P7, O1, O2, 
P8, T8, FC6, F4, F8, AF4) employing the internationally standardized 10-20 system. 
The EEG was divided into four bands using a band-pass filter. The four bands were 
1–4 Hz (δ wave), 4–7 Hz (θ wave), 7–13 Hz (α wave) and 13–30 Hz (β wave). We 
took the set of values of the average power per second of each band. 

2.5 Emotion Estimation Employing Canonical Correlation Analysis 

Canonical correlation analysis is a multivariate technique of determining the relation-
ships between groups of variables in a data set. The data set is split into two groups, 
let us say groups U and V, according to common characteristics. The purpose of ca-
nonical correlation analysis is then to find the relationship between U and V; i.e., we 
ask whether some form of U can represent V. In this study, U is the EEG that is di-
vided into four bands, and V is the V–A values of the music.  

Formula (1) is obtained by canonical correlation analysis. 

  (1) 
 

M = E × W (E = 14: number of electrodes, W = 4: number of bands) 
 

Here am represents the linear combination coefficients of the first canonical correla-
tion score on brain waves (14 poles × 4 bands), bm represents the linear combination  
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coefficients of the second canonical correlation score on brain waves (14 poles × 4 
bands), dValence and dArousal are the linear combination coefficients of the first canonical 
correlation score on V-A values of music, um(t) is the potential of brain waves at time 
t, and vm(t) represents the V-A values of music at time t. Additionally, from the ca-
nonical correlation analysis, canonical correlation coefficients C1 and C2 are obtained. 
The relationship of the canonical correlation coefficients and canonical variable 
scores is expressed by equation (2). 

  (2) 
vValence corresponding to the valence value and vArousal corresponding to the arousal 

value are estimated using equations (1) and (2).  

3 Experiment 

Estimation performance was examined to calibrate the emotion estimation system 
employing canonical correlation analysis. An experiment was carried out on 10 
healthy men and women (eight males and two females aged 21–25 years). Subjects 
listened to music with known V–A values for 15 seconds after silence for a period of 
15 seconds. This was performed as many as 20 times, while the EEG was measured. 
The subjects had their eyes closed and wore an eye mask. We used the Emotiv EPOC 
manufactured by Emotiv Corporation as an EEG measuring device. 

Table 2 gives the first canonical correlation coefficient, second canonical correla-
tion coefficient and estimation error for the 10 subjects. The correlation canonical 
coefficients are high; in particular, the first correlation canonical coefficient is at least 
0.7. The coefficients are strongly related to the EEG and emotions that are evoked by 
music are shown.  

Table 1. First canonical correlation coefficient, second canonical correlation coefficient and 
estimated error 

 First canonical 
correlation coefficient 

C1 

Second canonical 
correlation coefficient 

C2

Estimation error 

Subject 1 0.89 0.55 1.32 
Subject 2 0.73 0.55 1.50 
Subject 3 0.72 0.60 1.46 
Subject 4 0.66 0.53 1.65 
Subject 5 0.81 0.54 1.41 
Subject 6 0.73 0.60 1.43 
Subject 7 0.79 0.54 1.48 
Subject 8 0.79 0.58 1.40 
Subject 9 0.78 0.55 1.40 
Subject 10 0.72 0.64 1.33 
Average 0.76 0.57 1.44 
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Subject 1                       Subject 2 

 
Subject 3                        Subject 4 

 
Subject 5                       Subject 6 

Fig. 6. True values and distributions of estimated values 

Yellow: Positive-Energetic 

Red: Negative-Energetic 

Blue: Negative-Silent 

Green: Positive-Silent 
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Subject 7                       Subject 8 
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Fig. 6. (Continued) 

Figure 6 shows the distributions of the estimated values and the true values. Esti-
mations of V–A values were more widely distributed than the true values. This is 
because they are approximated directly using the approximate straight line obtained 
from the canonical correlation analysis. We thus expect the generalization perfor-
mance to fall. Therefore, for the estimation of 15-second segments of music that were 
not used in the experiment, which quadrants the segments fall into is determined by 
majority decision. Table 2 presents the estimation results. Music is presented for only 
15 seconds. The accuracy rate was about 60% overall. 

Table 2. The estimation results of whether the music is which quadrant by majority decision  

 Estimation Positive - 
Energetic 

Negative - 
Energetic 

Negative - 
Silent 

Positive – 
Silent 

Presentation  

Positive - Energetic 67 15 9 9 

Negative - Energetic 20 55 15 10 

Negative - Silent 5 7 68 20 

Positive - Silent 12 16 27 45 
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4 Conclusion 

In this study, we proposed a system for providing music for therapy. The system esti-
mates emotion from an EEG, and presents the music that best matches the emotion. 
Because of differences among individuals, the EEG needs to be calibrated for each 
individual. Experiments on calibration were carried out, and it was found to be possible 
to roughly estimate feelings. We consider that our system can be applied in practice. 
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Abstract. As computing is changing parameters, apart from effectiveness and 
efficiency in human-computer interaction, such as emotion have become more 
relevant than before. In this paper, a new tool-based evaluation approach of  
user’s emotional experience during human-computer interaction is presented. 
The proposed approach combines user’s physiological signals, observation  
data and self-reported data in an innovative tool (PhysiOBS) that allows conti-
nuous and multiple emotional states analysis. To the best of our knowledge, 
such an approach that effectively combines all these user-generated data in  
the context of user’s emotional experience evaluation does not exist. Results 
from a preliminary evaluation study of the tool were rather encouraging reveal-
ing that the proposed approach can provide valuable insights to user experience 
practitioners. 

Keywords: User Emotional Experience, Human Computer Interaction, Evalua-
tion, Physiological Signals, Emotions. 

1 Introduction 

People’s daily interaction with technology, including personal computers, tablets, and 
mobile phones, has increased the need for usability. Although the available technolo-
gy is rather mature, interaction with it can still be frustrating [1-2]. Thus, evaluating 
and designing for user emotional experience (UEX) is growing in importance. 

So far usability evaluation studies are mainly focusing on task-related metrics, such 
as task success rate and time-on-task. Such metrics are an important indicator of us-
ers’ performance, but lack in qualitative insight about other factors of user experience 
[3], such as emotions. Questionnaires, interviews and video analysis can provide such 
qualitative data, but these methods are time consuming and prone to subjectivity [4-
6]. In an attempt to address these limitations, new and innovative approaches such as 
facial expression recognition [7] and speech tone and keystroke analysis [8-9] have 
been introduced. Towards the same direction, collecting and analyzing data from 
users’ physiology (e.g. heart rate, respiration, skin conductance) is also a promising 
approach. Physiological signals are directly connected with emotions [10] and their 
study could result in the establishment of new user-centered design techniques. 
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Emotions recognition and analysis (Fig. 1) are gaining interest in the human-
computer interaction (HCI) domain, and especially in usability evaluation studies 
[11]. Existing approaches to interpret physiological signals in terms of emotions suf-
fer from two important limitations. First, the recognition success of existing physio-
logical signals datasets [12-13] used for emotion analysis relies on contexts that in-
duce intense emotions, such as watching a scary movie, listening to a favorite song, 
major hardware failures and gaming. However, identification of subtle emotions is of 
more interest in typical HCI tasks and remains an open research topic. Additional, 
existing approaches in the HCI domain, attempt to recognize one or two emotions 
[14-17], thus ignoring any other emotions that users may have felt during an interac-
tion session, which might lead in serious misunderstandings of UEX. Mandryk and 
Atkins [18] have proposed a psychophysiological method that can continuously moni-
tor and also recognize more than one emotional state. However, it targets a specific 
domain (i.e. gaming and entertainment) and its application remains rather challenging 
for a practitioner. 

 

Fig. 1. Interpretation of physiological signals into emotions. (a) emotions induction, (b) physio-
logical data recording and analysis, (c) interpretation of extracted features into emotions. 

In this paper, a new tool-based evaluation approach for evaluating UEX during 
HCI is presented. The proposed approach combines user’s physiological signals (e.g. 
heart rate, blood volume pressure, skin conductance), observation data (e.g. users’ 
face recording, screen recording) and self-reported data (e.g. responses in question-
naires, interviews) in an innovative tool (PhysiOBS) that allows continuous and mul-
tiple emotional states analysis. To the best of our knowledge, such an approach that 
effectively combines all these user-generated data in the context of UEX evaluation 
does not exist. PhysiOBS supports continuous and in-depth evaluation of UEX in a 
straightforward and easy way. It also combines multiple data sources for both subtle 
and intense emotions recognition. 

The rest of the paper is structured as follows. First, a brief background on physio-
logical signals and emotion analysis is provided. Next, the proposed tool-based ap-
proach is delineated along with a presentation of research papers that mention the 
need for such approach in the HCI domain. In addition, results from a preliminary 
study in which practitioners used PhysiOBS to evaluate UEX are also presented. The 
paper concludes with a discussion of the implications of the presented work and direc-
tions for future research. 
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2 Background: Physiological Signals and Emotions 

Changes in both the external and internal of a user’s body can be measured through 
physiological signals. Physiological measurements along with other traditional  
metrics such as questionnaires and interviews have been used in many HCI studies 
[15-17] offering a new perspective in usability evaluation.  

This section describes the advantages and disadvantages of physiological signals 
along with their relation with emotions and emotion structure theories. 

2.1 Advantages and Disadvantages of Physiological Signals 

Physiological signals are derived from vital organs, such as the heart and brain. Some 
of the most-widely used physiological signals are the following: 

1. Heart rate: measures the electrical activity of the heart; 
2. Skin conductivity (Sweat): measures the resistance of the skin and it is one of the 

most well-studied physiological signals in the literature; 
3. Muscle tension: measures the electrical activity generated by muscles; 
4. Respiration rate: measures the stretch amount of a person’s chest. It is a metric 

that needs to be treated carefully because it can be affected by cardiac function. 

Special and sophisticated sensors systems (e.g. Electroencephalograph, Galvanometer 
and Electrocardiograph) have been developed in order to support researchers and 
practitioners in both data acquisition and analysis. In addition characteristics such as 
objectivity, multidimensionality, unobtrusiveness and continuity [19-22] reinforced 
the use of physiological signals and made them a valuable asset for usability studies. 

However, physiological measurements have some limitations [23]. First, data ac-
quisition depends on specialized and costly devices. Second, physiological measure-
ments can be noisy because of various external factors such as fluctuations in room 
temperature, user’s general health condition and environment humidity levels. Appli-
cation of filters can alleviate such issues, but only to a certain extent. Finally, the 
experimental conditions along with sensors attachment can also affect users’ physio-
logical signals. 

2.2 Emotion Theories and Physiological Signals 

The human body is a complex system that reacts to various external stimuli. These 
stimuli can affect a person’s psychology causing a variety of emotional states such as 
happiness, enthusiasm, frustration or boredom.  

William James and Carle Lange theory, known as the “James-Lange theory of 
emotion”, refers to emotions as an interpretation of a psychological state which can be 
identified through physiological signals [24]. According to this theory, an external 
stimulus leads to a physiological reaction. The psychological reaction depends on 
how one interprets these physical reactions. For instance, a walk in the woods and an 
unexpected encounter with a wild animal can increase one’s heart beats and trigger a 
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body tremble reaction. In James-Lange theory, interpretation of physical reactions 
would conclude that the person is afraid “I am trembling, therefore I am afraid”. To 
this direction [25-26] were the first who studied the relations between physiological 
signals and emotions, concluding to four types of relations: 

1. one-to-one relation: one physiological signal is capable to define a unique emo-
tion; 

2. many-to-one relation: more than one physiological signals are needed in order to 
define an emotion; 

3. one-to-many relation: a physiological signal is associated with more than one 
emotions; 

4. many-to-many relation: several physiological signals are associated with several 
emotions. 

So far, the last relation is the most plausible and has been adopted by several scientif-
ic domains such as HCI. 

James-Lange theory of emotion was questioned by [27], who proposed the “two-
factor theory of emotion”. According to the latter, emotions are neither purely physi-
cal nor purely cognitive reactions, but a combination of both. The theory posits that 
physical reactions must be interpreted along with the situation that someone is facing. 
Therefore, a fast pounding heart could be interpreted as anxiety, if someone is taking 
part in exams and as fear if someone encounters a wild animal. To the same direction, 
our tool-based approach offers to evaluators four views: user’s screen capture, user’s 
face recording, user’s physiological signals and user’s self-reported data. Having 
available all these perspectives at the same time, UEX evaluation may be more relia-
ble than considering only physical reactions. 

2.3 Emotion Structure Approaches 

Two main theories-approaches of emotion structure have been established in the lite-
rature. A discrete approach supported by Ekman [28] and a dimensional approach 
supported by [29]. Ekman’s approach uses six discrete emotional states: anger, fear, 
sadness, enjoyment, disgust and surprise. These emotional states can be recognized in 
all cultures and are gender-independent. By contrast, in the approach proposed in 
[29], emotions can be characterized using two dimensions: Valence and Arousal. 
Facial muscular activity and unsolved tasks (high arousal – low valence) have been 
found to be negatively correlated [30], and this fostered the use of the Valence-
Arousal space in emotion analysis. Finally, it should be noted that both approaches 
are still used by researchers and practitioners, forming two schools of thought. Thus, 
our tool-based approach takes into consideration both emotion structures theories, 
offering appropriate supportive mechanisms to evaluators. 

3 The PhysiOBS Approach 

In this section, a new tool-based evaluation approach of UEX during human-computer 
interaction is presented. A researcher can combine user’s physiological signals (e.g. heart 
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rate, blood volume pressure, skin conductance), observation data (e.g. users’ face record-
ing, screen recording) and self-reported data (e.g. questionnaires, interviews) through an 
innovative tool (PhysiOBS) that allows continuous and multiple emotional states analy-
sis. PhysiOBS supports continuous and in-depth evaluation of UEX in a straightforward 
and easy way. It also combines multiple data sources, for both subtle and intense emo-
tions recognition. 

3.1 The Need for an Emotion Oriented Evaluation Tool 

Approaching physiological signals from the perspective of an additional evaluation 
parameter, Wilson and Sasse [16] used them in order to assess video and audio quality 
of multimedia conferencing (MMC) systems. Their evaluation approach used three 
dimensions a) stress (user cost), b) satisfaction and c) performance. The weightiness 
of each dimension depends on the purpose of MMC use. Physiological measurements 
analysis revealed that physiological responses can be detected even in degradation of 
both video and audio quality.   

Lin et al. [14] used physiological signals for stress detection and correlated them 
with traditional usability metrics. Experiment participants’ were instructed to com-
plete three stages of a video game as quickly as possible and with a minimum number 
of mistakes. Each stage offered a different difficulty level. Data analysis revealed a 
positive correlation between physiological signals and game difficulty.  

Ward and Marden [15] examined whether physiological measurements can be used 
instead of traditional metrics in web usability studies. In a between-subject study, two 
groups of users performed a website navigation scenario. The first group navigated in 
a well-designed website and the second one in an extremely bad-designed website. 
During their navigation, three physiological signals (skin conductivity, blood volume 
pressure, and heart rate) were recorded. Results didn’t reveal significant differences 
between the two groups, but did reveal differences between individuals.  

Along the same direction, [31] related physiological signals to traditional metrics 
used in web usability evaluation. In a within-subject study, a group of 42 subjects 
took part in a website navigation scenario. In one trial users had at their disposal na-
vigation help from an artificial face in cases of navigation problems, whereas in the 
other trial they weren’t provided with this help. Physiological measurements from 
participants that used the artificial face didn’t reveal any significant variations. 

A common characteristic of all these studies is the use of physiological signals in 
combination with other methods, such as questionnaires, interviews and video analy-
sis, to collect data about the user experience. To this end, a holistic approach that can 
combine and support analysis of these user-generated data in an effective way would 
be of great value for practitioners. 

In a different perspective, [32] used physiological signals in a domain called “Af-
fective computing”. Affective computing can create new ways of communication 
between humans and machines, by enabling machines to respond to users’ emotions. 
To this end, users’ emotion recognition is a prerequisite. Piccard et al. [32] achieved  
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to recognize eight emotions with high levels of accuracy using physiological signals 
from one actor in a twenty days experiment.  

Schreirer et al. [17] used a hacked computer mouse (random delays were intro-
duced) with the aim to evoke intensive frustration episodes to participants. While 
participants used this hacked mouse, two physiological signals were collected (skin 
conductivity and blood volume pressure). Using a Hidden Markov Model as a feature 
extraction technique, they succeeded to automatically detect frustration events. This 
method gave a 50% accuracy level in frustration detection for 21 out of 24 users.  

Mandryk et al. [18] used physiological signals in order to detect users’ emotions 
while engaged with entertainment technologies. Participants played a video game 
against the computer, a friend and a stranger. In all three conditions, their physiologi-
cal signals were continuously recorded and a fuzzy logic system converted them to a 
Valence-Arousal space. Then, a new fuzzy logic system was used in order to convert 
the Valence-Arousal space into discrete emotions. 

The above studies based their emotion detection success on contexts that induce in-
tense emotions, such as hardware failures and gaming. However, identification of 
subtle emotions is also of interest in typical HCI tasks, and remains an open research 
topic.  

3.2 PhysiOBS Interface and a Typical Usage Scenario 

PhysiOBS is a Windows-based tool and has been developed in C#. The aim of the 
tool is to support researchers and practitioners in the demanding task of UEX data 
analysis. PhysiOBS is meant to be used as a tool for post-study analysis, and thus 
requires, as a prerequisite, all users’ data sources appropriately synchronized. Phy-
siOBS will be soon available for download at http://quality.eap.gr/en. In the follow-
ing, the main interface of the tool (Fig. 2) along with a typical UEX evaluation scena-
rio, are presented.  

First, the evaluator adds at least one video (user’s or screen recording). If both us-
er’s video and screen recording are available, the evaluator can watch them concur-
rently (Fig. 2, part a). In the example presented in Fig 2 (part a), the screen recording 
video also includes eye fixations and saccadic movements as captured by an eye-
tracker. Thereafter, the evaluator can perform a typical video observation analysis 
supported by the tool functionality. For instance, the user of PhysiOBS can define 
tasks/subtasks and assign them to specific time periods (Fig. 2, part b). Extra informa-
tion such as duration, result (successful/unsuccessful) and general evaluator’s com-
ments can be added for each user’s task. 

More importantly, user’s physiological signals can also be inserted into PhysiOBS 
(Fig. 2, part c). Embedded semiautomatic processes, such as signal normalization and 
statistical analyses reported in [33], can be applied to provide a general overview of 
each physiological signal, basic characteristics and identified areas of potential emo-
tional interest. Research-based guidelines [34] to complementary support emotional 
state identification are also provided to the evaluator. In specific, the evaluator assigns  
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an emotion to a user-defined time period from a list of basic emotions [28] with  
specific associated characteristics, such as facial expressions and body movements 
[35-36]. To this direction an extra report, produced by user’s answers analysis about 
their emotional state, is also provided to evaluators.  

The result of the analysis process is represented as a series of emotional periods 
and emotion transitions (Fig. 2, part d). Color coding denotes different identified emo-
tions (e.g. red: anger, coral: anxiety) and can be adjusted through the tool interface. In 
addition, all emotional periods can be optionally enriched with user’s self-reported 
data in the form of comments. The evaluators’ sense-making of the available data is 
supported by navigation controls (Fig. 2, part e), which are synchronized across all 
available views. An also important functionality provided by the tool is the save/load 
project option. The evaluator can save each participant’s evaluation in order to edit it 
later. 

 

Fig. 2. PhysiOBS: a tool that combines physiological measurements, observation and self-
reported data. (a) concurrent view of user’s video and screen recordings, (b) task/subtasks view, 
(c) physiological signal(s) view, (d) observed emotions view with adjustable color coding, (e) 
navigation controls, synchronized across all available views. 

3.3 PhysiOBS Preliminary Evaluation Results 

Results from a preliminary evaluation study that was conducted in the Software Qual-
ity Research Laboratory (http://quality.eap.gr/en/lab) involving five HCI experts and 
two software practitioners were rather encouraging. Participants had at their disposal 
a set of user-generated data collected through a previous usability study and were 
asked to perform an analysis using PhysiOBS. The study indicated that PhysiOBS use 
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can decrease time and perceived effort required to evaluate UEX from user-generated 
data. Furthermore, practitioners using PhysiOBS reported that the tool enabled a more 
in-depth UEX evaluation. In specific, participants confirmed that the simultaneous 
use of all available data sources can contribute different insights in the context of 
UEX evaluation. Study participants also provided feedback on the tool. For instance, 
two participants argued that for emotion selection they would prefer a wizard-like 
functionality with embedded help, instead of a simple menu. 

4 Conclusions and Future Work 

For many usability evaluation studies, emotions are no longer a supplementary para-
meter but a must. This paper presented PhysiOBS, an innovative tool-based evaluation 
approach of user’s emotional experience during human-computer interaction. Phy-
siOBS combines multiple data sources in order to support continuous and in-depth 
evaluation of UEX in a straightforward and easy way. Results from a preliminary study 
that involved five practitioners revealed that the proposed tool-based approach could 
provide valuable help in such evaluations, offering an in-depth analysis of UEX.  

One of our future aims is to provide additional automation in the emotion identifica-
tion process based on physiological measurements of participants involved in typical 
HCI tasks. To this end, we are already planning studies to produce such emotionally-
labeled datasets. Towards a more rigorous evaluation of our proposed tool-based ap-
proach, one future aim is to conduct a between-subjects study in which one group of 
evaluators will be provided with PhysiOBS to analyze user study data while the other 
will follow its working practices, and then compare findings between the two groups.  
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Abstract. For designing the rounded communication between human and agent, 
humanlike appearance of agent can contribute to human understandability to-
wards their intension. However, the excessive humanlike-ness can cause human 
to feel repulsive against the agent, which is well known as the uncanny valley. 
In this study, we propose a model providing an explanation for how the human 
negative response is fomred, based on the brain regions and its function, includ-
ing the amygdala, hippocampus, cortex and striatum. This model is described 
with quantitative reasoning and simulated. The results indicate that as human 
observes a humanlike agent, the emotion goes negative and the brain regions 
were more activated in comparison with the case human observes a person. 

Keywords: Human Agent Interaction, uncanny valley, brain function, qualita-
tive reasoning. 

1 Introduction 

The research field of human agent interaction has much interest in the equipment of 
an appropriate appearance to an agent [1]. The agent is referred as a robot in the real 
world or a computer program with its appearance. Then the uncanny valley [2] is a 
crucial issue in these studies. In general, human feels more familiar toward an agent 
as its appearance gets more humanlike, however, the familiarity drastically decreases 
when the agent gets considerably similar to but slightly different from a real person as 
illustrated in Fig.1. Several studies have dealt with this issue, but it is still uncertain 
how the human negative response can be elicited to a highly humanlike agent, and no 
common explanation for its mechanism to occur has been provided.  

We hypothesized that human responds to a humanlike agent as if it is human and 
also non-human, and the contradiction of two responses elicits human negative re-
sponse to the agent, which causes human to feel eerie toward the humanlike agent. In 
this study, we proposed the processing model how the human negative response 
against humanlike agent occurs. 
                                                           
*  Corresponding Author. 
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Fig. 1. Basic concept of the uncanny valley (partially altered from that in [2]) 

2 Experimental Method 

Based on our hypothesis, the experiment was conducted to verify which information 
of a face people pay attention to when judging whether the face was human or not. 

2.1 Procedures 

This experiment used five pictures of faces of (a) a doll, (b) a CG-modeled human 
image fairly similar to real human, (d) another image highly similar, (c) an android 
robot, and (e) a person as shown in Fig. 2. These faces were selected from several 
web pages to present faces whose similarities to real human got gradually higher.  

 

Fig. 2. Five faces used in experiment 
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In our experiment, participants were asked to judge whether each of the faces pre-
sented on a PC monitor was human or not. Each face was located on the center of the 
monitor. To control the initial location of eye fixations of the participants, a white 
page where a cross was depicted at its center was inserted before presenting each face. 
Eyes of the participants were recorded during watching the faces and eye fixations on 
the faces were estimated with EMR-AT VOXER produced by nac Image Technology. 
The participants were told that each face was presented for one minute and asked to 
write their judgments on a paper sheet. The faces were presented in the order of the 
doll, CG-modeled 2, android, person, and CG-modeled 1. 

Some of the participants were asked to respond to two questionnaires regarding the 
faces after the judging task. The questionnaires included (Q1) how difficult was the 
judgments of each face? and (Q2) which parts of faces did you pay attention to when 
judging? The participants responded to Q1 on a three-point scale where 1 denoted 
easy and 3 denoted difficult. 

2.2 Data Analysis 

According to Yarbus [3], people frequently gaze at a region including the eyes, nose 
and mouth during watching at a person’s face. These facial areas are important for 
human to seize some social information about others. Thus, we calculated a length of 
time when each area was gazed at for each face.We used dFactory, analysis software 
for eye tracking data, to calculate how long the participants gazed at each face area. 
The calculation was conducted in three steps. First, the screen of the monitor was 
divided into 16 x 16 small blocks. Second, areas denoting the right eye, left eye, nose 
and mouth were defined. Each area comprised a block of the respective face part and 
its surrounding blocks. For example, the right-eye area comprised a block including 
the center of the pupil of the right eye and eight blocks surrounding the pupil block. 
Fig. 3 indicates the four areas in case of the CG-modeled 2. Finally, total time length 
of eye fixations on each area was calculated by adding time of eye fixations on each 
of comprised blocks. The analysis of eye-fixation time was performed in three time 
spans: 5 seconds, 10 seconds and 30 seconds from the start of face presentation. 

 

Fig. 3. Areas of right eye, left eye, nose and mouth 
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2.3 Judgment of human/non-human to each face 

Twenty one undergraduates (18 males and 3 females) participated in the experiment. 
The proportions of participants who judged each face as human were as 28.6% for the 
doll, 19.1% for the CG-modeled 1, 19.1% for the android, 90.5% for the CG-modeled 
2 and 100.0% for the person. Fig.4 indicates the proportions of judgments. Those 
results were mostly corresponding to our assumption of the similarities to real human. 
The android and CG-modeled 1 can be considered as the most unsimilar. Although 
the doll was more similar than the two, it was also evaluated as less humanlike. The 
CG-modeled 2 was the most humanlike, and the person was correctly judged as hu-
man. Thus eye fixations on these three faces, the CG-modeled 1 judged as non-
human, the CG-modeled 2 judged as human but actually non-human and the person 
judged as human, were compared to study the differences in perceptual process of 
human and non-human. 

 

Fig. 4. Proportions of participants who judged each face was human 

2.4 Time of Eye Fixations on Areas of Each Face 

Gaze data of 15 participants who judged the CG-modeled 2 as human and the CG-
modeled 1 as non-human was analyzed. However, data of 7 participants was excluded 
due to its poor quality. Thus, data of the other 8 was actually used. Fig.5 shows ex-
amples of transactions of eye fixations during observing each face in the initial five 
seconds. The size of each circle denotes the length of total time of eye fixations at the 
respective point. 

Table 1 indicates averages of time length of eye fixations on the four areas of each 
face in each time span. The t-test revealed significant differences of time length of eye 
fixations on the right eye areas among the three faces. Fig.6 shows average time of 
eye fixations on the right eye area of each face in each time span. In initial 5 seconds, 
eye fixations on the right eye area of the CG-modeled 2 was significantly longer than 
that of the CG-modeled 1 (p<.01) and that of the person (p<.01). In initial 10 seconds, 



772 Y. Tawatsuji, K. Muramatsu, and T. Matsui 

 

eye fixations on the right eye area of the CG-modeled 2 was significantly longer than 
that of the CG-modeled 1 (p<.01) and that of the person (p<.01), and the difference 
between the CG-modeled 1 and person was moderately significant (p<.10). In entire 
30 seconds, the participants observed the right eye area of the CG-modeled 2 more 
frequently than that of the person (p<.01), and the difference between the CG-
modeled 1 and person was moderately significant (p<.10). 

 

Fig. 5. Averages of time length of eye fixations on the right eyes of each face 

2.5 Discussion 

The result of judgment of the participants indicated that they judged the CG-modeled 
1 as non-human and the CG-modeled 2 and person as human. As 30 seconds passed, 
time length of eye fixation on the right eye area of the person was shorter than that of 
both CG-modeled 1 and 2. These results are consistent with the report by Minato et al. 
[4].  Time length of eye fixations on the right eye area of the CG-modeled 2 was 
significantly longer than that of the person in every time span. In case of the CG -
modeled 1, it was remarkable that there was no significant difference of time length of 
eye fixations on the right eye area from that of the person in initial 5 seconds, whereas 
the difference emerged as time passed. These results must imply that the participants 
had once perceived CG-modeled 1 as human in the short-time observation. The emer-
gence of the difference of time length of eye fixations must have been brought by 
shift of the participants’ attention to differences of the CG-modeled 1 from a real 
human. Therefore, it can be assumed that when people observe a humanlike agent, 
they initially perceive it as human, and they then perceive it as non-human. Thus, 
perceptual processes of a humanlike agent can be considered to include the two steps. 
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3 Proposal for the Model Interpreting the Occurrence of 
Human Negative Response 

In this section, the model is proposed which provides an explanation for how human 
negative response is elicited, based on the brain function and perceptual process in 
two steps towards a humanlike agent 

3.1 Relationship between Human Negative Response and Amygdala 

According to the report by Steckenfinger et al.[5], Macaque monkey elicited the nega-
tive response and they didn’t gaze at a CG modeled monkey which appearance looked 
like its species. Seyama et al. pointed out that human felt eerie against a humanlike 
agent with the abnormal features of the eye [6]. These studies provide two important 
suggestions. Eye movement on the agent’s eye reflect the human positive or negative 
emotional response toward it. In addition, the negative response is not peculiar to 
human beings and its mechanism to generate the negative response can be commonly 
shared among the species. Therefore, the function of human brain region, especially 
phylogenetically old one, is instrumental in comprehending of how human elicits the 
negative response against a humanlike agent. 

Amygdala is a brain region which plays an important role of the emotional 
processing. The processing is expected to have dual processing route called “dual 
pathway of emotion,” consisting of “low-road” and “high-road” [7]. At the former 
route, the perceived stimuli is sent from the thalamus directly to the amygdala. At the 
later route, it is sent indirectly to the amygdala via the cortex. Accordingly, low-road 
is considered as imprecise and rapid processing, and high-load is considered as elabo-
rate and slow processing. The function of these routes accounts for how the human 
negative response was generated.  

When an observer perceives a humanlike agent, the low road rapidly processes it 
and the observer quickly makes, by instinct, an emotional response to the agent as if it 
were human: for example, an observer turns his or her eye toward the agent’s face. 
And subsequently, high road processes it to notice that it is not human, which also 
makes an emotional response based on the cognitive processing. These two emotional 
responses generate the contradiction, which causes the observer to elicit the negative 
response against the humanlike agent. The model is depicted as Fig. 6. 

3.2 Proposal for Advanced Model by Integration with Previous Model 

Moore proposed that a Bayesian model for a psychological phenomenon, perceptual 
magnet effect, should be applied to generate the curve of the uncanny valley [8]. The 
model calculated how correctly human identified a humanlike agent as non-human 
and a person as human. Then, at the point where the human looked at the highly hu-
manlike agent, there occurs a dip in the judging rate, provided a certain contribution 
of prior knowledge. 
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Fig. 6. Model flow indicating how human negative response against humanlike agent is elicited 

In order to make our model more advanced, the Moore’s model and our model 
were integrated with each other. However, architecture of two models is described in 
different level: the one is based on the amygdalar function and the other is based on 
human perceive processing. In integrating two models, the Moore’s model should be 
reinterpreted from the perspective of brain function. Guenther et al. constructed a 
neural model for the occurrence of the perceptual magnet effect, focusing on the cor-
tex and thalamus [8]. This study suggests that Moore’s model is supposed to be a 
functional model of cortex which to account for human categorization and also of 
hippocampus which preserves the memories as a prior information. 

3.3 Reward System Controlling the Eye Movement 

Amygdalar activation lets a human make an emotional response based on approach or 
avoidance. Especially when an observer encounters a humanlike agent, the eye 
movements reflect the response, such as turning his/her eyes on the agent or away 
from the agent. These emotional responses can be accountable with the reinforcement 
learning. Reinforcement learning is supposed to be related with the reward system and 
striatum plays an important role in it. Striatum has connections with the amygdala and 
the cortex. Accordingly, the striatum plays an important role to adjust the emotional 
response in accordance with the differential between the expectation processed in the 
cortex and the reward processed in the amygdala as emotional evaluation. 

4 Simulation 

In this section, the model is expressed in the framework of the qualitative reasoning, 
and the results of simulation is introduced. 
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related to compose human emotional response. This model suggested that human in-
itially responds to a humanlike agent as well as to a person by the low road but subse-
quently, human identified it as non-human to make an emotional response by the high 
road. The contradiction of these responses is reflected in the human eye movements.  

As the model includes some assumptions, it is an important future work to clarify 
the verification of them, referring to the knowledge of neuroscience. In addition, it is 
required to clarify the relationship between human negative response and human eerie 
feeling against a humanlike agent.  
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Abstract. In recent years there has been an increasing interdisciplinary ex-
change between psychology and computer science in the field of recognizing 
emotions for future-oriented Human-Computer and Human-Machine Interfaces. 
Although affective computing research has made enormous progress in auto-
matically recognizing facial expressions, it has not yet been fully clarified how 
algorithms can learn to encode or decode a human face in a real environment. 
Consequently, our research focuses on the detection of emotions or affective 
states in a Human-Machine setting. In contrast to other approaches, we use a 
psychology driven approach trying to minimize complex computations by using 
a simple dot-based feature extraction method. We suggest a new approach  
within, but not limited to, a Human-Machine Interface context which detects 
emotions by analyzing the dynamic change in facial expressions. In order to 
compare our approach, we discuss our software with respect to other developed 
facial expression studies in context of its application in a chat environment. Our 
approach indicates promising results that the program could accurately detect 
emotions. Implications for further research as well as for applied issues in many 
areas of Human-Computer Interaction, particularly for affective and social 
computing, will be discussed and outlined. 

Keywords: Emotional Interfaces, Affective Computing, Facial Expression, 
Human Machine Interface. 

1 Introduction 

Recently, there has been a promising increase in interdisciplinary exchange between 
psychology and computer science in the field of recognizing emotions [1-2]. There-
fore, our study attempts to present previous developed affective communication me-
thods and compare them with a possible usage in reliable chat emotional interface 
software assisted by visible muscle movements in terms of emotion detection from 
mimics, i.e., the user’s facial expression. The psychology driven idea behind detecting 
a user’s facial expression is based on knowledge of previous psychological studies in 
the field of facial expression detection [2-3]. 
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From the beginning chat was predominantly used for casual internet communica-
tion. In the meantime it has become a common and well-established form of commu-
nication. Among its advantages are its easy access, its low-tech affordances, high 
usability and fast and flexible communication processes. A variant of chat, SMS mes-
saging, has met the public with unexpected popularity. Nevertheless, due to its media 
properties, chat-based communication frequently suffers from deficits due to incohe-
rence of contributions, lack of coordination and problems of awareness concerning 
social awareness as well as awareness of context and available knowledge [4]. These 
shortcomings of conventional chat-based communication pose severe problems. In 
this paper we focus on affective or emotional aspects auf chat-based communication. 
We claim that these restrictions can be overcome and propose that extending the me-
dium ‘chat’ with appropriate strategies of affective computing embedded in the chat 
environment can actually improve the chat discourse. In this context the effects of 
emotions in the chat environment have not been researched comprehensively yet. 
Computer-mediated communication usually does not contain information about the 
emotional state of a user during typing. Reports on the influence of emotions  
are mostly based on observations or interviews and do not compare to empirical me-
thods. During interviewing, computer-mediated communication studies point out 
several comments in logs that participants were frustrated with the interview agent’s 
responses [5]. 

As a concrete example for implementing and discussing our approach in chat-
based environments, we refer to a chat-based interview agent developed by Kanno 
and colleagues [6-8]. This chat-based interviewer agent was developed to deviate 
knowledge from the user. The concept is to create a kind of chat program that auto-
matically generates questions and responses to the answers from an interviewee. The 
basic technique behind this is so-called artificial non-intelligence, i.e., the agent 
makes responses based on keywords identification and relatively simple rules  
like ELIZA [9]. Also a set of concepts was implemented and an interview guide as a 
database for this interviewer agent. The first prototype was developed and tested [10]. 
However, human users sometimes found the responses from the agent unfitting.  
To overcome the deficiencies of chat-based interview agents, our psychology driven 
approach might be applied as a possible chat-based emotional interface to reduce  
the number of unexpected responses and hence the irritations of the user, i.e., the 
interviewee. 

This paper is about how emotions can be detected, and what kind of methods can 
be applied to extract users’ responses or affective states in a possible emotional inter-
face within a chat environment. Further, this paper will give a brief overview of  
recent developments of affective methods in order to recognize the user’s response. 
After the development section, we will introduce our method of processing the facial 
responses, e.g., raised eyebrows, of the user and show early results [3] and [11].  
Furthermore, our first results lead to a discussion on additional applications and  
limitations that frames an attempted approach of emotion detection in chat-based 
environments. 



 Current and New Research Perspectives on Dynamic Facial Emotion Detection 781 

 

2 Emotion Recognition Method Development 

The first step to recognizing affective aspects of communication in Human-Computer 
Interaction, such as in a chat-based interviews, involves detecting relevant emotional 
information, e.g., raised eyebrows, from non-relevant. During this process, the main 
problem is how to quantify this information in order to enable a computer to recog-
nize the meaning in the data [12]. To relate our approach to other studies, we present 
several approaches and a variety of methods for analyzing communications: Affective 
Dialog Systems [12-14], Sentence-Based Emotion Recognition [15], and Multimodal 
Chat Emotion Recognition [16]. All these methods will be described in the following 
section. 

2.1 Affective Dialog System (DS) 

Finding relevant information is the basis of affective communication. Affective  
Dialog Systems can classify the information and they are an important tool for study-
ing affect and social aspects in online communication. An Affective Dialog System  
is a social intelligence model, i.e. agents that handle affective responses with the  
help of psychological theories of personality, emotion, and Human-Computer  
Interaction [12]. 

Morishima and colleagues [12] argued that agent’s socially appropriate affective 
communication provides a new dimension for collaborative learning systems. In our 
case, for example, an interview chat-agent can more efficiently interview the user.  

Turkle [13] pointed even out that online communication has a huge effect on users' 
social and psychological perceptions and behavior and even their self-concepts. Sko-
wron and colleagues [14] indicated that an affective system can influence the user in 
terms of chatting enjoyment, dialog coherence, and realism. Furthermore, the variants 
of the affective system strengthen the chatting enjoyment and emotional connection. 
For this reason, an Affective Dialog System can be an important input in the field of 
developing a dynamic questionnaire. However, the direct feedback, such as facial 
expressions, will not be included in affective text-based research and could be a 
drawback during interviewing a user. 

2.2 Sentence-Based Emotion Recognition 

To further classify emotions in the context of computer-mediated communication, a 
promising approach is textual emotion recognition. Krcadinac and colleagues [15] 
present an approach that analyses on the sentence level based on the standard Ekman 
emotion classification [2]. The developed algorithm reads a text sentence in a chat as 
an input and sorts it to the six emotional states defined by Ekman (i.e., happiness, 
sadness, anger, fear, disgust, and surprise). To study emotions in computer-mediated 
communication, a keyword-spotting method was developed by Krcadinac and  
colleagues based on a free, open source library software system Synesketch  which 
includes a WordNet-based word lexicon; a lexicon of emoticons, common abbrevia-
tions and; colloquialisms, and a set of heuristic rules. During their study each of the 
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214 participants needed to rate 20 sentences randomly taken from the corpus to one 
for each emotional status. 

The results indicated a high accuracy (~80%) that can lead to further promising fu-
ture research and applications. However, this approach has two drawbacks one is that 
the corpus is quite reduced to a basic sentence level with relatively unambiguous 
emotional type and cannot compared with a fluent chat communication, such as in a 
dynamic questionnaire. Second, it cannot recognizing neutral as a separate type. In 
our research we try to include our feature extraction method so that a communication 
can be analyzed in direct feedback of the participants face. 

2.3 Multimodal Chat Emotion Recognition 

However, as the use of emoticons and text-only analyses suggests, communication 
without nonverbal analysis, such as facial expressions, can be monotonous [16]. 
Another possible way to include emotions in the chat environment is to create a 3D 
Avatar by extracting the facial actions of each participant with real-time facial expres-
sion analysis techniques and research on synthesizing facial expressions and text-to-
speech capabilities. Chandrasiri and his colleagues have created a piece of software 
that creates a 3D facial animation of agents [16]. Their system includes visual, audito-
ry, and primary interfaces to communicate as one multimodal chat interaction. Partic-
ipants can represent themselves as predefined agents. During the experiment, for ex-
ample, a user showed facial expressions while typing text in the chat. The represented 
3D agent will speak the message aloud while it repeats the recognized facial expres-
sion and also replay the synthesized voice with proper emotional pronunciation. 

The biggest advantage of the software is that the visual data exchange requires on-
ly low bandwidth and, therefore, works in real time. The disadvantage is that the 
software need a person-specific initialization and several interfaces. Furthermore, in 
recent years videoconferencing tools have become more popular in our daily lives, 
e.g., Skype and MSN. The user might be more convinced to use simple live stream 
video communication software rather than an avatar software for getting more direct 
facial expression feedback. 

3 Software 

In relation to the above mentioned approaches, this paper suggests a new psychology 
driven dynamic approach to detect emotions. In 1979 Bassili [17] suggested that even 
with minimal information about the spatial arrangement of features, participants can 
recognize facial expressions. Another interesting approach was presented by Kaiser 
and colleagues [18]. Here, in order to reduce the complexity, small dots were placed 
on the participant’s face which were then detected and analyzed on videotapes. The 
dots allow the algorithm to determine the underlying muscle activity. 

Earlier approaches attempted to detect a set of typical emotions, such as happi-
ness, surprise, anger, and fear [19]. In contrast to those studies, we focus on the de-
tection of emotion or no emotion present with the less complex feature dots tracking 
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method [3], [11], and [20]. Thus, we developed a computer program that might be 
able to detect ten blue dots placed on the participant's face. The positions of the 
points were derived from earlier psychological studies, investigating facial muscle 
movement with the help of Electromyography (EMG) [21], as well as observation of 
human mimics [22]. Our software locates the blue dots by searching each frame of 
the video, line by line. We selected blue as the color for the dots, since blue is 
present only minimally in the color-spectrum of the human face.  

Within the chat environment, our analysis might help to improve the interview 
communication of a chat agent and a user by detecting the unexpected responses of 
the chat agent with a facial expression detection. 

3.1 Software Development 

In our previous studies we recorded several videos of the participants' face [3] and 
[11]. The study was performed with N = 59 (40 female) participants with an average 
age of M = 23.39 years (SD = 4.51), who acted the emotions of anger, happiness and 
no expression. The recorded videos were rated for further analyses by independent 
raters with regard to the emotional content of the facial expressions.  

In a further step the facial expression videos of the participants were analyzed  
and the area (A-D) and distances (1-3) between the selected blue dots were calculated 
(see Figure 1). 

 

Fig. 1. Faces with dots and their areas (A-D) and distances (1-3) 

Then the algorithm summed up each area and distance and then calculated the 
arithmetic mean with their variance. Consequently, the variance clearly reveals the 
motion of each area or distance. The following table shows the ideal state of the de-
velopment of each emotion over time (see Table 1). 

For example, the area of “A” shrinks during expressing the emotion anger (closed 
mouth) and grows during showing the emotion anger (open mouth), since the partici-
pant opens their mouth. The preliminary results in Tables 2-3 result from how similar 
the values correspond to the ideal values in Table 1. An up-arrow means the area or 
distance is growing larger and a down-arrow means the area or distance is getting 
smaller over time. The minus signs represent no detectable dot movements, i.e., the 
participant is in a neutral state. Additionally, we split angry emotions into open  
and closed mouth types for a more efficient analysis. Preliminary results showed  
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significant changes in the mouth area enclosed by the selected blue dots when partici-
pants experienced anger with an open and closed mouth. Finally, the results of the 
variation of each area and distance are displayed in tables. 

Table 1. Dynamic variation of each area (A-D) and distance (1-3) in relation to each emotion 

 A B C D 1 2 3 
Anger (open mouth) ↑ ↑ ▬ ↓ ↓ ▬ ↓ 
Anger (closed mouth) ↓ ↓ ↑ ↓ ↓ ↓ ↓ 
Happy ↑ ↓ ↑ ↓ ↑ ↓ ↨ 
Neutral ▬ ▬ ▬ ▬ ▬ ▬ ▬ 

3.2 Software Testing 

We reported first software testing results in Tews [3] and [11] within psychological 
facial expression studies, mostly in an automobile context. Due to technical dropouts 
only n = 10 subjects' data could be analyzed. Because of the small database, we re-
frained from using inferential statistics and our results are only displaying descriptive 
statistics. The tables 2 and 3 show the results of the angry with open (oM) and closed 
mouth (cM) and no facial expressions video analysis. We excluded the results of the 
happiness condition, because they were similar to the angry emotions results. To 
standardize the results, the average of all emotion feature values are set to 100% so 
that the deviation from each emotion can be expressed as a percentage. The emotion 
values are shown on the x-axis, describing how strongly each emotion was expressed. 
The participants’ relations are shown in separate columns and displays each partici-
pant. For the angry facial expression videos, the raw data of the participants does not 
show any clear results (see Table 2). 

Table 2. Results of the angry facial expression videos 

 P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 

Anger  

(oM) 

34 38 8 1 0 2 4 2 8 8 

Anger 

(cM) 

35 33 8 1 28 2 0 1 8 2 

Happy 29 27 14 1 28 2 2 1 14 12 

Neutral 2 2 70 97 44 94 93 96 70 78 

 
The values were broadly spread because of the mimic activities caused by the emo-

tions. In contrast to participants (P0) and (P1), participant (P3) showed only few emo-
tional expressions (see Table 2). 
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Table 3. Results of the no facial expression videos 

 P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 

Anger  

(oM) 

0 0 0 9 3 0 0 1 1 0 

Anger 

(cM) 

1 2 1 4 3 1 1 0 1 0 

Happy 1 0 1 9 2 1 1 0 1 1 

Neutral 98 98 98 78 92 98 98 98 97 99 

 
Compared to the emotional facial expression results, the neutral values are explicit, 

because of lack of movement in the face, as it is expected from a neutral face (see 
Table 3). The values are concentrated within the neutral emotion row. Another inter-
esting point is the noise-induced error, especially participant (P3) shows the typical 
error with few values within the emotion states. 

In conclusion, our study yielded the promising result that our approach was able to 
distinguish between an emotional state and no emotional expression. This might be 
used for example as a chat-based emotional interface for an interview agent to im-
prove the communication with a user. 

4 Conclusion 

Chat-based internet communication has become a common form of communication. 
Nevertheless, chat-based communication frequently suffers from deficits due prob-
lems of awareness concerning social perceptions as well as context and available 
knowledge [4]. To address those problems, in this paper we focused on a possible 
chat-based emotional interface for an interview agent to improve the communication 
with a user. By reducing the number of unexpected responses, the chat-based inter-
view agent can, for example, adapt and response to the user more dynamically for a 
more efficient communication. As a concrete example for implementing and discuss-
ing our approach in chat-based environments, we referred to a chat-based interview 
agent developed by Kanno and colleagues [6-8] and [10]. 

Within this paper we presented previously developed affective communication me-
thods and compared them with a possible usage in reliable dynamic interface assisted 
by visible muscle movements, i.e., Affective Dialog Systems [12-14], Sentence-Based 
Emotion Recognition [15], and Multimodal Chat Emotion Recognition [16]. 

In contrast to the involved multimodal interface method, Multimodal Chat Emotion 
Recognition, our approach tries to reduce the complexity of affective detection by 
extracting the features with a simplified feature dots detection method. Though the 
Affective Dialog Systems and Sentence-Based Emotion Recognition methods were 
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less involved, the main drawback was the text-only analysis without the direct feed-
back of the participants face. 

To detect the affective expressions with our new psychology driven dynamic ap-
proach, we placed ten dots on the face of the participant. By analyzing the movement 
of blue dots, our software can help to distinguish the participants' facial expressions 
by discriminating the neutral and the emotional state. The new measurement, the dy-
namic variance of areas and distances was implemented to distinguish the partici-
pants’ states. 

Results showed that the variance of an area and distance defined by distinct dots 
can support the affective detection. Though our study has some limitations, our me-
thods indicate promising results that our program could be tested in the chat environ-
ment. Our future research will also include the extended collection of data of affective 
expressions in the chat environment, in relation to the responses of a chat agent. 
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Abstract. Graceful interaction is a form of interaction that incorporates quality 
movement that can invoke the emotional appeal of users engaged with it. How-
ever method of evaluation of the quality graceful interaction has not been dis-
cussed. As we argue that graceful interaction can evoke emotion, we explore 
the use of possible instruments to evaluate graceful interaction based on the va-
lence–arousal model. To measure emotional response of arousal the response is 
using verbal and non-verbal instruments. The former is based on self-report 
emotions and the later through autonomic measures of emotion via bio-physical 
measures of skin conductance. We conducted an experiment with six partici-
pants who were given the tasks to perform movement tasks in virtual fitting us-
ing three different virtual fitting room (VFR) applications available on e-
commerce fashion retailing websites. The selection of the VFR applications was 
based on the presence of two identified graceful interaction design elements, 
which are tempo and sequence as prescribed by the graceful interaction design 
model. While performing the tasks, each participant’s physiology measure of 
emotional response was recorded using the tool BioGraph Infiniti. Upon com-
pletion, the participants were requested to report their emotional response in an 
instrument constructed based on the valence arousal model. Finally each partic-
ipant was also interviewed to state the VFR applications they preferred. The 
analysis of each type emotional response were made and the findings showed 
the congruence between the verbally expressed emotional response and physi-
ology measure of emotional response in performing graceful interaction tasks. 
This suggests that the evaluation of graceful interaction can be made by the use 
of verbally and non-verbally expressed emotional respond instruments.  

Keywords: aesthetic experience, graceful interaction, emotional design, virtual 
task, physiological measure, human computer interaction. 
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1 Introduction 

Early definition of interaction design was centred on the notion of “shaping of interac-
tive systems with particular emphasis on their use qualities” and was extended to 
include the use context where the computer is part of the mediated activity system [1]. 
Good interaction design encompasses three quality perspectives: constructional quali-
ty for the structure; ethical quality for the function and aesthetic quality for the form 
[2]. When considering the overall quality of the interactive product experience, HCI 
research has covered the users’ perspective on the role of aesthetics for systems use-
fulness and aesthetic appeal. It has been argued that aesthetic appeal should not be 
only focus on visual aesthetics but encompass aesthetics in movement interaction. 
Though the quality of movement interaction can be measured through measures of 
efficiency and ease of use, as interaction design extends into interaction that yields 
aesthetic experience, measures of quality may also relates to emotional measures.  

Graceful interaction is an aesthetic experience of a human in moving beautifully. 
In HCI, graceful interaction is claimed to be a form of interaction that incorporates 
quality movement that can invoke the emotional appeal of users engaged with it [3]. 
However the method of evaluation of quality graceful interaction is still unexplored. 
The valence–arousal model [4] is a popular model used to capture two dimensions of 
emotion which are pleasure and arousal. The former describe the pleasantness and the 
later describes physical activation. In dealing with movement quality, instruments for 
emotional measures related to arousal can be classified into two major types: verbal 
and non-verbal. In this work we chose the use context of virtual fitting in the apparel 
e-commerce environment that tries to enhance the shopping experience of the cus-
tomer. Here, we seek to evaluate the quality of graceful interaction in virtual fitting 
tasks using emotional measures through the triangulation of expressed emotional 
response and emotional response via physiology measures of skin conductance.   

2 Related Work 

Graceful interaction was first discussed in the design of dialogue systems in [5] in the 
context of spoken and written man-machine communication where the focus was on 
user friendliness in command line interaction style. Later graceful interaction was 
studied in the context of intelligent environment in addressing issues of how the user 
can deal appropriately with anything a system happens to do so as anyone observing 
the user perceive the interaction as effective and effortless while at the same time 
appearing to be rational and elegant [6]. In these early works of graceful interaction 
the underlying concept is centred on the notion of ease of use rather than the notion of 
aesthetics where gracefulness should be related to.   In [3] the concept of graceful 
interaction is revisited and argued from the success of invoking the user’s emotional 
stimulation in an artifact in line with concept of flow in [2]. Here, in [3] graceful inte-
raction is viewed as a form of quality engagement through the dynamic property of an 
interaction in a movement or action that is normally recognized as ‘pleasing or attrac-
tive’ to the users engaged with it. A model of graceful interaction through the use of 
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Laban Theory of Movement [3] describes four design elements: rhythm, tempo, direc-
tion and sequence. The model was further described through the phenomena mapping 
with dance movement [7] and tested for its ability to evaluate movement quality using 
the Laban Movement Analysis [8]. 

Aesthetic concept is generally perceived as a philosophical discipline and scientific 
effort to make aesthetic judgement is frown upon. Despite that there are arguments 
that aesthetic perception combines senses, science and the experience of beauty in 
neural systems that determine pleasure [9]. Based on these arguments attempts of 
measuring aesthetics were made both from theoretical and empirical perspectives. 
Theoretical models such as Birkhoff aesthetic measures, Klinger and Salingaros aes-
thetic measure and informational aesthetic measures informed the influence of har-
mony, symmetry or order of the aesthetic forms which implies that the complexity 
and disorder in the forms create an unpleasant response from the viewer [10]. Aes-
thetic judgment has also been explained through neurological explanatory model 
where aesthetic is shown to be a function of an evaluation process which implies that 
habitual aesthetic evaluation may affect the process of aesthetic evaluation [9].  Em-
pirically the value of aesthetic forms is most apparent on the effect of the users as 
seen through the affective priming paradigm [11] that leads the empirical measure-
ment of emotion to make aesthetic judgement [12].  As affect or emotion is a mind-
body phenomenon, it can be defined by different components such as behavioural 
response, expressed reactions through verbal reaction (e.g. Kansei), non-verbal reac-
tion (e.g. smiling), physiological reaction (heart beat) and [12]. Affect has at least two 
qualities: valence (pleasantness or hedonic value) and arousal (bodily activation). 
Emotional granularity can be used in verbal instruments that can be developed based 
on the valence-arousal model [13]. Non-verbal instruments for measuring expressive 
reaction may also include measurement from facial and vocal expression analysis. 
Emotions that manifest into physiological reaction can be detected through various 
measures such as blood pressure responses and skin conductance responses (SCR). 
Skin conductance is widely used in research to serve indicators of processes such as 
attention, habituation and arousal [14].  

3 Research Method 

To evaluate the quality of graceful interaction we conducted an experiment with six 
participants to measure their arousal level via expressed verbal reaction and physio-
logical reaction. The participants were asked to perform virtual fitting tasks using 
three different virtual fitting room (VFR) applications as the artefacts of inquiry. The 
VFR applications are selected from the retailing websites of fashion stores of H&M 
(VFR1), brides.com (VFR2) and F&F (VFR3) based on the presence of two identified 
graceful interaction design elements, which are tempo and sequence following the 
graceful interaction design model of [3]. The VFR1 represents graceful interaction 
with design elements of tempo-fast and sequence-order while the VFR2 represent 
graceful interaction with design element of tempo-slow and sequence-order. VFR3 
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represents graceful interaction with design elements sequence-disorder. A summary 
of VFR used are shown in Table 1. 

Table 1. Graceful Design Elements in the VFR 

VFR Applications 
Graceful Interaction Design Element 

tempo sequence 
Abbreviation E-Commerce Site fast slow order disorder 

VFR1 H&M √  √  
VFR2 brides.com  √ √  
VFR3 F&F    √ 

 
For VFR1 and VFR2, the tasks to perform are: selection of an apparel (T1) and virtual 
fitting of the apparel in the avatar (T2). However for VFR3, both tasks are integrated. 
During the tasks, the SCR of each participant was recorded as the physiology measure 
that detects level of arousal using the tool BioGraph Infiniti. The participants wore 
physiology sensors attached to their two fingers. The SCR graphs are produced by 
plotting SCR at the y-axis and the response time duration at the x-axis. After perform-
ing the tasks the participants were asked to rate a checklist of positive emotion for 
valance (pleasure) and arousal to capture their emotional response towards the grace-
fulness of the virtual fitting activities. The participants are then interviewed to deter-
mine their preference of the movement quality. 

4 Results and Analysis 

4.1 Analysis of Verbal Expressed Emotional Response  

The high ratings (>3) given by each participants were to each positive emotion of 
valence and arousal for each VFR is shown in Table 2.  

Table 2. Analysis of Arousal and Pleasure Verbally Expressed Emotional Response 

VFR 
Positive Discrete Emotion of Arousal (rating > 3) 

aroused astonished excited delighted happy 
VFR1 5 4 5 4 5 
VFR2   4 4 4 
VFR3 4 4 4 4 4 

 Positive Discrete Emotion of Valence (Pleasure)  (rating > 3) 
pleased glad content relaxed calm 

VFR1 4 4 5 5 4 
VFR2  4 4   
VFR3 4 4 4 4 4 
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For the arousal dimension, all participants gave a high score to all discrete emotion of 
VFR1 and VFR3. However the scores for VFR1 are generally higher compared to 
VFR3. For VFR2 the participants only gave high score to discrete emotion of excited, 
delighted and happy. Similarly for the valence dimension, the participants gave high 
scores to all discrete emotion of VFR1 and VFR3. For VFR2 the participants only 
gave high score for glad and content.  This implies a higher rating of expressed emo-
tional response is given to movement with fast tempo (VFR1) when compared to 
movement with slow tempo (VFR2). The results also showed that movement with the 
sequence of order (VFR1) received higher rating of expressed emotional response 
when compared to sequence of disorder (VFR3). This result is in agreement with 
theoretical aesthetics measure which states that disorder will cause unpleasant  
response from reviewers.  

4.2 Analysis of Preference 

When the participants were asked for VFR applications they preferred, all of them 
stated VFR1 as the most preferred. When asked for their individual preference of 
movement quality for graceful interaction all of the participants chose tempo-fast and 
sequence order. This concurs with the scores for both high and low dimension emo-
tional response for VFR1 as shown in Table 3.  

Table 3. Preference for Movement Quality 

Participant 
Preference for Movement Quality Preference for the Combina-

tion of the Movement Quality Tempo Sequence 

P1 Fast Order More than two 

P2 Fast Order More than two 

P3 Fast Order More than two 

P4 Fast Order More than two 
P5 Fast Order More than two 

P6 Fast Order More than two 

 
 
The analysis of movement quality preference also concurs with the results obtain 
from the analysis of emotional granularity of expressed emotional response. 

4.3 Analysis of Expressed Emotional Response via Physiological 
Measurement of Skin Conductance 

Peaks in the SCR graph represent the participants’ arousal while using the VFR appli-
cations. Observation of the peaks is focused on the time taken to reach the peaks and 
the frequency of peaks. The high frequency of peaks represents the occurrence of 
individual peaks in the signal where the density of the peak and peak onset times are 
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associated with sympathetic arousal which give sense on how arousing the activity 
performed. The SCR graph for each participants showed that each of the participants 
experienced different types of arousal even though they were doing the same tasks at 
the same place. The graphs also showed unique and different physiological signal as 
the body condition of participants are not similar to each other. It means the body 
condition also influenced the emotional state of participants.      

Time to Reach First Peak. An analysis of the time taken to reach the first peak in the 
SCR graph is shown in Table 4. 

Table 4. Time Taken to Reach the First High Frequency Peak 

Participants Time taken to Reach the First High Frequency Peak 

Task 1 Task 2 Combined Task 
VFR1 VFR2 VFR1 VFR2 VFR3 

P1 00:00:12 00:00:20 00:00:15 00:01:00 00:01:30 

P2 00:00:26 00:00:20 00:00:16 00:02:30 00:00:45 
P3 00:01:05 00:03:00 00:00:15 00:00:30 00:02:05 
P4 00:00:11 00:01:00 00:00:19 00:01:00 00:00:20 
P5 00:00:14 00:01:30 00:00:21 00:00:30 00:01:40 
P6 00:00:21 00:00:10 00:00:12 00:01:16 00:00:20 

 
All participants took a longer time to show an emotional response when performing 
the Task 1 and Task 2 in VFR2 (except for P2) when compared to VFR1. The result is 
more difficult to interpret for VFR3 as the tasks were combined (application con-
straint). However, the time to peak is generally shorter than VFR2 but longer than 
VFR1. This result concurred with the results obtained for the expressed emotional 
response in section 4.1 and 4.2. 

Number of Peaks Frequency in SCR Graph. The high peak frequency in the SCR 
graphs is correlated to the high arousal level. The comparison of SCR graphs of each 
of the participants performing Task 1 and Task 2 using VFR1and VFR2 are shown in 
Table 5 and Table 6 respectively.  

The SCR graphs of each participant using VFR3 is shown in Table 6. 
The SCR graphs of every participant show different peaks because some of the 

participants took a longer time to select a model compared to others. The number of 
high frequency peaks in the SCR graph for each participant is summarized in Table 7. 

It can be seen that in Task 1 the number of high frequency peaks for VFR1 and 
VFR2 are almost similar. However in Task 2, the number of high frequency peaks for 
VFR1 and VFR2 are higher than Task 1. This can be interpreted as there is a low 
arousal for movement activity in Task 1 when compared to Task 2. In addition the 
number of high frequency peaks Task 2 is higher in VFR1 as compared to VFR2. 
Similarly there is also an indication of high arousal for movement activity in VFR3. 
Nevertheless, the number of high frequency peaks for all participants are generally 
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higher in VRF1 compared to VRF3. Again this result indicates that physiological 
measures also yield results that VFR1 produced a higher arousal when compared to 
VFR2 and VFR3 and VFR3 produced a higher arousal when compared to VFR2.  

 

Table 5.  

Partici-
pants 

SCR Graph for Task 1 SCR Graph for task 2 

VFR1 VFR2 VFR1 VFR2 

P1 

    

P2 

    

P3 

 

 

  

P4 

   

 

P5 

 

   

P6 
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Table 6.  

Partici-
pants 

VFR3 (tempo – fast; sequence – disorder) 

P1 

 

P2 

 

P3 

 

P4 

 

P5 

 

P6 

 

Table 7. 

Participants Number of  High Frequency Peak 

Task 1 Task 2 Combined Task 
VFR1 VFR2 VFR1 VFR2 VFR3 

P1 3 2 6 3 5 
P2 5 2 9 7 7 
P3 1 4 11 5 5 
P4 2 2 10 8 8 
P5 4 4 16 4 4 
P6 2 4 7 7 7 
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4.4 Discussion 

The results of obtained in this work shows a similarity in the measures of emotional 
response towards the movement quality exhibited in the activities of the VFR applica-
tion. The results consistently indicate that movement quality with graceful element of 
tempo-fast produced a higher arousal as compared to tempo-slow. As for graceful 
element of sequence, sequence-order produced a higher arousal as compared to se-
quence-disorder. This finding is support theoretical models aesthetics by Birkhoff’ 
and Klinger and Salingaros. Though these models were used to describe aesthetics of 
static form, this work shows the same can be applied to dynamic forms of aesthetics 
such as graceful interaction. The findings showed that the non-verbal measure of ex-
pressed emotional appeal of graceful interaction is in congruent with the measure of 
verbal expressed emotional appeal. Nevertheless, more analysis can performed based 
on the data of the physiology measures of skin conductance. For instance an analysis 
of emotional response for each task performed by the participants can be analyzed. 
This is more is more difficult to do when using self report assessment where partici-
pants may be unsure on the ratings to be given as they find it difficult to differentiate 
each tasks.  

Although this work shows some promising results to determine suitable evaluation 
methods for graceful interaction design, the study has its limitation. This is because 
the VFR applications used are readily available applications which do not incorporate 
all four design elements of graceful interaction. The study is limited to the design 
element of temp and sequence only.  

5 Conclusion 

The usual method of evaluating user experience is based on performance metrics such 
task completion time seems cold and unfeeling and is not suitable for evaluating aes-
thetics experience. Other methods suggested in the literature include the arousal 
measure either through the use of verbal and non-verbal expressed emotional appeal. 
For the non-verbal expressed emotional appeal, biophysical data can reflect the arous-
al that takes place during the interaction. In this work we have shown that the meas-
ures from biophysical data are in congruent with the data obtained from the verbal 
expressed emotional appeal which is the more method of measuring arousal. As non-
verbal expressed measures cannot be faked it may be a more reliable measure for the 
movement quality of graceful interaction. This work is an early effort to determine 
methods of evaluation of graceful interaction. More work is needed to explore on 
measures for the other graceful design elements which are rhythm and direction.  
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Hörold, Stephan I-489, I-545, III-537
Hoskins, Gaylor III-289
Hosny, Manar II-513
Hotta, Ryo II-245
Hu, Jun I-157
Huang, Hung-Hsuan II-245
Hülsmann, Adrian II-234
Humayoun, Shah Rukh II-48
Hume, Colette II-532

Hupont, Isabelle II-739
Hussain, Qamir III-693

Ichioka, Yoko III-256
Imai, Michita III-323
Inami, Masahiko III-323
Iscen, Ozgun Eylul II-556
Ishida, Toru II-102
Iwai, Yoshio II-707, II-750
Izumi, Tomoko III-444, III-494

Jakus, Grega II-254
Jansson, Anders III-413
Jeon, Jimin III-425
Jeon, Myounghoon II-633
Jia, Yuan III-3
Jin, Huiliang II-567
Johnson, David II-58
Johnson, Walter III-473
Jonsson, Ing-Marie II-417
Ju, Da Young III-32

Kadomura, Azusa III-256
Kaindl, Hermann I-373
Kalil, Fahad II-612
Kang, Liang III-13
Kanno, Taro II-779
Karousos, Nikos II-758
Kashima, Tomoko I-510, II-264
Kasparova, Tereza II-440
Katsanos, Christos II-758
Kawagoe, Kyoji II-245
Kawecka-Endler, Aleksandra III-700
Keller, Christine III-434
Kesper, Andreas I-320
Ketabdar, Hamed II-131, II-316
Khokale, Rahul S. III-21
Kim, Dongjin III-710
Kim, Jae Dong III-103
Kim, Ig-Jae I-603
Kim, Jaewon I-603
Kim, Si-Jung III-155
Kimani, Stephen III-42
Kimwele, Michael III-42
Kinugasa, Kensyo II-750
Kircher, Katja II-394
Kishida, Satoru II-750
Kistler, Felix II-429
Kleindienst, Jan II-440



802 Author Index
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Santana, Fábio Evangelista I-219
Santana, Vagner Figueredo de I-433
Santos, Thiago Freitas dos II-687
Sasaki, Ryoich I-457
Sato, Ayaka III-332
Sato, Toshiki III-494
Scheckenbach, Tanja III-754
Scheruhn, Hans-Jürgen III-776
Schinkinger, Susanne III-341
Schlegel, Thomas II-121, III-434
Schlick, Christopher M. II-589
Schmidt, Michael II-158
Schmidt, Werner II-544
Schropp, Daniel II-121
Schütz, Isabel III-502
Schwabe, Lars II-281
Schwaller, Matthias III-643
Sciacca, Mariagrazia II-382

Segato, Nicolaj II-651
Sengul, Gokhan III-654
Seward, Albert II-394
Seward, Alexander II-394
Sheikh, Aziz III-289
Shi, Chung-Kon III-103
Shi, Yunmei I-423
Shizuki, Buntarou II-69
Siegert, Ingo II-492
Siio, Itiro III-256, III-332
Sili, Miroslav I-445
Silva, Nuno I-98
Silva, Paula Alexandra I-251
Silva, Samuel II-370
Silveira, Milene S. I-177, III-199, III-786
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