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Preface 

This volume contains invited and contributed papers of the 14̂*̂  International Conference on 
Nonequilibrium Carrier Dynamics in Semiconductors (HCIS--14) held July 24-29, 2005 in 
Chicago, Illinois. 

The conference featured five invited and 62 contributed talks, as well as 49 posters and an 
international contingent of more than 80 scientists. Following the tradition of the conference, 
the topics discussed identified the most promising developments of nonlinear transport 
studies. Among these, interesting contributions were offered on mesoscopic systems, 
coherence in charge transport, ultrafast phenomena and TeraHertz devices. Two sessions 
were devoted to high field transport in nitrides, while the discussion on spintronics and 
thermoelectric phenomena clearly indicated the importance of these topics for the next 
generations of devices. Finally, a session was devoted to molecular electronics and two to 
bioelectronics, stressing the interest of the community in the study of charge transport in 
complex macromolecular systems. 

On behalf of the Program and International Advisory Committees, we thank the participants, 
who made the conference a successful and pleasant experience and the generous support of 
DARPA, IBM, the Beckman Institute of the University of Illinois, and the Illinois Institute of 
Technology in Chicago. We are also indebted to Ms. Sara Starkey and Ms. Carol Osmer for 
their invaluable contribution to the conference organization and administration. 

Marco Saraniti 
Umberto Ravaioli 
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Electron transport in curved low dimensional electron 
systems 

N. Shajî  , H.Qin\ I. Knezevic\ C. Deneke^ O.G. Schmidr, M. A. 
Eriksson^ and R.H. BlickV 

^Laboratory for Molecular-Scale Engineering, Electrical and Computer 
Engineering, University of Wisconsin-Madison, 1415 Engineering Drive, 
Madison, WI 53706, USA. 

^Max-Plank-Institut fur Festkorperforschung, Heisenbergstr. 1, D-70569 
Stuttgart, Germany. 

^Department of Physics, University of Wisconsin-Madison, 1150 Univer­
sity Avenue, Madison, WI 53706-1390. 

Summary. To investigate geometric potentials in low dimensional electron sys­
tems, we have conducted first studies on topography dependant electron transport 
in complete tubes, using built in strain between lattice mismatched semiconduc­
tors. Initial studies reveal two regimes of electron transport which are probed by a 
varying perpendicular magnetic field. At low magnetic field, an increased zero 
field peak in magneto resistance followed by a negative magneto resistance is ob­
served due to increase in electron scattering along curved regions. At high mag­
netic field, we find a linear increase in resistance of the curved region as compared 
to planar regions. 

1. Introduction 

Investigating electron transport in suspended low-dimensional electron 
systems is a new approach which allows us to study dissipation phenom­
ena such as the interaction of single electrons with discrete phonon modes 
directly [1]. The next step is to suspend the electronic system and to 
change the topology and study curved and rolled up electron systems. 

It has been shown theoretically that the confinement potentials of low 
dimensional systems with a mechanical degree of freedom can depend on 
their geometry [2, 3, 4]. Such non-planar systems combined with precision 
band engineering can be used to mechanically tune the required geometric 
confinement potential. This additional tuning of low dimensional systems 
* Present Address: 2439 Engineering Hall, 1415 Engineering Drive, Madi­
son, Wisconsin, 53706. Tel.: -f 1-608-213-0836; Fax: +1- 608-262-1952; e-
mail: nakul@cae.wisc.edu. 
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through mechanical rehef gives non-planar systems an advantage over its 
planar counterpart. 

Starting from Ref [2], we see that similar to electron confinement via 
electrostatic gates in planar systems, geometrically confined potentials in 
non-planar systems can be modeled to first order as simple square well po­
tentials. The binding energies of such non-planar systems are found to be 
inversely proportional to the square of curvature radius of the non-planar 
system. In addition such confinement potentials cause a phase shift in the 
electronic wave function propagating phase coherently through the system, 
corresponding to Berry's phase [5]. 

Confining a 2DEG in such curved and rolled geometries marks the first 
step to obtaining a non-planar low dimensional electron system. First stud­
ies performed by peeling a planar hall bar off the supporting substrate and 
attaching it to curved geometries have shown that the magneto-resistance 
oscillations in millimeter sized bent electron gases depend on the disper­
sion of Landau levels and a cosine variation of linear resistance [6]. To ob­
tain tubular geometries with smaller diameters, we make use of the built-in 
strain in heterostructures. When lattice mismatched semiconductors are 
grown layer by layer epitaxially, a strain is built in as the epitaxial layer 
tries to align its lattice with that of the substrate. Release of this strain by 
removing the sacrificial layer below the strained bilayer causes the bilayer 
to bend forming tubular geometries as shown in Fig. 1(a) [7, 8]. Recent 
experiments on tubes formed from such strained 2DEG structures [9] have 
shown a wash out of magneto-resistance oscillations with tube formation. 

2. Experiment 

The heterostructure we report on consists of a transport layer formed by 10 
nm GaAs cap layer followed by 10 nm Alo.33Gao.67As, 2 nm GaAs (silicon 
delta doped), 20 nm Alo.33Gao.67As, 20 nm GaAs quantum well (2DEG). 
The strained bilayers following the transport layer consists of 20 nm 
Alo.33Gao.67As, 14 nm Ino.2Gao.8As (strained) and 10 nm AlAs (sacrificial 
layer) over a GaAs substrate. Since luo.iGao.gAs has a larger lattice con­
stant, the layers curve up to form the tube when the strain is released by 
removing the sacrificial layer of AlAs. 
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Fig. 1. (a) The built-in strain between mismatched semiconductors is released by 
removing the sacrificial layer below it. Tube rolls upwards as InGaAs has larger 
lattice constant than AlGaAs. (b) Fabricated tubes (i) 720 ^m long single turn 
tube, (ii) Multi turn tube, (iii) Spiral coils. 

Fig. 1(b) shows the various types of tubes fabricated from this strained 
heterostructure. Single turn tubes as long as 720 [im were fabricated when 
the width of the mesa was equal to KD, where D is the tube diameter (i). 
To fabricate multi turn tubes the initial mesa was patterned to have a width 
much larger than TTD, to perform multiple rotations when the strain is re­
leased (ii). When the initial width of the mesa was smaller than TtD, the bi-
layer was unable to complete a single rotation, and instead would share its 
strain with nearby elements performing angular rotations which resulted in 
the formation of helical coils (iii). 

A hall bar was fabricated to characterize electron transport through the 
sample. The mesa was a 150 \xm square with leads 600 jiim long and 60 
yLtn in width. AuGe/Ni/AuGe ohmic contacts were annealed at 420 degrees 
Celsius. The sample at 2K showed conduction only in the presence of light. 
With an applied back gate bias and a varying magnetic field applied per­
pendicular to the crystal surface, the sample showed a superposition of os­
cillations from parallel conducting channels. This is due to the photocon-
duction from 14nm InGaAs and through electron transport in the 2DEG. 
Similar magneto oscillations in thin slabs of InGaAs have been reported 
[10]. The extracted carrier sheet density for the 2DEG is ns = 3.8 x 10̂ ^ m" 
and the mobility is 680 cmWs. Due to this low mobility, the electron 
transport through the sample was non-ballistic. 
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The sacrificial layer of AlAs was removed by dipping the mesa in 1% 
HF. Upon releasing the strain the leads curved up to form tubes. Due to the 
length of the leads being much larger than the tube diameter and being 
pinned down at one end by contacts, all the tubes did not survive this proc­
ess, which limited us to taking two-point measurements. 

The two point measurements on the planar sample shows an increase in 
resistance with applied magnetic field. A closer look at the low magnetic 
field region shows a giant magneto resistance at zero magnetic field and a 
negative magneto resistance region for fields less than 0.7T. Such peaks 
and negative resistance region in parallel conducting sample have been re­
ported before [11] and a fit to theory suggests an interplay of weak local­
ization in both 2DEG and bulk confinement. 

Magnetic Field (Tesia) 

Fig. 2. Comparison of magneto-resistance variation in both planar and rolled up 
mesa. The inset show.s the low magnetic field regime where a zero field peak and 
a negative magneto resistance region is seen in both planar and rolled mesa. 

Upon tube formation, we see two regimes of electron transport (Fig 2). 
The inset of Fig. 2 shows the low magnetic field region where we see an 
unexpected increase in zero-field peak resistance from 52 kQ to 260 kO. 
indicating an additional scattering mechanism that is dominant in curved 
regions. A likely candidate for this scattering in curved region is surface 
scattering as we release a new InGaAs surface which was initially attached 
to the sacrificial layer. This release causes the formation of dangling bonds 
which now can scatter the electrons in curved regions. 

At higher magnetic fields, there is a linear change in magneto-resistance 
as if there is a linear change in effective electronic width of the sample. A 
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possible explanation is that at high fields, the resistance of the curved re­
gion is higher than in the planar region, and the linear change in overall 
planar width of the mesa is reflected in the linear increase in overall resis­
tance. Proposals for this increase in resistance at curved regions include a 
change in local piezoelectric potential and confinement of carriers to lo­
cally bound states due to the geometry. More measurements are needed to 
confirm the exact nature reason of this behaviour. 

We have shown clear topography induced changes in electron transport 
through a parallel conducting two dimensional electron systems. With bet­
ter material engineering, a higher mobility 2DEG can be confined in these 
non-planar systems to probe pure ballistic electron transport. Incorporating 
larger strain in such systems would help realize tubular low dimensional 
geometries with smaller diameters useful for probing geometric potentials 
and achieving topographical quantum systems. 

We thank ARO and NSF MRSEC for financial support. 

References 

1. Weig, E. M. et al: 'Single-Electron-Phonon Interaction in a Suspended Quan­
tum Dot Phonon Cavity', Phys. Rev. Lett, 92, 046804, 2004. 

2. Chaplik, A. V. and Blick, R. H.: 'On geometric potentials in quantum-
electromechanical circuits', New J. Phys., 6, 33, 2004. 

3. da Costa, C. T.: 'Quantum mechanics of a constrained particle', Phys. Rev. A., 
23,1982-1987,1981. 

4. Foden, C. L. et al.: 'Quantum magnetic confinement in a curved two-
dimensional electron gas', J. Phys.: Condem. Matter., 6, L127-L134, 1994. 

5. Berry, M. V.: 'Quantal phase factors accompanying adiabatic changes'. Super-
lattices and Microstructures, 33, 347-35, 2003. 

6. Lorke, A. et al.: 'Curved two-dimensional electron gases', Phys. Rev. Lett., 92, 
046804, 2004. 

7. Prinz, V. Ya. et al.: 'Free-standing and overgrown InGaAs/GaAs nanotubes, 
nanohelices and their arrays ', Physica E., 6, 828, 2000. 

8. Schmidt, O. G. and Eberl, K.: 'Thin solid films roll up into nanotubes', Nature, 
410, 168,2001. 

9. Mendach, S. et al.: 'Preparation of curved two-dimensional electron systems 
in InGaAs/GaAs-microtubes', Physica E., 23, 274-279, 2004. 

10. McElhinney, M. et al.: 'Quantum transport measurements on Si 6- and slab-
doped InO.53GaO.47As grown by molecular beam epitaxy ', Journal of Crys­
tal Growth, \S^, 266, 1995. 

11. Mace, D. R. et al.: 'Negative magnetoresistance in a parallel-conducting In-
GaAs structure', J. Phys.: Condens. Matter, 4, L487-L494, 1992. 



Fabrication and Characterization of InAs Mesoscopic 
Devices 

M. Koyama, M. Furukawa, H. Ishii, M. Nakai, T. Maemoto, S. Sasa, and 
M. Inoue 

New Materials Research Center, Osaka Institute of Technology 
5-16-1 Ohmiya, Asahi-ku, Osaka 535-8585, Japan 

Summary. The transport properties of symmetry-broken InAs mesoscopic devices 
are reported. We fabricated InAs mesoscopic structures with a triangular anti-dot 
structure to serve as a ballistic rectifier. In this structure, rectification effects rely­
ing on the ballistic transport were observed at room temperature and 77K. These 
results show the superiority of InAs/AlGaSb heterostructures for the realization of 
ballistic mesoscopic devices. 

1 Introduction 

InAs-based heterostructures have various advantages, such as small effec­
tive mass and strong electron quantum confinement, for the realization of 
quantum effect devices. In addition, due to the long phase coherence time, 
InAs-based heterostructures offer the possibility to observe ballistic elec­
tron transport properties at relatively high temperatures compared to 
GaAs/AlGaAs heterostructures. Therefore, these material systems are suit­
able for the development of mesoscopic devices which rely on ballistic 
electron transport. As one of the typical sample of such applications, bal­
listic rectifiers are actively being researched these days. Based on the re­
search of Song et al., it was thought that ballistic rectification is based on 
quasi-classical transport properties [1][2]. Fleischmann et al. reported the 
microscopic theoretical model with Landauer-Biittiker approach [3]-[5]. In 
this paper, we report on an InAs mesoscopic structure for a high tempera­
ture operation as a ballistic rectifier. 
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2 Fabrication 

The epitaxial layer of the InAs/AlGaSb heterostructure was grown by mo­
lecular beam epitaxy on a semi-insulating GaAs(lOO) substrate. In order to 
improve the crystal quality of the InAs channel layer, an undoped 1.5 \im 
thick AlSb layer was grown as a buffer layer to accommodate the lattice 
mismatch of about 7% between GaAs and InAs. The heterostructure con­
sists of an AlSb buffer layer, AlSb/GaSb superlattices, a 200 nm AlGaSb 
bottom barrier, an 8 nm AlSb barrier layer, a 15 nm InAs channel layer, a 
15 nm AlGaSb upper barrier layer, and finally a 10 nm GaSb cap layer. 
Hall-effect measurements by the van der Pauw method showed electron 
mobility of 20,000 cm A^s, sheet carrier density of 1.8 x 10̂ ^ cm'̂  at 
300K, and 140,000 cmWs, 1.0 x 10̂ ^ cm"̂  at 77K, respectively. 
An atomic force microscope image of the central part of the device is 
shown in the Fig. 1. Definition of the antidot and probes of device was 
achieved by electron beam lithography with ZEP-520A resist and wet 
chemical etching. The etchant was phosphoric acid based (H3PO4 : H2O2 : 
H2O = 1 : 1 : 100). Next, the Hall bridge was fabricated by photolithogra­
phy. In order to eliminate the leakage current from the buffer layer, all re­
gions except for the Hall bridge mesa were covered with Si02 insulator. 
Non-alloyed ohmic metals. In (20 nm)/Au (120 nm), were then deposited 
directly onto the InAs channel layer by thermal evaporation and were de­
fined by lift-off Metal pads for bonding were formed at the same time. 
The size of this device is as small as the open quantum dot structures in 
which we have observed ballistic transport properties and electron wave 
interference effects at 4.2K [6]. 

I 
1 

2 pjn 

(a) AFM image (b) Measurement Configuration 

Fig. 1 Atomic force microscope image of the central part of ballistic rec­
tifier (a). The circuit diagram of the measurement system (b). DC cur­
rent was applied between Drain and Source. 
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3 Experimental Results and Discussion 

We measured the /-K characteristics at room temperature and 77K. Fig. 2 
shows the output voltage (VLU) as a function of input current (los)- For both 
temperatures, the output voltage Vm shows negative polarity despite of the 
IDS polarity. Therefore, a rectification effect was observed for both tem­
peratures. As shown in the Fig. 2 (a), the stronger effect was observed at 
77K probably due to the increased mean free path of about 2 |im. We be­
lieve that these characteristics reflect the ballistic transport in InAs. Al­
though negative Vm was observed on reversal of the drain-source current, 
the magnitude of Vm shows asymmetry with respect to IDS = 0. This result 
implies the asymmetry of the triangular anti-dot and the distances between 
the dot and source or drain wires. The distance between the reservoir and 
source or drain wire may also affect the characteristics. (From Fig. 1 (a), 
the left wire is slightly misaligned upward with respect to the triangular 
anti-dot.) Therefore, it is likely that the injection ratio of electrons toward 
probe U from the left wire is larger than that from right wire. 
Figure 2 (b) shows the logarithmic plot of the //^^-F characteristics for IDS > 
0 measured at 77K. The Via shows nonlinear characteristics due to the 
rectification effect while Vic follows Ohm's low. Compared to 
GaAs/AlGaAs, the nonlinear effect in InAs persists for IDS well above 100 
|iA indicating the superiority of InAs device. VH is the reference voltage 
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Fig. 2 The output voltage (VLL^ as a function of input direct current (IDS) 
measured at room temperature and 77K (a). Logarithmic plot of the I-V 
characteristics measured at 77K. 
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measured across the channel and outside the left wire (Fig. 1 (b)). Compar­
ing VLU and K//, the polarity of each voltage is opposite. Therefore, Viu was 
not affected by the reference voltage VM. However, for both temperatures, 
the rectification effects drastically decreased for IDS > 400 |iA. It is likely 
that the anti-coUimation effect increased by increasing the applied voltage 
resulting in the increase in the propagation toward probe U. 

4 Conclusion 

We fabricated and characterized an InAs mesoscopic ballistic rectifier with 
a triangular anti-dot structure. Clear rectification characteristics were ob­
served for both room temperature and 77K and persisted up to higher cur­
rent level over 100 |iA compared to GaAs/AlGaAs. These results show a 
potential for higher temperature operation ballistic rectifier by using 
InAs/AlGaSb heterostructure. 
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Summary. Magnetoconductance fluctuations are used to study the effect of an 
applied bias on an electron billiard. At lower bias, nonlinear effects can be well 
described by electron heating alone, while at higher bias {V> 2mV, -5% of the 
electron Fermi energy) non-equilibrium effects become significant. At high bias, 
we also observe that the spectral content of the MCF is sensitive to the nonequilib-
rium effects. Spectral behavior is consistent with a fractal scaling of the conduc­
tance fluctuations with magnetic field, resulting in the first observation of fractal 
conductance fluctuations outside of the linear regime of transport. 

1 Introduction 

In this work, we use electron quantum interference effects to study the ef­
fect of an applied bias on electron transport. The electron billiards used to 
study these effects were defined by e-beam lithography and wet etching of 
the two-dimensional electron gas (2DEG) formed in the GalnAs quantum 
well in the GalnAs/InP heterostructure (see Fig. 1(a)). A square (Figs. 
1(b)) and rectangular (Fig. 1(c)) were studied with areas, after depletion, of 
0.8 î m^ and 3.4 |im^, and Fermi energies of 35 meV and 38 meV, respec­
tively. In both cases, the phase coherence length and mean free path were 
greater than the device dimensions resulting in phase-coherent, ballistic 
transport. Quantum interference effects lead to fluctuations in billiard con­
ductance as a function of a perpendicular applied magnetic field, B. These 
magnetoconductance fluctuations, MCF, are a sensitive reproducible probe 
of the electron dynamics within the billiard^ and will be used here to moni­
tor the effect of an applied bias on electron transport. 

In the presence of an applied bias, electrons are injected into the billiard 
with excess energy. If the electrons have time to thermalize before leaving 
the billiard, they relax through electron-electron scattering and the excess 
energy is distributed amongst the electrons in the billiard causing an in-
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crease in overall electron temperature inside the billiard. Previous experi­
ments have found that for small applied bias voltages, in the |iV range, the 
primary effect of the bias is electron heating. '̂̂  The electron heating can be 
characterized by an effective temperature, T^iV), written:^ 

(fi 
where TL is the temperature of the lattice, exp (-yr^ (F)) is the fraction of 
electrons that thermalize before escaping the billiard, y is the escape rate,^ 
and Ts{V) is the electron-electron interaction time. At the temperatures 
used here phase-breaking is dominated by electron-electron scattering, so 
the experimentally measured phase breaking length, r^ will be used for r̂  
when calculating Te{V). r̂  was determined from the measured MCF using 
a well-established method that analyzes the correlation field of the fluctua­
tions as a function of magnetic field.̂  

We use this heating model to study the importance of nonequillibrium ef­
fects in the mV range. MCF measurements were taken as a function of T 
and Fand directly compared using Eq.l to translate Fto 7;(F); any depar­
ture between the two behaviors we interpret as nonequilibrium effects. 

2 Experimental Results 

The two-terminal magnetoconductance through the billiards was measured 
as a function of a perpendicular B using a standard low frequency ac lock-
in technique. In order to apply a bias across the billiard, a tuneable dc bias 
V was added to a small ac signal (rms amplitude 20 |iV on order of the 
thermal energy kT ~ 20 |LieV). Measurements were made at a range of 
temperatures with V=0 mV and also for a range of dc biases (up to 3 mV) 
a t r=230mK. 

Figure 1(d) shows the MCF for the square billiard measured for a range 
of r (black curves) and J^(gray curves). The bias values have been related 
to the associated temperature using Eq. 1. At low bias, the fluctuations ta­
ken at a bias are similar to those at the corresponding temperature Te (F), 
consistent with previous observations in GaAs/AlGaAs billiards^ where 
agreement was seen in the |iV range. At higher bias, however, a departure 
is seen between the MCF measured at V and those at the related T, indicat­
ing that at higher bias, the effect of the bias on the fluctuations is not just 
electron heating. 
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a) Temperature Data 
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Fig. 1. a) Schematic representation of GalnAs/InP billiard system, scanning elec­
tron micrographs of the b) square and c) rectangular billiard and d) MCF for the 
square billiard, measured for a range of temperatures at zero bias (black curves) 
and range of bias at r = 230 mK (gray curves). Traces are offset for clarity. 

We also investigate the effect of the bias on the spectral content of the 
fluctuations. The power spectrum, 5(/), of the MCF for the square billiard 
at r = 0.6 K and V= 0 mV is shown in Fig. 2(a). All MCF for the billiards 
presented here show 1//" scaling, where/= 1/A5 and a is the spectral ex­
ponent which characterizes the entire spectral content of the fluctuations. 
The a values observed indicate a fractal scaling^ of the fluctuations con­
sistent with previously observed fractal conductance fluctuations, FCF, in 
similar systems.^ 
Figures 2(b) and 2(c) show the dependence of the spectral exponent, a, 

on both T and 7; (F) for the square and rectangular billiard respectively. 
We see that a increases with increasing T, consistent with previous re­
sults.^ The same increase is seen with increasing TQ (V). It appears, how­
ever, that at T; (F) ~ 4 K, (corresponding to ~ 2 mV) the evolution of a 
with V departs significantly from that of 6ir (7), confirming again that the 
bias is having an additional effect besides heating. 

3 Discussion 

The deviations of the characteristics of the MCF indicate that the effect of 
the high bias is nontrivial; the bias does not just increase electron energy, 
but instead changes electron dynamics within the billiard. Future work 
needs to experimentally investigate the precise role of nonequillibrium 
electrons in the generation of MCF. 
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The fractal nature of MCF has been observed to be is robust to changes in 
many system parameters.^ The effect of the nonequillibrium electrons on 
the spectral exponent is unexpected. Future exploration of this dependence 
may provide insight into the origins of FCF. In addition, further analysis 
of FCF in the nonlinear region may help uncover the mechanisms respon­
sible for the symmetry breaking of the spectral content of the FCF with re­
spect to reversal of magnetic field seen previously.^ 

a) 

1000 F 

CO 1 

0.001 

V{mV} 
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VimV) 

«a(T) 
•a(T(VO) 

18^ 

B 

r(K) 

Fig. 2. a) Power spectra of MCF measured on square billiard (T = 0.6 K, F = 0 
mV), spectral exponent a as a function of Tand 7; (V) for b) square and c) rectan­
gular billiard. 
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Summary. We present a theoretical analysis of a balHstic GaAs/AlGaAs quantum 
device that allows the straightforward control and detection of the entanglement 
between an open, stationary double quantum wire system and a singly occupied 
electrostatically defined double quantum dot. The read-out involves the measure­
ment of only the DC I-V characteristics. 

1 Introduction 

While there is no shortage in theoretical proposals for the creation of en­
tangled qubits in semiconductors (see, e.g., [1,2,3,4]), the experimental re­
alization of their write-in and read-out processes has proven to be ex­
tremely difficult, mostly because of the short coherence times and strong 
interactions between elementary excitations in solids [5]. Charge-based 
qubits have been proposed either based on double quantum dots (DQD) or 
electron wave packets propagating ballistically within two adjacent quan­
tum wires (QWR) [6]. Recently, it has been pointed out that qubits or, 
more generally, quqits (quaternary state bits) can also be realized on the 
basis of stationary scattering states in open devices [7]. While these sta­
tionary wave functions cannot be normalized, the transmission and reflec­
tion play the role of the computational basis. The unitarity of ballistic scat­
tering guarantees a well-defined Hilbert space. To the best of our 
knowledge, however, no concrete write-in and read-out processes for en­
tangled quqits or qubits associated with stationary scattering states have 
been proposed so far. 

We present a quantitative theoretical analysis of a concrete quantum 
transport device that allows the straightforward control and detection of 
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the entanglement between an open, stationary QWR qubit based on a 
solid-state Mach-Zehnder interferometer and a DQD qubit. The read-out 
involves the measurement of only the DC I -V characteristics, no higher 
order current correlations are required to detect entanglement. 

2 Method and Results 

Figure 1 shows a schematic top view of the proposed device consisting of 
two stacked GaAs/AlGaAs two-dimensional electron gases (2DEG). The 
Mach-Zehnder interferometer in dark gray is composed of two adjacent 
QWR that are coupled by two tunneling windows [8]. The latter act as ro­
tation gates (R). Along the upper QWR, there is an adjustable barrier in be­
tween the rotation gates that acts as a tunable phase gate V^. An electro­
statically defined DQD (light gray) is located in a second 2DEG 
underneath the QWR layer. The tunnel coupling between the two quantum 
dots as well as their energy spectra are assumed to be controlled by exter­
nal gates that are not shown [9]. By applying a bias voltage V equal to 
50//V between the upper left and the remaining three contacts, current 
flows predominantly from the upper left to the upper right contact (JQ) 
and from the upper left to the lower right contact (7,) , respectively, de­
pending on the phase gate voltage V^. 

V 

r^K 

u 

t 
Fig. 1. Schematic top view of the proposed quantum transport device. The device 
is realized by two stacked GaAs/AlGaAs 2DEGs. The top 2DEG is depleted by 
external gates to form a Mach-Zehnder interferometer (dark gray). In the bottom 
2DEG two coupled quantum dots (light gray) are located. For sake of clarity, the 
figure is not drawn on scale. 

We have calculated the ballistic current through this 3D device, using a 
single-band effective mass description for the electronic Hamiltonian and 
by including the Coulomb interaction between the electrons in the QWR 
and the DQD non-perturbatively. To this end, we have extended the GBR 
method [10] to deal with Green's functions of two-particle Hamiltonians 
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for distinguishable particles. After determination of the single-particle 
scattering states of the open QWR system and the eigenstates of the closed 
DQD system, the two-particle Hamiltonian is diagonalized in the basis of 
the product states, including the Coulomb interaction between the two sub­
systems. The single-particle basis states associated with the QWR are de­
termined realistically from the retarded Green's function of the open device 
using our device simulator nextnano^ To simplify the two-electron prob­
lem, however, we have mapped the DQD subsystem onto a two-level tun­
neling Hamiltonian that is characterized by a tunnel coupling / in the range 
between 0 and 20 //eVand a bare splitting of A = 10 /yeV between the two 
levels [9]. The charge distribution of the electron in the DQD is approxi­
mated by two localized charge distributions that are weighted by the pro­
jections of the two-particle eigenstates onto the DQD basis states. 

In the present calculations, we take both GaAs 2DEGs to be 10 nm 
thick; the vertical distance between the QWR and the DQD layer is set to 
80 nm. Each of the quantum wires is 55 nm wide, 1000 nm long, and the 
lateral distance between them amounts to 20 nm. The rotation gates have a 
length of 85 nm. One of the quantum dots is located exactly beneath the 
center of the barrier region in between the 2 quantum wires. The lateral 
distance between the 2 quantum dots is chosen to be 60 nm. The Fermi en­
ergy has been set to 1.6 meV in the lowest subband. This causes the tun­
neling windows to act as almost perfect rotation gates for low bias voltage. 

At first, we study the I-V characteristics of the device for a situation 
where the tunneling between the quantum dots is inhibited (/ = 0). For 
V^ =0, the rotation gates are dimensioned in such a way that interference 
causes the current between the upper left and right contact to be zero 
( JQ = 0) and to attain a maximal value between the left top contact and the 
lower right contact (J, =-̂ niax )• Application of a finite voltage V^ to the 
phase gate results in DC currents J^ and 7, that have intermediate values 
between 0 and J^^^ and are phase-shifted by /r relative to one another. 

We now allow the dot electron to tunnel between the quantum dots. 
This leads to an entanglement of the QWR and the DQD. This entangle­
ment puts the QWR subsystem into a mixed state which causes the inter­
ference through the upper and the lower wire to be suppressed. The degree 
of suppression can be characterized by the visibility v which we define by 
V = [(J, - JQ) / ( J , +^o)]r =0 • ^^'^ quantity can be shown to be related to 
the von-Neumann entropy by 5 - - ^ p.lnp., where p^-{\±v)/2. 
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Fig. 2. (a) Currents J^ and J^ as a function of the gate voltage of the phase gate 
for two different tunneling couplings /in /yeV. (b) Visibility (full line) and corre­
sponding von-Neumann entropy (dashed line) as a function of the tunnel coupling. 

In Fig. 2 (a) and (b), we show the results of our 3D 2-particle Green's 
function calculation of the ballistic current through the entangled QWR-
DQD system. Fig. 2(a) shows the currents J^ and J, as a function of V^ 
for two different values of the tunnel coupling. In both cases, the currents 
JQ and Jj show an oscillatory pattern. However, in the case of non-
vanishing tunnel coupling, the visibility of the interference gets strongly 
suppressed. Fig. 2(b) shows the visibility and the corresponding von-
Neumann entropy at F^ = 0 as a function of the tunnel coupling which 
quantifies the degree of entanglement of the QWR and the DQD subsys­
tems. 
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Summary. We present a time dependent numerical analysis of the entanglement 
created between an electron freely propagating in a 2D system and a charged par­
ticle bound to a specific site by a harmonic potential. The latter can be considered 
as a simplified model of a shallow impurity. The dynamics of the carrier initially 
bound in the harmonic potential is coupled to that of the incoming electron 
through a screened Coulomb interaction. The entanglement is found to depend 
significantly on the energy of the freely propagating particle, on the confining en­
ergy of the harmonic potential and on the sign of the charge bound by the har­
monic potential. This approach allows a quantitative estimate of the decoherence 
undergone by a propagating carrier due to a single unelastic scattering. 

1 Introduction 

The decoherence of a quantum system is ascribed to its entanglement with 
another system considered as the environment [1], thus the quantitative 
evaluation of entanglement formation dynamics can shed light on the tran­
sition between quantum and classical behavior of a carrier that undergoes a 
scattering event. It is then crucial to quantify the amount of decoherence 
suffered by a carrier when it interacts, unelastically, with phonons, impuri­
ties or other carriers. In each of these cases the carrier gets entangled with 
the scatterer thus making impossible to continue to describe it by means of 
a single particle wavefunction. As a consequence if the final quantum state 
of the scatterer, considered as part of the environment, is unknown, the 
carrier loses its quantum coherence. 
We present a time dependent numerical analysis of the scattering process 
that creates entanglement between an electron freely propagating in a 2D 
system and a charged particle bound to a specific site by a harmonic poten-
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tial. The latter can be considered as a simplified model of a shallow impu­
rity 

2 The Physical Model 

We consider an electron (subsystem A), moving in a 2D system and de­
scribed at the initial time to by a minimum uncertainity Gaussian wave 
packet, interacting through a Coulomb potential with a second charge 
(subsystem B) confined in a 2D harmonic potential [2]. The second parti­
cle is assumed to be in the ground state of the harmonic potential. At time 
to the particles are set far enough that their Coulomb interaction is negligi­
ble. Therefore the two-particle wavefunction can be assumed separable. To 
solve the dynamics in terms of two independent Schrodinger equations we 
move to the center of mass coordinates: r=r^-r^; R=(r>i+r5)/2. Then the 
initial condition, that represents the pure separable two-particle state, reads 

where â ,̂ <r^> and ko=<k^> are the variance, the mean position and the 
wave vector of the free electron respectively, ro is the center position of the 
harmonic potential, roo"=<r̂ >-ro and Roo=(<r^>+ro)/2. The two particles 
are assumed distinguishable, so the symmetrization of the wavefunction 
does not come into play. The time dependent Schrodinger equations, de­
scribing the coherent evolution of the biparticle system (see Fig. 1) are 
solved numerically, using the initial condition given in Eq. (1). The cou­
pling effect of the Coulomb interaction during the evolution can be seen 
from a two-particle or from a single-particle perspective. In the first case 
the two carriers A and B get entangled and the pure state described by the 
wave fianction \|/(r^,r5) becomes not separable in the two subspaces of the 
single particles. In the second case, i.e. tracing over the degrees of freedom 
of one particle (thus considered as the environment), the state of the other 
has to be described in terms of a density matrix representing a mixed state. 
In this perspective the Coulomb interaction induces decoherence: the 
amount of entanglement between the two subsystems quantifies the 
amount of decoherence of one of the subsystems, when the other is consid­
ered as the environment [1]. 

The entanglement between the particles is evaluated numerically 
at several time steps of the quantum evolution as the von Neumann en­
tropy of the reduced density matrix [1]: 

s{t) = -Tr,[p,{t)\og,(p,{t))] (2) 
with 
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where d is the dimension of the single-particle Hilbert space and corre­
sponds, in the present case, to the number of points in which VA is discre-
tized [3]. Equation (2) is symmetric in the coordinates of subsystems A 
and B. Therefore the decoherence produced by the scattering on the two 
particles is the same. 

t-0.5 ps 

^(nrr,) ' ^ ^ ^ ^ ^(nrr,) 

Fig. 1. Particle density at 3 different time steps for an initial kinetic energy of 
the travelling electron of 10 meV. The grey surface represents the injected 
density electron , while the black surface represents the probability density of 
the charge bound by a harmonic potential (sketched by the lite-grey surface, 
(see text). 

3 Results 

As stated before, at the initial time the two-particle wavefunction can be 
considered separable and the entanglement is zero. As the particles get 
closer their quantum correlation builds up and reaches a stationary value 
once scattering is completed. Numerical results have been obtained adopt­
ing GaAs material parameter, but can be considered representative of a 
more general behavior. Fig. 1 shows the particles densities at three differ­
ent times. It should be noticed that the density for a single particle is ob­
tained by integrating over the other particle's position and, as a conse­
quence, the graphs shown do not represent wavefunctions, except for the 
initial time, when the wavefunction is separable. In Fig. 2(a) the time evo­
lution of the entanglement for three different values of the incoming elec­
tron initial energy is reported (the harmonic potential is h(o=2 meV). The 
simulation runs until the scattered carrier gets far away from the impurity 
and the entanglement reaches a stationary value. Increasing the incoming-
electron energy makes the Coulomb interactions less effective, thus lead­
ing to a reduction in the amount of entanglement created. Fig. 2(b) shows 
the entanglement as a function of time for three different values of the 
harmonic potential, for an initial energy of the travelling electron of 10 
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meV (solid, dashed and dotted curves). The increase of the harmonic po­
tential makes it more difficult for the incoming electron to excite the impu­
rity, thus leading to a decrease in the final entanglement. In other words 
the the degree of decoherence suffered by the travelling particle is reduced. 
If the bound particle has a positive charge (dashed-dotted curve in Fig. 
2(b)) the decoherence suffered by the incoming electron is found to be sig­
nificantly larger with respect to the previous case. This latter effect is in 
qualitative agreement with the results obtained by one of the authors for 
the case of scattering between free carriers [3], 

(a) 
"^ 02 U ' i 1 ' — 

(b) / • 
/ 

1 

• 

1 / 

1 ' f / 

_ ^ ^ • g g ' ^ ' ^ 1 

• J . • ' • -

-

• - - * / ^ 

/" Y 

Ilco = 2 meV 

tlcD = 3 meV 

Bio = 4 meV 

tlco = 3 meV 

e-c" 
e'-e' \ 
e -e 
e -c*| 

1 , ! 1 

0.2 0.3 
Time (ps) 

Fig. 2. (a) Time evolution of the entanglement for 3 values of the incoming 
electron initial energy (hco=2 meV). (b) Time evolution of the entanglement 
for 3 different values of the harmonic potential, for an initial energy of the 
incoming electron of 10 meV (solid, dashed and dotted curves). The dashed-
dotted curve represents the case in which the bound particle has a positive 
charge. 

This work has been partially supported by the U.S. Office of Naval Re­
search (contract No. N00014-03-1-0289 / NOOO14-98-1-0777) 

References 

see, for example, Giulini, D. et al. , : Decoherence and the appearence of a 
classical world in quantum theory. Springer, Berlin, 1996; and Vedral M., et. 
al.: 'Quantifying Entanglement', Phys. Rev. Lett., 78, 2275-2279, 1997 
A similar model has been used for ID systems, see for example, Caldeira 
A.O., Legget A.J.: 'Influence of damping on quantum interference: An exactly 
soluble model', Phys. Rev. A, 31, 1059-1066, 1985. 
Bertoni, A.: 'Simulation of electron decoherence induced by carrier-carrier 
scattering', J. Comput. Electron., 2, 291-295, 2003. 



Super-Poissonian Current Fluctuations in Tunneling 
Through Coupled Quantum Dots 

G. KieBlich (a), A. Wacker (b) and E. Scholl (a) 

(a) Institut fur Theoretische Physik, Technische Universitat Berlin, 
Hardenbergstr. 36, D-10623 Berlin, Germany 

(b) Department of Physics, University of Lund, Box 118, SE-22100 
Lund, Sweden 

Summary. The shot noise behavior of sequential tunneling through two vertically 
coupled quantum dots is studied by means of a master equation approach. In 
particular, we propose a mechanism to observe super-Poissonian shot noise in 
such a system. The crucial ingredient is the Coulomb interaction between 
electrons in individual quantum dots. 

The measurement of fluctuations in the current through resonant tunneling 
devices is a powerful tool to obtain information which is not solely 
accessible from conductance measurements [1]. For instance, the tunnel 
barrier geometry or the impact of Coulomb interaction on the transport 
through single quantum dots (QDs) can be extracted by studying their shot 
noise properties [2,3]. Here, we consider the tunneling through two 
vertically coupled QDs. Such a system was experimentally considered 
with respect to the average tunneling current e.g. in Ref.[4]. Additionally, 
the shot noise for tunneling through such a self-organized QD stack was 
recently measured in [5]. In this experiment some indications for super-
Poissonian noise in the bias range of current resonances were reported 
which we theoretically address in this work. We attribute this observation 
to the effect of Coulomb interaction between carriers in individual QDs. 
Positive correlations as a consequence of Coulomb interaction were also 
experimentally found in resonant tunneling diodes [6] or in a single-
electron transistor setup [7]. For parallel QDs the emergence of super-
Poissonian noise was theoretically examined in Refs.[3,8]. 

In Fig. la the coupled QD system is sketched: QDl is connected to the 
(e)mitter contact with rate Fe and QD2 is coupled to the (c)ollector contact 
with rate Fc. They are mutually coupled with Fj. These rates enter the 
model which is based on the master equation description elaborately 
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introduced in [9]. Therein the coupling between the QDs is treated within 
Fermi's golden rule: Fj = 4|Qp/(re+rc) , where Q denotes the matrix 
element for tunneling between the QDs. Note that in this description the 
inter-QD coupling also depends on the couplings to the reservoirs. Even 
though in this framework any effects due to quantum coherence in the 
tunneling process are neglected, the average current surprisingly provides 
full agreement with the coherent result [9]. QD1/QD2 contains one spin-
degenerate single-particle state with energy 81/82 , respectively. The 
interaction of electrons inside QDl and QD2 is described with constant 
charging energies Ui and U2 , respectively. Carriers in different QDs 
interact via 11;̂  which is assumed to be zero throughout this paper. 

r;it 

bias voltage 185.5 186 188,5 187 187.5 

Bias voltage [mV] 

Fig. 1. a) Sketch of the coupled quantum dot system with (e)mitter and (c)ollector 
contact, b) Resonances of single-particle states Rl and resonances of two-particle 
states R2. c) Calculated current vs. bias voltage, d) Fano factor vs. bias voltage. 
Parameters: re=40!xeV, rc=l[xeV, Q^lS^ieV, Ei(0)=48meV, e2(0)=104.025meV, 
rii=0.25, Ti2=0.55, Ui=U2=10meV, Uinter=0, |ie=11.7meV, 1=1.4K (solid line), 
T=2.8K (dashed line). 

The average current I and the zero-frequency noise S are calculated 
along the lines of Ref.[3]. The Fano factor as a measure for deviations 
from uncorrected tunneling (Poissonian noise) is defined as a=S/(2eI). 
Then, a< l indicates sub-Poissonian noise corresponding to negative 
temporal correlations and a > l refers to super-Poissonian noise 
corresponding to positive temporal correlations or bunching of tunneling 
events. 

The single-particle energies of the QDs depend linearly on the applied 
bias voltage V as 8i/2(V)=8i/2-er|i/2V with the leverage factors TI1/2 for 
QD1/QD2, respectively. Fig. lb sketches the energy vs. bias voltage 
dependence of the single-particle levels (solid lines) and the two-particle 
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states (dashed lines). The shaded region indicates the occupied states in the 
emitter contact, the chemical potential of collector states is assumed to be 
energetically much lower. Then, a current is flowing through the QD 
system if a resonance of states in different QDs exhibits in this energy 
range. The specific situation depicted in Fig. lb leads to super-Poissonian 
noise in the tunneling current: the charging energies of both QDs are 
assumed to be equal Ui=U2, and the resonances of single-particle states Rl 
and of the doubly-occupied states R2 are available for emitter electrons. 

For this regime the current-voltage characteristic and the Fano factor 
vs. bias voltage are shown in Fig. Ic and d, respectively. The parameters 
were estimated with respect to the experiment [5]. Two transport channels 
Rl and R2 contribute in one current peak. Since R2 lies slightly below the 
chemical potential in the emitter |ie the current peak broadens with 
increasing temperature. In the bias range of the current peak the Fano 
factor shows an interesting behavior for a temperature T=1.4 K: super-
Poissonian noise at the edges of the current peak and almost Poissonian 
noise at the current peak maximum. For increasing temperature the on-
resonance Fano factor becomes sub-Poissonian and the super-Poissonian 
noise at the edges of the current peak vanishes. This striking temperature 
dependence is due to the thermal occupancy of the two-particle states (R2). 

V=186.9mV 

11 iir 
QD1 

III i l l III! 1 

QD2 

II III 
II 

Hill 
t [ns] m bunches of 

' tunneling events 

Fig. 2. Monte-Carlo simulation of the occupations in QDl and QD2 and the 
electron jumps into the collector (current) for a bias voltage V=186.9mV. 
Parameters are the same as in Fig. 1. 

How can one understand this behavior? For this purpose we look at the 
time evolution of the occupations in QDl and QD2 and the current given 
by the jumps of electrons into the collector. To obtain a realisation for the 
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stochastic process we apply a Monte Carlo simulation with the same 
parameters leading to the master equation results in Fig. Ic and d (for 
details of the simulation see [10]). A section of the realisation is shown in 
Fig. 2 for a bias voltage V= 186.9 mV (at the voltage of the right Fano 
factor maximum in Fig. Id). The upper graph corresponds to the 
occupation in QDl, the middle graph shows the occupation of QD2, and 
the lower graph contains the jumps of electrons into the collector. It can be 
seen that QDl is mostly occupied with one electron. Therefore QDl can 
easily be occupied with two electrons. Crucial for the occurrence of a 
tunneling current is the occupation of the single-particle state in QD2. The 
probability that one electron can enter the single-particle level in QD2 is 
highest when the levels are aligned which occurs for V=l86.75 mV. This 
becomes apparent in the time series of the QD2 occupation (not shown 
here) and consequently in the respective current: the tunneling events are 
statistically distributed and the noise is Poissonian. In contrast, for a slight 
misalignment of the levels the probability for entering QD2 with one 
electron decreases. Such events are less frequent now. But, whenever one 
electron enters QD2 the R2 channel is opened which results in a bunching 
of tunneling events (shaded regions in Fig. 2). Note that the interaction 
between carriers in different QDs reduces this bunching effect. 

To conclude, we have presented a guideline to observe super-Poissonian 
noise in tunneling through two vertically coupled QDs. The proposed 
mechanism is based on the effect of Coulomb interaction between carriers 
in individual QDs within one QD stack, i.e. the tunneling of electrons 
through the resonance of single-particle states and the two-particle states at 
the same bias voltage. 

Acknowledgments: We acknowledge helpful discussions with F. Hohls 
regarding the experiment. This work was supported by Deutsche 
Forschungsgemeinschaft in the framework of Sfb 296. 

1. Blanter, Y. M. and Buttiker, M., Phys. Rep., 336, 7, 2000. 
2. KieBlich, G., Wacker, A., Scholl, E., Nauen, A., Hohls, F., and Haug, R. 

].,phys. status solidi (c), 0, 1293, 2003. 
3. KieBlich, G., Wacker, A., and Scholl, Phys. Rev. B,68, 125320, 2003. 
4. Borgstrom, M., Bryllert, T., Sass, T., Gustafson, B., Wemersson, L.-E., 

Seifert, W., and Samuelson, L., Appl. Phys. Lett., 78, 3232, 2001. 
5. Barthold, P., Diploma thesis, Universitdt Hannover, 2004. 
6. lannaccone. P., Lombardi, G., Macucci, M., and Pellegrini, B., Phys. Rev. 

Lett., 80, 1054, 1998. 
1. Safonov, S. S., Savchenko, A. K., Bagrets, D. A., Jouravlev, O. N., 

Nazarov, Y. V., Linfield, E. H., and Ritchie, D. A., Phys. Rev. Lett., 91, 
136801, 2003. 



Super-Poissonian Current Fluctuations in Coupled Quantum Dots 27 

8. KieBlich, G., Sprekeler, H., Wacker, A., and Scholl, E., Semicond. Sci. 
TechnoL, 19, S37, 2004. Thielmann, A., Hettler, M. H., Konig, J., and 
Schon, G., Phys. Rev. B, 71, 045341, 2005. 

9. Sprekeler, H., KieBlich, G., Wacker, A., and Scholl, E., Phys. Rev. B, 69, 
125328, 2004. 

10. KieBlich, G., Wacker, A., and Scholl, E., phys. status solidi (b), 234, 215, 
2002. 



Ultrafast Formation of Coupled Phonon-Plasmon 
Modes in InP Observed with Femtosecond Terahertz 
Spectroscopy 

C. Kubler\ R. Huber% S. Tubel^ F. Kohler^ M.-C. Amann\ 
and A. Leitenstorfer^ 

1 Fachbereich Physik, Universitat Konstanz, D-78457 Konstanz, Germany 
2 Physik-Department El 1, TU Miinchen, D-85748 Garching, Germany 
3 Walter-Schottky-Institut, TU Munchen, D-85748 Garching, Germany 

Summary. We study the ultrafast transition of an optical phonon resonance to a 
coupled phonon-plasmon system. The buildup of coherent beats of the emerging 
hybrid modes after 10 fs photoexcitation of/-InP is monitored in the time domain 
via ultrabroadband THz spectroscopy. The anticrossing is mapped out as a func­
tion of time and density. In agreement with quantum kinetic calculations, the 
buildup time is found to scale with the oscillation cycle of the upper branch of the 
coupled resonance. 

1 Introduction 

Longitudinal optical (LO) lattice vibrations in polar semiconductors couple 
to charge density waves of a free carrier plasma via long-range electro­
static forces, forming LO phonon-plasmon coupled (LOPC) modes . The 
mixed resonances are of fundamental importance for the transport proper­
ties of highly doped or photoexcited polar materials since they mediate 
both carrier-lattice and carrier-carrier interactions. If a dense electron-hole 
plasma is generated by an ultrashort laser pulse on a time scale shorter than 
a typical oscillation cycle of the lattice and the photogenerated plasma, it is 
predicted by quantum kinetic studies that the LOPC modes are not estab­
lished instantaneously^'^ In fact, the femtosecond formation of carrier-
carrier correlations has been observed by means of ultrabroadband THz 
spectroscopy"*. The role of the polar lattice remained unresolved up to now. 

We study a 230-nm-thin epitaxial layer of intrinsic InP contacted to a 
diamond substrate. A dense carrier plasma is injected via interband absorp­
tion of a 10 fs laser pulse with a central photon energy of 1.55 eV. In the 
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first set of experiments, we excite / /= 2 x 10̂ ^ electron-hole (e-h) pairs per 
cm^ (Section 2). The polarization response of this nonequilibrium system is 
probed in real time by two-dimensional ultrabroadband THz spectroscopy 
developed in references 4 and 5. 

To investigate the density dependence of the phonon-plasmon dynamics 
in more detail, we repeat the NIR pump-THz probe experiment at different 
carrier densities (Section 3). Employing a 12-fs Ti:sapphire amplifier sys­
tem at a repetition rate of 4 MHz^, we vary N over almost 2 orders of mag­
nitude. 

2 Ultrafast Formation of Coupled Modes 

^ 200 

^ 0 

-200 

150 

(a) Fig. 1. Two-dimensional multi-THz 
data of the photoinduced phonon-
plasmon system in /-InP at room 
temperature: (a) Real-time evolution 

O of the electric probe field ^THZ as a 
^^ U • ^ 9 function of T, (b) The pump induced 

5 50 " p " changes A^THZ of the transmitted 
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tion of the sampling time T and the 

(̂ ) delay /D after photoexcitation ofN = 
°̂° -50 0 50 100 150 200 250 2 X lo'^ -̂/z pairs per cml The dot-

T (fs) ted line indicates the temporal posi-
, tion of the maximum of the pump 

pulse. 
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Figure 1 (a) shows ETHz as transmitted through the unexcited sample. The 
THz electric field change A^THZ induced by carrier injection is depicted as 
a gray scale map versus electro-optic sampling delay T (horizontal) and 
pump-probe delay h (vertical) in Fig. 1(b). The excited system responds 
instantaneously to the single-cycle probe pulse at early delay times, -20 < 
tu < 20 fs. With increasing values of h, a trailing oscillation emerges. Up 
to five retarded half cycles appear for h > 150 fs (labels " 1 " to "5" ) at 
delay times T where the probe field ^THZ is essentially zero without excita­
tion. It is important to notice that the half cycles are not equidistant. This 
finding may be attributed to the beats between two newly emerging oscil­
lation modes, as will become clear from a quantitative interpretation of the 
time domain data. For this purpose, we extract the femtosecond dynamics 
of the transverse dielectric fiinction in the long wavelength limit, where the 
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Fig. 2. Dynamics of the di­
electric function of InP at a 
time /D after photoexcitation 
(N-2xl0^^cm"^): 
(a) -//w(l/8q=o) indicates the 
energy loss of a carrier by in­
teraction with the many-
particle system, whereas (b) 
Re(\/eq=o) describes the re-
normalization of electric 
fields via dynamical screen­
ing. 

transverse and longitudinal parts of the dielectric tensor are degenerate. To 
this end, the THz time scale is transformed into the frequency domain and 
the layer structure of the sample is accounted for by a standard matrix for­
malism. 

At a density of 2 x 10̂ ^ cm"\ many-particle correlations are found to 
form w îthin 125 fs, coupling the carrier plasma and the LO lattice mode. 
The interaction of the two coupled resonances leads to a softening of the 
phonon-like L. mode to below the TO phonon frequency due to dynamic 
screening. The topology of the bifiircation of the LO resonance is seen 
nicely in Fig. 2(a): While the LO phonon converts into the L+ mode via in­
termediate broadening and shift to higher frequency, a sharp L. mode gains 
oscillator strength at a constant frequency position on the same time scale. 

Figure 3(a) shows the measured spectral positions of both peaks 
of-/m(l/£q=o) after well defined coupled oscillation modes have emerged. 
The two resonance branches exhibit anticrossing as a fiinction of excitation 
density, as expected from the fiilly coupled phonon-plasmon system. This 
behavior is well reproduced by the classical Drude theory ̂  However, this 
model provides no description of the femtosecond formation dynamics of 
phonon-plasmon coupling. The time scale, on which hybrid resonances 
form, is found to depend on the excitation density. For a quantitative 
analysis we define a characteristic LOPC buildup time r by the delay at 
which the L+ pole reaches 80% of its final height.* The dynamics proceeds 
distinctly faster in denser systems. This tendency and quantitatively con­
sistent values of r are reproduced by nonequilibrium Green fiinction the-

In the experiment, reliable values of r require an exceptionally high signal-to-
noise ratio. Sufficient data quality could be obtained at elevated densities. 
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Fig. 3. Density dependence of the pho-
non-plasmon dynamics: (a) Spectral po­
sitions of the L_ and L+ modes for vari­
ous excitation densities (squares), and 
calculated (solid curves) via the Drude 
model, (b) Measured values of the 
buildup time r for phonon-plasmon 
coupling (squares). The hollow circles 
show the result of a quantum kinetic 
calculation. The solid curve depicts a 
multiple of the inverse of the measured 
L+ frequency (1.6 x 27r/co+). 

cry ' . Both experiment and theory suggest that the buildup time scales 
with the inverse L+ frequency, i.e. the fastest collective response time of 
the many-body system. 

3 Summary 

We have observed the ultrafast transition of a dielectric polar lattice to a 
fully coupled and conducting phonon-plasmon system. The formation of 
coherent beats between both branches of the anticrossing LOPC reso­
nances is directly resolved in the polarization response of/-InP after 10 fs 
photoexcitation. Our results support predictions of a quantum kinetic the­
ory^ and are qualitatively reproduced by simulations based on the non-
equilibrium Greens fianctions formalism^ Many-particle correlations and 
screening effects leading to the formation of collective hybrid resonances 
are found to emerge approximately within the inverse eigenfrequency of 
the upper LOPC mode. 
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Summary. We present results obtained in real-time resolved linear pulse-
transmission and in four-wave-mixing experiments which make use of optical co­
herent control to selectively enhance or suppress the excitation of polariton reso­
nances in a semiconductor quantum well. By use of a pair of phase-locked pulses 
the coherent control of polariton modes and their quantum beats are studied. The 
observed transients are discribed very well by a phenomenological model. 

The optical properties of ZnSe single-quantum-well structures with a 
rather large active-layer thickness in the range of some tens of nanometers 
are dominated by several polariton modes and their interactions. The po­
lariton is a quasi-particle generated due to coupling between the light field 
and the excitonic polarization. Polariton propagation in shallow-
confinement heterostructures has been investigated in [1] for linear trans­
mission spectra. The interference between two propagating polariton 
modes, observed as quantum beats superimposed to the decay of the co­
herent polarization, has been studied in time-resolved four-wave-mixing 
(FWM) experiments [2]. Here, we present results obtained in linear pulse-
transmission and FWM experiments using optical coherent control to se­
lectively enhance or suppress the excitation of heavy-hole (hh) exciton-
polariton resonances in a semiconductor quantum well. The center-of-mass 
quantization of the heavy-hole exciton polariton in a thin ZnSe layer ac­
cording to km = mn / d, (where d is the well thickness, m integer) results in 
different polariton resonances which are labeled hhm. The coherent control 
of polariton modes is studied in a 25 nm ZnSe single quantum well (SQW) 
which is embedded in two 1 |im ZnSSe barriers grown by molecular-beam 
epitaxy on GaAs substrate (A. Ueta, D. Hommel, University of Bremen). 
To permit measurements in transmission geometry the substrate was re­
moved by chemical etching. A frequency-doubled Ti-sapphire laser with a 
pulse width (FWHM) of 120 fs at a repition rate of 82 MHz was used. The 
spectral position of the laser pulses (Jl ̂  440 nm) was tuned such that four 
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heavy-hole exciton-polariton resonances labeled hhi to hh4 are simultani­
ously excited. In Fig. 1 the spectral profile of the transmitted pulse is 
show n̂ in comparison to the linear transmission spectrum as obtained w îth 
a Xe lamp is shown. In the linear transmission spectrum pronounced 
heavy-hole polariton modes and an absorption line due to the light-hole 
(Ih) exciton are seen. The behaviour of the linear transmission is further in­
fluenced by the ZnSSe cladding layers w ĥich act as an outer Fabry-Perot 
resonator. 
The real-time resolved measurements are carried out by use of an up-
conversion technique (the signal is superimposed to the infrared reference 
pulse in a sum-frequency generating crystal with t^pc the delay time be­
tween both pulses). For the coherent control a pair of phase-locked ultra­
short laser pulses is used. The pulse pair is provided by an actively stabi­
lized Michelson interferometer. The time delay between the two pulses is 
tint= tmt^ + A//„/ where /;>,/̂  denotes the basic temporal separation of the pulse 
pair and Ati„t a fine tuning on an attosecond time scale. For all presented 
measurements the sample was kept in a cryostat at a temperature of 4 K. 
Without coherent control (only one pulse) a complex beating structure of 
the signal can be observed due to the influence of several beat periods (in­
set of Fig. 2). The different beats are caused by the interactions between 
the dominant ground mode hhi and higher modes. In Fig. 2 spectrally inte­
grated real-time resolved transients obtained in linear pulse-transmission 
experiments are shown which demonstrate the separate control of the po­
lariton modes. The polaritonic polarization generated by the first pulse of 
the two phase-locked pulses can be amplified or diminished during the co­
herence time by the second pulse depending on the relative phase between 
the pulses [3]. Both transients are detected for different time delays A//„̂  
The transients clearly show a different beat structure which is superim-
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Fig. 2. Real-time resolved transients of 
two phase-locked pulses after propaga­
tion through a 25 nm ZnSe single-
quantum well. Inset: Transient of one 
pulse (no coherent control). 
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Fig. 3. Real-time measured (black) and 
calculated (grey) transients at a relative 
delay time of the the two phase-locked 
pulses of//„̂ ^ = 450 fs and IStim = 0 fs. 

posed to the exponential dephasing of the coherent polarization. In the case 
of IS^tint = 0 fs the beating between the hhi and hhs resonances dominates 
the shape of the signal since for hhs constructive interference applies and 
an intermediate interference situation is given for hhi. For Mint = 0.25 fs 
the beat structure can be identified to result from the interplay of the hhi 
(intermediate case) with the hh2 and hh4 polariton modes (constructive in­
terference, each). The hhi resonance is always involed due to the large os­
cillator strength of this mode and the limited experimentally achievable 
contrast between constructive and destructive cases. In Fig. 3 the measured 
and calculated transients for ttn!^ = 450 fs and Atim = 0 fs are shown. The 
coherent polarization decay of the superimposed modes can be described 
for low excitation intensities as a linear superposition of the four involved 
polariton modes {P= exp(-t/T) lA, cos{cOit)). The energy positions and in­
tensities of the hhi and hhs modes are taken from the linear transmission 
spectrum (Fig. 1). The good agreement between measured and calculated 
real-time transients allows to obtain the polarization decay time. It is found 
that the more modes interact the faster the coherent polarization of the po­
lariton decays. This may be due to the different radiative decay times of 
the polariton modes [4]. 
Results obtained for the coherent control of polariton resonances in the 
nonlinear optical regime are shown in Fig. 4. The FWM signals emitted in 
direction 2krk2 was measured spectrally resolved. The pulse pair was in­
cident on the sample from direction ki, and an additional single pulse was 
applied from direction k2. The k2 pulse arrives 500 fs after the first ki 
pulse. In Fig. 4a the FWM signal as generated by one pulse only from the 
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Fig. 4. (a) Spectrally resolved FWM signal in the direction 2ki-k2 without the sec­
ond phase-locked pulse, (b) Both phase-locked pulses were used. Spectra of the 
FWM signal at different delay times A/,>,, are shown. 

direction ki shows the modes hhi to hh4. In Fig. 4b the two-pulse FWM 
spectra for different delay times Ati^^t exhibit a change in the signal inten­
sity of the polariton modes with changing delay time. The maximum inten­
sities of the modes occurs at different delay times, respectively. This varia­
tion of the signal intensity is again due to constructive and destructive 
interference of the respective polarizations. The first ki pulse and the k2 
pulse generate the nonlinear polariton polarization which is coherently 
controlled by the second phase-locked pulse from direction ki arriving last 
at the sample. 
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Summary. We prepared a GaAs quantum well waveguide near which a GaAs 
quantum disk (QD) was located, and evaluated the transmission change in the 
waveguide due to the presence of the quantum disk. In case of TM polarized 
wave, the absorption due to the light-hole exciton in the QD was observed in ac­
cordance with the selection rule. The TE mode, on the other hand, exhibited two 
spectral peaks whose wavelengths coincide with the heavy- and light-hole exci-
tons in the QD. 

1 Introduction 

A quantum well waveguide plays an important role in integrated optics and 
has been adopted to a device to handle multi-wavelengths. If one can read 
out the electronic states in a quantum device with the travelling wave 
through a waveguide, parallel signal processing might be realized by 
means of a multi-wavelength-waveguide. In previous papers [1, 2], we 
proposed a method to read out the electronic state in a quantum disk by the 
resonant coupling between the evanescent part of a travelling wave and the 
electronic state in the disk. In this paper, we will discuss the coupling phe­
nomena in terms of the TE and TM polarized modes. 

2 Experiments and Discussion 

A coupled QD-waveguide structure was prepared by selective etching of a 
GaAs/AlGaAs double QW wafer grown by molecular beam epitaxy [1]. 
Figure 1 (a) shows the schematic structure of the sample. The core of the 
waveguide was made of a 5nm GaAs QW embedded in Alo.3Gao.7As (17 
nm) / GaAs (3 nm) superlattices (SLs) which was clad by Alo.4Gao.6As (17 
nm) / GaAs (3 nm) SLs (lower clad) and air (upper clad). The reason why 
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we adopted AlGaAs/GaAs SLs as the core and the clad instead of an Al-
GaAs layer is to avoid the degradation of the optical properties due to 
rough heterointerfaces. In this structure, the exciton is confined in the 
GaAs QW layer while the polariton is extended in the whole core layers. 
On this waveguide, a QD having a 7.3 nm thick GaAs QW layer was 
placed. As a control sample, a sample without the QD was provided. In 
these QW waveguides the optical spectra of the travelling exciton-
polariton were studied by analyzing the emission intensity collected at the 
end of the waveguide as shown in Fig. 1 (b). We utilized the photolumi-
nescence (PL) from the photo-excited QW in the center of the core layers 
as the source for the propagating wave. We could investigate the travelling 
exciton-polariton in the wide wavelength range because the luminescence 
from the QW has a broad spectral peak. 

(a) AKjaAŝ jaAsSLslOOnm 

J 
} QD 

[~ AlGaAs/GaAs SLs (Core) 500nm 

r waveguide 

Polarizer 

Sample 

CCD 

Monochromator 

Fig. 1. (a) Schematic sample structure and (b) the measurement system. 

In this measurement, the relatively large square disk (10 |im X 20 jiim) was 
fabricated in order to observe the influence of the QD on the travelling 
wave easily. We predict the absolute effect of the QD on the transmission 
to be very small [2]. Hence, we reference the measurements on the sample 
with QD to measurements on the control sample without QD and obtain 
the transmission ratio by dividing the two emission spectra. 
Figure 2 shows the typical spectral changes of TE and TM polarized waves 
due to the QD at 77 K, respectively. The PL spectrum from the QD surface 
is also shown in the figure. 
For the TE mode, two dips were observed at 786 nm and 794 nm. This 
suggests that the absorption occurs by the resonant coupling of the exciton-
polariton propagating light in the waveguide with the QD electronic state. 
As shown in Fig. 2, these two dips at 786 nm and 794 nm were in close 
agreement with the PL peaks due to the heavy hole-exciton (hh-e) and the 
light hole-exciton (Ih-e) in the QD, respectively. 
We simulated the characteristics of propagating polariton by solving 
Maxwell's equation numerically in order to investigate these absorptions 
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[2]. In this calculation, we assumed that the QD size along the waveguide 
was not 20 |im but 1 jiim because we ascertained only the phenomenon of 
the absorption. This size was comparable to the electron mean free path in 
the nominally undoped QW. The calculated results indicated that the reso­
nant coupling was performed via the evanescent part of the travelling 
wave. The coupling strength was represented as the decrease of the trans­
mission probability of the propagating light. The decrease was estimated 
about 1 % of the transmitted light intensity at the resonant wavelength due 
to the heavy-hole in the 1 |im QD. In the measurement, the absorption rate 
was about 3 % which was larger than the estimated result. While this dif­
ference might be attributed to large QD size, the absorption rate was not so 
large in spite of the quite large QD size. Because the damping constant 
used for the experiment might be larger than that used by calculation 
which was data of high purity GaAs bulk. In the large QD, however, we 
demonstrated the observation of the resonant coupling due to hh-e and Ih-e 
by the evanescent part of the TE polarized travelling wave. 
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Fig. 2. The transmission ratio of the TE and TM polarized propagating light and 
PL spectrum of the QD at 77K. TM spectrum is shifted + 1 % for clarity. The cal­
culated energies of hh-e and Ih-e are also indicated. 

In case of the TM polarized wave, on the other hand, we observed the sig­
nal due to the Ih-e but no signal was observed for the hh-e. This is attrib­
uted to the selection rule in the polarization [3]. While the spectrum in the 
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TM mode was broad, the absorption was about 3 % as well as the TE 
mode. The reason of the broadness is not clear. However, the distinguished 
difference in the absorption spectrum between TE and TM polarized 
waves was obtained. 

In summary we have studied the optical spectra in a coupled quantum 
disk-waveguide system, where the coupling was performed via the evanes­
cent part of the travelling wave. In the TM polarized wave the absorption 
due to the Ih-e in the QD was obtained in accordance with the selection 
rule of the polarization. On the other hand, in case of TE polarized wave, 
two peaks due to the hh-e and the Ih-e were observed. In spite of the weak 
evanescent wave, we succeeded in observing the QD energy states clearly. 
Therefore, this technique was proven to be effective to read out the elec­
tronic state in the dot. 
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Summary. Carrier capture into self-organized InGaAs/GaAs quantum dots is 
studied in a femtosecond transmission experiment. Resonantly generating carriers 
in the wetting layer, we analyze the population of both the band edge of the 
wetting layer and the quantum dot excited states. We find a carrier capture time of 
3 ps that is independent of the carrier density providing that it remains small 
compared to the number of available electronic states. Moreover, we find that the 
capture process is predominantly spin-preserving in nature. These results suggest 
that phonon mediated scattering govems the quantum dot filling. 

Semiconductor quantum dots (QDs) are attractive both as model systems 
to study the physics of zero-dimensional structures and for their device 
applications. In particular, the discrete energy level structure of QDs offers 
significant advantages for modem semiconductor laser technology. In QD 
based devices, nonequilibrium carrier dynamics plays a central role in 
determining the performance limitations. As a result, especially intra-QD 
relaxation processes have been subject to a considerable research effort [1-
7]. However, the important initial step of the population transfer from the 
two dimensional wetting layer (WL) into the zero-dimensional structures 
has not been isolated experimentally and remains subject of lively 
discussions [8-10]. 

In this contribution, we directly analyze the transfer of 
photoinjected carriers from the WL to fiilly quantized QD levels. The 
experiment relies on the transient bleaching of the WL band edge and the 
QD interband transitions in a femtosecond transmission experiment. For 
low excitation densities, we find a capture time of 3 ps indicating a very 
efficient QD filling. Most interestingly, the capture time does not 
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significantly depend on the density of carriers photoinjected into the WL. 
Moreover, exploiting the selection rules for circularly polarized light, the 
carrier capture of electrons is shown to be spin-preserving. 

The nanostructures investigated in this study are self-organized 
InGaAs QDs grown on a GaAs. The ground state transitions of the 
inhomogeneously broadened ensemble are centered at 1.25 eV and the 
interband energetic spacing of the transitions from different QD shells is 
approximately 40 meV, i.e. close to the optical phonon energies of GaAs 
The scheme of our experimental approach is displayed in the inset of Fig. 
1(a). A pump pulse with a duration of 100 fs is tuned to the absorption 
continuum of the WL, thus resonantly creating electron-hole pairs. After 
relaxation towards the band edge, the carriers are transfered into fully 
quantized QD levels. Correspondingly, a transient optical bleaching signal 
is established reflecting the occupation of the electronic states. These 
transmission changes of the QD monolayer are detected with a 20 fs 
broadband probe pulse, that is derived from the second branch of a two 
color-Ti:sapphire laser, is spectrally dispersed after transmission through 
the specimen and detected with a photodiode. 

Fig. 1 (a) Transmission changes of 
the QD monolayer detected at the 
band edge of the WL after resonant 
carrier injection at to = 0 for co- and 
countercircular polarization of the 
excitation and probe pulses and a 
temperature of T = 4 K. The inset 
sketches the bandstructure with the 
vertical arrows indicating the 
interband transitions of the study, 
(b) Corresponding transmission 
changes probing the excited states of 
the QDs. 

4 6 8 10 
delay time t̂  (ps) 

Results for a moderate excitation density and a probe photon energy of 
1.45 eV, near the band edge of the WL, are shown in Fig. 1(a). The 
bleaching signal decays nicely exponential with a time constant of 3 ps. 
These dynamics are accompanied by the buildup of a transmission change 
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probing the QD excited levels (see Fig. 1(b)). Thus, the present 
measurement directly traces the population transfer from the two 
dimensional WL into the QDs. 

More detailed insight into the carrier capture process is gained 
exploiting the spin selectivity of the interband transitions. Circularly 
polarized excitation yields a preferential spin orientation of the 
photogenerated carriers. While the spin orientation of holes is rapidly 
destroyed, the electron spin in the two-dimensional WL is expected to be 
preserved over the timescale of the present study. As a consequence, 
detecting the transmission changes of the WL with a counter-circularly 
polarized probe pulse yields an overall reduction of the transmission 
change by a factor of two (see thin line in Fig. 1(a)). More surprisingly, the 
nonlinear optical response of the QD interband transitions depends on the 
polarization configuration in the same manner as observed for the WL (see 
Fig. 1(b)). These observations demonstrate that the carrier capture process 
is a predominantly spin-preserving process. 

In order to identify the nature of the capture process, the QD filling 
is studied for various excitation densities. To this end, we analyze the 
transient transmission changes of the WL band edge at a probe photon 
energy of 1.45 eV as a fiinction of the excitation power. For weak 
excitation, we find that an exponential decay with a time constant of 3 ps 
provides a good fit to the experimental data. Most interestingly, the decay 
times extracted from exponential fits (see filled circles in Fig. 2) do not 
significantly depend on the excitation density indicating that carrier-carrier 
scattering has only a minor influence on the capture dynamics. 
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Fig.2 Decay times of the WL 
population for various excitation 
densities. The time constants are 
extracted from the transmission 
changes of the WL band edge at 
1.45~eV by single and double 
exponential fits as discussed in the 
text. The abscissa may be interpreted 
as an estimate for the number of 
photogenerated electron-hole pairs per 
QD. 

Increasing the excitation density to values comparable or larger than the 
QD density on the sample, the decay of the bleaching signal is effectively 
slowed down due to the emergence of a slower signal component. This 
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finding is readily understood from the onset of macroscopic state filling 
effects in the QDs. Modelling these dynamics with a bi-exponential fit, we 
identify a fast capture process with a time constant of again 3 ps and a 
relatively long-lived component (see the filled triangles in Fig. 2). For the 
highest excitation densities of the study, the signal is dominated by 
massive QD filling and decays only on a timescale approaching typical 
radiative multiexciton lifetimes in QDs. 

The independence of the capture time on the excitation density 
clearly points towards a phonon mediated process. It is interesting to relate 
this finding to previous experimental results claiming the importance of 
carrier-carrier scattering for the relaxation dynamics [1,3,4]. These time-
resolved luminescence experiments are intrinsically sensitive to a combi­
nation of carrier capture and relaxation towards the QD ground state. In 
contrast, we study the capture into electronic states near the onset of the 
WL continuum. Our results are supported by an ultrafast luminescence 
study on large InGaAs quantum dots with a comparable level spacing [5]. 

In conclusion, we have analyzed the ultrafast, spin-preserving 
population transfer from a two dimensional WL to fully quantized QD 
levels in a femtosecond transmission experiment. The carrier capture time 
in our QDs with a level spacing comparable or smaller as the optical 
phonon energies amounts to 3 ps and is found to be independent of the 
excitation density. Taken together, these observations strongly indicate a 
phonon mediated process. As a result, we see no significant phonon 
bottleneck for the filling of the QD states. This finding may be an 
important ingredient for the optimization of modem QD based laser 
devices. 
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Summary. An analysis of the influence of confined acoustic phonons on the pure 
dephasing of a single quantum dot located in a half space or a free-standing slab is 
given. We find that the proximity to a surface leaves distinct traces in the polariza­
tion and the absorption spectrum which can be traced back to the interaction of the 
dot with surface phonons and a reflected phonon wave packet. 

1 Introduction 

At low temperatures pure dephasing, i.e., a dephasing without real transi­
tions between electronic states, is the dominant decay mechanism for the 
optical polarization of quantum dots (QDs) in the strong confinement limit 
[1]. This dephasing results from the coupling of carriers to acoustic pho­
nons. If these QDs are excited by ultrashort pulses exact expressions for 
the carrier and phonon dynamics can be found [2]. The optical polarization 
shows a fast initial decay and a remnant polarization that does not decay 
any further. This behavior can be understood with the help of the phonon 
dynamics of the system. The optical excitation creates a phonon occupa­
tion within the QD that separates into two parts: an occupation which re­
mains within the QD and a phonon wave packet that travels into the sur­
roundings of the QD with sound velocity. As soon as it has left the QD, 
carriers and outgoing phonons can no longer interact and the polarization 
remains at a constant value. However, if the QD is not embedded in an in­
finite bulk system but in a confined structure, the emitted phonon wave 
packet will reach the surface where it is reflected and can thus return to the 
QD allowing carriers and phonons to interact again. We will show that this 
may leave distinct traces in the dynamics of the polarization. In this paper 
we will study the cases of a QD in a half-space and in a free-standing slab 
as prototypes for structures with one and two surfaces close to the QD. 
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2 Confined Phonons 

Phonons in confined structures are unlike those in bulk systems. The re­
flection of the phonons at the surfaces features a partial conversion be­
tween longitudinal and transverse phonons. In addition one has to take into 
account surface phonons. These phonons can only travel along the surface 
and their displacement field decays exponentially with increasing distance 
from the surface. For a detailed description of the complete set of phonon 
modes in a half space and a free-standing slab we refer to Refs. [3, 4]. 

In this paper we concentrate on the interaction of carriers and pho­
nons via the deformation potential as the dominant interaction mechanism 
in GaAs-type semiconductors. We will present the dynamics of the optical 
polarization after ultrafast excitation and the corresponding absorption 
spectra, which could be measured either in four-wave-mixing or absorp­
tion spectroscopy on single dots. The expressions for the carrier-phonon 
coupling matrix elements and for the optical polarization dynamics after 
ultrafast excitation as obtained from a generating functions approach to 
carrier-phonon quantum kinetics can be found in Ref [5]. 

3 Quantum Dot in a Half-Space 

2 4 6 8 10 12 14 

time [ps] 

- 1 0 1 2 3 4 5 
energy [meV] 

Fig. 1. (a) Optical polarization after ultrashort excitation for a QD located in a 
half-space at different distances from the surface, (b) Corresponding absorption 
spectra. For clarity the spectra have been vertically shifted. The QD has an ellip­
soidal shape with sizes I^=Iv=3 nm and L,= \.5 nm. The temperature is T=4 K. 
Standard GaAs material parameters have been taken [5]. 

Figure 1 (a) shows the optical polarization for a single QD in a half-space 
at different distances from the surface. The solid line depicts the polariza­
tion for a QD in an infinite bulk system. The polarizations in the half space 
show two distinct differences from the situation in a bulk: a sharp dip and 
an additional slow decay. The sharp dip occurs when the emitted wave 
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packet after reflection at the surface reaches the QD again. The slow decay 
turns out to be due to the interaction with surface phonons. Since their in­
fluence is restricted to a small distance from the surface, this decay in­
creases with decreasing distance of the center of the QD from the surface. 

The corresponding absorption spectra are given in Fig. 1 (b). The 
spectra look similar to those for a QD in an infinite bulk [2]: they feature a 
discrete zero-phonon line (ZPL) and an asymmetric acoustic background. 
In the half-space this background shows additional oscillations. They re­
sult from the dip in the polarization and thus correspond to the time the 
phonon wave packet needs to re-enter the QD. The interaction with surface 
phonons leads to an increased background in the vicinity of the ZPL. 

4 Quantum Dot in a Slab 
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Fig. 2. (a) Optical polarization after utrashort excitation for a QDs located in the 
center of a slab with different widths as given in the figure, (b) Absorption spec­
trum for a slab width of 20 nm. 

The optical polarization after ultrashort excitation for a QD in the center of 
a free-standing slab is shown in Fig. 2 (a). Now the emitted wave packet is 
repeatedly reflected from both surfaces. Its re-entrance into the QD leads 
to an oscillatory behavior with an elaborate fine structure. The timescale of 
the oscillations depends on the width of the slab. In addition each re-
entrance of the wave packet into the QD leads to a sharp dip or a peak. As 
in the half space the first dip, marked in Fig. 2 (a) as A, occurs when the 
reflected wave packets re-enter the QD for the first time. The second re-
entrance is marked as B and is characterized by a peak in the polarization. 
This different behavior is due to a phase jump which occurs each time the 
wave packet is reflected at the surface. The small dip marked as C is an in­
dication of the presence of transverse phonons. These phonons do not cou­
ple to carriers via the deformation potential coupling. Thus they are neither 
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created nor should they couple back to the QD. However, when the longi­
tudinal waves originally emitted from the QD are reflected they are in part 
converted to transverse ones. In the next reflection these transverse pho-
nons are again partially converted back into longitudinal ones, which then 
can interact with the QD. Since the transverse phonons travel slower than 
the longitudinal ones this dip occurs at a later time. 

The absorption spectrum of a QD in the center of a 20 nm slab is 
shown in Fig. 2 (b). The acoustic background now exhibits a step-like 
structure. This is due to the dispersion relation of the confined phonons in 
a slab, which consists of several subbands (see Refs. [4] or [5]). The onset 
of each new subband, marked by the dotted vertical lines, leads to these 
step-like features. The spectrum also shows strong peaks close to the ZPL. 
These are van-Hove singularities caused by an infinite density of states [6]. 

5 Conclusion 

We have shown the optical polarization after ultrashort excitation for QDs 
located in a half-space and a slab. In the half-space the reflected wave 
packet results in pronounced structures in the polarization dynamics and to 
an addifional decay due to surface phonons. In the slab the polarization 
shows a complicated fine-structure superimposed on an oscillatory behav­
iour. The spectrum exhibits step-like features and a van-Hove singularity. 
Financial support by the Deutsche Forschungsgemeinschaft is gratefiiUy 
acknowledged. 
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Summary. We show that pure dephasing of an exciton in a quantum dot may be 
reduced by performing the optical excitation with a series of ultrafast pulses. De-
phasing may considerably decrease already for a few pulses. In terms of the result­
ing coherence vs. control time, a multi-pulse approach is often more efficient than 
using smooth (Gaussian) pulses. These results show that a significant reduction of 
dephasing is achievable even with relatively limited experimental resources. 

In self-assembled quantum dots (QDs) phonon-induced effects play the domi­
nant role in the dephasing of charge states. Although the discrete nature of 
carrier states in QDs suppresses real phonon-assisted transitions from the 
ground exciton state, pure dephasing processes are still possible that may con­
siderably decrease system coherence within picoseconds after an ultrafast op­
tical excitation [1,2]. Because conservation of single-particle energies is not 
possible in such a process, it does not allow for a Markov limit and thus is a 
genuine quantum kinetic type of interaction. Studying this kind of processes 
allows one to test the properties of the system on the ultimate quantum level, 
beyond the Markovian description in terms of phonon scattering rates. Moreo­
ver, dealing with interactions that evolve over a fmite time interval opens fas­
cinating new perspectives because it becomes feasible to modify ongoing in­
teraction processes between carriers and phonons as long as the latter are not 
yet completed [3]. 

In this contribution, we show that the non-Markovian nature of a pure 
dephasing process may be exploited to increase the degree of coherence of an 
optically created exciton in a QD. A considerable reduction of dephasing is 
obtained already for a few pulses and saturates quickly for a growing number 
of pulses. Dephasing may be further decreased by optimizing the pulse am­
plitudes. The pulse sequence leading to a given level of coherence is often 
shorter than a Gaussian pulse achieving the same goal, which is important for 
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avoiding the destructive effect of other dephasing processes that accumulate 
during the control time [4]. 

Carrier-phonon interactions in the quantum kinetic regime have been stud­
ied extensively in extended semiconductors, with focus mostly on LO pho-
nons. Here, the coherent control of the phonon induced polarization decay and 
of LO phonon quantum beats has been demonstrated [3]. The origin of the 
decay in these cases are real transitions to a continuum of final states. On the 
contrary, in the pure dephasing case, the irreversibility results from the cou­
plings of the carriers to a continuum of phonon modes. This results in travel­
ling phonon wave packets leaving the dot region while an acoustic polaron 
(coherent deformation field around confined charges) is formed after an ul-
trafast optical excitation [5,6]. Due to correlations built by these phonon pack­
ets between the confined carriers and the bulk of the crystal, the state of the 
former loses its coherence which manifests itself, e.g., in a decay of a coherent 
polarization signal [1]. 

The physical modelling of these dephasing processes is based on an in­
dependent boson model [7] with coupling constants derived from microscopic 
carrier-phonon interactions. This approach has successfully accounted for ex­
perimental data [2]. The system evolution is calculated within the 2""̂  order 
perturbation theory with respect to phonon couplings, including an arbitrary 
unperturbed evolution under a time-dependent control field exactly [8] (we 
restrict ourselves to resonant excitation). Comparison with exact results for 
infinitely short pulses [5] shows that the perturbation approach yields quanti­
tatively reasonable results, at least for low temperatures [9]. In the calculations 
presented here, material parameters for a self-assembled InAs/GaAs system 
were used and only the deformation potential coupling to longitudinal acoustic 
phonons was included. Details of the calculations may be found in Ref. [9]. 

0 4 8 12 16 20 0 1 2 0 1 2 
0̂ IPsJ 

0 1 2 
0̂ IPsJ 

Fig. 1. (a) Decoherence as a function of the number of pulses for total dura­
tions of 1 ps (squares) and 5 ps (circles); full symbols: optimized pulse areas, 
empty symbols: equal pulses, (b)-(d) The same as a function of the total dura­
tion of the sequence for pulse numbers as shown (dashed: equal pulses, solid: 
optimized). All data at zero temperature for Gaussian pulses of width 100 fs. 
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Fig. 2. Comparison between the optimized 
sequences of 2 and 4 pulses (solid lines) and 
Gaussian pulses leading to the same degree 
of coherence (dashed, plotted not to scale), 
for total durations of the sequence as shown. 

We focus on the case that the total pulse area of the sequence is ji/2, 
which brings the dot from its ground (empty) state to a superposition of the 
ground and the exciton state. As a figure of merit for the degree of co­
herence of the final state we choose the maximum exciton occupation N^^^ 
achievable by a Rabi rotation starting from this state performed by an op­
timally chosen pulse applied after a time delay longer than the reservoir 
memory time. This measure of coherence is based on an experimentally 
accessible quantity and has the advantage that it reflects only the true, irre­
versible loss of coherence, while the decay of coherent polarization [1,9] 
includes a certain contribution from the reversible polaronic effect. 

In Fig. 1(a) we compare the dephasing resulting from excitations with a 
pulse sequence of fixed total length to but with different numbers of pulses 
Â . As can be seen, the reduction of the decoherence quickly saturates with 
the number of pulses, so that most of the coherence gain is achieved al­
ready for 2-4 pulses. Optimizing the pulse areas improves the result even 
further, especially for shorter total times ô. Note that already for ro=l ps 
values of the decoherence around 0.5% can be reached which can be re­
duced to about 0 .1% for tQ=5 ps. This brings the coherent control close to 
the tolerable error thresholds for quantum error correction schemes [10]. 
For a single pulse it was shown [4] that pure dephasing decreases as the 
excitation pulse is getting longer and vanishes in the limit of adiabatic 
control (infinitely long pulses). As shown in Fig. l(b)-(d), a similar reduc­
tion is observed for increasing sequence durations t^. However, it must be 
recalled that on long time scales pure dephasing competes with other de-
coherence mechanisms, such as radiative decay, which are usually of 
Markovian nature and accumulate over the excitation time. Thus, a ques­
tion of importance for potential device applications of QDs is whether pure 
dephasing may be reduced within a given total excitation time which 
should be short enough to allow for many manipulations before the Mark­
ovian interactions irreversibly destroy the coherence. In Fig. 2 we compare 
sequences of pulses with optimized amplitudes with single Gaussians 
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yielding the same degree of coherence. Obviously, pulse sequences can be 
significantly shorter than a single Gaussian pulse. 

The dephasing effect may be interpreted in terms of an overlap between 
a nonlinear spectral function, depending only on the pulse shape, and the 
spectral density of the phonon reservoir [9]. For infinitely short pulses, the 
nonlinear pulse spectrum has the form and properties of a "diffraction pat­
tern" in frequency domain, with the width of an individual maximum and 
the distance between maxima proportional to I/to and N/fo, respectively, 
explaining the dependence of the dephasing on the sequence duration and 
number of pulses. Broadening the pulses leads to an overall envelope that 
suppresses high frequency features (see Ref. [9] for a detailed discussion). 

For overlapping pulses with optimized areas, the resulting pulse envel­
ope may be very irregular. As may be expected, these rapid variations of 
the pulse amplitude lead to strong spectral features at high frequencies, 
while phonon excitations are usually modeled only within a certain fre­
quency range (e.g., corresponding to acoustic phonons). By controlling the 
extent of the nonlinear spectral function one can assure that the theoretical 
modeling is consistent, i.e., the results are determined by the physical con­
tent of the reservoir model and not by its unphysical truncation. The free­
dom of optimization may be increased by extending the modeling of the 
phonon reservoir (e.g., by adding optical phonons) [9]. 

To summarize, we have shown that the quality of coherent optical con­
trol of the excitonic system can be increased by simple means, using series 
of phase-locked laser pulses, without the need to generate pulses of arbit­
rary shape. A few pulses are enough to achieve a considerable reduction of 
the decoherence to values typically much smaller than 1%. In many cases, 
multi-pulse control is favorable compared to smooth Gaussian pulses. 

This work was supported by the Polish MNI (2 P03B 085 25). P.M. is 
grateful to A. von Humboldt Foundation for support. 
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Summary. We present a study of magnetoconductance through a cavity obtained 
by laterally shifting a section of a Si-Ge quantum wire, focusing on how randomly 
distributed impurities may affect its conductance behavior as a function of 
magnetic field. 

1 Introduction 

We perform a numerical simulation, of the magnetoconductance of 
mesoscopic cavities obtained by means of electron beam lithography and 
etching in a silicon-germanium heterostructure. In order to define entrance 
and exit constrictions smaller than the resolution limit of the e-beam 
system, a bended nanowire geometry was adopted [1]. The potential within 
the cavity is affected by the disorder resulting from the random distribution 
of dopants. Such fluctuations lead to a weak localization effect, 
determining a suppression of conductance for low magnetic fields [2]. 

We have included the effect of a realistic distribution of discrete dopants 
via a semi-analytical method [3] that takes into account screening by the 2-
DEG (2-Dimensional Electron Gas). 

2 Physical Model 

The structure of the device is shown in Fig. 1(a): a 2-DEG is obtained by 
means of modulation doping, with electrons provided by a _-doping layer 
located 18.5 nm above the heterointerface. The width of the bended wire is 
about 250 nm, and the length of the shifted portion is 570 nm. The two 
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constrictions, which separate the central cavity from the leads, have a 
w îdth of 80 nm. Details about the calculation of the confining potential are 
provided in Ref. [2]. Donors in the doped layer supply the electrons to 
populate the 2-DEG, but also produce irregularities in the potential 
landscape. Inclusion of the effect of the donors into the Poisson solver 
used to compute the electrostatic potential would not be numerically 
feasible: an approximate semi-analytical approach is instead used, based 
on the theory of Ref. [4]. A detail of the thus obtained potential is shown in 
Fig. Kb). 

Fig. 1. Bended wire with heterostructure layer arrangement (a), and detail of the 
potential seen by the electrons inside the cavity (b), with the effect of the random 
distribution on dopants in the 6-doping layer. 

3 Results 

We have computed the magnetoconductance for many samples differing 
for the random donor distribution. Thermal averaging has been performed 
for a temperature of 50 mK. 

Some of the results are shown in Fig. 2: for B=0 in all cases with 
disorder due to donors but one (thin solid curve) a minimum of the 
conductance is observed, corresponding to weak localization effects. The 
thick solid curve corresponds instead to a case with no disorder and does 
not exhibit a conductance minimum for B=0: therefore we attribute the 
weak localization effect observed in our sample only to the action of 
disorder and not to scattering due to the cavity walls. As shown by Akis et 
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al. [5], conductance minima sometimes observed in cavities without 
disorder can be the result of resonance features, rather than actual weak 
localization effects. 

To understand the anomalous case of the thin solid curve, we analyzed 
the corresponding distribution of impurities and we found that it is 
characterized by the presence of a deep local depression in the potential 
(dark region at the top center of Fig. 3(a)). The electron density for this 
case is reported in Fig. 3(b): as a result of the particular shape of the 
potential induced by the impurity pattern, the wave function, especially in 
the left part of the cavity, explores only a small region, thereby 
experiencing less disorder, which results in a reduction or even 
disappearance of weak localization effects. 

3 
•a 
c 
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Magnetic Field (T) 

Fig. 2. Magnetoconductance vs. B for different distributions of random impurities. 

To confirm this result, we have then purposely constructed impurity 
distributions capable of limiting the portion of the cavity explored by the 
wave function, in particular with the creation of a depression as a result of 
an artificial bias obtained multiplying the charge of each impurity by a 
factor Z? > 1 in a circular region with a 10 nm radius. 
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Fig. 3. Wire potential (a) and electron density for zero magnetic field (b) in the 
anomalous case corresponding to the thin solid curve of Fig. 2. 
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The location of the region with biased impurities has been selected 
looking at the behavior of the conductance as a function of a depression in 
the potential: we have chosen the position at which the largest effect on 
conductance was observed. Results for the magnetoconductance with such 
a selection are reported in Fig. 4, for I <b< 4. 

0.05 0.1 

Magnetic Field (T) 

Fig. 4. Low-field magnetoconductance for the unbiased case (solid Hne) and for 
two different bias values: b=2, dashed line, and b=4, dotted line. The biased 
impurities are located around x = 400 nm; y = 260 nm. T - 0.05 K, E{ = 0.003 
eV. 

It is apparent that a suppression of weak localization is obtained, as b is 
increased above 1, consistently with the previous observations. 

This suggests the possibility of an experiment in which such a result 
could be tested by introducing an artificial perturbation of the potential, 
whose position can be finely tuned, such as a low-temperature STM 
(Scanning Tunneling Microscope) tip. We acknowledge financial support 
from the Italian Ministry of Education, University and Research (MIUR) 
through the FIRB project "Nanotechnologies and Nanodevices for the 
Information Society" and the FISR project "Nanotechnologies for Very-
High Density Memory Devices." 
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Summary. This paper focuses on the role of phonon scattering in wurtzites, em­
phasizes results indicating strong carrier-phonon scattering effects in these materi­
als, and illustrates band-bending effects in wurtzite quantum dots due to spontane­
ous polarization. 

1 Introduction 

Wurtzite materials are of considerable interest in electronics and optoelec­
tronics as well as in biological applications. The dielectric continuum 
model is applied to the wurtzite semiconductors GaN, ZnO, CdS and 
CdSe and it is illustrated that carrier-optical-phonon scattering rates in 
these materials are exceptionally large. Moreover, two-phonon effects are 
shown to be important in optical processes in selected wurtzite crystals. 

2 Optical-Phonon-Carrier Scattering Rates in Wurtzites 

The dielectric continuum model [1-4] is used to illustrate that 
carrier-optical-phonon scattering rates for GaN, ZnO, CdS and CdSe are 
among the largest encountered in semiconductors of current interest in 
electronic and optoelectronics. Optical phonon frequencies of these semi-
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conductors are calculated as a function of angle with respect to the c-axis. 
Due to the optical anisotropy of uniaxial crystals, the long-wavelength lat­
tice vibrations may be classified in terms of orientation with respect to the 
c axis. In these wurtzites, the Raman and infrared (IR) active Ai and Ei 
modes split into LO and TO components with frequencies that depend on 
the angle, OR, relative to the c-axis. The Loudon model [2] is useful in de­
scribing the macroscopic equations of uniaxial polar crystals by introduc­
ing a dielectric constant associated with the direction parallel to 

emission, LO-like 
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absolution, TO-like 
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Fig. 1 The angular dependence of the LO-like and TO-like phonon in 
ZnO are depicted in the left portion of this figure. Scattering rates for LO-
like and TO-like phonons for ZnO are depicted on the right portion. 

the c-axis, 6*̂, and another dielectric constant associated with the direction 
perpendicular to the c-axis, aL. Figure 1 shows the angular variation of 
the optical-phonon frequency for ZnO as well as the total carrier-phonon 
scattering rates within the Loudon model [2] for ZnO; GaN, CdS and CdSe 
exhibit similar forms [3]. The maximum rates for LO-like phonon emis­
sion are in excess of (a) 10̂ ^ sec'̂  for ZnO and GaN and (b) 10̂ ^ sec"̂  for 
CdS and CdSe. 

3 Tw^o-Phonon Processes in GaN 

The importance of phonon effects in GaN is illustrated by the measured 
transmittance for a 250 |im thick GaN film as shown in Figure 2. As 
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shown in this figure, there are actually two main absorption regions in the 
transmittance curve, which represent the first and second harmonics, sepa­
rately. For zinc-blende semiconductors, such as GaAs the second harmonic 
absorption feature is normally not observed. The solid lines in the Figure 
correspond to the fi-equency region (J/\O < CO < o)^\o region and 2co^\o 
< CO < lco^\o. Here we focus on the El mode since it is polarized trans­
verse to the c-axis as is the incident radiation. For GaN, OJ^\O = 561 cm"̂  
and co^\o = 741 cm"^ The appearance of the second harmonic absorption 
peaks illustrates the large two-phonon absorption processes in GaN, in 
agreement restralhen absorption as modeled in Ref 5. 
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Fig. 2. Transmittance for a 250 |Lim thick GaN film vs. photon energy. 

4 Spontaneous Polarization Effects in Wurtize Quantum Dots 

The spontaneous polarization in wurtzite structures produce fields of the 
order a MV/cm or more. In AIN, CdS, CdSe, GaN, and ZnO these sponta­
neous polarizations are [6] 0.081, 0.002, 0.006, 0.029, 0.070 C W , respec­
tively. These fields are significant in wurtzite-based quantum dots [7] 
where they lead to band bending effects. Using the energy levels of a tri­
angular confinement region [8], the band-bending is given by the sponta­
neous polarization may be expressed as. 

•^triangle ' -gap + (h^/inWf^ (97rF/8f ̂  + (h'/87i'mh) 1/3 (97rF/8f'-Fd. (8) 
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The energy-level shifts predicted by Eq. 8 are in accord with experimental 
values reported in Ref. 7. 

5 Discussion 

These results indicate the importance of carrier scattering by optical pho-
nons, two-phonon processes in photon absorption, and spontaneous polari­
zation in wurtzites. 

6 Summary 

The authors are gratefiil to Dr. Dwight Woolard of ARO, Drs. Gerald Witt 
and Todd Steiner of AFOSR, and Dr. John Carrano of DARPA for their 
support of this research. 
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Summary Scaling of the gate length of Field Effect Transistors (FET) down to 
nanometer size leads to THz plasma oscillations in the transistor channel. In this 
work we give an overview of our recent experimental results concerning this ef­
fect. The first observation of the resonant THz detection was demonstrated on 150 
nm gate length GaAs FET. The most important recent result concerning the detec­
tion is a very strong (two orders of magnitude) enhancement of the photo-
detection signal obtained by increasing of the drain current that drives the transis­
tor towards the plasma instability. The first demonstration of THz plasma wave 
emission from a nano-transistor was observed on a 60nm InGaAs FET. The de­
tailed mechanism of the emission is still under discussion. Some insight is given 
by Monte Carlo simulations, which show the importance of hot electron effects in 
the THz emission. The first results on room temperature THz detection in nano­
meter Si-MOSFETs were also demonstrated. 

Introduction 

THz phenomena in semiconductors involve a very large spectrum of items 
that are intensively studied nowadays in search for new applications and 
devices. One of the crucial subjects in this area is development of efficient 
THz sources and sensitive detectors. The aim of this paper is to show that 
Field Effect Transistors (FETs) are a very promising tool that could serve 
this purpose. The interest in using nanometer FETs as detectors and emit­
ters of THz radiation was stimulated by the model of plasma instability 
developed in [1]. This theory considered the channel of a FET as a reso­
nant cavity for plasma oscillations and predicted that a coupling of the ex­
ternal electromagnetic radiation with plasma instability is possible. Thus, 
FETs were proposed to be detectors and sources of the electromagnetic ra­
diation in THz domain if the gate length was in nanometer range. 
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In the present paper we describe recent experiments on optical THz per­
formance of nanotransistors. In Section 2 we describe results of detection 
experiments carried out on GaAs/GaAlAs High Electron Mobility Transis­
tors (HEMTs) and Si MOSFETs at room and at liquid helium tempera­
tures. Section 3 summarizes results of emission experiments on 
GalnAs/AlInAs HEMTs. 

2. Detection 

From the application point of view, the important fact is a possibility of 
coupling the plasma oscillations in the transistor channel to the external 
electromagnetic radiation. According to [1], the coupling is due to a dipole 
composed of an oscillating electron density in the channel and correspond­
ing oscillations of the image charge. The coupling leads to detection and 
emission of the electromagnetic radiation by a FET. The detection requires 
application of the gate polarization only because its mechanism is based on 
a source - drain asymmetry accompanied with rectification of the signal 
originating from the incoming radiation. In such a case, a constant drain -
source voltage appears as a result of the interaction of the incoming radia­
tion with the electron plasma in the channel (the photovoltaic effect). 
However, as will be shown below, the sensitivity of detection grows when 
the drain current flows (the photoconductive effect). This is due to the fact 
that the effective relaxation time that defines the quality factor, coxejf, in­
creases with the increase of the drain current. In the following, we discuss 
the possibility of increasing the quality factor by technological improve­
ments and by increasing the drain current. 

Observations of plasmon resonances in 2 DEC in semiconductors 
started with the work of Allen, Tsui and Logan [2] who showed by Fourier 
transform spectroscopy resonances in transmission through a gated MOS 
structure. Burke et al. [3] performed measurements of a frequency depend­
ent conductivity of a high mobility 2DEG in GaAs/AlGaAs quantum struc­
tures, determining the real and imaginary part of the conductivity up to 10 
GHz. They found that both parts show an oscillatory character as a func­
tion of the frequency, and explained this behaviour by plasma resonances. 
Peralta et al. [4] demonstrated a voltage tuneable photoconductivity re­
sponse of a double quantum well heterostructure that showed plasma reso­
nances excited by radiation in the range between 120 GHz and 4.8 THz. 
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Fig. 1 Source - drain photovoltage in GaAs/GaAlAs transistor at 100 K, 20 K and 
8 K (from bottom to top). 

The first implementation of a sub micrometer FET as a detector of THz ra­
diation was reported by Lii et al. [5], who exposed a commercial 0.18 |Lim 
long HEMT to a molecular laser radiation of 2.5 THz and measured the 
photoresponse as a function of the gate - source bias. Clear evidence of a 
resonant detection of THz radiation by plasma oscillation was shown by 
Otsuji et al. in InGaP/InGaAs/GaAs HEMT with the gate length of 150 nm 
[6]. In that experiment, the transistor was exposed to a photomixed laser 
beam that contained a THz difference component. The frequency of the 
THz component was tuned between about 1 THz and 8 THz, and two 
resonances in the photoresponse were observed at 1.9 THz and 5.8 THz 
that corresponded to the first and third harmonics of the plasma resonance 
described by the Dyakonov - Shur model. 

THz detection in GaAs/AlGaAs and GaN/AlGaN transistors was in­
vestigated by Knap et al. [7, 8] in a wide range of temperature between 8 
K and 300 K. In these experiments, a sub THz radiation between 100 GHz 
and 600 GHz was used and the experimental results were interpreted 
within a model based on the original Dyakonov - Shur approach. In these 
measurements [7, 8], a resonant plasma peak [9] appears as a small struc­
ture on a nonresonant background when the temperature is low enough 
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Fig. 2. Room temperature nonresonant photovoltaic detection of 119 GHz radia­
tion by 50 nm MOSFET (symbols). The solid line shows result of theoretical cal­
culations following Ref. [8]. Inset: development of the resonant detection with in­
creasing the electron mobility from 100 cm /̂Vs (monotonic curve) to 500 cmWs 
(Lorentzian - like shape). 

(Fig. 1). To verify that this structure is related to plasma excitations, the 
concentration of the electrons in the channel was changed by subsequent 
illuminations with the halogen light. This caused a shift of the threshold 
voltage and a corresponding shift of the position of the resonance. 

A nonresonant detection signal was also observed at room temperature 
on nanometric Si MOSFETs with the gate length down to 30 nm exposed 
to 119 GHz radiation, see Fig. 2 [10]. In that experiment, the quality fac­
tor, COT, was smaller than 1. The shape of the detected signal was explained 
by the theory developed in [8]. Although the observed MOSFET response 
was nonresonant, the theoretical model predicts a resonant detection at 
room temperature for higher values of COT. Such predictions are shown in 
the inset to Fig. 2: the two curves, corresponding to different electron scat­
tering times, were calculated for the mobilities of 100 cmWs and 500 
cmWs, respectively. This gives a clear indication of a possibility of a 
room temperature resonant detection by Si MOSFETs of a high electron 
mobility. 

Passing from the nonresonant to the resonant detection by increasing 
the quality factor can be achieved in two different ways. First, by increas­
ing co; this means that a transistor that is nonresonant for a low frequency 
may become resonant for a higher one. Also, in that respect, detection on 
higher harmonics of the fundamental plasma mode of the transistor chan-
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nel becomes important. Second, by increasing i; this seems to be possible 
only by decreasing the temperature (as in [8]) or by improving the electron 
mobility by technological developments. However, it was shown that a 
large increase of an effective scattering time can be achieved by increasing 
the drain current. 

The first demonstration of an increase of the FET detection signal with 
the drain current was presented in [11]. Recently, Teppe et al. gave a more 
detailed analysis of this observation [12] showing that the current leads to 
an increase of the amplitude of the detection resonance and shrinkage of 
the resonance line. 

3. Emission 

The first observation of THz emission from a transistor structure was due 
to Tsui, Gomik and Logan [13]. The excitation of emission was due to the 
drain - source current. The spectral dependence of the emission was ana­
lysed with a tunable GaAs detector which performance is based upon tun­
ing the energy of intra shallow donor transitions in the magnetic field. 
Deng et al. [14] observed an emission at 75 GHz from a GaN HEMT with 
the gate length of 1.5 |Lim and the drain - source separation of 5 îm. In this 
case, the spectrum of the emission was analyzed with a Fabry - Perrot in­
terferometer. 

THz radiation from InGaAs/AlInAs nanometer HEMTs was observed 
by Knap et al [15]. The transistors used were lattice matched 
GalnAs/AlIAs HEMTs on InP substrate grown by molecular beam epi­
taxy. The transistor channel was a 20 nm Gao.47 Ino.ssAs quantum well sur­
rounded by Alo.48lno.52As barriers and the gate was 60 nm long. Other ex­
perimental and technological details can be found in [15, 16]. The 
measurements were carried out with a magnetic field tunable InSb detector 
that allowed to obtain a spectrum of the emitted signal. The results are 
shown in Fig. 3. In general, the spectra are broad with a sharper maximum 
at around 1 THz and a broad structure at about 6 THz. The low frequency 
peak was interpreted as resulting from the Dyakonov - Shur instability of 
the plasma in the transistor channel (see [15] for details). The position of 
the broad maximum does not change with applied gate or source bias. 
Monte Carlo simulations of high frequency noise spectra were calculated 
[16] to show a qualitative agreement with the experimental results. 

According to the Dyakonov - Shur model, the plasma instability should 
show a threshold behavior, i.e., the intensity of the emitted signal should 
grow rapidly when a certain parameter increases over a threshold value. In 
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Fig. 3. Emission spectra of GalnAs/AlInAs transistor at 4. 2 K analyzed with InSb 
cyclotron emission detector. The curves correspond to the drain - to - source volt­
age equal to 0.3 V, 0.6 V and 0.8 V form bottom to top, respectively. 
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Fig. 4. Integrated emission intensity from GalnAs/AlGaAs transistor as a function 
of the drain - to - source voltage, UDS for magnetic fields from 0 to 6 T. 

the investigation of the threshold behavior, the transistor was placed in a 
magnetic field increasing from 0 to 6 T [17]. Then the emission signal was 
measured as a function of the drain - source voltage, as shown in Fig. 4. 
The results show an abrupt increase of the emitted signal once the drain 
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voltage becomes higher than the threshold value. The main effect of the 
magnetic field is to shift the threshold voltage to higher values. As was 
shown in [17], this shift can be explained by the geometrical magnetoresis-
tance of the ungated part of the channel which resistance increases in the 
magnetic field proportional to B^ [18]. However, the voltage drop in the 
gated part of the transistor remains constant (and equal to about 50 mV) at 
the emission threshold for the magnetic fields up to 4 T. 

The experimental results of the emission described above were inter­
preted within the Dyakonov - Shur instability of the plasma waves [1, 15, 
16]. Other possibilities, however, should be also mentioned. First, let us 
notice that the threshold drain - source voltage for the emission always co­
incides with a current drop in the output characteristics and is close to the 
saturation of the drain current. Then, the transistor is in a state character­
ized by very strong electric fields, and hot electron phenomena make an 
important contribution to the device performance. It is known that such a 
drop of the current is connected with excitation of the Gunn effect. This ef­
fect was studied by the Monte Carlo method in the case of 
GalnAs/GaAlAs HEMT transistor in [19]. The mechanism leading to the 
Gunn oscillations in the case of a GalnAs/GaAlAs transistor structure is 
more complicated than in the case of a bulk material because the energy 
required to the transfer an electron to the L minima in the conduction band 
is comparable to that of a transfer to the barrier and even to band - to -
band impact ionization energy in GalnAs channel. It means that different 
charge transfer mechanisms are coupled and might all contribute to a 
mechanism to the observed emission. 

Second, the theory of Dyakonov and Shur considered only plasma os­
cillations with the wave vector in the direction of the current flow. How­
ever, the transistor channel is rather a waveguide than a resonator and 
oblique plasma modes can propagate in it with a component of the wave 
vector perpendicular to the current. The spectrum of such modes is con­
tinuous which could explain why experimentally observed emission spec­
trum is a broad one. The density of states of the oblique modes should also 
be taken into account. Additionally, the processes underlying plasma oscil­
lations in FETs are nonlinear that leads to mixing of modes and to a broad­
ening of the spectrum down to frequencies much lower than the THz 
range. 

Conclusion 
This paper reviews basic facts concerning experimental investigation of 
detection and emission of THz radiation by nanometer Field Effect Tran­
sistors and the ballistic motion in Si MOSFETs. The detection can be 
achieved both at room and cryogenic temperatures and its character (reso-
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nant or non resonant) depends on the quality factor of the transistor reso­
nating cavity. The emission was observed so far at liquid helium tempera­
tures only and is clearly related to hot electron phenomena caused by the 
presence of strong electric fields. Most of detection experiments can be 
explained by the Dyakonov - Shur model of plasma instability that was 
constructed for a description of plasma behavior in the presence of small 
electric fields. It seems, however, that a proper description of the emission 
process requires a generalization of this model to take into account hot 
electron phenomena. Mobility investigation in nanometer transistors is im­
portant in connection with the THz phenomena because the mobility - re­
lated relaxation time is crucial for determination of the quality factor of the 
transistor THz cavity. In that respect, mobility limitations by ballistic mo­
tion in nanotransistors become of a particular importance. 
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Summary. We report on the performance of photoconductive THz emitters based 
on an interdigitated metal-semiconductor-metal fmger structure. In every second 
period of this structure optical excitation is inhibited. Thus carrier acceleration is 
unidirectional over the whole device area and the emitted THz radiation interferes 
constructively in the far field. Excitation with amplified laser pulses leads to THz 
amplitudes of 6 kV/cm. Saturation of the emission due to screening of the bias 
field was observed for excitation densities in the lO'̂  cm"̂  range. However, since 
the emitter concept is scalable to large areas, the THz emitter offers large potential 
for further increase of the emitted THz field amplitude. 

The generation of THz radiation pulses is of great importance for a variety 
of scientific and technological applications [1]. Beside methods which are 
based on optical rectification or difference frequency mixing [2,3], one of­
ten employed emitter concept is based on modulated photocurrents. The 
photoconductive emitters can be roughly divided into large-aperture emit­
ters [4] or small-gap electrode structures coupled to antennas [5]. THz 
emitters taking advantage of high intensity laser pulses from amplified la­
ser systems have to be large-aperture emitters since focusing of the ampli­
fied pulses would destroy the emitter structure. However, due to the larger 
electrode distances in these emitters high-voltage pulses are required for 
achieving high accelerating fields and the electric fields in the device are 
limited by the breakdown voltage in air. Here we present a scalable large-
aperture emitter consisting of interdigitated metal-semiconductor-metal 
(MSM) structures, which combines the advantages of large-aperture emit­
ters and small-gap electrodes [6]. 

The THz emitter is fabricated on semi-insulating (SI) GaAs as the 
photoconductive material. Interdigitated Cr-Au electrodes are patterned on 
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top with an electrode spacing of 5 |Lim. Emitters with areas of 2x2 mm^ and 
10x10 mm^ were fabricated. Biasing the interdigitated finger electrodes 
provides a strong electric field of alternating direction between neighbour­
ing finger electrodes. A second metallization layer, electrically insulated 
from the interdigitated electrodes, covers every second gap between the 
finger electrodes. Hence, optical excitation is possible only in areas with 
the same electric field direction. In the far field the emission from unidi-
rectionally accelerated carriers interferes constructively. 

We focus on the excitation of the THz emitter with an amplified 
Ti:sapphire laser (wavelength 800 nm, pulse duration 25 fs, pulse energies 
up to 1 mJ, 1 kHz rep. rate). For experiments with pulses from a non-
amplified Tiisapphire oscillator we refer to Ref [6]. The diameter of the 
pump spot on the emitter is 4.5 mm. The THz detection is based on a po­
larization sensitive electro-optic (eo) detection with a lock-in technique 
where the lock-in amplifier is locked to a bias voltage modulation applied 
to the THz emitter. The detection bandwidth is limited to the low-
frequency THz range up to 3 THz due to the use of a thick ZnTe eo-
detector crystal. 

The emitted THz electric fields and their Fourier transform are 
shown in Fig.l for the excitation densities 1.7x10^^ cm"̂  and 1.7x10^^ cm"̂  
(emitter area 2x2 mm^). The data are recorded at a bias voltage of 23 V 
corresponding to an acceleration field of 46 kV/cm. With increasing exci­
tation density, the THz intensity increases and the spectra are blue-shifted. 
This effect is attributed to the faster screening of the bias field, which 
yields shorter current surges. It should be noted that the emitted electric 
field amplitude is 6.1 kV/cm at an excitation density of 1.7x10^^ cm"̂  (cor­
responding to 10 |iJ pulse energy only). 

In order to determine the optimum excitation densities for these 
large-area THz emitters we perform a variation of the excitation densities 
at different accelerating fields. The data are recorded on a different emitter 
(emitter area 10x10 mm^) and a different THz beam path, yielding pres­
ently lower total THz amplitudes than those shown in Fig. 1. In Fig. 2 the 
dependence of the maximum terahertz amplitude on the excitation density 
is shown for different acceleration fields. The saturation of the THz emis­
sion at high excitation densities can be quantitatively described by the rela-
donship ETHz"=Eo(n/no)/[l+(n/no)], where n is the excitation density, Eo a 
parameter for scaling the electric field and no a characteristic density for 
the field screening. The fits shown in Fig.2 were obtained with no =5x10^^ 
cm"̂  for all accelerating fields. A similar behaviour has been described for 
large aperture THz emitters [7]. 
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the figure. Points are experimental, solid lines are theoretical fits to the data. 
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Photoconductive emitters are currently the most efficient THz 
generators for systems using optical pulse energies up to about 10 |iJ [8,9]. 
Due to the screening in photoconductive emitters, for higher pulse energies 
nonlinear crystals are more efficient [9]. We suggest that keeping the car­
rier density moderate by optically exciting larger areas while maintaining 
strong acceleration fields in the scaleable emitter will extend the range 
where photoconductive emitters are superior for the generation of higher 
pulse energies. 

In summary, we presented a scalable THz emitter concept which 
provides carrier acceleration in high electric fields in large areas. Hence it 
circumvents the difficulties inherent to large-aperture THz emitters and 
small-gap electrode emitters. Electric THz field amplitudes up to 6.1 
kV/cm are achieved upon excitation of the emitter with 10 |iJ/pulse from a 
fs Tiisapphire amplifier. This value is presently only limited by screening 
of the bias field applied. By using low-temperature grown GaAs with high 
breakdown fields the field can be further enhanced. The device concept is 
as well applicable for frequency mixing of CW lasers for the generation of 
CW THz radiation. 
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Summary. The terahertz radiation emitted from Fê  ion-implanted InGaAs sur­
face emitters and InP photoconductive switches was measured. We experimentally 
observe an increase in the spectral width of terahertz radiation at greater ion dam­
age, which we attribute to the ultrafast capture of photoexcited carriers. Results 
from a three-dimensional carrier dynamics simulation support this explanation. 

1. Introduction 

Single-cycle pulses of electromagnetic radiation, with spectra covering the 
far-infrared or terahertz (THz) range of 0.1-10 THz (3 mm-30|Lim), can be 
generated by the ultrafast separation of photoexcited carriers under an 
electric field.̂  The technique of terahertz time-domain spectroscopy relies 
upon the coherent generation and detection of such single-cycle pulses, 
and is proving useful in diverse areas of condensed matter physics.̂ '̂"^ 

In order to increase the application of these emitters it is desirable to in­
crease their spectral range. One method of decreasing the pulse duration 
(and thus broadening the spectrum) is to reduce the electric field decay 
time after excitation by using a defect-laden semiconductor. Such materi­
als can be made either by low-temperature growth or via ion-implantation, 
and have sub-picosecond carrier trapping lifetimes and large carrier-defect 
momentum scattering rates.̂ '̂ '̂  
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2. Sample Details and Experimental Setup 

A tandem accelerator was used to irradiate InGaAs, GaAs and InP samples 
with high energy ions. By choosing the incident ion species, energy and 
dose defects can be created with a certain depth distribution in a target. 
Multi-energy ion implantations were performed in order to create a uni­
form damage profile (Fig. 1) extending across the absorption depth of the 
semiconductor.^ 

The terahertz time-domain spectroscopy setup used was based on a lOfs 
Ti:Sapphire laser that outputs 400mW at a central wavelength of 790nm, 
and was similar to that described in Ref 1. Chopping was performed elec­
trically at 20kHz in the photoconductive switch emitter case, and optically 
at 2kHz for surface emitters. All measurements were taken at room tem­
perature, with the terahertz path length under vacuum. 
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Fig. 1. The damage (vacancy) profile of Ino.53Gao.47As:Fê  calculated using the 
SRIM software (available at www.srim.org), extends over the absorption depth of 
1.55|im photons (~1.3|am). Dual-energy (0.7 and l.SMeV) implants of Fê  ions 
were performed at room temperature, for different ion doses. The highest dose for 
the l.SMeV implant was Ixio'^cm^ and the other samples had 5% and 0.1% of 
this dose. The O.TMeV implants had 28% of the corresponding l.SMeV dose. For 
the InP:Fe^ samples 2MeV and O.SMeV implants were used, producing similar 
damage. A post-implantation annealing step (500°C for 30 minutes) allowed the 
resistivity to recover. 

3. Measured and Simulated Terahertz Emission 

Figure 2a shows the measured THz electric field emitted from InP:Fe^ 
photoconductive switches with 400|im gap, and biased by a 20kHz square 
wave at ±120V. The peak electric field decreases from 1 lOVm'̂  to 7Vm'̂  
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between the unimplanted and highest dose samples due to a reduced elec­
tron mobility. A higher ion dose produces electric field pulses with a 
shorter duration (Fig. 2a), and a broader spectrum (Fig. 2b). In the highest 
ion dose sample the trapping lifetime of photoexcited electrons (as meas­
ured by time-resolved photoluminescence) is 130fs, and is due to deep Fe-
related acceptor defects.^ A similar trend was observed in the THz emis­
sion from Ino.53Gao.47As:Fê  surfaces (Fig. 2c and d), where the carrier 
trapping time of the highest dose sample is of the order of 300fs.^ 

The terahertz emission from semiconductors can be accurately modelled 
using a three-dimensional carrier dynamics simulation.^'* By including an 
exponential decay in the number of photoexcited carriers damaged semi­
conductors can also be simulated.^ The simulated electric field from InP 
photoconductive switches is plotted for carrier lifetimes of lOOps and 
130fs in Fig. 3. Both the time and frequency domain results are qualita­
tively similar to those in Fig. 2a and 2b. 
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Fig. 2. (a) Normalised electric field versus time t from unimplanted InP (solid 
line) and InPiFe^ (dashed line) with an incident ion dose at l.SMeV (O.TMeV) of 
Sxio'̂ ĉm'̂  (1.4xl0 '̂̂ cm'̂ ). Measured using a 200nm <110> ZnTe crystal, (b) 
Spectra of a) as a function of frequency v. (c) Normalised electric field from un­
implanted Ino.53Gao.47As (solid line) and Ino.53Gao.47As:Fê  (dashed line) with an 
incident ion dose at 1.8MeV (O.TMeV) of 5xlO'̂ cm"̂  (1.4xl0^^cm'). The peak 
electric fields were 144Vm' and 20Vm'̂  respectively. Measured using a 20|am 
<110> on 1mm <100> ZnTe crystal, (d) Spectra of c). 

4. Conclusion 

We observed a bandwidth increase with ion dose in InP:Fe^ photoconduc­
tive switches, which offer benefits over GaAs based emitters in the spec­
tral range 0-9THz owing to the higher TO phonon frequency of InP 
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(9.2THz, c.f. S.lTHz in GaAs). A similar bandwidth increase was seen 
from Ino.53Gao.47As:Fe^ surfaces, which may be beneficial in terahertz sys­
tems based on 1.55^m wavelength lasers. The simulation results agree 
with the experimentally observed trend. 

The authors would like to thank the EPSRC and the ARC. 
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Fig. 3. (a) Normalised simulated electric field E(t) from InP photoconductive 
switches with a carrier trapping time of lOOps (solid line) and 130fs (dashed line). 
(b) Normalised spectra of a) as a function of frequency v. (c) Normalised spectra 
from b) after including effect of 200}im ZnTe measurement crystal using a har­
monic oscillator transmission function model with a TO (LO) phonon frequency 
of5.3THz(6.2THz). 
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Summary. After femtosecond photoinjection of carriers near the boundary of a 
parabolic shaped 250 nm wide potential well, electrons are found to coherendy 
oscillate across the well instead of performing the intuitively expected unidirec­
tional relaxation towards the bottom of the well. Surprisingly, the coherence of the 
periodic electron motion is maintained despite multiple phonon scattering events. 
This novel transport regime is predicted by Monte Carlo simulations and verified 
by analyzing the femtosecond transmission of the heterostructure. 

Coherent real-space oscillations of electronic wave packets in semicon­
ductor heterostructures have become an important issue. Especially, they 
have been observed in asymmetric double quantum-well structures [1] as 
well as in semiconductor superlattices [2-4]. These transport phenomena 
are purely quantum mechanical in nature and intimately related to het­
erostructure dimensions much smaller than the de Broglie wavelength. In 
strong contrast, carrier dynamics in larger semiconductor structures is ex­
pected to be readily described in a semiclassical picture. 
In this contribution, we report on the observation of a novel transport re­
gime between purely semiclassical carrier dynamics and the evolution of a 
fully quantized system. Electrons perform THz real-space oscillations in 
parabolic shaped AlGaAs potentials wells of a width of 250 nm [5]. The 
coherence of the carrier motion is only weakly affected by phonon scatter­
ing within the F-valley of GaAs. The experimental analysis of the ultrafast 
carrier dynamics is achieved by a femtosecond transmission experiment. 
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Realistic Monte Carlo simulations provide detailed insight into this novel 
kind of carrier motion in semiconductor nanostructures. 
Our AlxGai-xAs heterostructure is sketched in Fig. 1. Part (a) depicts the 
Aluminum content along the growth direction of the sample. Highly p-
doped Alo.3Gao.7As layers define a n-doped potential well. On the left hand 
side, we start with a narrow region of GaAs, whereas the aluminum con­
tent is gradually increased to 10% towards the middle of the well. As a 
consequence, resonant interband absorption allows for the generation of a 
well-defined electron-hole ensemble near the left boundary. Fig. 1(b) 
shows the conduction band profile of the potential well: The space-charge 
density of the depleted donors, eno, translates into a parabolic energy dis­
persion with curvature d'̂ V / dz'̂  = 4K e~ UD / £0 via Poisson's equation. 
First, we study the electron dynamics within the heterostructure by exten­
sive theoretical simulations. We employ a semiclassical Monte Carlo ap­
proach which takes into account the k-space and real-space band structure 
of the specimen, the local absorption spectrum as well as the properties of 
a femtosecond excitation pulse and the dominant carrier-phonon and inter-
valley scattering processes [6]. 
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Fig. 1. (a) Aluminum content of 
the AlxGai.xAs alloy along the 
growth direction. The doping le­
vel of the barriers is HA = 1 x 10̂ ^ 
cm"\ (b) Conduction band profile 
for a donor concentration of no = 
3 X 10'̂  cm'̂  Black dots: position 
of the center-of-mass of the elec­
trons and their average energy for 
a temperature of TL = 10 K and 
delay times up to 4 ps with a time 
interval of At = 16 fs elapsed be­
tween two adjacent dots. 

Fig. 1(b) depicts results of our Monte Carlo simulations for an electron en­
semble generated at to = 0. The dots indicate the center of mass position as 
well as the average energy of the electron ensemble at time intervals of Atp 
= 16 fs. Importantly, the potential depth is designed to be slightly less than 
the energy separation ApL to the L-sidevalley of the conducdon band. 
Therefore, ballisfic electrons never can attain the threshold energy for in-
tervalley scattering in this well. The absence of this efficient energy- and 
momentum-relaxadon process completely modifies the character of the 
trajectory of the electron ensemble as compared to the intuidve expectadon 
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of electrons simply relaxing towards the bottom of the well. In particular, 
the electrons are now found to perform ultrafast real-space oscillations 
over several periods with only moderate attenuation of the amplitude. Ob­
viously, highly inelastic LO phonon scattering processes do not destroy the 
coherence of these real space oscillations of the electron ensemble, al­
though the average energy loss corresponds to more than 2 LO phonons 
per period. This finding results from two important facts. First, the emis­
sion of LO phonons via the Frohlich interaction strongly favours forward 
scattering in k-space. Second, the eigenfrequency of an electron exposed to 
a parabolic potential is independent of the kinetic energy of the charge car­
rier. 
We now turn to the experimental verification of these novel coherent real-
space oscillations. A sample with a ten times repeated heterostructure as 
discussed in Fig. 1(a) and (b) grown on top of each other is processed to 
allow for optical transmission experiments. The experimental setup utilizes 
a two-color Ti: sapphire laser providing two independently tunable femto­
second pulse trains. An 80 fs pump pulse of a central photon energy of 
L52 eV prepares a well-defined electron-hole ensemble at the left bound­
ary of the potential well. A second broadband probe pulse of a duration of 
20 fs is temporally delayed, spectrally dispersed after transmission through 
the specimen and detected with a photodiode. 

0.0 0.5 1.0 1.5 2.0 2.5 

delay time (ps) 

Fig.2 Transmission change of 
the heterostructure for a lattice 
temperature of TL = 10 K and a 
probe photon energy of 1.64 
eV. Thick line: experimental 
data, thin line: theoretical re­
sults. 

The transient modification of the optical properties of the potential well 
predominantly arises from a modulation of the internal field after femto­
second photoexcitation of electron-hole pairs [6,7,8]. Specifically, a dipole 
builds up between the oscillating electron ensemble and the hole distribu­
tion that remains at the left boundary of the potential well. As a result, a 
space-charge field is superimposed to the internal electric field and the 
Franz-Keldysh absorption of the specimen is altered. 
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The thick Une in Fig. 2 depicts the transmission change of the sample de­
tected for a probe photon energy of 1.64 eV and a lattice temperature of TL 
= 10 K. This choice of a photon energy slightly above the band gap energy 
of Alo.1Gao.9As makes the nonlinear optical response especially sensitive to 
the arrival of the nonthermal electron distribution in the right part of the 
potential well. The transmission change shows a maximum at to = 400 fs. 
Then, the signal decreases again as may be expected from electrons mov­
ing backwards at this time (see Fig. 1 (b)). At to = 1.2 ps, a second maxi­
mum is clearly resolved corresponding to a second entry of the electron 
ensemble on the right hand side of the potential well. Even a weak third 
maximum at to = 2 ps is visible. 
We also directly simulate the transient absorption properties of the het-
erostructure from the results for the time-dependent electron distribution 
and the corresponding screening fields within the potential well. Subse­
quently, the corresponding modifications of the well known Franz-Keldysh 
absorption spectra are summed up over the heterostructure [9]. The tempo­
ral shape of the simulation result (compare thin line in Fig. 2) agrees well 
with the experiment and confirms the observation of a periodic electron 
motion of a frequency of 1.2 THz. 
In conclusion, we have predicted and observed a formerly unexpected 
transport regime in wide parabolic shaped AlGaAs potential wells [5]. Ex­
cluding side-valley scattering by a sophisticated heterostructure design, 
electrons quasi-ballistically oscillate over a distance as large as 180 nm. 
The frequency may be custom tailored by the choice of the well width and 
its doping level. Moreover, the heterostructure concept may serve as a 
source for picosecond pulses in the far-infrared. 
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Summary. The aim of this work is to report a detailed theoretical investigation, 
supported by the experimental measurements, of the influence of the injector dop­
ing level on the output characteristics and the working range limits in mid-infrared 
GaAs/AlGaAs quantum cascade lasers. A fully self-consistent Schrodinger -
Poisson analysis based on the scattering rate equation approach was employed to 
simulate the above-threshold electron transport in the device. An onset of v-
shaped local band edge bowing has been observed, preventing the resonant sub-
band level alignment in the high pump current regime. The observed saturation of 
the maximal current, together with an increase of threshold current, limits the dy­
namic working range for higher doping levels. 

1 Introduction 

Since the first realization [1], the GaAs-based quantum cascade laser (QCL) has 
demonstrated an impressive increase of the operating wavelength range in the in­
frared, extending up to ~160|im. To improve the performance of GaAs QCLs and 
understand better the physical limitations of particular designs, further investiga­
tion of the influence of relevant physical and technological parameters are re­
quired. The doping level in the active region is an important parameter with par­
ticular influence on the dynamic working range of QCLs. Until now, a very few 
experimental investigations have been presented to include the influence of the in­
jector doping on GaAs QCL threshold currents [2]. Moreover, to our knowledge, 
there are virtually no studies of the injector doping on the saturation current or 
maximal gain behaviour under high injection in mid-infrared GaAs-based QCLs. 
The aim of this work is to report a detailed theoretical investigation, supported by 
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experimental measurements, of the influence of the injector doping level on the 
output characteristics and the working range limits. Injector sheet doping densities 
in the range between 2-14 x lO '̂cm'̂  have been analysed in well established QCL 
designs with 33% [1] and 45% [3] Al mole fractions in barrier layers. 

2 Model, results and discussion 

The theoretical approach for the electron transport in QCLs was based on a fiiUy 
self-consistent quantum scattering rate equations model. In order to obtain steady 
state non-equilibrium electron distribution over quasi-discrete states of the injec­
tor/collector miniband and over states of the active region, a system of rate equa­
tions needs to be solved. As the scattering rates are electron density dependent, the 
solution of the system has to be found in a self-consistent manner, until the carrier 
distribution converges. As the non-equilibrium carrier distribution is not pre­
defined, the Schrodinger and Poisson equations, as well as the system of scattering 
rate equations, are intrinsically coupled. As a consequence, only convergence of 
both processes (self-self consistency) will give the accurate solution for the carrier 
distribution. All relevant scattering mechanisms have been taken into account, in­
cluding electron-phonon, electron-electron and ionised impurity scattering. 

In contrast to the conventional doping of 4 x lO'̂ cm'̂  shown in Fig. 1 
(left panel (a)), when a higher doping is used the band profile becomes quite dif­
ferent, see Fig. 1 (left panel (b)). This is especially important in the working re­
gime around the resonant alignment. In the case of a lower doping, for the applied 
field of 60 kV/cm (i.e. voltage per QCL period), the coupling between the lowest 
injector state (dashed in Fig. 1) and upper laser level (bold in Fig. 1) is quite 
strong and the system is close to resonance. Quite the opposite happens at the 
higher doping, and for the same value of the applied field these levels are widely 
separated and the system is far from reaching the resonant condition. This is a di­
rect consequence of the electron ionized donor separation within the each QCL pe­
riod, forming the v-shaped local field domains. The domain formation is espe­
cially pronounced at high doping levels. Furthermore, we have extracted the field-
current density characteristics for all other doping densities and the results are 
shown in Fig. 1, right panel. A good overall agreement (within 15% discrepancy) 
with the experimental measurement was found (see inset in Fig. 1), where the I-V 
curves for the 6 and 8 x lO'̂ cm'̂  are presented. The data suggest that the increase 
in current density with the increase of doping is quasi-linear in the range of lower 
doping values and lower electric fields, while the saturation was observed for 
higher fields and doping levels. 

The calculated waveguide losses were found to increase from ~15cm"' for 
the doping of 2 x 10̂ ^ to ~35cm'' for 12 x lO^'cm'^ This can be used for estimat­
ing the threshold current density Jth found according to GM(Jth)=aw+aM, where the 
mirror losses are assumed to be au - 5cm'. The predicted dependence of the 
threshold current on the sheet carrier density follows an exponential ftmctional 
form i.e. Jth(Ns) ~ e^s^o, with the critical doping density No ~ 6.5 x lO'^cm'l This 
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value marks the doping density at which a stronger increase of the threshold cur­
rent is predicted. 
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Fig. 1. Left panel: A schematic diagram of calculated self-self-consistent conduction band 
profile, quasi-bound energy levels and wave functions squared for an injector active region-
collector segment of GaAs/Alo.45 Gao.ssAs QCL [3] for sheet carrier densities of (a) 4 x lO'̂  
and (b) 10 x lO '̂cm"̂ , and an applied extemal electric field (i.e. voltage drop per QCL pe­
riod) of 60 kV/cm. The laser levels are presented by bold and the lowest injector state by 
dashed lines. The doped region of the injector is also indicated. Right panel: Simulated 
field-current density characteristics for the range of doping densities between 4x10 to 12 
X 10̂  ̂ cm'̂  at 77 K. Inset: Measured bias- and optical power-current density characteristics 
for doping densities of 6 x lO'' and 8 x lÔ ĉm ^ 

In Fig. 2, left panel, the saturation current density and the maximal gain 
corresponding to this current are presented as a function of the injector doping 
density level. The saturation current exhibits a linear dependence for the doping 
up to 8 X 10 '̂cm'̂  and clear saturation for higher doping levels. The influence of 
the saturation of the maximal current reflects on the maximal gain as well. The 
calculations of the modal gain, shown also in Fig. 2, suggest that the performance 
of the laser (i.e. its output power) should deteriorate for doping densities above 10 
x 10''cm'^. Having in mind the predicted increase of the threshold current, one 
could choose an optimal value for the doping level. In the particular case, this is 
suggested to be between 6 and 8 x lO^^cm" in order to achieve a significant gain 
and at the same time avoid a considerable increase in the threshold current. The 
electron temperature in the single temperature approximation is calculated as a 
ftinction of current density at 80K, for different doping densities. The dependences 
are well fitted by a quadratic function. However, for the range of working current 
densities, the quadratic bowing is rather small, thus a linear functional form (Tg 
=Tiatt+ tte-i J) can be adopted and characterised by a electron temperature-current 
coupling constant ttg-i [4,5]. For a fixed value of the current density, a decrease of 
the electron temperature with doping has been observed. This can be quantified 
with a decrease of ag-i coupling constant, shown in Fig. 2, right panel. A more 
macroscopic explanation can be presented in terms of an effective decrease of in­
put electrical power PE i.e. the same value of the current density at higher doping 
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corresponds to the lower applied bias than in case of a lower doping (see Fig. 1). 
Also, the power per electron decreases as the number of electrons increases. 
Hence, for the same current density, the electrons in the QCL, in the higher doping 
regime, need to heat up less than for lower doping, in order to facilitate a LO-
phonon emission and efficient heat dissipation. 

6 8 10 12 
N^ [xlO^'cm"^ 

5 6 
A'JxI0"cm'' 

Fig. 2. Left panel: Simulated saturation current density (circles) and maximal modal gain 
(squares) as functions of the doping density. Inset: Experimental measurements of the satu­
ration current for 45% Al [3] (circles) and 33% Al [1] (diamonds) QCL devices for differ­
ent doping densities. Right panel: Calculated electron temperature-current density cou­
pling constant as a function of the injector doping density. 

3 Conclusions 

We have presented a detailed study of the influence of injector doping densities on 
the performance of GaAs/AlGaAs QCL. The saturation of the maximal current is 
observed both in the calculation and the corresponding measurement. The gain 
reaches a maximal value for the sheet electron density between 8 and 10 x lO'̂ cm" 
,̂ showing a decrease for higher doping levels, associated with the local band 

bowing. 
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Summary. We compare the electronic temperatures and the electron lattice cou­
pling in mid-infrared and terahertz GaAs-based quantum cascade lasers (QCLs). 
Thermalized hot-electron distributions are found in both classes of QCLs. The re­
sults illustrate the influence of the quantum design on the electron-lattice energy 
relaxation rates, that ultimately determine the device thermal performance. 

1 Introduction 

The nature of the electronic distribution among the different subbands in 
quantum cascade lasers (QCLs) is a subject of great relevance for the de­
velopment of these compact sources operating either in the mid-infrared or 
in the THz range. A hot-electron distribution may arise from the detailed 
balance betw^een the injection and the energy relaxation rates, i.e. inter-
and intra-subband electron-electron (e-e), electron-LO phonon, electron-
impurity, and interface roughness scattering [1]. Also, thermally induced 
leakage of electrons into delocalized continuum-like states competes with 
the injection into the upper laser level and may contribute to the establish­
ment of a non-equilibrium electronic distribution. The above phenomena 
may increase the thermal backfilling and weaken the population inversion. 
In this paper, we compare experimental results on the electronic tempera­
tures and the electron-lattice coupling of mid-infrared and THz QCLs. This 
information has been obtained using micro-probe band-to-band photolu-
minescence [2, 3] that allows the investigation of the laser front facet down 
to a spatial resolution of ~ 1 |im. The local lattice temperature (TL) is ob­
tained by comparing the PL peak energy shift induced by heating with a 
calibration curve obtained by probing the device at zero-current while 
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varying the heat sink temperature. The electronic temperature (TE) is ex­
tracted by the lineshape analysis of the high energy slope of the PL bands. 

2 Experimental Technique and Results 

Three GaAs-based QCL devices operating in the mid-IR have been con­
sidered. Sample A includes a three-quantum-well GaAs/Alo^sGao.ssAs ac­
tive region designed for emission atX = 9.0 |im. Sample B is based on a 
GaAs/Alo.45Gao.55As chirped superlattice and operates at 12.6 [im. Sample 
C employs a GaAs/AlAs chirped superlattice designed for emission at 11.8 
|im. Figure 1 shows a set of PL spectra as a function of the electrical 
power up to 7 W for sample A. 

1.55 

Energy (eV) 

Fig. 1. Photoluminescence spectra from the active region of device A as a function 
of the electrical power (P), at 1 W steps. Rightmost spectrum: device off; leftmost 
spectrum: 7 W. The heat sink temperature is TH = 80 K. 

Self-consistent band structure calculations show that the main PL peaks 
are due to transitions involving the lower confined level of the conduction 
band in the active layer and two different valence subbands. Similar results 
are found for samples B and C. 

Figure 2a shows that the temperatures TL and TE extracted from 
the analysis of the PL spectra increase linearly with the electrical power 
(P), with the slopes RL (thermal resistance) and RE, respectively. The dif­
ference AT between the electronic and lattice temperatures in the active re­
gion as a function of the injected current density J is reported in Fig. 2b. A 
linear correlation between AT and J is found for all three mid-IR samples 
A-C. This trend confirms the establishment of a thermalized hot-electron 
energy distribution [1]. 
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Fig. 2. a: Difference between the electronic and lattice temperature (TE-TL) for 
sample A (T), sample B ( • ) and sample C ( • ) as a function of P, at TH =80 K. 
The lines are linear fits to the data, b: TE-TL as a function of the current density J 
measured at TH = 80 K for sample A (•), sample B ( • ) and sample C ( • ) . The 
slope of the linear fit gives the electron-lattice coupling constant. Offset values of 
22 K for sample A and 17 K for samples B-C are subtracted to account for the Kr̂  
laser induced heating of the electronic ensemble. 

The proportionality constant l/ae-L ^ J/AT measures the strength of the 
electron-lattice coupling. Comparison among devices suggests that the 
three-quantum-well active region is the most effective design for the elec­
tron-lattice coupling. The coupling is also improved by using larger band 
offsets, due to the reduction of thermally activated electron leakage in the 
continuum [4]. The expression (RE - RL)'^ gives the strength of the elec­
tron-lattice energy relaxation rate (TE)"^ Simple rate equation arguments 
lead to TE"̂ =P/(NeNkB(TE-TL)) where Ne is the number of electrons per 
stage and Â  is the number of stages. If the vast majority of electrons share 
the same temperature, one can rewrite XE'̂ =(NeNkB(RE-RL))'̂ - From the 
measured RE and Ri values we obtained r£^= 1-1.6 ps ' for devices A-C. 

Figure 3a shows a set of PL spectra for a THz QCL device (sample 
D) based on the resonant-phonon scheme for the depopulation of the lower 
radiative state, and designed for emission at 2.8 THz. Note that the P val­
ues are sufficiently low to exceed the lasing threshold (Pth ~ 1.5 W, Jth ~ 
400 A/cm^). Each spectrum shows a main peak that corresponds to the 
transition 1^2 between the injector ground state (see Fig. 3b) and a va­
lence subband [3]. The structure on the high energy tail of the peak l->2 
is due to the allowed transitions j->k between conduction and valence sub-
bands by comparison with the calculated energies Ejk. 



92 G. Scamarcio et al. 

^ 10° 

^ 1 

OH 

N «-2 
•i 10 

O 

^ 10-̂  
1. 

1 1 

— 1 1 

50 

J ' ' 1 1 1 1 _ 
^ .̂U^^^ (a)_ 

\ \ x 7 5 W i 

ow^X' 
1 1 1 1 1 1 r - ^ 

1.53 1.56 1.59 

Energy (eV) 

^ 3 P b C\./\ 
=VJ 
^ 

(b) 

:A 
5 
/| 

^ 2 
1 

Fig. 3. a: Representative PL spectra of sample D as a function of P at TH = 50 K. 
The dashed vertical lines labelled j-*k mark the energies of the transitions be­
tween levels in the conduction (j) and valence (k) bands, b: Conduction band 
structures of sample D calculated with a voltage drop of 65 mV per stage. The en­
ergy levels are labelled using increasing integers starting from the ground state. 

The analysis of the PL lineshape is based on the following expression: 

/..(^)^Z Z 
j=\ k^\ 

jk jk ¥,W, •L{E) 

where Ajk = iijPk, nj and pk are the populations of the conduction and va­
lence subbands. The term (¥j | ¥1) is the overlap integral of the envelope 
functions. The lineshape function L(F) is obtained joining a Lorentzian 
with a phenomenological broadening Til = 3.2 meV on the low energy 
side and an exponential decay oc exp(-E/kBTEO on the high energy side. TÊ  
is the electronic temperature of the conduction j^^ subband. The difference 
between the fitting parameters TÊ  and TL are plotted in Fig. 4 as a function 
of P. We found that the electronic temperatures of the subbands j = 1-4 
remain very close to the lattice temperature. Instead, the temperature of the 
upper laser level TE^ exceeds TL by ~ 100 K. In our case, we tentatively 
ascribe the large difference between TE^ and TE '̂̂  to the reduced efficiency 
of inter-subband e-e scattering channels coupling electrons in the j=5 and 
j=l,2 levels, with respect to intra-subband e-e processes, as calculated for 
prototype THz QCLs structures. One important implication of our findings 
is that the high TE values lead to relatively fast non-radiative relaxation 
times T5-.4,3 - 1.3 ps, and thus it is a key limiting factor for the operation at 
high temperatures of the investigated THz QCLs. Similar results are found 
for two THz QCLs emitting at 3.2 THz (sample E) and 3.8 THz (sample F) 
[8, 9]. From the measured Re and RL values we obtained TE'̂ (d)=4.9 ps"^ TE' 
^(e)=1.67 ps'\ and TE" (̂f)-1.05 ps'̂  for devices (d), (e) and (f), respec­
tively. 
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P(W) 

Fig. 4. TE^ -TL as a function of P, measured for sample D at TH =50 K. The shaded 
area marks the lasing region. 

The more efficient carrier thermalization in sample D reduces thermal 
backfilling of the subband j = 4, helps in keeping the optical gain closer to 
the designed value, and thus improves optical performance. In fact, the 
larger XE values in samples E and F are reflected in the measured laser 
thresholds Jth(D) = 400 A/cm'; Jth(E) - 450A/cm'; Jth(F) = 630 A/cml 

This work was partly supported by MIUR, project FIRB-
RBAU01E8SS and the ANSWER Project STRP 505642-1. We acknowl­
edge H. Page, C. Sirtori, B. S. Williams, Q. Hu, G. Strasser, for useful dis­
cussions and the selection of suitable QCL devices. 
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Summary. The Terahertz photoconductivity is measured on GaAs/AlGaAs quan­
tum Hall systems. Time resolved investigations show relaxation times form 10 to 
over 200ns and a dependence on the sample mobility and source-drain voltage. 
The latter is explained with a heating effect. In addition, spectrally resolved meas­
urements are discussed. The spectral resolution is a function on the sample mobil­
ity. Finally, similar measurements on a HgTe/HgCdTe quantum well are pre­
sented. All results are important in respect to a possible THz detector application. 

1 Introduction 

Quantum Hall (QH) systems [1] interact effectively with THz radiation, 
because the Landau gap energy is of the same order as the photon energy 
(j^lOmeV). Measurements of the THz-photoconductivity are interesting 
both with respect to the basic understanding of excitation mechanisms and 
with respect to the application of these systems as detectors. It was shown 
that QH systems are promising to serve as sensitive, tunable and fast detec­
tors (see e.g. [2, 3]), which is hard to realize in the THz range with other 
techniques [4]. 

In this study we present time and spectrally resolved measurements of 
the THz photoconductivity of GaAs/AlGaAs QH samples. We find that the 
relaxation time is a function of the sample mobility and the applied source-
drain voltage. A simple picture is suggested to explain the results. The 
spectral response depends on the sample mobility, too. 
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In addition, first photoconductivity measurements on HgTe/HgCdTe 
quantum wells under QH conditions are shown. We think, that this system 
is a candidate to utilize the good detector properties of QH systems at 
moderate magnetic fields, because of the small effective mass m* and the 
possibility of low electron concentrations. 

2 Experimental Details 

The properties of the used samples, are summarized in the following table. 
All GaAs/AlGaAs heterostructures are patterned in circular Corbino ge­
ometry (inner and outer radius: 500|im and 1500|Lim). The HgTe/HgCdTe 
quantum well [5] is patterned in Hall-bar structure (300-200 nm^). 

A pulsed /?-Ge laser [6] is used as source, which can be tuned from 
1.7THz to 2.5THz (corresponding to wavelengths of ISO^m to 120|am). 
The laser and the QH sample are mounted in the same He bath cryostat 
(r=4K) and connected by a waveguide (see [3] for setup details), 

sample type electron mobility 
number concentration [m"̂ ] [T"'] 
#8447 GaAs/AlGaAs 2.7 10̂ ^ ^̂  
#8788 GaAs/AlGaAs 2.O • 10̂ ^ ^^ 
#8815 GaAs/AlGaAs 1.9 • 10̂ ^ ^^^ 
Q1960 HgTe/HgCdTe 2.5 • lO'̂  -̂̂  

3 Time and Spectrally Resolved Measurements 

The time-resolved measurements are performed on the GaAs/AlGaAs 
samples at the filling factor v=2. A fast pulse generator for the laser and a 
suitable detector circuit is used. This allows us to resolve intrinsic time-
scales. 

In Corbino samples the current is proportional to longitudinal conduc­
tivity: /sD~ysD=£'radiai <^xx' Thc photorcspousc (PR) corresponds to the dif­
ference A/sD measured with and without illumination. Fig. l(left) shows a 
typical time resolved PR measurement with an increase, when the laser is 
switched on, a constant PR during the illumination (system in dissipative 
state) and a relaxation back in the QH state, when the laser is turned off. 
The relaxation process is fitted by a function of the type exp(-//T). 

The results for different source drain voltages FSD are shown in 
Fig. 1 (right). Relaxation times i from 10ns to over 200ns are observed 
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(much shorter than earlier results on meander structures [7]). Samples with 
smaller mobility are typically faster. The samples #8447 and #8788 have a 
maximum slightly under the breakdown voltage V^. We explain this with 
the following picture based on the heating effect of ho in the dissipative 
state: At low FSD the current and the heating are low and the relaxation is 
fast. With increasing FSD the heating effect increases and i becomes 
longer. For FSD>̂ ^C there is no QH state and therefore i is short. 
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Fig. 1. Left: Time-resolved photoresponse with exponential fit of the relaxation. 
Right: Relaxation time versus source-drain voltage. 

Further, detailed spectrally resolved measurements are performed on the 
GaAs/AlGaAs samples near the filling factor v=2. The PR is measured for 
different laser energies p̂hoton while sweeping the magnetic field B (see 
Fig. 2, left). We find clearly a bolometric signal [7] with maxima at the 
flanks of the QH plateau region. £'photon influences the maxima. If the cy­
clotron resonance (CR) condition Ep\^oton=fi (^c=fi eB/m* is fiilfiUed, the 
corresponding maximum is enhanced. For the high mobility sample #8815 
well distinguishable CR and bolometric peaks are observed (not shown). 
To determine the spectral resolution, the PR at constant v at the flank of 
the plateau is plotted versus £'photon and fitted by a Lorentzian function in 
the form r/(4(£'-£photon)^+r^) with the ftill width at half maximum P. T cor­
responds to the spectral resolution. We find F = 2meV for the sample 
#8447 and smaller values for the higher mobility samples. 

5 Measurements on HgTe/HgCdTe Quantum Wells 

Further, we made PR measurements on the HgTe/HgCdTe sample under 
QH conditions. In addition to the laser excitation, the PR was measured 
with a Glowbar source and a AT curve (difference of two pxr measure-
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ments at different temperatures) is shown in Fig. 2(right). All curves are 
similar and show bolometric shape with maxima at the flanks of the QH 
minima. A clear CR signal has not been found yet. It is planned to investi­
gate the PR mechanisms in more detail and possibly to develop a QH 
based THz detector, which operates at moderate magnetic fields. 
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Fig. 2. Transport curves in the lower part and PR in the upper part versus mag­
netic field. Left: For sample #8447 for different laser energies (positions of the la­
ser energies are marked by short vertical lines, the digits link this lines with the PR 
curves). The inlay shows the spectral resolution. Right: PR for the HgTe/HgCdTe 
sample. For details see text. 
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Summary. Low temperature transport and THz emission in GaAs-GaAlAs narrow 
minigap superlattices are studied. The THz emission due to interminiband transi­
tion, the Bloch oscillation, bremsstrahlung and reststrahlen (in heated by current 
pulse lattice) are observed by Ge:Ga, Ge:Au, n-GaAs and n-InSb detectors. 

The main drive behind these studies is a desire to fabricate a THz SL 
Bloch oscillator basing on the dynamic negative differential conductivity 
(NDC) above the BO frequency [1] in the narrow minigap superlattices 
(SL) with the lowest miniband below an optical phonon energy. And in 
this work we measure the integral spontaneous THz emission by the detec­
tors placed in liquid helium nearby the SL mesa. To the best of our knowl­
edge none has measured the spontaneous THz BO emission: only the co­
herent BO emission excited by optical pulses was observed (see e.g. [2, 3]) 

MOCVD - grown SLs on n-h substrates there studied. The SLs parameters 
are : 1 - SL 698 (500 periods): 155 A GaAs, 20 A AlO.l Ga0.9As; 2 - SL 
502 (150 periods): 163 A GaAs, 10 A Al O.l Ga0.9As; 3 - SL 426 (100 pe­
riods): 186 A GaAs, 10 A Alo.l Ga0.9As. 

Below data on SL 698 (the thickest one) are presented. In the simulation 
the model used earlier [1] was employed with the Bragg scattering and the 
interminiband Zener tunnelling treated as scattering processes. Isotropic 
constant elastic scattering was introduced to model suppressed mobility in 
our SLs. In Fig 4 EQ is the optical phonon scattering field (Eo - 6.5 kV/cm 
that corresponds to about 5.7 volts applied to SL 698). 

Both in the observation and in the simulation static NDC exist in the low 
voltage region. In all of the SLs studied current oscillation in 10 - 200 
MHz range were observed in the NDC regions (shown in Fig 2). 
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The emission observed by the Ge:Ga detector is a sum of the inter-
miniband and the BO emissions. At the low voltage saturation of the 
Ge:Ga response occurs (marked in Fig 2). Here the emission is presumable 
interminiband one because the BO emission is out of the Ge:Ga response 

Fig 1 The two first miniband of the superlattices studied 

1.0x10^ 

0,0 

Fig 2 I - V curve and Ge:Ga detector response for 300 micrometers mesa at 4K 
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band while fraction of electrons in the second miniband (as simulation 
shows) is almost constant. Beyond the saturation region the BO emission 
enters the Ge:Ga response band and is stronger than the interminiband one. 

Indeed, emission powers of an oscillating dipole inside a mesa with metal­
lic contacts at distance L is: P = 7t ê  x̂  eŷ  / 2 L c ,̂ where e is an electron 
charge, w is the emission frequency, x is the dipole spatial oscillating am­
plitude and c is the light velocity. We take x = A /e E (J is the miniband 
width) for the BO and x̂  = (h^/ 2m hco) f, m is electron effective mass 
and f is the oscillator strength for interminiband emission. For narrow 
minigap SL for quanta near minigap one can ge t /= 4 JQ/ hco (cf [4]), Jo 
is the energy in the middle of minigap. Now ratio of the BO PB and the 
interminiband Pi emission powers is: PB / P , ^(7c^/4)(A / Jo)^ (1/5), 
5 is the fraction of electrons in the second miniband. Simulation shows the 
fraction 5 « 0.1 at 1 ~ 6 kV/cm. That implies that the interminiband emis­
sion should also be constant. So the rise of the detector signal at about 3 -
5 kV/cm should be due to BO emission. At even higher fields due to rise in 
electron energy (Fig 4) and 6 produced by rise in tunnelling rate intermini­
band emission rise again. The interminiband contribution to the Ge:Ga de­
tector response is supported also by observation of the "afterglow" behind 
the voltage pulse (see Fig 3). Presumably it is the equilibrium intermini­
band emission in the heated by voltage pulse mesa. For the Ge:Au detector 
the afterglow is due also to equilibrium emission in lattice reststrahlen 
band in the heated mesa. The latter is supported by appearance in the de­
tector response a shoulder at the high voltage pulse (Fig 3). The depend­
ence of the Ge:Au detector response on voltage is similar to that of the 
Ge:Ga with relatively suppressed the low voltage value because here the 
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BO and the interminiband emissions are out of the GeiAu response band. 
The dependence of the n-GaAs detector response on voltage is eventually a 
straight line without any saturation. We think that the response is due to 
the electron bremsstrahlung. 
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Fig 4. Simulated ratio V/VQ of electron drift velocity to the electron velocity VQ at 
an optical phonon energy hcoo, and ratio of average electron energies e,, along and 
perpendicular 8̂  to the superlattice axis to an optical phonon energy hcoo. 

The n-InSb detector response has sharp threshold and sustained long after 
voltage pulse: we attribute the response to the microwave equilibrium 
emission of the heated mesa. 

To summarize: we have observed different types of THz spontaneous 
emission from weak barrier superlattices subject to pulsed voltage. The 
Bloch oscillation emission has been identified. 

This work is supported by RAS Programs "Low dimensional structure" 
and "Semiconductor lasers" and by RFBR Grant N 05-02-16468 
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Summary. We report the fabrication and experimental study of uncooled, unbi­
ased infrared sensors suited for the detection of optical and near IR-radiation. The 
detector consists of a metal-oxide-metal junction fabricated on an oxidized silicon 
wafer by a single electron beam lithography step combined with double-angle 
evaporation. We fabricated symmetrical and asymmetrical diodes with junction 
areas around 50 nm x 50 nm, which is smaller than those used in previous work. 
In this paper we present the fabrication procedure of the sensors, dc I-V measure­
ments of the diodes, and the optical and near IR measurements. 

1 Introduction 

In this work, we propose quantum tunneling nanoantennas as uncooled 
sensors for near infrared focal plane arrays (FPA). The sensors are fre­
quency selective, CMOS compatible and facilitate high speed processing 
exceeding 10,000 frames per second. 

The infrared detection of metal-oxide-metal (MOM) diodes is based on 
the rectification of the high-frequency currents induced by the incident ra­
diation in the surrounding metal structure, which serves as an antenna. In­
stead of semiconductor-based infrared detectors, these devices can operate 
at room temperature even in the mid-infrared and far infrared range. Al­
though detectors based on microbolometers can also operate at room tem­
perature, those devices are much slower than the antenna-diode structures. 

Point-contact metal-oxide-metal (MOM) diodes combined with wire an­
tennas were first used for detection and mixing at submillimeter wave­
lengths in 1966 [1]. Point-contact devices are not suitable for commercial 
applications, because of their mechanical instability and irreproducibility. 
With the application of photolithography, stable and reproducible thin-film 
Ni-NiO-Ni diode-antenna structures were integrated on a substrate [2]. 
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The use of electron beam lithography (EBL) has made it possible to 
fabricate diodes with very small contact areas (around 110 nm x 110 nm) 
combined with antennas suited for the 10.6 um radiation [3-5]. Since a di­
ode with a smaller contact area has a higher cutoff frequency, these de­
vices have a better performance than the structures made by photolithogra­
phy. 

We have fabricated antenna-MOM diode detectors on a silicon wafer 
with contact areas around 50 nm x 50 nm, which is smaller than in previ­
ous reports for these devices [2-5]. 

In this study we present the fabrication and dc measurements of sym­
metrical and asymmetrical tunnel junctions made by double-angle evapora­
tion. The curvature coefficients (/ = ""'/^y^l^ycv) of the asymmetrical di­
odes are not zero even at zero bias voltage. These structures do not require 
biasing, and since their noise level is lower than that of the symmetrical 
diodes (due to the absence of dark current as well as elimination of 1/f 
noise in unbiased detectors), better detector performance is expected. 

2 Fabrication 

The nanoantenna-MOM diode sensors were fabricated on an oxidized (ox­
ide thickness: 1.5 um), around 625 um thick, 11-16 Q-cm, p-type silicon 
wafer with a single electron beam lithography step combined with double-
angle evaporation and oxidation. Tunnel junctions for the realization of 
single electron transistors have already been fabricated with this method 
[6]. During double-angle evaporation, the EBL-defmed pattern is shifted, 
and overlap between the two metal layers forms the diode (Fig. 1). 

3 0 . 0 k V X 1 6 

«.»i^j»;wi^jK 

Fig. 1. Electron micrograph of an Al-A^Os-Ti antenna-diode sensor (left). The 
overlap between the Al and Ti layers forms the MOM junction. 
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Table 1. Curvature coefficients of MOM diodes. 

Diode 

AI-AI2O3-AI 
Al-AbOs-Ti 
Al-Al.Os-Pt 
Al-Al203-Ni 

1 Ni-NiO-Pt 

Zero bias curvature (1/V) 

0 
0.3 

Peak curvature (1/V) 

1.5 
2 1 

1 1.3 1 
0.5 1 1 
3 n 1 

3 Experimental Results 

The current-voltage characteristics of the diodes were measured at a probe 
station. The first and second derivatives of the I-V curves were obtained 
from a third-order polynomial fit. 

We fabricated AI-AI2O3-AI diodes, that show symmetrical I-V charac­
teristics (Fig. 2). Furthermore, we fabricated asymmetrical Al-A^Os-Ti, 
Al-AbOs-Pt, Al-AbOs-Ni, and Ni-NiO-Pt diodes. The I-V curve of a Ni-
NiO-Pt diode is also displayed in Fig. 2. The oxidation was performed in 
air in all cases. The curvature coefficients of the diodes are shown in Table 
1. 

^ 0.5 

l-= 
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1 / 1 
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Fig. 2. Current-voltage characteristic of a symmetrical AI-AI2O3-AI diode (upper 
left) with its curvature coefficient (lower left), and I-V characteristic of an asym­
metrical Ni-NiO-Pt diode (upper right) with its curvature coefficient (lower right). 
The circles represent the measured data, and the line represents the fitted curve. 
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The visible and IR radiation were supplied by separate visible and infra­
red sources, respectively. The wavelength of the radiation was adjusted us­
ing a monochromator (bandwidth of radiation: 10 nm). The responses of 
the detectors were measured using a current preamplifier connected to a 
lock-in amplifier. The frequency-dependent response can be altered by 
changing the length of the vertical lines of the structure (Fig. 3). 

Fig. 3. Frequency-dependent responses of sensors with 0 um long (left) and 3 um 
long vertical lines (right). 

4 Conclusions 

In this paper we presented the fabrication method of ultrasmall, thin-film 
tunnel-junction infrared sensors. We found that a single electron beam li­
thography step combined with double-angle evaporation is a simple and 
stable process for realizing such devices. 

We measured the dc I-V responses of the diodes, and strongly nonlinear 
current-voltage characteristics have been achieved in nanoscale MOM di­
odes. These devices are promising for nanoantenna-based optical detec­
tion. 
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Summary. By means of a 2D Monte Carlo simulator, we analyze the static, dy­
namic and noise behavior of self-switching diodes and transistors, and provide 
considerations for the optimization of their downscahng process. 

1 Introduction 

Recently, a nanoscale unipolar rectifying diode based on electrostatic ef­
fects, so called self-switching diode (SSD), has been proposed [1]. This 
device provides a rectifying behavior without the use of any doping junc­
tion or barrier structure and can be fabricated with a simple single-step 
lithographic process. By adding a lateral gate contact, a nanometer self-
switching transistor (SST) can also be easily fabricated [2]. The down-
scaling of SSDs and SSTs to the deca-nanometer range is so simple that, 
together with the intrinsically high electron velocity of InGaAs channels, 
the fabrication of devices working in the THz range can be envisaged, as 
predicted by Monte Carlo (MC) simulations for the intrinsic cutoff fre­
quency of SSDs [3]. Even if parasitic resistances and capacitances degrade 
the intrinsic behavior, microwave detection with good enough sensitivity 
up to 110 GHz has been demonstrated experimentally at room temperature 
in arrays of SSDs [4]. When reaching so high frequencies, noise may be­
come a limiting factor for applications and requires special attention. In 
this work we will make use of a 2D MC simulator (employed previously to 
successfully model other nanoscaled ballistic devices [5, 6]) to analyze the 
high-frequency and noise performance of SSDs and SSTs. 

2 Device and Monte Carlo Model 

Fig. 1(a) shows an AFM image of a fabricated SSD, consisting essentially 
of a narrow channel, defined by etched trenches on an InGaAs/InAlAs wa-
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Fig. 1. (a) AFM image of a fabricated SSD, (b) geometry of the TV simulation 
domain, and (c) /-F curves for several channel widths. 

fer, with symmetry broken by the continuation of the trenches to the device 
boundary. Fig. 1(c) shows the I-V characteristic of the SSD sketched in 
Fig. 1(b). At equilibrium the channel is closed due to the depletion (poten­
tial barrier) induced by the surface charges located at the lateral walls. 
When V>0, the positive potential reaches the lateral regions of the channel, 
so that the barrier is lowered (or even removed) and the electron flow is al­
lowed (open channel). On the contrary, when V<0 the potential profile in 
the right part of the device is almost unchanged with respect to the equilib­
rium situation and the channel remains closed (inverse leakage current ap­
pears for too wide channels) [3]. 

For the analysis of these devices we make use of an ensemble MC 
simulator self-consistently coupled with a 2D Poisson solver. The model 
takes into account degeneracy, electron heating, surface charges appearing 
at the boundaries of the semiconductors in contact with dielectrics and 
accurate contact injection with appropriate statistics. 2D top-view (TV) 
simulations are used [5]. Here, the value of two important parameters must 
be carefully chosen: the background doping Nob (10^^ cm'̂ ) and the lateral 
surface charge density a (0.3x10^^ cm'^). The non-simulated dimension Z 
is estimated as Z=ns/Not "=^0'^ cm, with w^==10'̂ cm'̂ , typical value of sheet 
electron density in InGaAs channels [1]. Other details about the model can 
be found in Ref. 5. 

3 Dynamic and Noise Behavior 

The /-F curves of SSDs with W=50 nm and different channel lengths [Fig. 
2(a)] are shown in Fig. 2(b). To improve the current control, the width of 
the trenches is reduced to 5 nm (near the limits of up-to-date technology), 
thus achieving higher forward currents. Short-channel effects (like those of 
traditional FETs) appear when the aspect ratio of the channel (L/W) de­
creases, leading to the presence of an inverse leakage current, as observed 
in Fig. 2(b) for 1=100 nm [also in Fig. 1(c)]. The excellent intrinsic dy-
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Fig. 2. (a) Geometry of the simulated SSDs, (b) /-F curves for different channel 
lengths, and (c) dc current response to a sinusoidal voltage with amplitude of 0.5 
V as a function of frequency. 

namic behavior of these devices is illustrated in Fig. 2(c), which shows the 
dc current response as a function of the frequency of a sinusoidal input 
voltage with 0.5 V of amplitude. The intrinsic cut-off frequency of the rec­
tifying behavior of SSDs enters the THz range and, as expected, depends 
on the channel length, being lower for longer channels. Even if the para-
sitics degrade this intrinsic behavior, good performance in real devices op­
erating as detectors up to 110 GHz at 300 K has already been reported [4]. 

As an example of the noise behavior of SSDs, Fig. 3(a) shows the 
low-frequency current spectral density Sj{0), compared to 2qI, in an SSD 
with L=250 nm, W=50 nm and 5 nm wide trenches. Fig. 3(b) shows the 
Fano Factor, F=Sj{0)/2qI, together with the potential barriers for electrons 
flowing from cathode to anode and from anode to cathode (right and left 
directions, respectively). The barrier in the left direction is always large, 
while that in the right direction decreases until vanishing when the applied 
direct potential increases, thus providing the explained rectification. As 
long as the barrier has a significant value (higher than about 0.1 eV), the 
SSD displays full shot noise (both under direct and inverse bias) with F=l. 
When the direct bias is increased, the barrier from cathode to anode is 
lowered, the channel resistance decreases, and the diffusive accesses to the 
channel become more and more important in the total noise of the device. 
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Fig. 3. (a) S/O) and 2ql, and (b) Fano factor and potential barrier for electrons 
flowing from cathode to anode and from anode to cathode as a function of the 
potential applied to the anode in an SSD with 1=250 nm, ^=50 nm and 5 nm wide 
trenches, whose /-F curve is shown in the inset of (a). 
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Fig. 4. (a) Geometry of the simulated SST and (b) output characteristics. 

Si{0) thus showing an increasingly suppressed value with respect to full 
shot noise (F<1). When the barrier disappears, F takes a constant value of 
about 0.3, just related to the total resistance of the device. This specific 
value depends on the geometry of the SSD. In contrast, the appearance of 
full shot noise when the barrier is significant is independent of the device 
design as long as transport is ballistic or quasiballistic. 

With a small modification of the geometry of SSDs, a control terminal 
(lateral gate) can be implemented in the device, as shown in Fig. 4(a), thus 
becoming an SST. This third terminal, which acts as the gate of a typical 
FET transistor, controls the current flow through the channel, and leads to 
the output characteristics of Fig. 4(b). In the case shown, a wider trench 
between gate and channel is considered to avoid an excessive control by 
the gate that would cancel the rectifying behavior of the device. 
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Summary. A Monte Carlo scheme is described for simulating electron-phonon-
plasmon scattering in realistic high-A: gate stack Si MOSFETs that accounts for 
hot electron effects, modulation of the electron-phonon-plasmon scattering rates 
by the interface boundary roughness and inhomogeneity of the dielectric layers. 

1 Introduction 

There is strong industrial interest in implementing high-/r gate stacks with 
metal gates into decanano silicon MOSFET technology to allow physically 
thicker dielectrics in order to reduce the gate leakage (tunnelling) current 
prevalent in ultra-thin silicon dioxide in present Si MOSFETs. However, it 
has been pointed out [i, ii] that severe mobility degradation ensues because 
of the strong coupling of carriers in the channel to soft, surface optical 
(SO) phonons [iii, '^ in the vicinity of the high-K dielectric interface. Re­
cently, we have shown [ii] that for ideal interfaces and homogeneous di­
electrics it might be possible to offset the mobility degradation by a mobil­
ity enhancement that derives from using a strained silicon channel. 
Unfortunately, the electron-phonon-plasmon scattering in such structures 
is a complex process that involves the entire gate stack via the coupling of 
plasmons in the gate and substrate to the phonon modes. Because the re-
normalised phonon/plasmon energies and screening are sensitive to layer 
thicknesses the electron-phonon-plasmon scattering strength is modulated 
by the roughness of the interfaces. 
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Both the gate-dielectric interface and the dielectric/interfacial layer-
semiconductor interfaces will contribute to remote surface roughness ef­
fects. In addition there is evidence that many of the high-/f gate stacks dis­
play significant phase separation that will distort our assessment of the 
spatial dependence of the scattering rates (Fig.l). An understanding of the 
coupling problem also requires an evaluation of the effects of the variation 
of the carrier velocity dispersion (via electron temperature) between source 
and drain that acts to rnodulate the Landau damping of the coupled system. 

Fixed charge ^ ^ | H ^ E ^ ^ H Remote surface roughness 
Nfi^ fixed charge d e n s i t y ' ' ' « p H B | | | B W A: amplitude of roughness 
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Fig. 1. (a) Features of realistic high-/r gate stack MOSFETs - adapted from [v]. 
(b) Layer inhomogeneities at different cross sections in the stack. 

2 Monte Carlo Scheme 

We extend the formalism developed by Fischetti et al [i] to include an in-
homogeneous dielectric, interfacial layer and surface roughness at the dif­
ferent interfaces. The solution domain is partitioned into vertical rectangu­
lar columns located by discrete coordinates (X, Y) in the stack plane (see 
Fig. 2). Each column comprises blocks in which the material parameters 
are approximated as constant. Because of interface roughness and sepa­
rated phases the blocks are disjoint. Each vertical column labelled by {X, 
Y) is then treated as a slice through a stack of uniform layers from gate 
down to the channel. The screened SO phonon scattering rates for each 
column 7?(k,k';X,7) are then determined by the formalism in [1] assum­
ing a bare channel plasmon energy hco^iX.Y) and local electron tempera­
ture Te{X, Y) derived respectively from the averages of the electron density 
n{x, y) and temperature Te(x, y) over the channel block at (X, Y). Landau 
damping is computed from a hot electron Lindhard model. 
The full Monte Carlo scheme proposed here is compute intensive. How­
ever, simplifications may be made by using Fade approximants for the 
plasma dispersion function following [vi]. Coarse-graining the column 
widths also significantly reduces the complexity. This procedure is a good 
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approximation for the mobility-degrading SO phonon scattering but fails to 
capture the elastic boundary scattering off the rough silicon channel to in­
sulator interface. Boundary scattering is therefore treated by standard 
methods [vii]. The lowest order simulation uses a single column with aver­
aged interfacial layer dimensions and parameters to form the stack blocks. 

3 Polycrystallinity and Intrinsic Parameter Fluctuations 

Preliminary results show that strong parameter fluctuations in nano-scale 
MOSFETs are introduced by non-uniformity of the dielectric properties of 
the high-/f material due to random grain orientation (polycrystalline Hf02 
with different orientations of grains resulting in varying dielectric proper­
ties) and phase separation (HfOi crystallised in 'islands' within an amor­
phous Si02 matrix). Such variations in the film structure are shown in Fig. 
2a, which shows a plan-view TEM image of a HfSiO film, with phase 
separation. A 2D Fourier-Fractal model is shown in Fig. 2b. 
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Fig. 2a. Plan-view TEM image of a Fig. 2b. Stochastic dielectric pattern 
HfSiO film illustrating phase separation from 2-D Fourier-Fractal synthesis 
of the Hf and Si oxides. 

The structural fluctuations in the dielectric of the oxide lead to correspond­
ing fluctuations in the surface potential as illustrated in Fig. 3a. The par­
ticular random dielectric pattern in this particular case is shown in the 
plane above the device. The regions of high dielectric producing higher 
surface potentials, leading to fluctuations in the threshold voltage of nano-
scale devices as can be seen from Fig. 3b, where we show the ID-VG char-
acterisdcs for ten 50x50 nm MOSFETs clearly demonstrafing the spread in 
threshold voltages, modelled using Drift Diffusion. Also shown are the 
curves for a pure Si02 gate oxide and pure high-A: (above an interfacial 
layer) the limifing cases for the fluctuations. In all cases the physical gate 
oxide is 4 nm thick and degradation in subthreshold slope due to the re­
duced gate oxide capacitance when SiO: is employed is evident. 
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Fig. 3a. Electrostatic potential in a 
50x50 nm MOSFET showing the fluc­
tuations in surface potential due to the 
spatial variations in gate dielectric, 
shown in the plane above. 

Fig. 3b. ID-VG characteristics for 10 de­
vices with random dielectric pattern, 
and the limiting cases. 

4 Interfacial Oxide Layer 

We find that the rough interface boundaries gives rise to a random varia­
tion of the effective dielectric thickness that carries through into a modula­
tion of the electron-phonon-plasmon coupling and local phonon energies. 
This is illustrated by a simple single column Monte Carlo simulation for a 
gate stack consisting of a HfOa high-/c and a Si02 interfacial layer, similar 
to that illustrated in Fig 1. Fig. 4. show ŝ the variation in computed mobility 
versus oxide interfacial layer thickness with a constant inversion layer 
field of IMV/cm. 
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Fig. 4. Effective mobility within the channel as a function of the interfacial (Si02) 
layer thickness. 
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5 Electron temperature 

Electron heating at various locations in the device severely alters the influ­
ence of Landau damping on the plasmon modes. The variation of electron 
temperature along the channel thus provides an additional spatial modula­
tion of the scattering rates and quanta. The typical variation of Te is shown 
in Fig. 5 showing the Monte Carlo computed electron temperature for a 
degenerate channel in a 67nm effective channel length Si w-MOSFET [8]. 
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Fig. 5. Variation in electron temperature along channel for degenerate electrons in 
a Si n-MOSFET. VQ=VO^IV. Vertical dashed lines indicate the start and end of 
the metallurgical gate. 
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Summary. We present results of a numerical scheme through which different 
phonon scattering processes can be incorporated into the quantum mechanical 
simulation of semiconductor devices. This method allows the effects of different 
phonon processes to be seen individually and without resorting to the use of fitting 
parameters to approximate the correct physics. We find that phonon processes al­
low the carriers to reach higher energies than in the ballistic case modifying the 
output current. Further, we use the scattering model to approximate the ballistic-
to-diffusive crossover and find the distance to be much shorter than anticipated. 

In order to understand the operation of any type of semiconductor de­
vice, one must consider the effects of scattering. For many years, Monte 
Carlo has been the workhorse that has yielded great insight into the opera­
tion of a wide variety of semiconductor devices. The Monte Carlo tech­
nique handles scattering in a very natural way where quantum mechanical 
rates are derived from Fermi's Golden Rule and then applied to a distribu­
tion of electrons. However, Monte Carlo cannot account for the quantum 
effects that are seen in future devices. Therefore, other device simulation 
techniques, such as Green's fiinctions and scattering matrices [1,2], have 
been proposed which can account for the quantum mechanical effects in 
these devices in three-dimensions. 

In a manner similar to Green's function approaches, but more 
amenable to the site representation used in these methods, scattering can 
be computed on a mode basis and then transformed to the site basis. Here, 
we present results of the first implementation of separable phonon scatter­
ing rates in a three-dimensional, ftilly quantum mechanical, self-consistent 
device simulation. 

To simulate the devices in this paper, we begin by discretely dop­
ing the devices using a method that previously presented in [2]. Once the 
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devices are discretely doped, the dopant atoms are mapped back onto the 
solution mesh and the Poisson equation is solved for the initial guess at the 
potential. To include scattering in this approach, as in most semiconductor 
theory, we treat the scattering as weak. Hence, we can use the Fermi 
golden rule expression, equivalent to a first-order, non-self-consistent Bom 
approximation, for each scattering process and generate a real space self-
energy from it [3]. The scattering rates are then entered into the Hamilto-
nian for the three-dimensional recursive scattering matrix algorithm [2]. 
The quantum kernel is started with these scattering rates included and then 
the density obtained is then fed back into the Poisson equation for updat­
ing. This process is continued until a desired level of self-consistency is 
obtained. 

We now examine a system—a quantum wire transistor—where the 
quantum mechanical nature of the scattering matrices is needed to cor­
rectly characterize the system. In a system such as this, the phonon scat­
tering should have a more profound effect on the transport, as the reduced 
area of the wire should give rise to an enhanced overlap integral in the 
scattering calculations. In the system under consideration, the thickness of 
the silicon layer is 6.51 nm and the width of the channel is 8.15 nm. The 
length of the quantum wire that comprises the channel is 9.77 nm in 
length. Oxide barriers are placed on either side of the channel to simulate 
the appearance of a hard wall boundary that would be present in an actual 
experimental system. The source and drain of the device are 18.47 nm 
wide and 10.32 nm in length. The latter is discretely doped n-typt with a 
doping concentration of lxl0^^c/w"\ while the channel is undoped. The 
quantum wire that forms the channel of the device has metal gates on three 
sides to form a tri-gate type transistor. The gate oxide thickness (Si02) on 
this device is 1 nm. In this simulation, the temperature is taken to be 300 
K and the bias across the device is V^d = 0.6 V. 

In Fig. 1, we plot the I^- V^ curves for the ballistic and quasi-ballistic 
(only impurity scattering is present) case for an identical doping distribu­
tion. The main effect of the phonons on the system is to allow the elec­
trons propagating in the system to scatter to higher subbands, and then 
back again. This scattering allows the electrons to cross the source-
channel barrier at slightly lower gate voltage than in the ballistic case. As 
the gate voltage increases, the strong effect of the contacts on the charged 
quantum wire is that quantum interference begins to form in the ballistic 
case resulting from oscillations in the conductance. With phonon scatter­
ing present, electrons still show these oscillations, but they are damped by 
scattering. There are more conductance fluctuations of reduced magnitude 
as the phonon assisted curve has a slight dip near Fg = 0.45 V before it 
reaches a peak and begins to decline again. However, the ballistic curve 
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increases in typical exponential fashion before the carriers reach levels 
where they tunnel through the longitudinal states set up in the finite length 
of the quantum wire. 
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Fig. 1. Plot of the /d-Fg curves for the ballistic (solid) and quasi-ballistic (dashed) 
for an identical doping distribution with the drain voltage set to be V^ = 0.6 V. 
Here we see that the inclusion of scattering allows electrons to obtain higher ener­
gies that in the ballistic case leading to increased current flow at lower gate biases. 

In Fig. 2, we plot the phonon assisted ballistic to diffusive cross­
over length for two different drain voltages. In each device, the gate volt­
age of the channel has been fixed to Fg = 0.5 V to ensure that an inversion 
layer is present in the channel of the device. We find that at a drain volt­
age of Fd = 10 mV, the ballistic to diffusive crossover occurs when the 
channel reaches a length of approximately 1.42 nm (about 3 silicon atoms). 
This length is much smaller than previously thought which adds additional 
emphasis to the importance of scattering in these ultra small devices. Fur­
ther, we find that when the drain voltage is raised to V^= 100 mV, the bal­
listic to diffusive crossover occurs at approximately 0.87 nm, or just over 1 
silicon atom. This decline in the ballistic crossover length is due, in part, 
to the increased scattering of higher energy carriers as the drain voltage is 
increased. However, the reduced ballistic length is also due to scattering 
in the source of the device. The key part of the device is the source-
channel barrier. This barrier is not solely located in the channel of the de­
vice. Therefore, the carriers are undergoing some diffusive transport be­
fore they reach the channel. This undoubtedly effects the mean free path 
in the bulk material where the entire distribution function participates in 
the transport. 
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Fig.2. Ballistic to diffusive crossover length for three different drain voltages. 

In this paper, we presented results of a simple physical approach to in­
cluding separable scattering mechanisms as a self energy in real space. 
We find that the scattering due to phonons causes the electrons to scatter 
to/from higher subbands than previously available during simple ballistic 
transport. This modifies the output current by allowing electrons to reach 
and tunnel through longitudinal states set up in the finite length of the sys­
tem which causes oscillations in the conductance of the system, and the 
output current. We also find that the phonon assisted ballistic to diffusive 
crossover is approximately 1.42 nm at low drain voltages and decreases 
further at higher drain voltages to 0.87 nm due to enhanced scattering of 
the higher energy particles. 
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Summary. The aim of this paper is to study the effect on a Double Gate (DG) 
MOSFET of unintentional dopants located in the channel region using a ballistic 
2D self-consistent Non-equilibrium Green's function (NEGF) approach. The 
effect of mass anisotropy and the particular configuration of the unintentional 
dopant atoms on the ID-VG characteristic have been studied. 

1 Introduction 

Fabrication of CMOS transistors down to the nanometre scale is now 
possible [1]. At these dimensions quantum effects play an important role, 
introducing confinement effects and tunnelling. Unfortunately, intrinsic 
fluctuations in device characteristics, for example due to discrete dopants, 
do not average out on these scales. Therefore a self-consistent 2D Non-
Equilibrium Green's Function (NEGF) real space approach [2] has been 
used here to study some of the effects associated with randomly situated 
charges in the channel of a double gate MOSFET. The subject has been 
studied in the literature using other methods, however rigorous quantum 
mechanical techniques were not applied [3]. 

2 Results and Conclusions 

The simulated device is a Double Gate (DG) MOSFET with Inm oxide 
thickness. The channel length of the transistor is 12 nm which justifies the 
use of a ballistic approach. The channel body thickness is 5nm, the doping 
in the source and drain regions. No, is 10̂ ^ cm'\ and the background 
channel doping, NA, is lO '̂̂ cm'̂  Four devices which differ in the 
arrangement of three point charges in the transistor channel have been 
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considered in the calculation. We have used both multi-valley anisotropic 
(A) ([1 0 0] orientation) and isotropic (I) effective mass models and 
compared the results. Fig. 1 shows the potential for four different 
configurations of three dopants in the channel of the transistor at VG=1.5 

V. The source and drain are located at the left and right of every panel. The 
two gates are located at the top and the bottom of the panels. 

f 

• 
'mf^': 

> -o5 . S r i 

Fig. 1 The potential landscape (at FG=1.5V) for the four arrangements of the three 
charges in the channel: upper left panel (vertical configuration VCj, upper right 
panel (horizontal configuration HQ, lower left panel (symmetric triangle 
configuration ST), and lower right panel (triangle configuration TC) 

Fig. 2 shows the ID- VG characteristics of the four devices using isotropic 
and anisotropic mass models at Vp = 0.6 V. The threshold voltage for 
these devices with unintentional doping is over IV higher than the base 
device with a dopant-free channel (hence the lateral scale in Fig.2), 
however the magnitude of this shift is overestimated due to the 2D nature 
of the simulations. The device with VC arrangement produces the lowest 
current at high bias because the channel is completely blocked by the 
potential barrier created by the impurities, however there is a substantial 
tunnelling current in the subthreshold. In the HC arrangement of dopants 
the blocking of the current is very effective at low gate voltages but at high 
bias screening of the impurities reduces the effect and the current flow is 
concentrated close to the gates. The blocking by TC is very effective at 
low gate voltages but as the gate voltage increases the potential barrier 
decreases substantially because the charges are mainly located in the 
middle of the channel. The ST has two point charges very close to the 
source that block the current effectively and are less sensitive to the gate 
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voltage. Therefore the lo- Vg curve for the symmetric triangle is crossed by 
the ID- VQ curve for the case of the asymmetric triangle as can be seen in 
fig. 2. 
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Fig. 2 Shows the ID-VQ characteristics of the four devices (see Fig. 1) using the 
isotropic (I) and the anisotropic (A) mass models at Fo=0.6 V. 

The current for the A mass models are larger (up to 2 orders of magnitude 
in the subthreshold) than for the I mass models due to a smaller threshold 
voltage shift associated with the large effective mass components in the 
confining direction and the increase of tunnelling due to small effective 
mass components in the transport direction. The HC displays the largest 
difference in currents between the two effective mass models because of 
the high degree of confinement. At high gate voltage the differences in the 
ID-VQ curves between I and A models becomes smaller as the impurities 
are screened more and the confinement effects become less severe. For ST 
configuration Fig. 3 shows a comparison of the current density vector 
fields between the I and the A effective mass models. In the A mass model 
the current flow is more horizontal compared to the I mass model The 
current density Jy(x,y) at low gate voltage (FG=1.5 V) is illustrated in the 
right panel of Fig. 3 for the symmetric triangle configuration. It shows that 
the majority of the current flow is between the two foremost dopants 
followed by bifiircation of the flow around the farthest dopant. At high 
gate voltage (VG=2A V) the current flow concentrates close to the gates in 
two parallel streams that avoid the dopants. The left panel of Fig. 4 shows 
the electron density in the channel. A charge density of approximately 10̂ ^ 
cm"̂  is present in the dopant locations indicating electron tunnelling. 

In conclusion, we have correlated and compared (qualitatively) in detail 
the ID'VG characteristic of DG MOSFET with different dopant 
configurations using NEGF technique. The threshold voltage and the sub­
threshold ID-VG slope are strongly dependent on the particular arrangement 
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of unintentional dopants. The differences between the I and A models (up 
to 2 orders of magnitude) are strongly dependent on the specific charge 
configurations. There is significant tunnelling through the potential barrier 
created by the unintentional doping charge. 
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Fig. 3. The upper panels represent the current landscape (ST configuration at 
K(7=1.5 V) for I and A mass models respectively; the two lower panels show the 
current density vector field J. 
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Fig. 4 The electron density and the current density profile Jy respectively for the 
5r device using the A model at VG=2A V. 
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Wigner Function RTD Simulations with DMS Barriers 

H. L. Grubin 

Department of Physics, University of Connecticut 

Summary. We present spin dependent Wigner function simulations of barrier de­
vices containing dilute magnetic semiconductor (DMS) regions. Two situations 
are considered: the DMS layer transforms a single barrier structure into an effec­
tive two-barrier structure with NDC, and second the emitter and collector barriers 
both contain DMS layers. Transient behavior is also addressed. 

1 Introduction 

Interest in diluted magnetic semiconductors, whose lattice includes substi­
tutional magnetic ions, e.g. Mn ions in II-VI or III-V materials, is due to 
the huge Zeeman splitting of conduction and valence band electrons, and 
the consequent transport properties of high 'g' factor devices. These in­
clude the observation of spin and magnetic field dependent IV characteris­
tics of double barrier devices [1], suggesting the magnetic field can func­
tion as a 'pseudo' third terminal to two-terminal wired devices; the 
proposed spin superlattice [2]; a magnetic bipolar transistor [3]; a metal-
ferromagnetic semiconductor Schottky diode [4]. 

Understanding these devices requires measurement, theoretical analysis 
and simulation. The transport equations receiving most attention are the 
spin drift and diffusion equations [5] (SDDE). But for structures contain­
ing a few DMS monolayers 'spin-heterostructures' form and the SDDE 
without quantum corrections [6] is inadequate. Further, for barrier devices, 
and when transients are of interest, quantum statistical transport, e.g., the 
transient spin dependent Wigner or spin density matrix equations are re­
quired. It is within this context that is paper is written. We present new 
self-consistent Wigner simulation results for two n-type barrier devices: (i) 
a double barrier RTD with emitter and collector DMS barriers, and (ii) a 
single barrier device with an embedded DMS layer that transforms spin up 
transport into double barrier transport. Transients are also discussed. 
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2 The Spin Density Matrix and the Spin Wigner Function 

The spin Wigner functions can be obtained from [6], the density matrix 
[7], or other procedures. For the situation where the Zeeman [8] splitting 
lowers the spin up carrier energy, Schrodinger's equation, which governs 
the time dependence of the pure state Wigner function [9], is: 

a /W(x , -V \ 2m ' \0 - l ^ A ^ ( x , -
The potential energy includes the barrier and Poisson potential energies, 
^(x) = ju^g{\)B12, the vector potential contribution is ignored, as is the 
Landau energy level quantization, and the results are predicated on high 
'g' factors coupled to small magnetic fields. The + (-) symbol designate 
spin up (down) states. Generalizing the pure state Wigner function to in­
clude mixed states; treating electron transport within a simple relaxation 
time approximation with each spin distribution relaxing to an equilibrium 
spin distribution; ignoring spin-flip coupling for this study but including 
spin coupling through Poisson's equation; the Wigner function equations, 
which are solved using procedures in [10] are: 
ax(k,z,0 ^ x(k,z,/)-/,^(k,z) ^ hk, dfXKz.t) _ 

dt T m dz 

i f f , , JE,(Z-()-E,{Z*()-[\-

3 The Results 

The structures studied were (i) 70nm long with 5nm 300 meV barriers 
separated by 5nm, and (ii) lOOnm long with a single 15 nm 300 meV bar­
rier, containing a 5nm DMS region. Both structures incorporated central 
lO^Vm^ regions surrounded by lO^^W regions. GaAs parameters were 
used. For the double barrier DMS with modest, but identical Zeeman 
splitting in the barrier heights (the emitter and collector barriers were 20 
meV smaller (larger) for the spin up (down) carriers), we observed unequal 
concentrations of spin up and spin down carriers in the quantum well, and 
modest quantitative alterations in the IV, figure 1 (left panel). 

For the 100 nm single barrier device, figure 1 (second panel) with a 
centrally placed DMS layer, calculations were performed for a combina­
tion of 'g'-factor and magnetic fields such that the DMS region's barrier 
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was reduced (spin up), increased (spin down) by lOOmeV, 200meV, 
300meV, 310meV, and 400meV. The calculations with 300meV and 
310meV showed double barrier spin up resonances; the others didn't. 

bw^ 
Energy/kT 

-Up X Down Up + Down 

£^i^ 

^ * 

Energy/kT 

- Up )< Down Up + Down 

Fig. 1: IV for spin up carriers (circles) spin down carriers (crosses) and sum (dash 
line) for: (left panel) DBRTD with 20 meV modified barriers and (right panel) for 
a single barrier structure with a 5 nm embedded DMS layer with a 300 meV Zee-
man split. Current is normalized to lO'V/ml 

The results of figure 1 (second panel) display resonance for the spin up 
carriers but none for the spin down carriers. The charge distribution prior 
to the current drop back for the spin up carriers displays the standard char­
acteristics of double barrier resonance: as the bias increases there is a 
build up of charge in the quantum well as well as an accumulation of 
charge on the emitter side of the first barrier. The quantum well charge 
buildup continues as the bias increases. Resonance and the consequent 
drop in current are accompanied by a loss of charge in the quantum well 
and a corresponding increase in the accumulated charge on the emitter side 
of the first barrier (the 'notch' potential region). For the spin down carri­
ers, there is no accumulation of charge under the barrier; there is charge 
build-up on the emitter side of the barrier. 

NDC as displayed here is within steady state. For the single barrier 
structure we explored the NDC time dependence by attaching an oscillator 
circuit to the collector contact. The configuration studied was not condu­
cive to relaxation oscillations. For these calculations several cycles of the 
calculation were recorded and there was a continual decrease in the ampli­
tude of the oscillation. For a finite (zero) magnetic field and an oscillation 
period of 5 ps, the particle current displays (does not display) NDC. 
Weaker negative conductance was displayed at an oscillation period of 3 
ps. We have not determined the shortest period at which negative conduc­
tance is sustained. 
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4 Conclusions 

We have presented calculations indicating how a single barrier diode can 
be transformed into a resonant double barrier diode. Transient calculations 
indicate that NDC should persist for periods as low as 3 ps. The transition 
from single to double barrier transport is a indication that barrier diodes 
with DMS layers are capable of enhanced functionality. 
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Summary. Here we report on high field transport in GaN and GaN field effect 
devices, based on the rigid-ion model of the electron-phonon interaction within the 
Cellular Monte Carlo (CMC) approach, including quantum-mechanical effects. 
The calculated velocity is compared with experimental data from pulsed I-V 
measurements, where good agreement with experiment is found. We have applied 
the CMC transport kernel above to the simulation of the DC and high frequency 
characteristics of GaN MESFETs and AlGaN/GaN HFET devices. Various ef­
fects are considered, such as thermal heating and nonequilibrium phonons, in 
comparing with the dc and high frequency behavior of these devices. 

1 Introduction 

The group Ill-nitrides have received considerable attention in recent years 
for short wavelength optoelectronic and high power, high frequency elec­
tronic applications. These materials are generally wide-band gap materials, 
and can crystallize in both wurtzite and zinc-blende polytypes, although 
the former is the dominant equilibrium structure [1]. The high field trans­
port properties of these materials are still relatively less well understood 
compared to cubic semiconductors such as Si and GaAs. Recent experi­
mental studies of high field transport have indicated peak velocities in ex­
cess of 2-3xl0^cm/s in bulk GaN [2] and AlGaN/GaN heterostructures [3]. 

There are a number of theoretical investigations into the transport prop­
erties of wurtzite phase GaN, in particular based on full-band Monte Carlo 
simulation [4]. While these studies were the first full-band simulations of 
GaN, they used electron-phonon scattering rates based on deformation po­
tentials taken for other III-V zincblende materials in the absence of such 
information for the nitrides. 



134 S. Yamakawa et al. 

GaN/AlGaN heterostructure (or high mobility) field-effect transistors 
(HFETs or HEMTs) have been demonstrated [5], which have shown prom­
ising performance as microwave power devices. In this heterostructure 
system, there is a difference in spontaneous polarization between AlGaN 
and GaN, in addition to the strain due to the difference of lattice constants, 
giving rise to piezoelectric polarization. As a result, the discontinuity of 
the polarization at the interface results in a high density carrier without any 
intentional doping of the barrier layer. Typical sheet densities are on the 
order of 1-2x10^^ cm'^ which is an order of magnitude higher than con­
ventional AlGaAs/GaAs HFETs. An understanding of the limitations on 
the performance of such polarization induced channel devices due to 
transport and other non-equilibrium phenomena is critical to the improve­
ment of this technology for high power high frequency applications. 

In the present paper, we use a full-band Cellular Monte Carlo method to 
investigate high field transport in wurzite GaN using a microscopic ap­
proach to the electron-phonon interaction based on the rigid ion model, 
which is discussed in Section 2. We then combine this model with a multi-
grid field solver and an effective potential approach for quantum confine­
ment to simulate the performance of AlGaN/GaN HFETs in Section 3. Fi­
nally, we look at the frequency response of such devices, and compare to 
experimental data. 

2 Cellular Monte Carlo Model 

The electron-phonon interaction is obtained via the rigid pseudo-ion model 
[6]. The rigid pseudo-ion model calculates deformation potentials from the 
electronic band, the atomic pseudopotential and the phonon dispersion re­
lationship. This method gives full anisotropic deformation potentials with 
no arbitrary parameters. Here, the band structure of wurtzite phase GaN is 
calculated by the empirical pseudopotential method, with parameters taken 
from [3]. The full phonon dispersion is calculated using both a Keating po­
tential and valence-shell model. 

An anisotropic polar optical phonon scattering rate for wurtzite GaN is 
included in the simulation [7]. In wurtzite phase materials, both longitudi­
nal optical (LO)-like and transverse optical (TO)-like phonons interact 
with the electrons. Moreover, the high frequency dielectric constants are 
different along the a and c axes, resulting in anisotropic scattering rates. 
Piezoelectric scattering are also known to be strong in nitride materials due 
to the lack of the inversion symmetry, which is included as well. Crystal 
dislocations are another important effect for GaN semiconductor devices. 
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Elastic scattering rate due to threading dislocations, as well as ionized im­
purity scattering, are included in the transport model. 

A Cellular Monte Carlo (CMC) method is used to calculate the transport 
properties, in which the scattering rates for every initial and final state are 
tabulated over the Brillouin zone [8]. Figure la) shows the calculated ve­
locity-field characteristics for bulk GaN at 300K, with various mechanisms 
included, compared with the experimental data of Barker et al [2]. While 
the peak velocity is mainly determined by phonon scattering (deformation, 
piezo- and polar mode scattering), the low field region is primarily domi­
nated by elastic mechanisms including ionized impurity and dislocations. 
Recently, Ardaravicius et al. [9] have shown the potential importance of 
nonequilibrium hot phonons in GaN high field transport. We have in­
cluded hot phonons within the full band CMC using the same procedure, 
with the calculated results shown in Fig. lb. As can be seen, at high car­
rier densities, a strong effect is predicted due to hot phonons on the veloc­
ity field characteristics at high fields. 

100 200 300 
Field (kV/cm) 

100 200 
Field (kV/cm) 

a) b) 

Fig. 1. a) Calculated velocity-field characteristics including various scattering 
mechanisms based on the fully anisotropic rigid pseudo-ion model and b) effect of 
including nonequilibrium hot phonons for several different bulk densities. 

3 AlGaN/GaN HFET Simulation 

Figure 2a shows a schematic diagram of an AlGaN/GaN HFET device, 
simulated using the CMC model described in Section 2. This device cor­
responds to the experimental microwave power device reported by Lee et 
al [10] grown on a SiC substrate. Due to the strong polarization fields at 
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the heterointerface in this system, strong carrier confinement and quasi-
two-dimensional effects are important. 
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Fig. 2. a) Schematic diagram of the simulated HFET structure, b) Comparison of 
the interface charge density for various gate biases calculated self-consistently, 
and that calculated using the effective potential using ao as a fit parameter. 
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Fig. 3. a) Calculated 1-V with and without the effective potential compared with 
experiment [10] b) Transconductance versus gate bias for Vd=10 V. 

In the present approach, we account for quantum effects semi-
classically using the so-called 'effective potential' approach [11], in which 
the effective potential, Veff, is calculated as a convolution of a Hartree po­
tential, F, obtained from Poisson's equation, and a Gaussian function. In 
principle, the half-width of the Gaussian, ao, may be calculated from first 
principles. Here it is treated as a parameter to obtain the best least square 
fit between the charge density coming from the solution of the self-
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consistent ID Schrodinger-Poisson equation, and the density using the ef­
fective potential. Figure 2b shows the comparison for several different 
gate voltages. Replacing the solution to the 2D Poisson equation with the 
effective potential at each time step, the current-voltage characteristics 
were simulated and compared with the experimental DC characteristics as 
shown in Fig. 3. The experimental curves show some evidence of self-
heating at high source-drain bias due to power dissipation; however, ther­
mal simulation shows that the temperature rise in the channel is relatively 
weak for this particular structure. As can be seen, good agreement is ob­
tained when the effective potential model is included, both in the I-V and 
transconductance versus gate voltage. 
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Fig. 4. Simulated short-circuit and unilateral power gain versus frequency a) with­
out thermal or hot phonon effects b) with hot phonons in channel only. 

We have simulated the frequency response of the device simulated in 
Fig. 3a using both Gaussian pulse and sinusoidal excitation in the CMC. 
The experimentally measured cutoff frequency,/r= 44GHz, and maximum 
frequency of oscillation, /max""84 GHz, are considerably lower than that 
simulated in Fig. 3a. /^ax is dependent on several parasitic effects not in­
cluded in the CMC simulation explicitly, particularly non-zero gate resis­
tance at high frequency. However, the degradation of/r is not well under­
stood. We have attempted to account for the effective reduction of the 
channel velocity through inclusion of hot phonon effects at the interface. 
This effect is difficult to incorporate as it is not only strongly k-space de­
pendent, but strongly spatially varying as well. Here we overestimate this 
effect by assuming one average phonon distribution over the entire chan­
nel, with the resulting frequency response shown in Fig. 3b, which is 
closer. However, inclusion of hot phonons also degrades the DC I-V char­
acteristics at the same time, hence cannot provide a universal explanation 
for the discrepancy between predicted and measured cutoff frequency. 
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Impact Ionization and High-Field Electron Transport 
inGaN 

A. Kuligk, N. Fitzer and R. Redmer 

Institute of Physics, University of Rostock 

Summary. Ab initio band structure calculations were performed for GaAs, GaN, 
and ZnS within density functional theory to determine the impact ionization rate 
and the high-field electron transport characteristics. The drift velocity, mean ki­
netic energy, valley populations, and the ionization coefficient are gained from 
full-band ensemble Monte Carlo simulations. A pronounced influence of the band 
structure is found for all materials. Results are shown here for GaN. 

1 Ab initio Impact Ionization Rate 

We have performed electron structure calculations for GaAs, GaN, and 
ZnS within density functional theory (DFT) by using an exact exchange 
formalism with a local density approximation for correlations (EXX-LDA) 
as outlined in Refs. 1-3. All calculations use norm-conserving Troullier-
Martins-type EXX-LDA pseudo-potentials. The 3d electrons are part of 
the frozen core. Results for the band structure and density of states (DOS) 
for GaN are compared with the empirical pseudopotential method (EPM) 
in Fig. 1. The EXX-LDA schema reproduces the experimental band gaps 
and also yields good agreement with recent GW results based on EXX-
LDA calculations in the optimized-effective potential approach (OEPx) [4] 
for the first conduction band. The OEPx method includes the d electrons as 
valence electrons. Pronounced differences between the EXX-LDA, EPM, 
and OEPx schemas are obtained for the location of the valleys and the 
higher conduction bands which will affect the high-field electron transport 
characteristics. The EXX-LDA and EPM band structures are used in cal­
culations of the microscopic impact ionization rate and in full-band en­
semble Monte Carlo simulations. 

In the process of impact ionization, an energetic conduction band electron 
impact ionizes a valence band electron. We apply Fermi's golden rule to 
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evaluate the impact ionization rate (IIR) and consider direct, exchange, and 
umklapp processes up to 6̂^ order. The respective integrals are calculated 
on a grid in the Brillouin zone taking into account a total of 11901 points. 
The resulting IIR is strongly asymmetric in k-space; for details, see Ref. 3. 
We show here the energy-averaged IIR for GaN in Fig. 2. 

X 0.5 1 1.5 

DOS [(eV)''atom '] 
6 7 8 9 
Energy [eV] 

Fig. 1. Band structure in GaN: EXX-
LDA and EPM [3] are compared with 
recent GW GEPx results [4]. 

Fig. 2. IIR in GaN: EXX-LDA and 
EPM results [3] are compared with 
EPM calculations of Kolnik et al. [5]. 

For low energies near the threshold, the EPM and EXX-LDA results coin­
cide. The steep increase of the EXX-LDA rate at about 5.75 eV stems from 
contributions of higher bands and the second maximum of the DOS in this 
region. The EXX-LDA rate is still higher than the EPM rate for higher en­
ergies which leads to an efficient 'cooling' of hot electrons. 

2 High-Field Transport and Ionization Coefficient 

The high-field electron transport properties are studied by full-band en­
semble Monte Carlo (EMC) simulations; for details, see Refs. 6-7. Again, 
discretization is performed in the Brillouin zone such that a total of 33861 
points is considered in the simulations. The ensemble is represented by 
64000 electrons in an external electric field. Scattering processes are 
treated by a Monte Carlo method at every time step; the average is per­
formed over the steady final state at the end of the simulation. We take into 
account electron-phonon interactions (acoustic and optical nonpolar, polar 
optical, nonpolar intervalley) as well as inelastic electron-electron scatter-
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ing (impact ionization), see above. The simulations provide electron distri­
bution functions, drift velocities, average energies, and valley populations 
as function of the applied electric field strength; for details, see Ref. 8. 
As an example, we show the drift velocity in GaN in Fig. 3. The EXX-
LDA yields an effective mass which is about three times higher than that 
derived from the EPM. Furthermore, the neighbouring valleys at the F and 
X point are not distinctive as in the EPM. As a consequence, the drift ve­
locities are smaller than the other data [9-11] shown in Fig. 3 and the 
population of the neighbouring valleys sets in only at high field strengths. 
This leads to a less pronounced maximum of the drift velocity which is 
also shifted to higher field strengths. 

IO'F '— ! ^— J lo'i 

0.4 0.6 0.8 
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Fig. 3. Drift velocity in GaN [8]: EXX-
LDA and EPM results are compared 
with EPM calculations of Kolnik et al. 
[9] and experimental data of Barker et 
al. [10] and Wraback et al. [11]. 

Fig. 4. Ionization coefficient in GaN 
[8]: EXX-LDA and EPM results are 
compared with EPM calculations of 
Kolnik et al. [12] and Oguzman et al. 
[13] along highly symmetric lines. 

The calculated IIR and the electron distribution function derived from the 
full-band EMC simulations are used to determine the ionization coefficient 
a dependent on the applied field strength. Results are shown for GaN in 
Fig. 4. The EXX-LDA results show a slightly smaller increase with the 
field than the EPM-based calculations which were performed along highly 
symmetric lines [12-13]. Although the microscopic IIR in EXX-LDA is 
higher than the EPM rate, the high-energy tail of the electron distribution 
function (which is relevant in calculating a ) is depopulated accordingly, so 
that the respective ionization coefficient is smaller than the EPM result for 
high field strengths. 
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We conclude that details of the band structure, especially the effective 
masses and the location of the neighbouring valleys and of the higher 
bands, are crucial for the IIR, the drift velocity, and the ionization coeffi­
cient in wide band gap semiconductors. Results for GaAs and ZnS are 
given in [8]. The influence of the d electrons which are part of the frozen 
core in the present calculations has to be studied in more detail. GW cal­
culations within the LDA [14] show a lowering of the gap energies when 
including the d electrons as valence electrons. The same behaviour is also 
found in GW calculations within the OEPx schema [4], see also Fig. 1. 
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Gallium nitride (GaN), aluminum nitride, indium nitride (InN), and their 
alloys have long been considered as promising materials for device appli­
cations. Recently, growth of high quality InN as well as InxGai.xN have 
been demonstrated. In particular, progress in the manufacturing of very 
high quality, single-crystal InN thin films has opened up a new challenging 
research avenue in the Ill-nitride semiconductors. In contrast to earlier be­
liefs, it has recently been found that InN has a relatively narrow bandgap, 
only -0.8 eV. Consequently, it is expected that InN has the smallest effec­
tive mass of the III-N semiconductors. As a result, very high electron mo­
bility and a very large saturation velocity are expected. Recent single-
particle Raman scattering, supported by ensemble Monte Carlo simulations 
suggest that steady velocities of the order of 5 x 10̂  cm/s can be found in 
high quality, single crystal wurtzite films of InN [1]. Here, we report on 
these calculations for the transport and properties of the non-equilibrium 
longitudinal optical phonons. We use a high quality, single-crystal wurtz­
ite InN film grown on GaN and study the transport with picosec-
ond/subpicosecond Raman spectroscopy. The built-in polarization and 
piezoelectric stress lead to an electric field of -80 kV/cm in the sample, 
which is oriented in the growth direction. From the Raman data [1], we 
can determine not only the average velocities (the drift velocity), but also 
the distribution function of the carriers along the field direction. Individ­
ual electrons with velocities up to 2 x 10̂  cm/s and a transient electron 
drift velocity as high as (7.5+0.5) x 10'' cm/s have been observed at T = 
300 K. As mentioned, these results are compared with ensemble Monte 
Carlo (EMC) simulations and reasonable agreement is obtained. While de-



144 K. T. Tsen et al. 

tails of the exact conduction band structure and the intervalley coupling 
constants are not known, we can vary these to determine the sensitivity of 
the results to these factors. From these transient Raman studies, we have 
found that InN should provide considerably higher velocities, including 
overshoot velocity effects, than the comparable values in InGaAs. In addi­
tion, our experimental results on non-equilibrium longitudinal optical pho-
nons strongly support a bandgap of around 0.8 eV in InN [2]. This also 
suggests that 0.8 eV-luminescence recently observed recently is due to a 
direct bandgap emission. 

The sample studied in this work is a thick InN film grown on HVPE 
GaN template by a conventional MBE technique [3]. The excitation laser 
source is a DCM dye laser which is synchronously pumped by the output 
of the second harmonic of a cw mode-locked YAIG laser. The single-
particle scattering (SPS) spectra were taken in the Z{X,Y)Z scattermg 
configuration where A^= (100), 7 = (010), Z = (001) so that only the SPS 
spectra associated with spin-density fluctuations were detected. The de­
tails of the sample growth and the measurement techniques are given in 
[4]. Raman pulse half-widths of 0.6 ps and 10 ps were used to compare 
the fast non-equilibrium behavior with the slower "steady-state" behavior. 

To compare with the experiment, we have analyzed the velocity and the 
z-axis distribution function with an ensemble Monte Carlo process. Here, 
we use a multi-valley formalism for the conduction band [5], similar to 
that used in other semiconductors [6]. Unfortunately, we do not know 
many of the important parameters of InN, which complicates the analysis 
considerably. Nevertheless, we can say some things about the likely struc­
ture of the conduction band. We use the latest estimate of the effective 
mass of 0.045wo and a band gap of 0.75 eV, although the computed results 
are not sensitive to this latter parameter. The carriers are optically injected 
into the conduction band from a photon source of 1.92 eV, and then evolve 
under the z-axis electric field of 80 kV/cm. One primary result of the cal­
culations is the z-axis velocity distribution function, which measures the 
properties of the carriers in the F valley. Because of this latter point, we 
find that these results are not sensitive to the separation between the F val­
ley and the subsidiary valleys of the conduction band. We take a value of 
2.5 eV for this parameter. 

In Fig. 1, we compare the measured z-velocity distribution function 
(VDF) with that calculated from the Monte Carlo process for two different 
values of the nonparabolicity factor a. Here, we use 0.4 eV'̂  and 0.5 eV"^ 
which are thought to be the most likely value [1]. There is little difference 
between the two, although the smaller value of a leads to a higher velocity 
in the VDF. In both cases, the main peak lies higher than that seen ex-
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perimentally. On the other hand, the estimated average velocities of the 
carriers in the F valley compare well with those determined from the ex­
periment, as is shown in Table I. 
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Fig. 1. Comparison of the calculated velocity distribution function with the ex­
periment for the 10 ps pulse (a) and the 0.6 ps pulse (b). 

Table I. Estimated F-Valley Velocities 

Measure 10 ps pulse 0.6 ps pulse 

Raman data 
EMC (a = 0.4) 
EMC (a = 0.5) 

5.1±0.8 X 10̂  cm/s 7.5±0.5 x 10̂  cm/s 
6.13±0.23 X 10̂  cm/s 7.07±0.79 x 10̂  cm/s 
5.26±0.26 X 10̂  cm/s 6.06±0.62 x 10̂  cm/s 

From the above data, it seems clear that value of a = 0.4 seems to give 
better agreement, particularly with the short pulse data. The uncertainty in 
the long pulse data could support either estimate for the velocity. In either 
case, it is clear that very high velocities can be obtained by the carriers in 
the F valley of InN, which suggests that this material is a good candidate 
for high frequency applications. 

The difference between the 0.6 ps and 10 ps pulse data lies in the over­
shoot velocity that the carriers, within the F valley, experience in the high 
electric field. This occurs even with the dominant Ei and Ai polar mode 
intravalley scattering. But, for this to be seen in the data, this scattering 
cannot be too efficient. We also note that there are significant numbers of 
carriers above 2x10^ cm/s in both distributions. Carriers, whose veloci­
ties lie in the range of 2-3 x 10̂  cm/s, have energies of 0.6-1.6 eV for a = 
0.4 QV'\ but the upper velocities are unobtainable for larger values of this 
parameter. This, of course, assumes that the k*p-derived hyperbolic band 
model applies throughout the energy range, which is unlikely. On the 
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other hand, were an inflection point in the energy band present (as pre­
dicted for GaN [7]), above which the velocity began to decrease with in­
creasing energy, these high velocities also would not be observable, since 
this represents a dramatically increasing nonparabolicity parameter. The 
very high velocities seen in the short pulse Raman data remain a poorly 
understood phenomena. On the other hand, the fact that the main peak is 
calculated to be too high in the long pulse data is likely due to the neglect 
of the intravalley deformation potential scattering due to the Bi and E2 
phonons, as these are normally thought to be much weaker than the polar 
mode scattering. In addition, we have neglected the carrier-carrier scatter­
ing which broadens the distributions. 

Finally, we note that varying either the position of the satellite valleys or 
the coupling to the satellite valleys tends to change the amplitude of the 
velocity distributions, due to changes in the number of carriers in the T 
valley, but does not change the shape of the distribution. Hence, these 
measurements cannot shed any light on these parameters. 

The work at ASU is supported by the National Science Foundation (DMR-
0305147) and the Office of Naval Research. The work at Comell is supported by 
the Office of Naval Research and the Lawrence Berkeley Laboratory. 
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Summary. It is shown that in nitrides the instabilities based on the transit-time 
resonance inside the optical-phonon sphere of momentum space as well as the in-
tervalley transfer of electrons can be realized in the TeraHertz frequency region. 
In both cases the maximum frequency of the instability is proportional to the ef­
fective rate of polar optical phonon emission. 

1 Introduction 

Various applications of nitride-based devices in micro- and optoelectronics 
[1] demand evaluations of high-frequency (HF) behavior of hot carrier 
dynamics and transport. From the theoretical point of view, this can be 
done by considering the spectral behavior of the linear response (e.g. dif­
ferential mobility of carriers, admittance and impedance of devices) and 
velocity/current/voltage noise in a wide frequency range. The aim of this 
work is to present Monte Carlo (MC) simulations of HF behavior of hot 
carriers in nitride-based bulk materials and structures favorable for Tera­
Hertz (THz) applications. Since nitrides belong to the group of many-
valley polar semiconductors, the main features of their HF behavior are 
determined by the effect of electron heating in applied electric fields. 
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Fig. 1. Spectra of real part of the differential mobility as obtained by Monte Carlo 
simulations of: (a) optical-phonon transit-time resonance in InN at T=10 K, and 
(b) Ridley-Watkins-Hilsum-Gunn effect in GaN at T=300 K. 

These effects can be subdivided into two main regimes: (i) heating con­
trolled by polar optical phonon (POP) emission, and (ii) onset of interval-
ley transfer due to electron runaway. As shown below, both the regimes 
can be favorable for THz generation. In the former case, the HF instability 
can be realized due to the repeating ballistic-like motion of electrons in the 
passive area of momentum space where POP emission is absent. Such a 
dynamics leads to the appearance of negative differential mobility (NDM) 
in the restricted frequency range near the so called optical-phonon transit-
time resonance (OPTTR) frequency [2]. In the latter case, electron transfer 
to upper valleys and associated NDM (the so called Gunn-instability) take 
place. 

2 Monte Carlo Simulations 

Numerical simulations are performed by the single-particle MC method as 
reported in [3]. All the models used here assume a conduction band 
consisting of three types of spherical, symmetric, and non-parabolic val­
leys. Furthermore, ionized impurity, polar optical phonon, piezoelectric 
and deformation acoustic phonon scatterings in each valley as well as all 
inter-valley transitions are taken into account. To compare the above 
regimes of instability. Figs. 1 and 2 show, respectively, the real part of the 
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Fig.2. (a) Amplification band (area of dynamic NDM) due to OPTTR in bulk ni­
trides (T=10 K, n=10'̂  cm"̂ ), and (b) cutoff frequency of static NDM due to in-
tervalley transfer (T=300 K, n=10'̂  cm'̂ ). The electric field and frequency are 
normalized to characteristic parameters of the POP emission: Eop= 99, 257 and 
826 kV/cm and Vop= 4.71, 8.96 and 17.86 THz for, respectively, for InN, GaN, 
and AIN. For comparison points show results of experimental observation of ma-
ser generation in InP at 10 K [4] (Eop=15.2 kV/cm, Vop =1.23 THz). 

differential mobility spectrum and the characteristic frequencies of the in­
stability calculated for bulk nitrides. Figure 1 illustrates the difference be-
tw êen the dynamic and static NDMs, when, respectively, negative values 
of the differential mobility appear only near a separated frequency 
(OPTTR frequency in Fig. 1 (a)) or in the whole low-frequency region 
(Gunn instability, Fig. 1 (b)). The normalization of the applied electric 
field and frequency in Fig. 2 to the characteristic parameters of the POP 
emission, Eop and Vop [4], is used to emphasize the similarity of these ef­
fects in nitrides. Here, the characteristic frequency Vop is obtained from the 
POP emission rate X{^) expressed as: 

where h cOop is the optical phonon energy and 8 the carrier kinetic energy, 
and the field Eop̂ Vop Pop/e is determined as the effective electric field in 
which an electron starting from the energy 8 = 0 reaches the passive area 
boundary with momentum, pop=(2m*/? cOop)̂  ,̂ m* being the electron effec­
tive mass, during the time Vop̂  The degree of maximum similarity is 
achieved in the OPTTR case, since in this case the characteristic features 
are determined by the POP emission parameters only. For the NDM asso-
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ciated with the Gunn-effect, a qualitative agreement among different ni­
trides still exists. In particular, the threshold field for the onset of the static 
NDM, Eth ^ Eop/2, is determined by the electron runaway from the POP 
emission. However, due to extra parameters related with the upper valleys, 
the difference between curves associated with different nitrides becomes 
more pronounced. As follows from Fig. 2, in nitrides a general rule can be 
formulated as following: for both instabilities the higher the Vop the higher 
the generation frequencies (that is AIN for the case of 3D-bulk materials). 
It is worthwhile to underline, that in the case of the OPTTR, the maximum 
generation frequency can be increased further (up to five times with re­
spect to the 3D case) by using the advantages of lateral transport in 2D ni­
trides-based structures (see, e.g., [6,7]). Another possibility is related with 
the vertical transport in n^nn^-like structures where the self-consistent 
electric field can improve the realization of instabilities. Such a situation 
has been found to occur in submicron and overmicron n^nn^ InN structures 
[8-10]. In conclusion, nitrides are proven to be promising materials to ob­
tain devices working in the THz frequency range because of the high en­
ergy and large electron coupling of their polar optical phonons. In particu­
lar, both low and high temperature conditions can be favorably exploited 
to this extent. 
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Summary. Experiments on channels with a high-density electron gas illustrate 
possibilities to control hot-phonon effect through variation of channel composi­
tion, growth conditions, and electron density. 

1 Introduction 

Two-dimensional electron gas (2DEG) channels support excellent high 
power performance of GaN HEMTs at microwave frequencies [1-3]. After 
a suitable deembedding procedure, the transistor cutoff frequency yields 
the electron drift velocity [1,4]. The resultant values at high electric fields 
(1.3-10^ cm/s [1], 1.5-10^ cm/s [3], 1.2-10' cm/s [4]) are below the results 
of either traditional Monte Carlo simulation [5] or time-of-flight experi­
ments [6]. Other techniques yield the velocities ranging from MO' cm/s 
[7] to 3-10^ cm/s [8]. When channel self-heating is avoided [7], the non-
equilibrium optical phonons (termed hot phonons) are expected to limit the 
drift velocity in a high-density 2DEG channel [9-11]. The paper considers 
how to reduce the excess friction caused by hot phonons. 

2 Dependence on Electron Density 

The dependence on electron density of the hot-phonon-induced friction has 
been calculated for electrons interacting with LO phonons in bulk GaN 
[10]. The saturated velocity increases as the electron density decreases. A 
similar dependence is obtained experimentally: the transistor cutoff fre­
quency (and the drift velocity) increase when the electron density de­
creases as the channel pinchoff is approached [4]. However, the calculated 
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velocity reaches 1.2-10^ cm/s at 5-10̂ ^ cm'̂  [10] while the estimated elec­
tron densities are much higher in 2DEG channels (-10^^ cm'^). The misfit 
can be excluded if a shorter hot-phonon lifetime is assumed. 

3 LO-Phonon Lifetime in a 2DEG Channel 

Pump-probe Raman scattering is the standard way to measure hot-phonon 
lifetime [12]. The lifetime is ~3 ps in GaN at room temperature [13]. Since 
the Raman scattering has never been used to measure the lifetime in a 
2DEG channel, the technique based on analysis of microwave noise is 
proposed [9]. Figure 1 shows that the lifetimes in 2DEG channels [9,14] 
are shorter than those in bulk samples (circles, diamond, star) [12,13,15]. 
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4 Dependence on Channel Composition 

The hot-phonon effect depends on the ratio Neff/No (No is the equilibrium 
occupancy). The microwave noise experiments allow one to estimate the 
effective occupancy iVeff of the phonon states involved into the electron-
LO-phonon interaction. The ratio N^ff/No for AlInAs/GalnAs/AlGaAs [14], 
4H-SiC [15], and AlGaN/AlN/GaN [16] is under comparison in Fig. 2. At 
a fixed electron temperature, say at T^ = 1000 K, the ratio N^n/No is large in 
Sic and small in InGaAs: thus, lighter channels demonstrate a stronger 
hot-phonon effect. An approximately linear function holds for the depend­
ence ofNeff/No on the reciprocal mean mass of atoms in the channel. 
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5 Dependence on Growth Conditions 

Figure 3 shows the hot-phonon lifetime estimated from the noise experi­
ments [17] on nominally "identical" heterostructures grown and processed 
at Cornell University. The shortest lifetime is obtained for the MBE-grown 
channel (squares). Triangles stand for different samples cut form the same 
MOCVD-grown wafer. Neighbor samples show similar lifetimes (up and 
down triangles), remote samples show different lifetimes (open and closed 
triangles). While the low-field current coincides for different samples 
(Fig.4), the high-field current is higher if the lifetime is shorter [18]. 
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Fig. 3. Hot-phonon lifetimes deduced Fig. 4. Current-field dependence for 
from microwave noise data [17]. the remote MOCVD-grown samples. 
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Summary Based on the density matrix approach, the electric-field-induced spin 
polarization and depolarization is studied for lateral superlattices with spin-orbit 
coupling. We focus on nonlinear field effects. The striking analogy between the 
spin polarization and charge carrier transport is emphasized. 

1 Introduction 

Presently, much interest is devoted to studying device applications in the 
field of spintronics, which has stimulated the investigation of spin-orbit in­
teraction in low-dimensional semiconductor heterostructures. Various me­
chanisms are under discussion that allow manipulations of the spin degree 
of freedom. One of the main objectives in this fast developing field of spin 
electronics is the treatment of all-electrical nonmagnetic mechanisms that 
allow coherent manipulation of electron or hole spins without the applica­
tion of magnetic fields and magnetic materials. Two mechanisms are 
widely discussed in the literature, which permit the generation of a mag­
netization by exclusively applying an electric field to semiconductors with 
spin-orbit interaction: the spin-Hall effect [1] and the spin accumulation 
[2]. The spin-Hall effect gives rise to a transverse magnetization at the 
sample boundaries of a two-dimensional electron gas (2DEG) in the pres­
ence of an electric field. In contrast, the field-induced spin accumulation 
leads to a homogeneous in-plane magnetization. Another pure electronic 
mechanism is proposed in this paper, namely the spin depolarization due to 
field-induced resonant tunnelling. 
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To our knowledge, both the spin-Hall effect and the current-induced 
spin accumulation have been studied only in the linear response regime. 
Despite the exciting progress in this field, there are only few studies of 
nonlinear spin phenomena under nonequilibrium conditions. It is therefore 
the objective of this paper to consider nonlinear electric field effects in 
semiconductor heterostructures with spin-orbit coupling. Nonlinear field 
effects are most pronounced in superlattices (SLs) with a large lattice con­
stant d and high Bloch frequencies Q.=QEd/fi (E denotes the electric field 
strength). To be more specific, we focus on biased lateral SLs with a 
strong potential modulation along the x axis as fabricated, e.g., by the 
cleaved-edge overgrowth technique. 

2 Basic Theory and Numerical Results 

Let us treat a tight-binding model for carriers moving in the x-y plane. 
They are subject to electric (E) and magnetic (B) fields as well as the spin-
orbit interaction. The Hamiltonian of the biased lateral superlattice has the 
form 

fc,cr k (7,G' 

/c,cr 

where k={kx,ky) denotes the in-plane quasimomentum. The fight-binding 
dispersion relafion of the SL is given by 

ei,2(fe) - e{k) T g^f^sB^, e{k) =- [1 - cos{k^d)] + e{ky), 

where A, //B, and g* denote the width of the lowest miniband, the Bohr 
magneton, and the Zeeman factor, respectively. The off-diagonal element 
J(k) of the spin-orbit coupling 

J{k) = [m''Vy{k)a + 6 ]̂ + ^ [m*V:j,{k)a - by] , ^^^ 

is calculated from the components of the drift velocity. The Rashba cou­
pling is denoted by a, and bx,y=g*ju^x,xJ2. The Hamiltonian in Eq. (1) is 
used to derive the kinetic equations for the spin polarization vector Tr(/a) 
with/being the density matrix and a the vector of the spin matrices. 

First, let us consider the spin polarizafion that results from the Zeeman 
splitting of a transverse magnetic field. The addifional applicafion of an 
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electric field may lead to intersubband tunnelling that strongly mixes dif­
ferent spin states. The description of this tunnelling-induced spin depolari­
zation requires a non-perturbative treatment of the electric field. Applying 
a canonical transformation, the Hamiltonian in Eq. (1) is exactly diagonal-
ized. For weakly coupled SLs, the kinetic equations for the transformed 
density matrix are analytically solved. We focus on inelastic scattering on 
polar-optical phonons. Results for the out-of-plane magnetization ^ as a 
function of the electric field are shown in Fig. 1. 

Ss 16 17 18 19 

Electric Field [kV/cm] 

Fig. 1. Out-of-plane spin polarization/- for A=0 (dashed line) and A=100 meV 
(solid line). Parameters used in the calculation are: ^=10 T, T=ll K, d=\0 nm, 
and a=10'^ eVcm. The cyclotron-Stark resonance is marked by a vertical line. 

When the barriers are very thick so that tunnelling is absent (A^O), the 
spin polarization becomes independent of the electric field and completely 
determined by the perpendicular magnetic field (dashed line). For SLs with 
a finite miniband width (A^̂ O), resonant tunnelling can occur that leads to a 
strong depolarization at the cyclotron-Stark resonance (solid line). This an-
tiresonance develops a sharp 5-like shape, when the Rashba coupling ap­
proaches zero. Furthermore, with increasing temperature T, the field-
induced spin depolarization at the tunnelling resonance decreases [3]. 
An electric field cannot only destroy, but also induce a spin polarization. 
Let us treat nonlinear effects in the spin accumulation induced by dc and 
ac electric fields [£'(/)=£'dc+£'acCos(coO]. Again, we are going to carry out 
analyfical calculations to a late stage by focusing on the main physics. We 
prefer to partly diagonalize the Hamiltonian in Eq. (1) and to solve the ki­
netic equations for the density matrix in the relaxation-time approximation 
[4]. Results for the current-induced in-plane magnetization are shown in 
Fig. 2. 
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Fig. 2. Spin polarization/. for '̂aĉ 'O (dashed line) and £aĉ O (solid line, Qac/co=2). 
The positions of photon resonances are marked by vertical lines. Parameters are: 
A=100 meV, T=4 K, a=5 10'̂  eVcm, Vac=l THz, and a quasi Fermi energy of 
SF=100meV. 

A constant electric field induces a magnetization, the lineshape of which is 
very similar to the Esaki-Tsu current-voltage characteristics of conven­
tional SLs. When the SL is exposed by an additional radiation field, pho­
ton resonances appear in the spin polarization. Furthermore, when the THz 
irradiation becomes sufficiently strong, a field-induced reorientation of the 
magnetization appears. This effect has its complete analogy in the field of 
spinless carrier transport by the appearance of absolute negative currents. 
This analogy extends also to dynamical localization and delocalization 
studied in the transport theory of SLs. Taking into account quantum cor­
rections, tunnelling-induced depolarization is also observed in the field-
induced spin accumulation. In the presence of combined Rashba and Dres-
selhaus spin-orbit couplings, the electric field induces also an out-of-plane 
magnetization. 
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Summary: In this work, temprature dependent ballistic electron transport through 
spin valve transistor structures is investigated by Ballistic Electron Emission Mi­
croscopy (BEEM). Co-Cu-Permalloy-Au layers sputtered onto n-type GaAs bulk 
substrates were studied between room temperature and T=10K. The magnetocur-
rent increases from 360% at room temperature to 790% at T=10K. The magneto-
current was also investigated as a function of the electron energy, where we ob­
serve a saturation behavior at electron energies above 1.4 eV for all temperatures. 

1 Introduction 

Spin dependent hot electron transport in magnetic materials deposited on 
semiconductors has led to a new class of microelectronic devices including 
the spin valve transistor '̂̂  (SVT). SVTs exhibit a huge magnetocurrent 
(MC), which is defined as the ratio of the collector current in the parallel 
(/^ll) and antiparallel ( /cti) magnetization configuration minus one 

(MC = / c t t / ^ c , n - l ) - In SVTs, MC values up to 300% (see Ref.^) were 
already observerd at room temperature. As SVTs, however, are challeng­
ing to fabricate, spin-dependent hot electron transport was also studied by 
STM (scanning tunneling microscopy) methods. Ballistic Electron Emis­
sion Microscopy^ (BEEM), is a three terminal extension of conventional 
STM, where hot electrons are injected from the tip of a STM into a semi­
conductor via a thin metal base layer. Using BEEM, the magnetic proper­
ties of Co-Cu thin films^ and magnetic nanostructures^'^ were studied re­
cently. In the following, this technique is used to determine hot electron 
attenuation lengths in magnetic films^ magnetic multilayers^ and embed­
ded ferromagnetic films^. In our previous work^ ,̂ we studied spin valve 
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structures employed as base layers for BEEM, and we observed MC values 
up to 600% at room temperature. In this work, the temperature and energy 
dependence of the MC are investigated. 

2 Experiment 

For the present BEEM experiment, n-type (ND=1 X 17cm"̂ ) GaAs [100] 
bulk wafers were used. A sputtered Au-film was employed as backside 
collector. The base layer consists of the following sequence of polycrystal-
line metal layers, which were sputtered onto the substrate: Co 4.5nm, Cu 
4.2nm, Py 3.5nm, where Py denotes Permalloy, a NiFe alloy. The layers 
were deposited in the presence of a magnetic bias field along the [100] di­
rection of the GaAs, which causes an uniaxial anisotropy in both layers. To 
establish proper tunneling conditions for STM operation, an additional 
layer of Au (4.0 nm) was sputtered on top. 
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Figure 1: Left: Typical BEEM spectra recorded at T=10K, H=0Oe (curve 1), 
T=300K, H=0Oe (curve 2), T=300K, H=350e (curve 3), and T-IOK, H=440e 
(curve 4). A schematic setup of the experiment is shown in the inset. The base 
represents the spin valve structure. Right : The collector current measured as a 
ftinction of the magnetic field at T=10 K and T=250 K. For better viewing, the 
T=250 K curve is shifted by 1 pA. 

Figure 1 (left) shows typical BEEM spectra taken at T=10K (curves 1,4) 
and T=300K (curves 2, 3) and under different magnetic fields. At zero 
magnetic field, (after the magnetization was driven into saturation), the on­
set is observed at approximately Vt==1.0V for both the lOK, and the 300K 
spectra. The current onset position is determined by the Schottky barrier 
height on the Co-GaAs interface at the specific temperature. Above the on­
set position, the collector current increases in a roughly quadratic depend­
ence, as it is typical for BEEM signals on bulk GaAs samples. If the mag­
netization of the spin-valve is oriented in antiparallel configuration at an 
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applied magnetic field of H=440e at lOK or H=350e at 300K, however, 
the ballistic collector current is considerably quenched. Interestingly, the 
spectra measured in antiparallel magnetization show only a weak depend­
ence on temperature and the spectra taken at T=300K and T==10K (Figure 
1, curve 3 and curve 4), only differ significantly at higher bias values (Vt > 
1.4 V). In contrast to that, the spectra in parallel magnetization show a 
clear temperature dependence. In parallel magnetization the ballistic cur­
rent increases approximately by a factor of two when the temperatures is 
lowered from T=300 K to T=10 K. 
Figure 1 (right) shows the ballistic current measured as a function of mag­
netic field along the easy magnetization axis at a fixed value of Vt. As tun­
neling parameters we chose Vt=1.5V and It=20nA and temperatures of 
T=10K and T=250K in order to obtain a good signal to noise ratio. Both 
curves show similar characteristics. At T=10K and a magnetic field of H= 
-105Oe, the magnetic layers are in parallel configuration and in saturation 
magnetization. Running from H=̂  -105Oe to H= +105Oe, the magnetic 
layers flip into the antiparallel configuration at H= +270e and the BEEM 
current is quenched. At H=+870e the hard magnetic layer changes its ori­
entation too, and the spin filtering effect is switched off again. This behav­
ior is symmetric on the H-field axis. The switching characteristics at 
T=250K is comparable to T=10K, only the switching fields of the soft 
magnetic Py and hard magnetic Co layer are shifted from H=27 Oe to 
H=25 Oe and H=87 Oe to H=40 Oe, respectively and the ratio between the 
currents in parallel and antiparallel magnetization configuration is reduced. 
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Figure 2 (a): Magnetocurrent MC plotted as a function of STM bias at T=10 K, 
70 K, 130 K, 190 K, 250 K and T-300 K, respectively. An offset was added for 
better viewing, (b): Maximum of MC (Vt=l .4 V) as a fUnction of temperature. 

We finally focus on the spectral and temperature behavior of the magneto-
current (MC). Figure 3(a) shows the MC behavior of our sample as a func­
tion of STM bias (which corresponds to the electron energy) and tempera­
ture. The shown MC curves were obtained from raw BEEM spectra by 
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numerical division and did not undergo any curve fitting procedures. As 
one can see, the MC curves are zero below the Schottky barrier height 
(Vt<lV), then they increase and start to saturate at a bias of approximately 
1.4 V. As a function of temperature, the maximum MC value increases 
linearly from approximately 400% (T-300 K) to 800% (T-IOK) on the in­
vestigated sample. Figure 3(b) shows the corresponding data. Note that the 
maximum MC value also depends on the tip position and varies across the 
wafer. In our previous work, we reached values up to 600 % on other 
pieces of the sample ̂ ^ at a temperature of T=300 K. 

3 Summary 

In summary, we studied the temperature and energy characteristics of balHstic 
electrons transmitted through a spin valve structure. The magnetocurrent was 
found to be increased by a factor of two in the temperature regime between 
T=300K and T=10K and we also observed a saturation behavior of the magneto-
current for electron energies above 1.4 eV. These observations indicate that the 
spin scattering rate in our system just weakly depends on temperature and domi­
nates over all other scattering processes involved. 

Acknowledgements : This work was sponsored by "FWF Austria", project No 
P16337-N08, and "Gesellschaft fur Mikro- un Nanoelektronik (GMe)". 
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Summary. We simulate a quantum point contact (QPC). Using spin-density-
fiinctional theory (SDFT), we obtain a spin-dependent energy barrier structure in 
the QPC that may help explain anomalies observed in experiment. 

Quantum point contacts can be formed in semiconductor heterostructures 
by depositing metal split-gate. Biasing the gates creates a quasi-ID chan­
nel, which separates the 2DEG (two dimensional electron gas) in the het-
erostructure into source and drain regions and through which current can 
flow. Typically, the conductance for such structures is quantized with pla­
teaus at integer multiples of Go= (2e^/h) as function of gate voltage, a re­
sult readily explained by a single electron quantum mechanical theory. 
More recent experiments, however, have found additional non-integer fea­
tures, most notably a -0.7 Go conductance anomaly [1]. Theoretically, 
while there is disagreement about the specifics[2,3] , it is generally be­
lieved that electron-electron interactions must be included to account for 
such effects. A typical way of doing this approximately is to incorporate 
spin-density-fiinctional theory (SDFT) into the transport calculations, 
trusting that SDFT contains enough of the essential physics to accurately 
represent the effect of these interactions. This, however, is not guaranteed. 

In this paper, we present our own transport calculations for a QPC us­
ing SDFT. For the initial 2D confining potential generated by a split gate 
structure, we have used the model potential suggested by Timp [4] : 

KonMy)-f\ 
^2x-l 2y + w^ 

2zo 

/I 
2x-l -2y-\-w 

2zo 

where 
eV 

2n 

2zo 

• / 

^2JC + / 2>^ + W ^ 

2zo 2zo 

• / 

2x-\-l - 2>' + w 
2zo 2zo 

— -tan ^(w)-tan"'(w) + tan"'(- 0 

(1) 

(2) 
2 Vl + w" + V' 

Here / and w are the lithographic width (350 nm) and gap (140 nm) be­
tween the electrodes, repectively, and Fg is the applied gate voltage. The 



164 R. Akis and D.K. Ferry 

vertical distance between the 2DEG and the gate, z ,̂ has been taken to be 
70 nm. The inset in the lower right comer of Fig. 1(b) shows the contours 
of potential that arise for a F^=-0.55 V in a domain at the very center of the 
QPC. 

-0.40 

2.01 X 10̂  cm"̂  (EF 

10̂  cm-̂  (EF =13.4 meV) in (b). The solid 
Fig. 1. QPC conductance for a one-dimensional density, A?ID 

= 13.5 meV) in (a) and «ID = 1.96 X 

line is the total conductance, while the dashed and dotted lines show the spin-up 
and spin-down contributions respectively. The self-consistent potentials for spin-
down (right insets) and spin-up (left insets) at the indicated points are also shown 
as shaded contour plots. 

Using a LSDT method applied earlier to quantum wires (see [5,6] and ref­
erences therein for details), the total potential for spin a is given by: 

where F//, K 
conf+VH+Vel^^Vcl (3) 

and V^exch are, respectively, the Hartree, correlation, and 
exchange potentials. Since there is strong confinement only in one direc­
tion, our approach was to break the QPC into a series of slices along the x 
axis, and solve for the self-consistent potentials of each slice individually. 
As a perturbation, a weak Zeeman term (-10'^ eV) is included to break the 



Spin Filtering Effects in a Quantum Point Contact 165 

initial spin degeneracy [6] (it should be noted using a Rashba term as the 
perturbation has a similar effect). The conductance is computed using a 
lattice discretization of the single-particle Schrodinger equation. The dis­
crete slices are translated across using a stable, iterative scattering matrix 
approach[7], yielding the transmission coefficients that enter the Landauer 
formula. 

In Fig. 1, we plot the total conductance (the sum over the two spin chan­
nels) vs. Vg for two ID electron densities, njo , set at the left boundary. 
This can be translated into a Fermi energy and a 2D density for a given 
QPC width. The trace (a) has a hump-like "plateau" at 0.7-0.8 Go and a 
point of inflection at -0.3 G .̂ As is evident, the spin-down contribution 
(dotted) initially dominates the total conductance, even up to almost GQ. 
Thus, two spin-down modes can be almost fully transmitted through the 
QPC in this case before the first spin-up mode makes it through. 

As shown in the insets, an additional potential barrier structure becomes 
superimposed on top of the QPC when self-consistency is introduced, a 
structure that depends on spin. This structure tends to weaken as more 
modes are allowed to pass through the QPC (note that the additional barri­
ers are barely visible for G~ 2 Go at (iii) in Fig. 1(a)). For (i), the spin-
down and spin-up potentials line up at the center of the QPC. However, 
away from the center, they deviate, with spin-down dropping significantly 
below spin-up, splitting with the latter and developing "shoulders". Previ­
ously noted in the context of quantum wires[6], this splitting, which can be 
larger than the level spacing of the modes, is mainly the result of the ex­
change potential and oscillates as a function of the local density . The re­
sult is that spin-down sees a barrier of the same height, but is much nar­
rower. It allows for the partial transmission of a single spin-down mode, 
but completely blocks the spin-up modes. For (ii), the spin-up barrier re­
mains comparatively high, but the central spin-down barrier now collapses 
to the level of the "shoulders". With this collapse, the T̂  spin-down mode 
is allowed to be fully transmitted and portions of a 2""̂  spin-down mode 
now also make it through, yielding the 0.7-0.8 Go hump. As Vg is reduced 
and the QPC is allowed to become more open, the spin-down and spin-up 
barriers gradually start moving back together again, and the spin-up modes 
finally start being transmitted through the QPC. By (iii), they have merged. 
The potential splitting is known to vanish when there are more modes[6], 
so this is not unexpected. However, the self-consistent potenfial still has an 
extra barrier on top of the initial QPC potential. Its presence prevents 
modes from being cleanly transmitted through the QPC. This is why the 
conductance only shows an inflection point at 2Go rather than a fiilly 
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formed plateau. To obtain a 2Go plateau at this density, a wider initial QPC 
must be used. For the Timp potential, we find that these barriers are rather 
generic features. However, by changing riio one can change their relative 
transparency. As shown in Fig. 1(b), one can create a situation where the 
inflection point of (a) has evolved into a true plateau at -0.5 Go and there 
is now a well-defined plateau at Go. Buttiker [8] has shown in general that 
whether one obtains conductance plateaus, inflection points or simply a 
smooth curve is tied to the QPC barrier shape, in particular, to the ratio of 
its width to its thickness. Here, since the barriers evolve in a nontrivial 
fashion as a function of density Vg and spin, we are able to obtain different 
characteristics in calculating a single conductance trace. 

In conclusion, in agreement with recent experiments, our SDFT calcu­
lations yield additional structure besides the usual integer plateaus. They 
result from the formation of density and spin dependent barriers in the 
QPC region that act as spin filters. The partial transmission of modes leads 
to the appearance of features away from integer or half-integer values of 
GQ. That two spin-down modes can be transmitted before a spin-up is al­
lowed implies a significant energy splitting, indicating that these effects 
should be robust at finite temperatures, which agrees with experimental 
observations [1]. 
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Summary. In this paper, an analysis of the Wigner function (WF) for identical 
fermions is presented. Three situations have been analyzed, i) A scattering process 
between two indistinguishable electrons in minimum uncertainty wavepackets 
showing the exchange and correlation hole in Wigner phase space, ii) An equilib­
rium ensemble of N electrons in a box showing that the WF integrated over space 
assumes the shape of a Fermi distribution even for very small N, iii) The reduced 
one-particle transport-equation for the WF in the case of interacting electrons 
showing the first contribution to the BBGKY hierarchy. 

1 Introduction 

The Wigner-function (WF) approach has proved to be very useful for 
studying quantum electron transport [1-3], owing to its strong analogy with 
the semiclassical picture since it explicitly refers to variables defined in an 
(r,p) Wigner "phase space", together with a rigorous description of elec­
tron dynamics in quantum terms. In this work we present an analysis of the 
WF for identical fermions. In particular, three situations will be analyzed: 
i) A scattering process between two indistinguishable electrons in mini­
mum uncertainty wave packets, showing the exchange and correlation hole 
in Wigner phase space, ii) An equilibrium ensemble of N electrons in a 
box, showing that the WF integrated over space assumes the shape of a 
Fermi distribution even for very small N. iii) The transport equation for in­
teracting electrons, showing the BBGKY hierarchy when the integral, over 
the degrees of freedom of all the particles but one, are performed. 
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2 Wigner Function for Many Identical Particles 

The WF was introduced by Wigner in 1932 to study quantum corrections 
to classical statistical mechanics. Thus, from the very beginning this func­
tion was defined for N particles as: 

P —^jPj I s s \ *l s ^ \ 

If the particles are identical fermions, the wave function changes sign if 
two position variables are exchanged. This implies that the WF remains 
unchanged if positions and Wigner momenta of two particles are ex­
changed. The same property holds if the particles are bosons. A reduced 
single-particle WF can then be defined as: 

where the superscript (N) indicates that the reduced single-particle WF is 
defined in a system of N particles. 

Example of two colliding electrons. A one-dimensional situation where 
two electrons collide with each other has been simulated. The Schrodinger 
equation was solved for two minimum-uncertainty wave packets interact­
ing through Coulomb coupling (Fig.l). Since we are dealing with a ID 
system, the two particles having opposite wave vectors are expected to de­
celerate, scatter, and then move far away from each other. 

Fig. 1. Reduced single-
particle WF of two in­
teracting electrons at 
different times. The 
figure clearly shows 
the exchange hole due 
to the Pauli exclusion 
principle. 

W^\ xlu^i 
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3 Equilibrium WF for Non-Interacting Particles in a Box 

As a second example, we have studied the WF of an equilibrium distribu­
tion inside an infinite square potential well. To obtain the thermal distribu­
tion we explicitely write the WF in terms of the density matrix. To evalute 
this expression, the equilibrium density matrix at temperature T exp(' 
H/KBT) and the many-particle wave functions are written using as basis of 
the Hilbert space the set of the eigenfunctions of the box. Thanks to the di-
agonality of the density matix at the equilibrium the non interacting single-
particle WF results: 

n''{r,p), ZI 
^-(^-^^;) 

fwi {^^ P) 

where fwi(r,p) indicates the WF of the f" eigenstate of the infinite square 
potential well. Increasing the number of particles in the system, the inte­
gral over the remaining r variable of the reduced single-particle WF tends 
to the Fermi distribution (Fig.2). 

Fig. 2. Integral over the r vari­
able of the reduced single-
particle WF in an infinite square 
potential well. The width of the 
well has been adjusted in order 
to maintain a volumetric constant 
electron density 
particles/m^ 

equal to 10 

4 Transport Equation 
0 1000 2000 3000 4000 5000 

Energy [K] . . . 
The transport equation tor the 

WF in the case of e-e interaction with no phonons and no external potential 
is: 
•^Jw{r„p„...,r^,p^,t) = ~Y,Pi^r,fw{^•^,P^^•••^r„p„...,r^,p^,t) 

+ TT E I j^P ' dp 'j S{Ap, + Ap^ ) V, (|r, - r^\, Ap, -Ap^) 
^ / J 

where V^ is the standard potential kernel of the Wigner equation [3] and 
Ap=p-p\ By reducing the WF to the single-particle case, the BBGKY hi­
erarchy appears: 
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^~ldpdp^ldpT^^.{\r-pl2Ap)f;{r,p\p,p,,t) 

This equation shows that the transport equation for the reduced single-
particle WF depends on the reduced two-particle WF. If, for simplicity, we 
consider the case of two particles in the system, the WF expanded over an 
anti-symmetric combination of wave packets ii/j(r) (/=1,2) it is given by: 

\ds^cls-,e 
-(•hP^^s.p.) 

^. | n + y 1̂1 I'*2-YjV^2l''2+YJV^2^|^''. 2 
,̂ \ J 5, V f . s. 1.., * L . _ i 

(1) 

If the wave packets are not overlapping the transport equation for the 
reduced single-particle WF in a system of N identical particles is: 

In conclusion, in the transport equation for the reduced single-particle 
WF, for non overlapping one-particle wave packets, beside a Liouvillian 
contribution, an interaction term appears where each one-particle contribu­
tion interacts with all the others as in the Hartree approximation. In the 
case of overlapping wave packets also the second contribution in Eq. (1) 
must be considered, and the exchange term of the Hartree-Fock approxi­
mation is restored. 

This work has been partially supported by the U.S.Office of Naval Re­
search (contract No. NOOO14-98-1-0777 / NOOO14-03-1-0289). 
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Summary. We present an exact approach for the inclusion of particle-particle cor­
relation in the calculation of current-carrying states in open systems. The method, 
based on the quantum transmitting boundary method [C. Lent and D. Kirkner, J. 
App. Phys. 67, 6353, 1990], is applied to compute the transmission amplitude of 
an electron crossing a ID quantum dot with one or two other electrons in it. 

1 Introduction 

The quantum transmitting boundary method (QTBM) [1] can be consid­
ered as a generalization of the scattering matrix method and consists of a 
real-space solution (with a finite difference or finite elements approach) of 
the Schrodinger equation in an arbitrary domain, where a given single-
particle potential is present. It has been widely used in the literature for the 
calculation of ballistic quantum transport characteristics in open devices, 
where it is often at the basis of the ID or 2D single-particle scattering 
states calculafion in a Schrodinger-Poisson self-consistent loop [2,3]. In 
the latter approach a mean-field approximation is implied and the quantum 
character of indistinguishable carriers only enters through the Fermi distri­
bution fiinction adopted to populate the scattering states. Consequently, it 
succeeds in explaining a large number of physical phenomena in micro-
and nano-devices as long as the number of carriers in the active region (i.e. 
the simulation domain) is large, but fails to predict the coherent behavior 
of carriers when only few particles are present in the device. In fact a 
mean-field approach is inadequate to describe the correlated carriers dy­
namics and the whole class of purely quantum phenomena stemming from 
the carrier-carrier entanglement. 



172 A. Bertoni and G. Goldoni 

We propose a generalization of the QTBM allowing for the exact nu­
merical calculation of the "few-particle scattering state" i.e. the wave func­
tion of N carriers, (N-1) of which are bound or quasi-bound in a local po­
tential and an extra carrier incoming as a plane wave (with a given energy) 
from one of the leads and either reflected or transmitted through other 
leads. Both bosonic and fermionic particles can be described by our 
method using appropriate boundary conditions [4]. 

The basic ideas of the method and the boundary conditions adopted are 
sketched in Section 2, while, in Section 3, results on a model ID system 
with one, two and three spinless electrons are presented. Finally conclu­
sions are drawn in Section 4. 

2 The Method 

Let us consider an arbitrarily shaped device region connected to a number 
of leads which extend to infinity. We consider, in analogy with Ref [1], a 
local coordinate system in each lead, with z direction orthogonal to the de­
vice boundary and we assume, as usual, that the potential defining each 
lead is independent from z. As a consequence a single-particle scattering 
state in a lead can be written as the product of a plane wave (incoming or 
outgoing) and a lead transversal mode. Only the amplitudes of the incom­
ing components are usually known and the outgoing amplitudes, on differ­
ent modes, are obtained through the QTBM that combines the partial 
knowledge of the boundary wavefunctions with the solution in the device 
region. 
The generalization to a few-particle system is straightforward if we note 
that the N-spinless particle Schrodinger equation in D dimensions has the 
same form of the Schrodinger equation for a single particle in (ND) di­
mensions. Now, in fact, the form of a N-particle scattering state with a par­
ticle in a lead is the product of a plane wave, a lead transversal mode x and 
a bound eigenstate (p of the other (N-1) particles. As an example we explic­
itly report a component of the 3D few-particle scattering state with particle 
1 in the lead, in the transversal mode p, with the other particles in the cor­
related state m\ 

where, for the sake of simplicity, we neglected evanescent waves (al­
though included in the numerical calculations). The general solution in the 
lead region consists of a linear combination of components with different/? 
and m. The coefficients b, representing reflection/transmission amplitudes 
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are unknowns of the problem. The antisymmetry of the wavefunction is 
automatically met by taking boundary conditions with different sign each 
time the coordinates of two particles are exchanged [4]. 

The region is discretized by a proper mesh and the equations for the 
leads are coupled to the Schrodinger equation for the internal points in 
analogy with the QTBM [1]. The resulting linear system is numerically 
solved and the transmission amplitudes are easily obtained from the 
boundary values of the wave function. We note that the entanglement be­
tween the bound few-particle system and the transmitted carrier can also 
be quantified, thus evaluating the degree of coherence in the transmission 
through an interacting system of indistinguishable particles [5]. 

3 Transmission Amplitudes of a Correlated ID System 

As an example of application we computed the transmission coefficients 
and transmission phases for the model ID system depicted in Fig. lA, rep­
resenting an open quantum dot. In Fig. 2 the ballistic conductance (solid 
line) and the transmission phase (dashed line) are shown for a single (A), 
two (B) and three (C) electrons as a function of the dot potential. The ini­
tial state of the bound electrons is taken as the ground one. The Coulomb 
blockade moves the resonance peaks towards stronger confining energies 
of the dot while the transmission phase (that a mean-field approach would 
not be able to predict), though in agreement with the Breit-Wigner for­
mula, shows a behavior substantially different from the single-particle 
case. Furthermore we note that, while Breit-Wigner resonances (appearing 
as large Lorentzian peaks) are present in the three cases, a number of sharp 
peaks, with typical asymmetric Fano lineshape, is present in the transmis­
sion spectra of the two- and three-particle systems (Fig. IB): they are 
genuine few-particle effect brought about by electron-electron correlation. 

4 Conclusions 

The generalization of the QTBM to few-particle systems allows us to 
compute transmission amplitudes that include Coulomb correlation effects. 
We obtained, for a ID system, Fano resonances that show an abrupt phase 
lapse of K that might be in relation with unexpected phase lapses found in 
the transmission spectra of correlated quantum dots [6] and not explained 
by mean-field approaches. We estimate that the method, based on a brute-
force solution of the few-electron wave function, is scalable, using typical 
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Fig. 1. (A) Potential profile of the simulated system. A 10 meV electron is scat­
tered through a ID dot with two other electrons initially in the ground two-particle 
state. Two 50 meV tunnel barriers mimic the quantum point contacts connecting 
the dot to the leads. (B) Transmission probability (solid curve) and phase (dashed 
curve) of the scattered electron as a function of the dot potential: a Fano resonance 
is shown, with typical asymmetric lineshape of the transmission probability and an 
abrupt phase lapse of 7i at transmission zero. 
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Fig. 2. Transmission probability (solid curve, left axis) and phase (dashed curve, 
right axis) for one (A) two (B) and three (C) electron system (see text) as a func­
tion of the bottom potential of the quantum dot. 

computing facilities, to system of 4-5 particles in ID or systems of 2-3 par­
ticles in 2D without introducing extra approximations. 
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Summary. The R-I method provides the time evolution of two dynamical vari­
ables extracted from a wave function, namely, the expectation value of the posi­
tion and the dispersion. It overcomes the Ehrenfest approximation while keeping 
the Newtonian form of the equations, thus providing the basis for including quan­
tum features into the description of the single-particle dynamics and for extending 
such features to the collective-transport case. Here the single-particle R-I equa­
tions are applied to the case of tunnelling, and the results are compared with a full-
quantum calculation. 

1 Introduction 

In a recent paper, a theory has been proposed that leads to a set of two 
Newton-like equations describing the single-particle dynamics. The dy­
namical variables of such equations are the expectation value x of the wave 
function and its dispersion cr[l]. The equations inherently account for the 
Heisenberg uncertainty relation and exhibit a term proportional to ti^. 
They will be termed in short "/?-i7 equations". The theory has been devised 
for application to the modeling of nanoscale, solid-state devices, where it 
is necessary to consider the quantum effects. It overcomes some limita­
tions of other quantum-correction methods (see, e.g., the discussion in 
[2,3]). 
The key point in the derivation of the set of Newton equations is an ap­
proximate method to calculate the average of the force over the wave func-
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tion. The method allows one to dispose of the Ehrenfest approximation 
without the need of completely determining the wave function itself The 
outcome of the method of [1] is the set of equations 

dx, \ f^^ 2 dxl) 27na, dxf 

where m is the particle (effective) mass and V(x) the potential energy. In 

turn, Xi = (f •) is the /th component of the expectation value of the parti­

cle's position and a^ =({<^i -x^y\>0 the /th component of the dispersion 

of the particle's position. In the derivation of (1) the wave function 
y/ = y/{^ ,t) is assumed to be of Gaussian form, i//= y/Q, and is normalized 
to 1. Eqs. (1) describe the dynamics of the expectation value and disper­
sion of the wave function for a given potential energy V. They provide an 
improved picture with respect to the standard one given by the expectation 
value alone, namely mx = -dV/dXj. In particular, (1) incorporate a descrip­
tion of the wave function's dispersion, which is a typical quantum feature 
because it is related to the non-zero extension of the wave packet. Thus, it 
is of interest to compare the results derived from (1) with those obtained 
by solving the Schrodinger equation. The comparison is particularly sig­
nificant as far as the dispersion is concerned. It can be shown that in the 
case of a free particle, or of a particle subject to a linear potential energy, 
or in the linear harmonic-oscillator case, and for time intervals in the range 
of the average time between collisions in a semiconductor, the time evolu­
tion of at given by (1) is in good agreement with the full-quantum calcula­
tion (the details of such calculations will be given elsewhere). Another in­
teresting comparison deals with the tunnel effect. It is addressed in this 
paper and is discussed in the following section. 

2 Application to the Tunnel Effect 

To discuss the application of the R-I method to the tunnel effect it is use­
ful to focus onto some features of it, basing on a one-dimensional example. 
It may be argued that in devices the effective-mass approximation breaks 
down near a barrier; however, this drawback is not a failure of the R-Z ap­
proach, it happens in other approaches using the effective-mass approxi­
mation, among which those discussed in [2,3]. Indicating the dynamical 
variables here with x and a consider a normalized wave packet launched 
against a barrier. The barrier splits the packet into the reflected and trans-



The i^-JApproach to Tunnelling in Nanoscale Devices 177 

mitted parts. Thus, when a sufficiently long time has elapsed, the two parts 
become essentially disjoint, and it is natural to think of them as two pack­
ets, ascribing an expectation value of position and a dispersion to each. 
The information about the reflection (P^) and transmission (Pt) probability 
is given by the size of each part, due to the normalization constraint. How­
ever, one may also think of the two parts as a single packet of a more com­
plicate form, to which only one expectation value of position and one dis­
persion are associated. In such a picture, the dynamics of x is qualitatively 
similar to the classical one, namely, the possible outcomes of the interac­
tion are a full reflection, a full transmission, or a complete stop at the bar­
rier as limiting case. The knowledge about reflection/transmission is partly 
recovered from the packet's dispersion (from the mathematical standpoint 
this is due to the fact that cr is a moment of | ^ |̂  of a higher order than x, so 
its inclusion improves the information about the shape of 11// f). 
The picture in which the two parts of the packet are treated as a whole 
lends itself better to the comparison with the R-I method. For this, con­
sider again the one-dimensional example of a particle launched against a 
barrier with energy lower than the barrier top. As in the classical case, x 
reaches the turning-back position, say A, and bounces back. However, in 
the /?-i7 approach the expectation value x pulls along with it the dispersion 
cr, whose value also changes with time according to (1). At a later time, 
say t \ the particle reaches a new position 5, to which a dispersion corre­
sponds such that Va is some segment D -Ccentered onx. Remembering 
that the R-I packet is Gaussian, from the segments D -A and A - C one 

easily reconstructs P^ = \ \II/Q\^dc and Pr = 1 -Pteitt\ It may be argued 
JA 

that point D should not necessarily lie on the right of A, Indeed, the dy­
namics of cr depends on the initial conditions of (1) and on the barrier's 
form. This, however, is true also in the full-quantum analysis. Another is­
sue is that in the full-quantum case the packet will eventually split into two 
disjoint packets, which in turn will make Pf and Pr independent of time. 
However, for this to happen the packets must typically move over dis­
tances larger than the mean free path in a semiconductor, which makes the 
comparison non realistic anyhow. A final remark is that, with the above 
provision, the method applies as well to the case in which the particle's en­
ergy is larger than the barrier top, and provides the reflection probability 
for a particle that according to classical mechanics would cross the barrier. 
Examples of the 7?-i7and full-quantum calculation of x and crare given in 
the figure, where the time evolution of x and Va is shown. Here the bar­
rier is parabolic, centered at x = 100 nm with a 4 nm bottom width and a 
150 meV height. The continuous lines show the R-I case, the circles show 
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the full-quantum case. The different pairs of curves correspond, respec­
tively, to x{t = 0) = 60, 80, 95 nm. In all cases the injection energy is 140 
meV, with ^fa {t = 0) = 4.66 nm (about 20 times the interatomic distance 
in silicon). Note that the particle's energy has been chosen as almost equal 
to the barrier's height, to obtain the more difficult case where the wave 
function is forced to split into two parts of similar size. As expected, the /?-
Z and full-quantum calculations agree for a short time. For the easier cases 
where the particle's energy is much lower or much higher than the bar­
rier's height the agreement would last for a longer time. Apart from the 
above remarks, an aspect that makes the R-I equations appealing is that, 
following the standard prescriptions of the statistical mechanics, it is pos­
sible to derive from (1) a coherent extension of the transport equations still 
in a classical form [1]. In this way, the /?-i7 equations provide the key to 
incorporating in a proper manner into the transport model the quantum in­
formation associated with the non-zero size of the wave function. 
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Summary. In this paper, electron emission from non-planar potential barrier 
structures is analyzed using a Monte Carlo electron transport model. Compared to 
the planar structures, about twice bigger emission current can be achieved for the 
non-planar tall barriers. The thermionic emission enhancement is attributed to 
combined effects of increased effective interface area and reduced probability of 
total internal reflection at the heterostructure interface. 

1 Introduction 

Heterostructure integrated thermionic devices are expected to offer larger 
thermoelectric power factor by selective emission of hot electrons while 
keeping similar electrical conductivity as the highly degenerate emitter 
material.^'^ However, it has been shown that the improvement in efficiency 
due to enhanced electronic transport properties is limited.^ The main short­
coming of planar barriers is that they only transmit "hot" electrons whose 
kinetic energy in the direction perpendicular to the barrier is large enough. 
In this paper, we show that it is possible to increase the number of elec­
trons contributing to the electrical conductivity by using non-planar poten­
tial barriers. A schematic of a heterostructure thermionic device with zig­
zagged interface is shown in Fig. 1. Electrons in a larger volume of the 
momentum space can be emitted due to multiple tilted directions of the 
barrier. In the real space, the effective interface area is increased for zig­
zagged structures. However, an electron that crosses the interface may re­
enter the emitter region in a rough heterostructure even without any scat­
tering. On the other hand, an electron that is reflected from the barrier by 
total internal reflection may hit the next barrier surface with smaller angle 
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with respect to normal. As it can be seen in Fig. 2, more electrons have a 
chance to pass over the barrier in a triangle region. 

Contact I Emitter Barrier Collector 

Fig. 1. A solid-state thermionic device piĝ  2. Illustration of electron 
with non-planar potential barrier. trajectories. 

2 Monte Carlo Algorithms 

We used a simplified ensemble Monte Carlo model to simulate the trans­
port of a two-dimensional electron gas across a two-dimensional non-
planar potential barrier. We included the random inelastic scattering in the 
Monte Carlo method which reassigns a random momentum to the scattered 
particle according to Fermi-Dirac statistics. In this way, the electron tem­
perature was kept the same as the lattice temperature at the operation con­
dition. The electron scattering was modeled with a constant relaxation time 
88.5 fs for InGaAs material and the estimated electron mean-free-path was 
0.188 [im for Fermi energy 526 meV. Since the mean-free-path is small at 
high doping densities and the electron wave generally loses coherence in 
the barrier, quantum mechanical interference and transmission are ne­
glected. The simulation focuses on the effects of non-planar barrier; thus, a 
uniform barrier height of 500 meV was used, rather than a self-consistent 
band bending calculation. This will not change the results significantly be­
cause the emitter is much bigger than the interface region and energy dis­
tribution of electrons are mostly determined by the bulk emitter. A con­
stant time step of 2 fs was used, which is much less than the scattering 
relaxation time. The carrier distribution at the quasi-equilibrium state is 
shown in Fig. 3. The zigzag interface can be clearly seen. Fig. 4 shows the 
energy distribution of the electrons along the structure. The hot electron 
filtering of the barrier structure can be clearly seen. 
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Fig. 3. Electron distribution in 
real space. 

3 Simulation Results 

Fig. 4. Electron energy distribution 
along y direction 

Regardless of energy, the total current improvement for the zigzag non-
planar barrier compared to that of the planar barrier (with width Lb+Ld/2) 
is shown in Fig. 5. It can be seen that the emitted current increases with the 
increase of depth La or the decrease of the period Lw The dependence on 
period is easily understood since a larger period is related to a smaller ef­
fective interface area and the two regions in the momentum space have 
larger overlap. These two regions represent emitted electrons with enough 
kinetic energy perpendicular to each section of the barrier. An increase of 
the zigzag depth makes the affective interface area larger. However, when 
period Lw is small, emitted electrons have more chance to go back to the 
emitter region for a large zigzag depth. Thus, the improvement converges 
to an enhancement factor of 1.73 at small periods and large depths. 
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Fig. 5. The current enhancement as a function of zigzag dimensions. 

The chance to have a larger total back-scattering and smaller transmission 
from a non-planar interface is small. One expects more current emission 
enhancement from more complex interface geometries. Fig. 6 shows a zig­
zag interface with four tilted directions. The zigzag period Lw is divided 
evenly into four sections; and the zigzag depth is divided to two sections 
with the ratio of 1:2. The Monte Carlo simulation results of geometry de-
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pendence are shown in Fig. 7. Similar dependences on the zigzag period 
and depth as for the two-direction zigzag case can be seen. A factor of 2 
maximum improvement compared to planar barriers has been achieved for 
small periods and large depths. One should note that at very small zigzag 
periods, when the feature size is smaller than the electron de Broglie wave­
length (~8 nm), electrons will see an "effective" barrier profile. In this case 
a more accurate analysis should use 2D Schrodinger equation and calculate 
the quantum mechanical transmission coefficient. The overall improve­
ment in the number of emitted electrons will persist as long as a larger 
volume of electrons in the momentum space can participate in the 
thermionic emission. "̂  

Fig. 6. Illustration of the 4-
direction zigzagged interface 

Fig. 7. The current enhancement of 
the 4-direction zigzag. 

4 Conclusions 

Non-planar heterostructure potential barriers can increase the number of 
electrons thermally emitted above the barrier. A factor of 2 of emission 
enhancement can be achieved with a 4-direction zigzagged barrier. 
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Summary. We present results for a simulated inelastic electron tunneling spectra 
for octanedithiol chemisorbed on gold electrodes from calculations using the 
gDFTB code [1]. The geometric and electronic structure is obtained from calcula­
tions using a local basis density functional scheme and a non-equilibrium Green's 
function formalism is employed to deal with the transport aspect of the problem. 
The calculated spectra show good agreement with experimental results and sug­
gest further details in the assignment and characterization of such spectra. 

1 Introduction 

The progress that has been made in molecular electronics since the first 
suggestion that single molecules could function as molecular components 
is remarkable [2]. Experimental methods have improved markedly from 
the first reports of single molecule conductivity [3] to highly sophisticated 
techniques to reproducibly measure molecular conductance [4]. Recently, 
two groups published results from inelastic electron tunnelling spectros­
copy (lETS) measurements on molecules between metallic electrodes 
[5,6]. Indeed, these were the first measurements of molecular conductivity 
that conclusively showed the current flowed through the molecule in ques­
tion confirming the mechanisms proposed for these configurations. lETS 
present some difficulties of interpretation. They may exhibit different fea­
tures compared to more traditional spectroscopic techniques like infrared, 
Raman or HREELS, because of the absence of definite selection rules. 
Considerable theoretical work has been done in relation to lETS with vary­
ing strengths and weaknesses [7,8]. In this paper we present lETS simula-
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tions derived from coherent and incoherent tunnelling currents calculated 
using the non-equilibrium Green's function formalism for octanedithiol 
chemisorbed on gold. We investigate the correspondence between the ex­
perimental and theoretical lETS. 

2 Method 

We are interested in modelling the coherent and incoherent electron trans­
port through a molecular wire bridging two metal contacts. While the elec­
trons cross the system, they interact with the molecular ionic vibrations 
from which they can be inelastically scattered. The electronic system is de­
scribed via a single-particle Tight-Binding Hamiltonian derived from Den­
sity Functional Theory (DFTB) [9,10]. The method has been recently ex­
tended to the non-equilibrium Green's function (NEGF) approach. This 
scheme allows to treat contacts and molecules to an equal footing includ­
ing the open boundary and non-equilibrium conditions encountered in such 
transport problems. In order to study the electron-phonon coupling we ex­
pand the Tight-Binding Hamiltonian to first order in the atomic displace­
ments [11]: 

where ĉ ^ (a^ )̂ and Cv (aq) are, respectively, the creation and annihilation 
operators of an electron (phonon quanta) in the local basis (vibrational 
mode q) and ŷ v̂  is the electron-phonon coupling which is related to the 
derivative of the Hamiltonian respect the normal coordinates of vibrations. 
The Hamiltonian of the decoupled mode oscillators are quantized by mak­
ing use of the relationships between the position operator and the Bose 
field operator. Within the NEGF formalism the relevant quantities are the 
correlation functions, G"̂  and G ,̂ representing the electron and the hole 
density respectively. The technicalities of the theory are mathematically 
rather involved and we refer the reader to specialized reviews which can 
be found, for example, in Ref [12]. The relevant phonon self-energy is 
evaluated within the first order Bom approximation, expressed as, 

< > 
where the Do,q ' (E) are the correlation functions related to the vibrational 
modes, which are assumed Einstein oscillators in thermal equilibrium with 
a bath. The current is computed using a generalized version of the Lan-
dauer formula [12] valid when sources of incoherent scattering are present: 
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1 = ^ ImilG' -llG^]dE 

where EL '̂"" represents the inscattering of electrons (holes) trough the left 
contact of the device. The lETS is normally computed as the second de­
rivative of the current, but in first approximation we use the first derivative 
of the trace in equation (3). 

3 Results 

The geometry of the molecule in the junctions is determined in two steps. 
First, an optimized geometry is obtained for octanethiol chemisorbed 
through the terminal sulfur to a single Au(l 11) surface. The geometry for 
the fiiU electrode-molecule-electrode system was then generated by sym­
metrizing about a point of inversion between the C4-C5 bond to give octa-
nedithiol bound to two co-facial Au(l 11). As shown in other works [11], 
gDFTB reproduces experimentally observed vibrational frequencies for 
octanedithiol chemisorbed on Au. In the case of a molecule bound to two 
metallic electrodes the modes of vibration are significantly perturbed and, 
as a consequence, the vibrational modes associated with the extremities of 
the molecule differ in frequency from modes of the same character associ­
ated with the central region. This is reflected in the calculated lETS for oc­
tanedithiol, showed in Figure 1 (hep geometry) with the peaks assigned as 
showed in Table 1. 

Frequency (cm"') 
12<0 16<0 2fm 24W 2»<0 3M0 Table 1 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

0.008 
0.017 
0.033 
0.044 
0.060 
0.083 
0.111 
0.150 
0.157 
0.164 
0.180 
0.196 
0.212 
0.348 

C-C-C out-of-plane wag 
S-C-C out-of-plane wag 
Au - S stretch 
S-C-C scissor 
C-C-C scissor 
C-S stretch 
CH2 in-plane rock 
CH2 in-plane rock 
C-C stretch 
C-C stretch 
CH2 scissor 
CH2 scissor 
CH2 out-of-plane wag 
C-H stretch sym 

Voltage (V) 

Figure 1: Simulation of the lETS for the octanedithiol (hep and top bonding site). 
The numbers for peaks (hep geometry) are related to vibrational modes in the ta­
ble on the right. 
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The lack of definite selection rules means that, for a system of the com­
plexity of octanedithiol, a complete assignment of the JETS from IR, Ra­
man and HREELS is difficult to achieve. For example, in the experimental 
lETS for octanedithiol [5] there were a number of peaks attributed to the 
Si3N4 matrix. We have found that whilst the unassigned peaks at low 
frequency are likely to have come from the molecule (the simulated spec­
trum shows a number of peaks in this region) the peaks between 2000-
2500 cm'̂  probably arise from the Si3N4 matrix as there are no peaks in 
the simulated spectrum in this region. Another interesting result of our 
simulations, beside the interpretation of lETS, is the possibility of obtain­
ing information about the geometry and the bonding site of the molecule 
between the electrodes. As showed in Figure 1, the lETS simulated for two 
different bonding sites of the octanedithiol on the gold surface (top and 
hep) appear to be different, especially in the low frequency and in the 
1000-1700 cm"̂  regions. 

4 Conclusions 

lETS provides to be a very powerful tool to describe molecular devices 
due to the strong sensitivity to the molecule geometry and its environment. 
Nevertheless there are still many problems to solve due to the lack of defi­
nite selection rules. Simulations like ours can help experimentalists in in­
terpreting and analyzing their data. 
Acknowledgments: Australian Research Council and PaSCO for funding. 
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Summary. Electron phonon effects are studied in nanotubes with fixed ends using 
the elastic continuum model for phonons. The dispersion relations are used to 
identify phonon phase-space-reduction effects in short nanotubes. The electron-
phonon coupling constant is calculated and the change in conductance is estimated 
for limiting cases. 

1 Introduction 

Transport in nanotubes has been a field of active research ever since their 
discovery by Ijima in 1991 [1]. Various theories and experiments suggest 
ballistic transport in short nanotubes [2] which have shown promising ap­
plications in field effect transistors [3], infrared detectors [4] and other 
electronic devices. We study phonon effects in nanotubes using the elastic 
continuum model for phonons [5,6]. The dispersion relation obtained for 
the full set of phonon modes is shown to vary with the length of the nano-
tube and is applied in calculating the phonon-assisted electronic transitions 
in the nanotubes with fixed ends. For low temperatures, we calculate the 
change in the temperature-dependent quantized conductance related to the 
electron-phonon coupling [7]. 

2 Phonon Phase Space Reduction 

The (10,0) nanotube with length 8 nm is investigated in this paper. Apply­
ing the elastic continuum model, the phonon modes are calculated using 
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the Donnell's equations [5,6]. The zone folding and the force constant 
models, available in the literature neglect the curvature of the nanotube al­
together. The dispersion relations, plotted in Fig. 1 show the three 
branches of phonon modes, namely radial, torsional and axial. 
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Fig. 1. Dispersion relation for (10,0) nanotube with length 8 nm. 
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Fig. 2. Quantized electron energy levels for (10,0) nanotube. 

The phonon modes are quantized as expected for short nanotubes with 
fixed nodes at its ends. Figure 2 shows the three lowest electronic sub-
bands [8,9]. We investigate phonon-assisted electronic transitions for 
intravalley-intrasubband ( 1 ^ 1 , 2 ^ 2 and 3 ^ 3 ) and intravalley-
intersubband (l^<-^2, 2<->3 and l<->3) transitions which conserve both 
energy and momentum. For the intravalley-intrasubband transition, there 
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are no phonons with the values of energy and momentum needed to cause 
transitions between any of the electronic states. For the intravalley-
intersubband l<->2 case, allowing for a 10% broadening of the transition 
energies, there are three allowed transitions involving an axial mode pho­
non with energy of 55 meV and a torsional mode phonon at 40 meV. There 
are two transitions allowed at 38 meV (torsional mode) and 50 meV (axial 
mode) for 3<-^l, and four transitions allowed at 65 meV, 67 meV (torsional 
modes) and at 87 meV, 89 meV (axial modes) for 2<->3 intersubband case. 
These results imply a reduction in electron-phonon interactions in short 
nanotubes due to the quantized phonon energies. This phase-space-
reduction effect is analogous to that underlying phonon bottleneck effects 
in quantum dots. 

3 Electron Conductance 

For a simple case of only one transmission channel in the nanotube [7], the 
change in the temperature-dependent quantized conductance due to phonon 
scattering is given by 

^ei-ph=-—n 
1 kj 

\-e ^ 
1 • kj ^ with ;j = L 

Itipv^E f 

where D(deformation potential)=24 eV [5],/(length of nanotube)= 8nm, 
m*(relative mass of electron in first subband)= 6.887^10'^^ kg [8], kf(fermi 
wavevector)= 10̂  m\ p(mass per unit length)^ 23.88x10'^^ kg/m, Vs(fermi 
velocity)=^ 8x10^ m/s, Ef(fermi energy)= 0.8 eV. The value of electron-
phonon coupling constant, r|, is calculated to be 0.006 for a (10,0) nano­
tube. For GaAs, r|=0.03 [7]. Figure 3 shows the effect of temperature on 
electronic conductance. The conductance step is smeared with the increase 
in temperature. The low value of r| suggests weak electron-phonon interac­
tions. This, along with the phonon phase-space-reduction, suggests the en­
hancement of quasi ballistic transport in nanotube based devices [1,2,4]. 

4 Summary 

The investigation of electron phonon interactions leads to phonon phase-
space-reduction effects in nanotubes with short length. The variation of 
electronic conductance with temperature is studied under limiting cases. 
The calculated value of electron-phonon coupling constant indicates weak 
electron scattering due to phonons. 
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Fig. 3. Correction to electronic conduction due to electron-phonon interactions for 
kBT=0.2A (solid curve), keT^O.lA (-- curve) and kBT=0.01A (... curve). 
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Summary. In this work we present the study of the sensing properties of Carbon 
nanotube films. We show the realization of deformation sensors based on 
composite CNT-polymer films realized by electrochemical deposition starting 
from a dispersion of SWCNTs and EDOT monomer. The gauge factor (GF) of the 
sensors has been found to be up to 3-4 times higher than that of the commercial 
strain gauge. We show also that the CNT have gas sensing properties, that can be 
applied to different gases, included H2O in gaseous form. Detection can be 
optimized by means of electrostatic polarization of the film substrate. 

1 Introduction 

It is known that most of the more important practical applications of 
SWCNTs come from systems or devices obtained by the controlled 
assembling of a large number of CNTs [1]. 

In particular, there has been much work involving the integration 
of SWCNTs with polymeric matrix to improve their mechanical, thermal 
and electrical properties [2-3], but especially to create a material which 
could be more easily processed from a technological application's point of 
view and which could have a more controlled manufacturing cost. In this 
work we present the realization of a CNT-polymer based device, which 
has shown to preserve the piezoresistive behaviour of SWCNT membranes 
[4,5]. 

In the meantime, CNT have proven to be a very efficient material 
for the realization of gas sensors, thanks to the extremely high effective 
area per unit mass (1580 m^/g). It's demonstrated that the electrical 
conductance of the CNTs can change dramatically upon exposure to O2, 
NO2, or NH3 gases [6].Experiments have shown that the nanotube based 
sensors can detect ppm or sub-ppm levels of gas molecules at room 
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temperature. Chemicals induced perturbations on the resistance of 
nanotubes can give direct information, easy to read-out and to interface 
with conventional electronic architectures. 

2 Piezoresistive Behaviour of CNT-Polimer Composites 

For the preparation of our organic polymer/SWCNTs composite samples, 
we focused our attention on Poly(3,4-ethylenedioxythiophene) (PEDOT), 
one of the best-known 7t-conjugated conducting polymers. 

We prepared composite film samples making use of an electrochemical 
oxidative polymerization on Au/Cr patterned anode of the EDOT 
monomer to form the PEDOT starting from a synthesis solution which also 
contains a fixed amount of pristine or chemically treated SWCNTs. The 
details concerning the polymerization could be found in [7]. After the 
polymerization, we transferred the patterned electrode to a polyimide 
support. After curing at 130 °C for 90 min, a flexible and tough polyimide 
film with thickness of 0.5 mm was peeled off from the anode surface [3]. 
In this way, we realized a completely plastic layer made of 
SWCNTs/PEDOT composite (see Figure la), with one conducting side 
and the other insulating. 

a) b) 

Fig.l : a) The complete plastic layer made of SWCNTs/PEDOT composite, after 
peeling off from the patterned anode; b) A test device, reaHzed by sticking the 
composite film on a silicon bar substrate and forming ohmic contacts by 
deposition of silver paste 

We compared the conductance modulation with either a sample formed 
by only PEDOT and either with a commercial strain gauge, with known 
GF, sticked on the same kind of substrate. As shown in Figure 2, the 
sensitivity to mechanical deformation of samples containing SWCNTs is 
quite higher than the one of polymer-only sample and the one of the strain 
gauge (these latter two give almost the same answer). Such a behaviour is 
therefore intrinsically due to the presence of SWCNTs, being 
independent fi*om the treatment they underwent before. Since the 
substrates of the CNT/PEDOT composite and of the strain gauge are of the 
same kind, we estimated the gauge factor of our devices simply comparing 
their response curve in the figure: we obtained values in the range between 
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3 and 7, quite comparable with the values obtained for SWCNTs 
membranes [4]. 

< 

- • - S G 
- • - P E D O T 
- A - PEDOT/SWCNT KOH treated 
- o - PEDOT/SWCNT pristine 

v„,..(V) 

Fig.2: Piezoresistive response of electropolymerized samples. 

4 Gas Sensing With CNT Films 

The nanotube-based gas sensors have been prepared by depositing 
dispersions of SWCNT in Chloroform over Cr/Au interdigitated electrodes 
with 40 |Lim spacing. The electrodes were patterned over a Si02 insulating 
layer, grown on a p-doped Silicon substrate . To improve the efficiency of 
the sensor the SWCNT were aligned onto the multifmger electrode surface 
by a dielectrophoretic process following a protocol described in [6,9]. 
We demonstrate that SWCNT films can be used very efficiently for the 
detection of different gas species like NH3, NOx, H2S, H2O, H2. The sensor 
response allows the detection of sub ppm concentration of the various 
species, and it is analyzed as a function of different parameters and 
conditions of operation. We also demonstrate that the gate voltage can 
improve the response time (detection/desorption) of the sensor, as shown 
in Fig. 3. Moreover, we checked that the gate voltage with only N2 don't 
affect the response of the sensor. 
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Summary. This work examines electro-thermal transport in silicon devices and in 
single-wall carbon nanotubes (SWNTs). Non-local transport is found to strongly 
affect heat generation in quasi-ballistic silicon devices. Under such conditions, 
Joule heat is mainly dissipated in the drain region, and increasing power densities 
may lead to phonon non-equilibrium. Significant current degradation is observed 
in suspended SWNTs, which is attributed to the presence of hot optical phonons 
and to a decrease in thermal conductivity (as ~ 1/7) at high temperature (7) under 
self-heating. The high temperature thermal conductivity can then be extracted by 
using the high bias characteristics of suspended SWNTs. 

1 Introduction 

Sharply increasing power densities are often considered the ultimate road­
block for the continued evolution of nanoscale electronics. As the dimen­
sions and voltage of semiconductor devices are down-scaled linearly, the 
volume and area available for heat dissipation decrease cubically and 
quadratically. Three-dimensional integration and incorporating materials 
with lower thermal conductivities than silicon are accelerating such trends, 
while the thermal boundary resistance between materials also plays a role 
for designs with large surface-area-to-volume ratio [1]. Confined geometry 
devices (i.e. FinFET, ultra-thin body SOI, surround gate FETs, nanowires) 
will fiirther limit the heat dissipation volume, leading to increased tem­
peratures and the associated negative consequences on performance and 
reliability. Even carbon nanotubes, which have been shown to possess very 
high thermal conductivity [2], suffer from small thermal conductance ow­
ing to their small diameter. This combination may also yield power dissi­
pation and self-heating issues under high bias current flow. 

In this work, we examine the consequences of self-heating with em­
phasis on non-equilibrium effects in two types of nanometer scale devices. 
First, we describe Monte Carlo (MC) simulations which have been used to 
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compute heat generation in bulk and strained silicon devices. We find that 
Joule heating occurs primarily in the drain of short devices when transport 
across the channel is quasi-ballistic. We show that non-equilibrium optical 
phonon (OP) effects may be important at power densities greater than 10̂ ^ 
W/cm^, a range attainable in silicon devices with channel lengths below 20 
nm under the current Technology Roadmap (ITRS) guidelines [3]. Second, 
we investigate electro-thermal transport in freely suspended single-wall 
carbon nanotubes (SWNTs), which represent the worst-case scenario of 
self-heating under high current flow. We find that the high bias electrical 
characteristics of suspended SWNTs exhibit Negative Differential Con­
ductance (NDC) owed to non-equilibrium OPs and a decrease in thermal 
conductivity as -I/Tat high temperatures (T> 400 K). 

2 Joule Heating in Bulk and Strained Silicon Devices 

The physical mechanism through which self-heating occurs in silicon is 
that of electron scattering with phonons, and thus only a simulation ap­
proach which deliberately incorporates all such scattering events can cap­
ture the microscopic, detailed picture. We have studied heat generation us­
ing special-purpose Monte Carlo (MC) simulations. The conduction band 
is modeled with the analytic nonparabolic approximation, and each phonon 
mode is reproduced with a quadratic dispersion [4]. The heat generation 
rate is computed as a sum of all phonon emission events minus all phonon 
absorption events. Hence, complete phonon generation spectra can be ob­
tained both for bulk silicon samples (e.g., as a function of electric field) 
and in various device geometries [5]. In particular we find that the heat 
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Fig. 1: Heat generation in a n+/n/n+ quasi-ballistic device with channel length L 
= 20 nm. The source and drain are doped to 10̂ ^ cm"̂  the applied voltage is 0.6 V. 
Unlike the classical (drift-diffusion) result, the MC simulation shows that heat is 
dissipated far into the device drain. The dotted lines represent the optical phonon 
(upper) and acoustic phonon (lower) heat generation profiles from the MC result. 
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generation region extends far into the drain of nanoscale devices (Fig. 1), 
since transport along the channel is quasi-ballistic. By contrast, the classi­
cal drift-diffusion approach is inadequate for computing heat generation 
within such scaled device geometries due to the highly non-local nature of 
transport. At the very least the hydrodynamic (carrier temperature depend­
ent) approach ought to be used for calculating the location and magnitude 
of the heat generation term in TCAD device simulations [6]. 

In addition, v̂ e find that optical phonons (OPs) account for nearly two 
thirds of the heat generation in bulk silicon at most applied electric fields, 
and in strained silicon at high electric fields [4]. Dissipation with the 
acoustic phonon (AC) modes accounts for the remaining one third. This 
observation contradicts the long-held (simplifying) assumption that heat 
dissipation occurs predominantly with the OP modes [7]. Nevertheless we 
find that significant non-equilibrium OP populations may build up, par­
ticularly for the g-type longitudinal optical (LO) mode. The generation 
rates for the other phonon modes are either smaller or their density of 
states (DOS) is larger (the DOS is proportional to the square of the phonon 
wave vector, which is largest at the edge of the Brillouin zone) and non-
equilibrium effects are less significant. Assuming a 10 ps phonon lifedme 
[8] we find the occupation number of the g-type LO phonon to exceed Nio 
> 0.1 and become comparable to unity for power densities greater than 
10'̂  W/cm^ [5]. Such power densities are attainable in the drain of 20 nm 
(or shorter) channel length devices at operating voltages from the current 
ITRS guidelines (Fig. 1). Non-equilibrium phonon populations will in­
crease electron scattering in the drain, leading (at the very least) to a mag­
nification of the drain series resistance. The full ramifications of such be­
havior are still under investigation. 

3 Electro-Thermal Transport in Suspended SWNTs 

We have also recently explored electro-thermal transport in metallic sin­
gle-wall carbon nanotubes (SWNTs). While such nanotubes on substrates 
are known to exhibit very high (> 20 jiA) current-carrying capability, we 
have found that freely suspended nanotubes carry much lower currents due 
to significant self-heating. The suspended nanotube resistance at high bias 
in Fig. 2 is greater than expected near T ~ 800 K (the burning temperature 
of SWNTs in air), suggesting a lower lattice temperature and a higher non-
equilibrium, hot OP population [9]. This observation is consistent with re­
cent studies indicating much longer phonon lifetimes in suspended SWNTs 
[10]. This is attributed to the lack of intimate coupling with a substrate, 
which would otherwise provide additional phonon relaxation channels. We 



198 E. Popetal. 

nanotube on \ 
substrate f 

nanotube 

' - ^ y y •' ' • - y •• - ^ . -
/ ::V-x-.-' r-,-.r,i- c • 

I 2 A/m I suspended | 
I over trench | 

i 
I < 

Pt 

Pt gate 

Fig. 2: SEM (top left) and diagram (bottom left) of a metallic SWNT with one 
portion grown across a substrate, the other suspended across a trench. The meas­
ured (symbols) and calculated (lines) /- V characteristics of the two nanotube seg­
ments are also plotted for a similar device with L~3 |im and d-2A nm (right) [9]. 

also observe Negative Differential Conductance (NDC) in our longest (10 
|Lim) suspended SWNTs at much lower electric fields (-200 V/cm) than 
predicted by previous theoretical models which assume isothermal condi­
tions (~5 kV/cm) [11]. This also indicates that the observed NDC is a 
thermal and not electrical (e.g. contact or field-related) effect. 

A simple two-temperature (acoustic and optical) model is used to cal­
culate the theoretical /-F characteristics (solid lines) in Fig. 2 [9]. The op­
tical phonons are assumed to be stationary, and the acoustic phonons are 
solely responsible for thermal transport. The approach self-consistently 
computes the nanotube resistance, Joule heating and temperature along its 
length. A key feature is the temperature dependence of the SWNT thermal 
conductivity, which is found to be essential for reproducing the high bias 
behavior of the electrical characteristics. The ~1/F shape of the suspended 
SWNT I-V characteristics at high bias is found to be a reflection of the 
~ l / r dependence of the thermal conductivity at high temperatures due to 
Umklapp phonon scattering. This provides an indirect way to measure the 
thermal conductivity {k) of individual suspended SWNTs in the high tem­
perature regime, and we find that k ~ 3600(300/7) Wm'̂ K"̂  from 400 < r < 
700 K. This value is sensibly consistent with other recent measurements of 
the SWNT thermal conductivity [2]. 

4 Conclusions 

This work briefly describes recent advances in the understanding of elec­
tro-thermal transport in nanoscale silicon devices and carbon nanotubes. 
Non-local transport is shown to strongly affect heat generation in quasi-



Electro-Thermal Transport in Silicon and Carbon Nanotube Devices 199 

ballistic silicon devices. Non-equilibrium phonon populations affect trans­
port in suspended carbon nanotubes, w^hich do not benefit from an intimate 
vibrational and thermal coupling with a substrate. A signature of the tem­
perature dependence of the SWNT thermal conductivity ( - l / f a t high T) is 
observed in the measured high-bias current-voltage curves ( / - 1/F). Aside 
from their fundamental importance, the "extreme" cases studied here may 
suggest ideas for the optimization of future nano-electronics (from SOI to 
nanotubes) through geometry, interface and materials design from an elec­
tro-thermal point of view .̂ 
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Summary. We demonstrate that silicon substrates can be used as a universal plat­
form for recording the electrical activity of ion channels inserted into suspended 
bilayers. The bilayers span narrow openings etched into silicon substrates using 
standard microelectronics processing techniques. Reversible Ag/AgCl electrodes 
are integrated around the circumference of the opening and provide long-term sta­
ble measurements of the ion channel currents. To demonstrate the utility of the 
silicon platform we have measured the electrical activity of OmpF porin ion chan­
nel proteins inserted into a lipid bilayer formed using the Montal - Mueller 
method. Systematic measurements of the lipid giga-seal characteristics are pre­
sented, including ac conductance measurements and statistical analysis in order to 
resolve the conductance of individual ion-channels. 

1 Introduction 

Cell membranes are made up of phospholipid bilayers that serve as high 
resistance impermeable barriers to the flow of charged ions and small 
molecules. Ion channels are proteins that form a pore across the cell 
membrane so that specific ions can pass through the cell wall. These pro­
teins are of considerable interest because they are used to send signals 
throughout the human body. The patch-clamp was first demonstrated to 
measure single ion channel proteins in 1976 by Neher and Sakmann [1] 
and is able to form giga-ohm (GQ) seals between a pipette tip and cell 
membrane by sucking the cell into the pipette. A stable high resistance 
seal is crucial for low noise measurements because it reduces electrical 
noise and isolates different sides of the membrane [2]. 
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Recently, there has been considerable effort to planarize the patch-
clamp setup into a high throughput system for applications in e.g. biosens-
ing. Apertures in different substrates have been designed for both patch-
clamp type experiments and ion channel reconstitution. We have recently 
reported on the use of Si as a substrate and then coated with polytetra-
fluoroethylene (PTFE, Teflon) to form stable high resistance, repeatable 
seals between painted lipid bilayers and the device [3], which is described 
in detail below. 

2 Si Ion Channel Device Fabrication 

Samples were prepared using double-sided polished Si (100) wafers. The 
aperture was designed to have a 150|am diameter similar to that currently 
used for Teflon and commercial devices. The substrates were patterned 
and then etched in a deep silicon reactive ion etcher using the Bosch proc­
ess. After etching of the aperture, a thermal oxidation of 200 nm followed 
to produce an electrically insulating layer on the surface. The device was 
then coated with 75|im of SU-8 and patterned with conventional photo­
lithography, so that resist entered the thinned region thus decreasing the 
overall capacitance of the device, as shown in Fig. la. Next, 800 nm of 
silver was evaporated onto the surface of both sides of the wafer. The sil­
ver layer was patterned using conventional lithography and then etched 
with a 1:1:20 mixture of sodium hydroxide, hydrogen peroxide and water. 
A Teflon layer was then chemically vapor deposited using the deep etcher 
and C4F8 as the gas source. Finally, the electrodes were chloridized in 5% 
NaOCl before experimental measurements were taken. 

150um Aperture / ^ 

/ •' 
/ 

n AgCl Electrodes \ \ QSilicon Wafer 

\ 

•75um SU-8 Layer H Teflon Layer \ -^.^m^' ^ 

Fig. 1. a) Schematic diagram of the Si ion-channel sensor showing the capacitance 
reducing SU-8 layer and integrated silver/silver chloride electrodes; b) SEM mi­
crograph showing the fabricated aperture from the SU-8 side of the device. 



Silicon-Based Ion Channel Platforms 203 

3 Current-Voltage Characteristics 

Lipid bilayer experiments were performed using a Teflon bilayer chamber 
with a 5 mm diameter opening between two baths of electrolyte solution. 
Lipids were dissolved in n-Decane (lOmg/ml) and used to form a bilayer 
with the techniques of Montal and Mueller [4]. Current and bilayer ca­
pacitance were measured using an Axon Instruments Axopatch amplifier. 
Ion channels were inserted into the membrane by adding OmpF porin to 
the trans (ground side) bath. OmpF is a relatively large polypeptide made 
of three monomers composed of 340 amino acids each. 
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Fig. 2. Current recordings of an OmpF porin protein inserted into a lipid bilayer 
suspended on a microfabricated silicon device with -200mV applied potential. 

Figure 2 shows typical data obtained for the current versus time when a 
-200 mV step voltage is applied across the membrane. Here a single pro­
tein has inserted, which is open prior to the voltage pulse. In response to 
the pulse, successive monomer channels within the trimer close stochasti­
cally in time, leading to the step-like reduction in conduction as shown in 
Fig. 2. This result shows that the planar integrated Si structure may be 
used to perform channel recordings with the same if not higher signal to 
noise than conventional patch clamp measurements. 

We have recently investigated the use of lock-in amplifier measure­
ments as a low noise alternative to the traditional Axopatch amplifier ap­
proach. Here, a summing amplifier is used to superimpose a 25Hz, 20mV 
rms, sine wave on the dc bias, and a phase sensitive detector used to meas­
ure the in-phase component of the current. A lOOmV, 66% duty cycle, 
square wave voltage pulse is applied as an external bias, and the conduc­
tance measured as a function of time. We have performed a statistical 
analysis of the time dependent conductance, which is shown in Fig. 3 be-
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low. The sharp peak close to 0.5 nS corresponds to the conductance of the 
giga-seal, approximately 2 GQ. Successive peaks correspond to integer 
multiples of a fundamental conductance, associated with that of single 
channels of the OmpF porin protein. We have performed such measure­
ments for different KCl concentrations, which results in a roughly linear 
plot as shown in Fig. 3b. This statistical analysis of channel conductance 
provides a unique identification of the contributions of individual chan­
nels, and an unambiguous determination of the dependence of ion channel 
conductance on the electrolyte concentration. 

700 

600 
<D 
c 500 H 
CO ' 

8 400 H 
o 
o 300 
o 
£ 200 

^ 100H 

OmpF Conductance Histogram 
1M KCl Solution 

,^ W CO CO 
CO c c c 
C l O •^t O 

<J> CO O) 00 CD 

^ CO g ^ [r< c6 

ill''Hi 
Conductance (nS) 

^ 1.4H 
CO 

o 1.0 

O 0.8 ^ 

£ 0.6 ^ 

10 
^ 0.2 

j 

J 

• Data Points 
• Average 

Linear fit 
y = 1.05X + 0.22 

/ 

•/'+'" 1 '̂ " 
1 

• 

• 

0.50 0.75 

KCl Concentration (M) 

Fig. 3. a) Histogram of conductance samples measured using square wave excita­
tion and lock-in amplifier measurements for a IM KCl solution; b) The single 
channel conductance versus KCl concentration using this technique. 
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Summary. Ion channels are natural nano-channels found in the membranes of all 
living cells, which exhibit a broad range of specific device-like functions to help 
regulate cell physiology. The study of charge transport in ion channels is impera­
tive to understand how charge regulation is accomplished at the molecular level if 
one is to develop nanoscale artificial systems that mimic biological function and 
detection. Although Molecular Dynamics is the most popular approach to simulate 
ion channel behavior, the computational cost of representing all water molecules 
and ions in the system is prohibitive to study the timescales required to resolve 
ionic current and lead to structure design. A hierarchy of models of decreasing 
complexity is needed to address simulation of different time and space scales, 
similar to the set of models developed to study transport in semiconductors. This 
paper discusses the application of Monte Carlo and Drift-diffusion methods to 
simulate transport in ion channels, using the ompF porin channel as a prototype. 

1 Introduction 

Ion channels are protein macromolecules found in the cell membrane, that 
form nanoscopic aqueous pores puncturing the otherwise mostly imperme­
able membrane, allowing ions to enter and leave the cell. All channels 
carry a strong, sharply varying distribution of permanent charge which 
largely determines the channel's conductance. Most channels switch be­
tween conducting and non-conducting states in response to physiological 
triggers, thereby regulating the intracellular ion composition. Many chan­
nels will also selectively conduct a particular ion species while blocking 
the passage of others [1]. 

Evolution has generated an endless variety of channels with different 
sensing and actuating capabilities. The technique of mutagenesis also al­
lows channel structure to be modified at the amino acid level, making it 
possible to engineer channels with specific conductances and selectivities. 
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As such the solid-state electronics community is paying increased attention 
to ion channels with potential device applications in mind. The detailed in­
vestigation of ion channel behavior should provide crucial information for 
future design of practical interfaces between solid-state and biological sys­
tems, or for the synthesis of artificial circuits with similar function. 

In the last decade high resolution structural information has become 
available for several complete ion channels. At the same time, computa­
tional resources have advanced sufficiently that Molecular Dynamics 
(MD) simulations of realistic ion channels are possible, albeit over ex­
tremely short timescales [2]. While MD simulations can provide critical in­
formation on protein dynamics in atomic detail the computational power 
needed to simulate timescales of steady-state conduction far exceed the re­
sources currently available. Over several decades, a comprehensive hierar­
chy of device simulation approaches has been developed to study charge 
transport in semiconductor devices, and there is a keen interest in adapting 
these to describe the behavior of ion channels from a device perspective. 
The goal of this paper is to focus on the application and adaptation of 
transport simulation for electronic devices, which may help broaden the 
range of accessible time and space scales in the simulation of ion channels. 

2 Transport Monte Carlo Simulations 

Ion channels have several features that lend themselves well to the applica­
tion of the Monte Carlo methods used to study charge transport in solid 
state devices. The mobile ions form a natural ensemble of particles that in­
teract with rest of the system (water, protein and membrane). The discrete 
nature of the ions is included naturally and their finite volume, which be­
comes increasingly important in the narrow confined spaces inside the 
channel, is readily handled using a pairwise repulsive potential. Interac­
tions between ions and water molecules are treated as the scattering events 
that interrupt ion free flights. In addition, many-body interactions and lo­
calized phenomena can be incorporated into the model relatively easily. By 
modeling the protein and lipid atoms as static charges embedded in a di­
electric background, and using the Poisson equation to evaluate local fields 
the effects of image charges induced at dielectric interfaces are also in­
cluded naturally. 

One of the main drawbacks of using particle methods to simulate ion 
channels is that successful ion traversals through the channel are rare 
events and the bulk of computation is performed to track ions that never 
approach the channel. Reliable estimates of current require simulations 
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\13 „-l over microseconds, while ion-water scattering rates are -10'^ s ' necessitat­
ing trajectory integration time-steps of-lO'^"^ s. Also, to ensure a proper 
treatment of boundary conditions large electrolyte baths must be included 
in the simulation domain. At the same time the domain must be discretized 
on a sufficiently fine mesh to resolve the complicated spatially varying 
protein boundary and charge distribution. This can lead to a very large 
number of grid points and a substantial computational overhead in the re­
peated solution of Poisson Equation which depends superlinearly on the 
number of grid points. For large channels the cost can be prohibitive. 
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Fig. 1. (a) Representation of the focused grid domain for ompF porin. (b) Current-
voltage curves computed for ompF porin immersed in lOOmM KCl using both 
single and focused grid simulations, compared against experimental measurement. 

With these constraints in mind we have developed the BioMOCA ion 
channel simulator, a 3-D Monte Carlo transport model for ion channels [3]. 
Simulations of bulk electrolyte have shown that using a coarser mesh in 
the bath regions in conjunction with the P^M scheme [4] can speed up the 
computation considerably without compromising accuracy. A grid focus­
ing scheme [5] has therefore been implemented in BioMOCA that allows 
the use of a coarse mesh spanning the entire domain and a finer mesh on a 
sub-domain containing the channel region simultaneously in a computa-
donally efficient way. This methodology also allows multiple fine mesh 
sub-domains which can be usefiil for channels with multiple pores like 
ompF porin or an array of channels sharing common bath regions. Pois­
son's equation is first solved on the coarse mesh. Boundary conditions for 
the fine mesh are then obtained by interpolation from the coarse mesh so­
lution along with some additional calculations to account for the short-
range component of electrostatic potential. Figure 1 shows (a) a schematic 
representation of the grid focusing scheme applied to the ompF porin 
channel, and (b) current-voltage curves computed by BioMOCA for porin 
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immersed in lOOmM KCl using both a single grid and focused grid ap­
proach. Both results compare very well against experimentally measured 
data. The use of the focused grid scheme resulted in a 150% speed-up. 

3 Drift-Diffusion Simulations 

The next approximation in the hierarchy of transport models is the drift-
diffiision model. Although this approach is straightfonvard to implement 
using w^ell-established robust T-CAD packages [6] and yields complete 
current-voltage curves rapidly, the assumption of a charged fluid implies 
that the size and discreteness of the ions are neglected, w ĥich can lead to 
charge carriers entering very narrow regions of the channel where actual 
ions would be excluded, yielding ion densities that are higher than would 
be physically possible when the finite volume occupied by each ion is con­
sidered. This scenario is illustrated in Figure 2 which compares the 1-D ion 
occupancy profiles through the ompF porin ion channel, obtained from 
both Monte-Carlo and Drift-diffusion simulations. The ion occupancy is a 
measure of the average number of ions at a particular location along the 
channel. Although both models predict almost identical current-voltage 
curves that match experimental measurements remarkably well, the drift-
diffusion simulation yields much higher ion densities inside the channel. 

40 60 
Z (Angstroms) 

40 60 
Z (Angstroms) 

100 

Fig. 2. Ion occupancy profiles for ompF porin in lOOmM KCl, computed from 
Drift-diffusion (left) and Monte-Carlo (right) simulations. 

A similar issue is well known in semiconductor devices [7]. Although 
electrons are well modeled by point particles, in narrow potential wells, 
such as at MOS interfaces and heterojunctions, a classical description of 
the charge yields a maximum of the density at the interface where the elec­
tric field is maximum. However, size quantization in the confined regions 
imparts an effective size to the electrons via the wave function, so that the 
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maximum of density is offset from the interface by a measurable amount 
which is important for detailed simulation of devices. A possible approach 
is to account for this effect is the use of a correction potential in addition to 
the electrostatic one, thus giving a physical profile to the density of elec­
trons which are still treated with a classical model. The equivalent ap­
proach for the classical ion fluid is to add a correction potential that con­
siders the finite ion size (in terms of geometry and charge distribution) to 
prevent unphysical bunching of charges in restricted spaces, particularly if 
a strong fixed attractive field is present as in pores with heavily charged 
protein walls [8]. 
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Summary. A previously validated P^M force-field scheme, self-
consistently coupled to a BD kernel, is used to investigate the influence of 
the protein dielectric constant on ion channel permeation in OmpF porin. 
The channel conductivity is 0.24nS for a protein dielectric constant of 4, 
and is in agreement with experimental measurements. Increased cation se­
lectivity at low ionic concentrations is also observed in the simulations and 
appears to be dependent on the rings of aspartic acid residues around the 
mouths of the porin. 

1 Introduction 

The ion channel OmpF porin is a water filled trimer found in the outer 
membrane oi Escherichia coli. Each monomer is a hollow barrel structure 
with a physical constriction near the center that reduces the width of the 
pore to approximately 6 A. Highly charged residues line the inside of the 
pore constriction, generating a large electric field that facilitates the trans­
port of ions through the channel. Because of the wide range of available 
experimental and simulation data, porin has become a valuable structure 
for investigating the atomic detail of charge transport in ion channels. 

Brownian dynamics (BD) methods are attractive for modeling conduc­
tion in porin because they allow for simulation times that can capture the 
ion permeation process. The cost of simulating these systems for long 
times is an oversimplification of key physical features of the ion channel 
system, most notably, the polarization effects related to the solvent (water) 
and the protein are poorly represented by a stepwise constant dielectric 
constant. While the use of this model for the aqueous solution inside the 
permeation pore is arguably suitable because the ionic hydration shell re­
mains intact (at least away from the central constriction), its validity is 
questionable when used to describe the polarization response of the pro­
tein. In literature, the values used for the dielectric constant of the protein 
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can typically vary from 8p=2 to 8p=20, although values between Sp=2 and 
Sp=6 are generally the most common [1,2]. In this work, simulations are 
performed to investigate the impact of the value of the dielectric constant 
assigned to the protein on the conductivity of OmpF. 

2 P M-Brownian Dynamics Simulation Approach 

The simulation code is based on a BD kernel coupled to a 3D Poisson-P^M 
force-field scheme that accounts for the electrostatic interactions, as de­
scribed elsewhere [3]. The ion trajectories are modeled by the full Lange-
vin equation, which is integrated using a third order scheme and a time 
step of 20fs. The long range electrostatic interactions, including the exter­
nal boundary conditions and dielectric interfaces are accounted for self-
consistently by a real-space Multigrid Poisson solver within the P^M ap­
proach [4,5]. A third order scheme is used for both the charge assignment 
and force interpolation. Short-range van der Waals interactions are in­
cluded using the standard Lennard-Jones potential. The time step used to 
update the solution of Poisson's equation during the simulation is 2ps. 
Values of the anion and cation diffusion coefficients and the Lennard-
Jones parameters are taken from literature [6]. 

An illustration of the simulated system is shown in Fig. 1. The ion 
channel is modeled as a rigid structure embedded in a fixed dielectric slab 
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Fig. 1. Illustration of the simulated OmpF porin channel system. 

3 nm wide, representing the membrane. The water in the electrolyte bath 
surrounding the channel/membrane system is also treated as a continuum 
dielectric. The dielectric constant of the membrane and electrolyte bath is 
set to 2 and 80, respectively. The charge distribution of the protein atoms 
is generated using Gromacs [6], starting from the atomic coordinates of the 
OmpF structure as determined by X-ray diffraction [7].The protonation 
states of the protein residues are taken at neutral pH, resulting in a net 
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charge of -30e for the entire trimer. The channel/membrane system is 
mapped onto a 30x30x50 inhomogeneous Cartesian grid with the permea­
tion pathway of the channel aligned with the z-axis. The geometric center 
of the protein corresponds to the center of the simulation box. The mesh 
spacing of the grid varies from Inm in the bulk electrolyte solution to 
0.4nm in the interior of the channel, while a mesh expansion ratio less than 
1.5 is maintained over the grid. Neumann conditions are applied at the 
boundaries of the x- and y-axis and Dirichlet conditions are used at the z-
axis boundaries to model the externally applied bias. Ions are injected and 
ejected at the Dirichlet surfaces to maintain a constant concentration of the 
electrolyte and mimic the effect of far reversible electrodes. The external 
applied bias is defined by grounding the contact on the intracellular side of 
the channel and applying a voltage to the extracellular contact as depicted 
by Fig. 1. 

3 Results and Discussion 

The total charge flux through the contacts is shown in Fig. 2 for a KCl 
concentration of 0.1 M at IV and protein dielectric constants of 2, 4, and 6. 
The top and bottom contacts correspond to the extracellular and intracellu­
lar sides of the bath, respectively. The artificially high voltage was used to 
compensate for the small signal-to-noise ratio of the ionic flux, and does 
not affect the fiinctionality of the simulated set-up, even if it would be 
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Fig. 2. The charge flux of ions passing through the Dirichlet contacts at 1V, O.IM 
and protein dielectric constants of 2, 4, and 6. 

unrealistic in a system with a flexible membrane and protein. From the 
charge fluxes the single pore conductivity is calculated to be 0.17nS at 
O.IM and increases for larger protein dielectric values. When the protein 
dielectric constant set to 4 and 6, the calculated conductivity is 0.24nS and 
0.58nS, respectively. A value of approximately 0.3nS is obtained from 
measurements of single pore conductivity in OmpF [9], corresponding to 
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the simulation results obtained with a dielectric constant of 4. While this 
agreement with experiment is encouraging, care must be taken in interpret­
ing these results. The simulations were run for only 5ns with averages 
taken over the last 2.5ns, and longer simulation should be performed in or­
der to ensure that steady-state has been fully reached and to improve the 
statistics. 

To further investigate how the dielectric constant assigned to the pro­
tein alters the passage of ions through the channel, the ionic concentration 
for different dielectric constants is shown in Fig. 3 along the z-axis at 0.1 M 
KCl and a bias of l.OV. The ion distribution is obtained by averaging 
along the x- and y-directions. The concentration of anions along the chan­
nel pore does not change significantly with protein dielectric while most of 
the variance in the average cation concentration is found on the region 
around the intracellular and extracellular mouths of the channel, with a 
higher number of ions found in simulations with lower dielectric constants. 
The higher cation density at the constriction region of the pore could be an 
artifact due to the use of a constant diffusion coefficient throughout the 
channel pore. The peaks in the cation concentration on both sides of the 
pore shown in Fig.2b are interesting since the transmembrane potential 
should act to deplete one side. 

z position [nm] z position [nm] 

Fig. 3. The concentration of anions and cations along the porin channel axis plot­
ted for several values of the protein dielectric constant. The electrolyte bath is 
0. IM KCl and the extemal bias is 1 .OV. 

The OmpF structure shows rings of aspartic acid (Asp) residues in the 
xy plane, with each residue having a net charge of -e at the specific z posi­
tion of the highest cation concentrations in Fig. 3b. This concentration of 
negative charge attracts the free positive charges in the surrounding bath, 
resulting in an increased cation population at the pore openings. OmpF is 
more cation selective at low ionic concentration, a fact that is often attrib­
uted to electrostatic screening in the pores interior [10]. Although the se­
lectivity mechanism is still not well understood at the microscopic level 
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[6], one explanation may be found in the interaction of the negative Asp 
residue rings at the mouth of the channel. This electrostatic effect of the 
Asp residues is naturally screened by the surrounding bath at higher ionic 
concentration. In fact, as can be seen in Fig. 4, in a solution of 0.5M KCl 
there is no longer a peak in the cation density around the pore mouths. 

z position [nm] 
Fig. 4. The concentration of anions and cations in OmpF along the z-axis plotted 
for a protein dielectric constant of 2.0 at 0.5M KCl at 1 .OV. 
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Summary. Conduction and noise properties of potassium ions in the KcsA mem­
brane channel are analysed by means of a combined Molecular Dynamics-Monte 
Carlo numerical approach. The high-voltage part of the experimental I(V) charac­
teristics shows a tendency to level off which is reproduced by computational re­
sults using a conduction model quite sensitive to the particular set of transition 
probabilities among the relevant ion occupancy configurations. Noise power spec­
tra confirm the existence of correlation between consecutive ion exits from the 
channel. 

1 Introduction 

Ion channels are nanometric macromolecular pores in the cell membranes. 
Potassium channels have recently received considerable attention, espe­
cially since the publication of the atomic structure of the KcsA protein 
from Streptomyces lividans solved at 2.0 ^[1]. Experiments on open single 
channels[2] exhibit a levelling-off effect at the highest potentials 
(±150-200mF) at all tested potassium concentrations. The estimated 
electric field experienced by K ions inside the protein is of the order of 
lOV/m. 

Several Molecular Dynamics (MD) analyses[3] aimed at understanding the 
relevant functional features of the KcsA protein on an atomic basis confirm 
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the hypothesis that the permeation process takes place as a single-file con­
certed motion of ions and they allow one to study the free-energy land­
scape between specific occupancy configurations. MD, however, is still 
unable to simulate the ionic flux due to the long time scale involved (ms). 
The aim of this work is to explore, by means of Monte Carlo (MC) simula­
tions, the microscopic transport features which lead to the current level-
ling-off as a function of the applied potential and to evaluate the degree of 
correlation of ion motion from the analysis of the current noise spectrum. 

2 Theoretical and Computational Framework 

It has been established[3] that the KcsA channel exhibits six stable binding 
sites (SQ , i'j, ^2, ^3, ^4, S^^) in which alternatively potassium ions and wa­
ter molecules are found. MD estimates of the free-energy landscape be­
tween two given ion occupancy configurations are feasable, and the prob­
ability per unit time k^_^g to undergo a transition from channel 

configuration A to configuration B can be estimated combining MD with 
the transition-state theory. More details about our MD scheme can be 
found in [4]. 
The theoretical scheme described above is implemented in a MC simula­
tion which generates random transitions between ion occupancy configura­
tions, resuking in a net current through the channel evaluated as the net 
flux of incoming and outcoming ions at a channel boundary in a defined 
time interval At. Fluctuations arising from the discrete nature of current 
flow yield a "shot noise" analogous to that observed in electronic devices. 
The spectral density obtained from the classical theory of shot noise [5], in 
the hypothesis of Poissonian independent events, is given by the Schot-
tky's formula: S^^^^ = Iql, where q is the charge of the moving ion. Usu­
ally the spectral density is normalised to S^^^^, and the Fano factor 

^shot ŝ taken as a measure of the degree of correlation in the 
ion motion. This correlation arises because of the single-file motion in 
presence of a strong Coulomb repulsion of ions in the channel. The current 
spectral density is obtained from MC by averaging the squared Fourier 
transform of the current fluctuations 5I{o)). 
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3 Results and Discussion 

The four-step mechanisms: 

(S„S3,S,,J ^ (80,82,84) ^ (82,84) ^ (S„83) o (8, ,83,8,,,), 

or, equivalently: 
(Sj ,83 ,S^3 )̂ <-> (SQ ,82,84) <-> (S2,84) ^^ (82,84,8^3^) <r^ (8, ,83,8^3^). 

are mainly responsible for the translocation of a single ion from the intra­
cellular to the extracellular reservoir (and vice versa). After a complete cy­
cle, the system changes its energy by an amount equal to q F, w ĥere V is 
the applied potential. Here ŵ e discuss hoŵ  I(V) characteristics are sen­
sitive to the fraction of the total electric potential energy associated with 
each of the steps above. We also analyse the influence of the input para­
meters of the MC code relevant for the permeation process (i.e., barrier 
heights and w îdths), keeping the experimental data in [2] as a reference. 
To this aim MD simulations provide an estimate of the free-energy barriers 
between different configurations in the absence of an external field, with 
an accuracy dependent on the choice of the selected force field and reac­
tion coordinates, and the numerical techniques used to speed up computa­
tional convergence. Barrier heights used in our MC calculations usually 
range from 2.5 to 5.3 in units of KT{K being the Boltzmann constant and T 
the temperature); higher values (as sometimes MD simulations provide) 
lead to current saturation at voltages much higher than those suggested by 
the experiments. Furthermore, the existence of voltage-independent transi­
tion rates dominating the ion flow is suggested above lOOmV to account 
for current levelling-off. The three-ion concerted motion 
(8^,83,8^3^) <r^ (80,82,84) is crucial for the ion flux: it exhibits the high­
est barriers at zero bias and it determines the order of magnitude of the 
current. In order to tune simulated to experimental data we found that most 
of the energy variation due to the external potential (up to 91%), is affect­
ing this transition, being the residual energy distributed 1/3 to the transi­
tions to/from cavity 5̂ ^̂ , and 2/3 to the transitions from/to the outer 

mouth ^SQ. The two-ion motion is substantially unaltered. The resuldng 

I(V) characteristics is reported in Fig. 1-a (continuous line; the dot-dashed 
line refers to the case in which all the potential drops on the transition in­
volving the three-ion concerted motion). Alternatively, the main variation 
can be attributed to the two-ion motion, leaving unaltered the three-ion 
motion, but results are less satisfactory, expecially for forward bias (see 
dotted and dashed lines in Fig. 1-a). 
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Finally, the barrier width affects the pre-exponential factor appearing in 
the transition-state theory formula and takes into account the number and 
the type of reaction coordinates involved. The rates associated to the per­
meation path range from 1x10^ to 1 x 10^ 5 ~\ 
An example of calculated noise power spectrum as a function of frequency 
is shown in Fig.l-b. White noise is found at low frequencies, until about 

5x10^ Hz, which corresponds to 1/(7^^/;), being (r^^,,) the average time 

between two successive ion exits. The obtained Fano factor is about 0.75, 
clearly indicating that correlation in the ion motion lowers the noise spec­
trum with respect to the Poissonian shot-noise value. 

potential (mV) 
le+04 

frequency (Hz) 

Fig. 1. a) Experimental and simulated I(V) characteristics (crosses refer to experi­
ments in [2], curves refer to MC simulations (see text)), h) SIS^^^^ as a function 
of frequency at V=100 mF(see text). The horizontal line represents the average 
value of the Fano factor. A K-^ concentration of 100 mM is assumed. 

The results of the present computational study suggest that future research 
must be focused on MD simulations of the channel protein in the presence 
of an explicit electric field in order to explore the complex dependence of 
the barrier heights on the field strength. 
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Summary. We propose an extension (TR-PNP) of the traditional PNP model by 
explicitly taking into account the effects of ion trapping and release. Our solution 
to this problem has originated from the treatment introduced by Shockley, Read 
and Hall model in semiconductor theory. Simulation results are presented for the 
Gramicidin A channel by using both the TR-PNP and the PNP models and are 
compared with experiments. 

1 Introduction 

Living cells are surrounded by a thin membrane consisting of two layers of 
phospholipid molecules called lipid bilayer. Ion channels, a class of spe­
cialized protein molecules across the membrane, form water-filled 
nanopores through which ions can propagate. Many channels have the 
ability to selectively conduct or block the flow of particular ion types. 
Some of them demonstrate switching properties, which regulate the open­
ing and closing of the ionic currents. 

A large variety of device-like properties exhibited by ion channels has 
recently attracted the interest of the engineering community. As a matter of 
fact, the theories and techniques previously widely used in solid-state de­
vices are playing an increasingly important role in treating problems of 
modeling and simulating ion channels. For instance, the Poisson and drift-
diffusion model (usually named the Poisson-Nemst-Planck (PNP) theory 
by the biophysics community) has been utilized to predict ion currents 
through the channel [1] and this approach has achieved some satisfactory 
results. In addition, a partial differential equation solver initially intended 
for device simulation, PROPEHT [2], has been employed for solving 3-D 
PNP system of equations with high efficiency and robustness [3]. In the 
present paper, we introduce another well established theory of semicon-
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ductor devices into the arena of ion channel simulations with the hope to 
expand the understanding of this area. 

2 The TR-PNP Formalism Based on the Shockley-Read-Hall 
Model 

The binding sites of ions and the associated ion trapping and release ef­
fects have been demonstrated to be crucial for a wide variety of ion chan­
nels. The traditional PNP model is not able to cover this specific particle 
like property. The proposed TR-PNP model [4] explicitly treats the dy­
namic processes of ion trapping and release based on the approach of the 
Shockley-Read-Hall (SRH) model that is extensively used in device simu­
lation. In the TR-PNP model, three characteristic parameters are used to 
express the ion trapping rate and ion release rate. They are the ion trapping 
coefficient c, the ion release coefficient e and the total trap density Â .̂ 
From a theoretical perspective, the traditional PNP model is not complete 
because it neglects the recombination and generation terms. These terms 
may, however, also be important in ion channels as soon as chemical inter­
actions of the ions with the channel walls become significant. 

The three characteristic parameters can be approximated based on the 
size (diameter) and mass of the particular ion type, the grid size of mesh 
and most importantly, the binding site properties. In particular, the ion re­
lease rate e is related to the potential of mean force (PMF) calculated from 
molecular dynamics (MD) simulations in terms of the Erying rate theory. 

3 The Gramicidin A Channel 

The Gramicidin A (GA) channel is an antibiotic polypeptide that consists 
of 15 amino acid residues. It is approximately 24A in length and 4A in di­
ameter. It selectively conducts monovalent cations, binds divalent cations 
and completely rejects all anions. Because of its relatively small and sim­
ple structure, the GA channel has been extensively studied both experi­
mentally and theoretically. The results from the NMR measurement and 
the MD simulation agree qualitatively with each other and both suggest 
two binding sites at each end of the channel. 

The detailed structural information of the GA channel is accessible from 
the Protein Data Bank (PDB ID: IMAG) [5]. The original PDB file is 
transformed into a PQR file by using the PDB2PQR script, one of the tools 
in the Adaptive Poisson-Boltzmann Solver (APBS) package [6], combined 
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with the CHARMM force field. The BioMOCA package [7] is then em­
ployed to generate the material map file. Finally the mesh file and other 
input files (such as the characteristic parameters and the protein charge 
profile) are obtained through our own developed code. We have used 
PROPHET [2] as our simulation tool. 

4 Simulation Results 

We have employed the TR-PNP model (and the traditional PNP model as 
well for comparison) to predict the macroscopic properties of the GA 
channel. The simulation results of the current-voltage (I-V) curves and cur­
rent-concentration (I-C) curves are displayed together with the experimen­
tal data [8] in Fig. 1(a) and Fig. 1(b), respectively. 
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Fig. 1. (a) I-V curves with bath concentration fixed at 0.1 M and 2M 
respectively, (b) I-C curves with bias voltage fixed at 150mV 

The I-V curves predicted by the TR-PNP model agree very well with 
some measurements for (O.IM); only within a factor of 2 for others (2M). 
For the traditional PNP model, the diffusion coefficient has to be scaled 
down by a factor of 10 to achieve agreement with experiments. This, how­
ever, conflicts with the results of MD calculadons. This necessary reduc-
fion of the effective diffiision coefficients [9] inside the channel pore is, in 
our opinion, necessitated by the lack of completeness of the PNP model 
and can be explained by the mechanism of ion trapping and release effects. 

The I-C curves (fixed bias voltage at 150mV) predicted by the TR-PNP 
model agree with measurement within a factor of 1.5. The saturation effect 
is clearly reproduced and the half-saturation concentration is very close to 
the experimental value. In contrast, the traditional PNP model does not re­
produce the saturation satisfactorily. 
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5 Conclusion 

In conclusion, the TR-PNP model is capable of accounting for some parti­
cle properties in the framework of non-equilibrium continuum models. It 
provides a bridge connecting the microscopic and macroscopic models and 
simulation methodologies. It is a promising candidate to being integrated 
into the multi-scale simulation hierarchy. 
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Summary. This paper focuses on the role of phonon absorption and emission in 
hole transport in duplex DNA. In these phonon emission and absorption calcula­
tions, carrier-phonon optical-deformation potential interactions in a quantum wire 
are modeled for hole-phonon interactions in duplex DNA. 

1 Introduction 

Based on recent studies of phonon spectra in DNA [1,2] and these phonon 
absorption and emission rates, hole transport is partially understood in 
light recent experimental studies of hole transport in DNA [3-6]. These 
results are especially interesting in the case when the hole is injected from 
a quantum dot linked covalently to the DNA as in the case of Rajh et al. 
[3] where Ti02 quantum dots with dopamine (DA) surface ligands are 
bound to DNA. In these phonon emission and absorption calculations, the 
models of Stroscio and Dutta [7] for phonon emission and absorption in a 
quantum wire with the carrier-phonon interaction mediated via the Froh-
lich coupling have been adapted to the case of hole-phonon interactions 
through the optical-deformation potential. The scattering rates presented 
in this paper provide a basis for studies of hole transport in DNA; in par­
ticular, if hole has enough energy to emit a phonon it may fall in the band 
of states near the HOMO level and it may become trapped near a region of 
guanine-guanine pairs since guanine has the lowest ionization potential — 
and this corresponds to the highest HOMO level — of the four bases in 
DNA. These results also provide the basis for future studies of nanoscale 
semiconductors integrated with biostructures [8,9]. 
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2 Scattering Rates 

The transport of holes in DNA via phonon-assisted processes has been 
considered by a number of authors in connection with the formation of 
polaron by holes in the negatively charged DNA molecule and as a possi­
ble means of enhancing carrier transport [3-6]. The rates of phonon emis­
sion and absorption in DNA have not been studied in detail and such stud­
ies are essential since these rates may play a major role hole detrapping in 
regions of DNA where the DNA base sequences result in a maximum 
value of the HOMO level near guanine-rich regions of the DNA. Accord­
ingly, this paper models these phonon emission and absorption rates in 
terms of an optical deformation potential interaction having the form of the 
carrier-phonon interaction in the Su-Schrieffer-Heeger (SSH) Hamiltonian 
[10]. Measurements and models of the phonon spectrum in DNA [1-2] 
indicate that the phonon spectrum of DNA extends from zero to over 200 
meV. Based on the hole band model of Conwell and Rakhmanova [5] and 
the SSH model, the hole energy in DNA is reduced by 0.25 eV due to po­
laron formation and the emission/absorption rates of phonons by holes is 
given by [5, 7, 10]: 

T(E) An h 2pco 

(Eq. 1) 

where D is the hole-phonon interaction coefficient which is 6 eV/nm [5], ti 
is Planck's constant divided by In, p is the mass per unit length of the 
DNA molecule - 1.3 x 10'̂ ^ kg/m, co is the angular phonon frequency, Nq 
is the temperature-dependent phonon occupation number, E is the energy 
of the hole, 8 = -1 for absorption, and 8 = +1 for emission. For the case of 
phonon emission, the scattering rate is zero below the phonon emission 
threshold E = Ephonon and the rate for E > Ephonon follows Eq.l with 8 = +1. 
For the case of phonon absorption, the Eq. 1 holds for E > 0 with 8 = -1. In 
addition, m denotes the hole effective mass. From Eq. 1, the emis­
sion/absorption rates depend weakly - as m''^ - on the hole effective mass. 
Thus, m is simply taken as the electron mass in our subsequent numerical 
evaluations. Figure 1 illustrates the room-temperature phonon emission 
rates for phonons for the case where the hole mass is taken as unity; Figure 
2 gives corresponding absorption rates. Total absorption rates may be lar­
ger since the result of Bykhovskaia et al. shows groups of tens of modes 
around specific phonon energies [11]. 
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Fig. 1. Phonon emission rates with Ephonon=140, 160, 180, and 200 meV. 
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Fig. 2. Phonon absorption rates with Ephonon=60, 70, 80, 90, 100, and 110 meV. 

3 Discussion 

These calculations indicate the phonon emission rates for hole energies of 
10 meV above the phonon emission threshold range from 4.5-2.5 x 10̂ ^ 
sec"̂  for Ephonon in the range 140-200 meV. Moreover, phonon absorption 
rates for hole energies of 110 meV range from 2.8-0.18 x 10̂ ^ sec'̂  for 
Ephonon in the range 60-100 meV. Thus, phonon emission occurs in a time 
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of less than 0.1 ps for the indicated parameters, and phonon absorption 
occurs on a scale of very approximately a ps. 

4 Summary 

These results indicate that multiple-phonon absorption events of holes in 
DNA may take place on time scales of several ps for holes with energies 
below the phonon emission threshold. 
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Summary. A simple impedance network model to mimic the electrical properties 
of a single protein molecule nanodevice is presented. Within this model two sens­
ing proteins of the GPCR family (bovine light-sensing rhodopsin and rat 17 olfac­
tory receptor) in ground and activated states are studied. We predict a detectable 
impedance difference between ground and activated states of both proteins so pro­
teins of this family are promising candidates as nanobiosensors. 

1 Introduction 

G protein-coupled receptors (GPCRs) constitute the largest family of 
membrane receptors, with functions going from transducing light to 
mediating the response to drugs, hormones, etc [1]. The challenge is 
to exploit the possibility to obtain an electrical signal from the con­
formational change of a GPCR associated with its sensing action. 
Here we present an impedance network (IN) which mimics the fun­
damental and activated states of two GPCRs and thus provides ex­
pectation of the corresponding change in their electrical properties. 

2 Model and Results 

By taking rhodopsin as the prototype of a GPCR, we have considered its 
spatial structure in contact with two metallic electrodes through which an 
extemal voltage sufficiently low to justify linear response is applied as 
sketched in Fig. 1. The device under test is modeled as an equivalent cir­
cuit consisting of an ESf presented as a simple non-directed graph. The 
nodes of this graph correspond to the aminoacids of the protein and the 
links between any couple of nodes characterize some kind of interaction 
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Contact Contact 

Contact 

Fig. 1. Rhodopsin (left) and Metarhodopsin II (right) backbones in scale. 

between aminoacids, which are neighboring in space within a given radius 
Ra. By associating an elemental RC impedance to each link between two 
neighboring amino acids we have constructed the corresponding IN which 
mimics the electrical response of the rhodopsin in its fundamental and 
light-activated state (Metarhodopsin II), as sketched in Fig. 2 (a) [2]. The 
network impedance depends on the radius of interaction Ra, which is cho­
sen as the independent variable. Other parameters are chosen as follows: 
p=10^ Qxm, 2no}=50 Hz and ^ of each link is determined from the intrin­
sic polarizability of the corresponding aminoacid [3]. Then the network 
has been analyzed in terms of its graph properties and the equivalent net­
work circuit solved to determine its global impedance. The model predicts 
a detectable change of the global impedance (up to about 30%) associated 
with the conformational change due to the sensing action (see Fig. 3). The 
application to the case of 17 rat olfactory receptor has revealed similar re­
sults (see Fig. 3). The spatial structure of the core of 17 protein in both 
states was constructed with homologous modeling on the basis of rhodop­
sin, which is a standard technique and proven to be acceptable. Terminals 
of the proteins are removed from the network because their spatial struc­
ture is strongly uncertain. Contacts are taken as attached to the first and 
last aminoacids of the remaining backbone. 
In conclusion, we have proposed an impedance network model to study the 
electrical properties of nanodevices embedding single protein between 
metal electrodes. Application to the sensing action of GPCRs shows 
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a) b) 

c) 

Abrupt elementary impedance 

Z,y = const 

Smooth elementary impedance 

^ . j -

K-Hljl^) 
1 

p + is^e^ jCO 

Contact nodes 

- Node (Dositioned at a-carbon of an aminoacid^ 

- Link (interaction between two aminoacids with 
distance < 2xRa) 

Fig. 2. (a) Overlap between two aminoacids and equivalent circuit element. C ,̂ 
identifies the center of the sphere corresponding to the alpha carbon atom of the i-
th aminoacid. Parameter Rg is an interaction radius for the aminoacids. (b) Zy is an 
impedance of the link between i-th and j-th nodes, (c) Example graph for the 
equivalent circuit network. 

promising possibilities for the development of electronic nanobiosensors, 
in particular based on olfactory receptors. 

This research is supported by EC through the 1ST 2001 38899 
SPOT-NOSED project. 
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Fig. 3. Relative differences in impedance between activated and 
ground forms of Rhodopsin and 17 without terminals. 
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Summary. A new type of field effect transistor is developed and realized. 
It is based on ballistic transport of hot electrons in a short GaAs channel. 
The channel is restricted by two short period superlattices. The gate has a 
V-grove shape. The transconductance of this FET exceeds 1 Sm/mm. 

1 Introduction 

The maximum of specific current in field effect transistors is achieved due 
to the overshoot effect when carrier motion under a high electric field 
becomes ballistic. To realize the ballistic motion it is necessary to 
accelerate an electron from the F-valley up to an extreme velocity as fast 
as possible without scattering to higher valleys. This requires a sharp 
increase of the high electric field inside a structure. For lateral transport it 
is difficult to get the high electric field with the large gradient and restrict 
the scattering of carriers. In this paper a novel heterostructure is described. 
It allows to realize a ballistic lateral transport of electrons near a 
heterointerface of undoped GaAs and a short-period (GaAs)n/(AlAs)ni 
superlattice. 



234 V.T. Trofimov et al. 

2 Design of Heterostructure and Construction of the Device 

The channel of the transistor with a length of 0.1 ^m and a width of 50 jam 
were formed under a V-like groove breaking of a heavy-doped contact 
layer of the heterostructure (Fig. 1). A gate electrode was formed on the 
wall of the groove nearest to the source electrode. The base of the structure 
is the short-period (GaAs)n/(AlAs)ni superlattice (SL). It enables one to 
make a new field effect transistor (SLFet). 

! / ' 

Fig. 1. Layout of (GaAs)n/(AlAs)m short-period superlattice in SLFet 
transistor and SEM image of its gate (split off). 

The SL period was optimized so to get a value of hot electrons reflection 
coefficient as high as 90%. At the top of the SL a 35 nm thick i-GaAs layer 
was grown containing in the upper part a 5-Si supply layer with sheet 
carrier concentration of ~2.010^^cm^ which serves as a conducting 
channel under a weak electric field. Under the high electric field the whole 
i-GaAs layer acts as the conducting channel because of the energy diagram 
distortion (Fig. 2). 

M l ^ ' 

SO 100 

a) b) 

Fig.2. SLFet energy diagram cross section in the vicinity of V-gate in the absence 
of electric field (a). SLFet energy diagram in high electric field along the electrons 
trajectories (b). 

The carrier mobility in the GaAs layer was about 8000 and 65000 cmW-s 
at 300 K and 77 K, respectively (comp. [1]). The conducfing channel was 
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covered by a 1.5 nm thick AlAs layer, which is used as an injector of hot 
electrons. The AlAs layer does not prevent penetration of electrons into the 
extractor zone located at the end of nanostructure close to the drain 
electrode.Effective scattering of hot electrons in the extractor zone leads to 
formation of a static negatively charged domain, which additionally 
increases the electric field in the ballistic zone. The structure was finally 
covered by a n+-GaAs<Si> contact layer. The proposed structure allows 
one to realize the quasiballistic regime with near the overshoot velocities 
over a length of more than 100 nm due to the following reasons. 
1. The region of the high electric field is formed between the heavily 
doped injector and extractor zones where a depletion length is as low as 20 
nm. It allows one realize a large gradient of the electric field. As the result 
electrons acquire the energy close to the X-valley edge at a time - 1 0 ' s 
which is comparable with the momentum relaxation time (Fig.3). 
2. From the substrate side the electrons motion is confined by the reflector 
SL which forms an effective potential barrier of ~1 eV height both for cold 
and hot carriers of the F-valley and minimizes the length of electrons 
trajectories. 
3. Electrons are injected into the high electric field region after tunneling 
through the 1.5 nm thick AlAs barrier, so their mean energy is much 
higher than the thermal one. The barrier brings an additional confinement 
of electrons in the injection and extraction zones. 

At=2-10"'*S 

20 nm 

5-Si: 

Fig.3. The electron trajectories in the vicinity of the V-gate. Dots denote the 
electron positions in time intervals of At=210-14 s: • - electrons localized in F-
valley, o- electrons localized in L- and X-valleys. Dashed line shows the boundary 
of depletion space around the V-gate. 

Transconductance (the derivative of drain current with respect to voltage 
on the gate electrode which controls a transversal electric field) of our FET 
reaches a value as high as 1 Sm/mm, which is rather high for the GaAs 
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FET and is comparable with the best values for p-HEMT structures with 
InGaAs channel (Fig. 4). 

• _....__„--———.U =0,4 V 

0 1 2 3 4 5 
Drain voltage, V 

Fig.6. The dependence of drain current on source-drain voltage at T=300 K and 
various gate potentials, for gate length Lg~0.1 |im and its width Wg=50 |Lim. The 
value of transconductance exceeds 1 Sm/mm. 

The measured capacitance of the gate electrode was ~ 30 fF. Value of the 
transconductance S allows one to estimate main transport properties of 
electron gas inside the channel. For a short-channel structure with length 
and width equal to L* and W, respectively, the transconductance can be 
estimated as follows: 

g^ AJd ^ACeHs-vW)^ AQ v ^ Cp 

AUg AUg AUg L* '̂  

where AQ=(ensL*W) is the net charge of carriers in the structure, T = L /V 
is the time of electron pass through the structure, e is the electron charge, 
ns is the sheet carrier concentration and v is the mean electron velocity, Co 
is the active part of input electric capacitance which controls the 
dependence of electron concentration in the structure on transversal 
potential. The formula allows one to estimate the time of electron flight of 
T-210'^^s and the mean velocity of electron motion of v~510 cm/s. 
This work was supported by RFBR Grant # 05-02-17121 

References 

1. Friedland K.J., et al: Jpn, J. Appl Phys. 37, 1340, 1997 



Predominance of Geminate Process of Exciton 
Formation in AlGaAs Layers at Low Excitation 

E.V. Kozhemyakina*, A.V. Efanov*, K.S. Zhuravlev*, J. Fuerst** and 
H. Pascher** 

* Institute of Semiconductor Physics, Novosibirsk 630090, Russia 
** Physikalisches Institut, Universitaet, Bayreuth, Germany 

Abstract. The roles of different free exciton formation mechanisms in bulk 
AlGaAs were studied. The dependencies of the shape of Hanle curves on 
excitation power were analyzed. It was shown that geminate exciton formation 
mechanism dominates at low excitation intensities. 

1 Introduction 

At low temperatures the final stage of free carriers relaxation is coupling in 
excitons. In bulk III-V semiconductors the process of free exciton 
formation and relaxation is not well studied since purity of materials 
should be very high. Two processes of exciton formation are usually 
considered: direct (geminate) formation assisted by LO-phonons and 
indirect (bimolecular) formation from thermalized electron and hole. The 
rate of geminate formation is linear in the excitation intensity. The 
bimolecular formation rate is proportional to the product of electron and 
hole densities. It follows that for low pump intensities, the geminate 
process dominates [1]. 

In this paper we study the roles of different free exciton formation 
mechanisms in ultra-high purity bulk AlGaAs. For this, depolarization of 
photoluminescence (PL) in a transverse magnetic field (the Hanle effect) at 
different excitation intensities has been studied. 

2 Samples and Experimental Techniques 

In this study high quality Al̂  isGaojsAs layers grown by molecular beam 
epitaxy were used. Details of growth were described in [2]. The samples 
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were immersed in superfluid helium at 1.6 K. Stationary PL was excited 
by a laser diode with wavelength of 670 nm. The excitation power was 
varied from 140 jU W to 4.4 nW. The diameter of the laser spot was 200 
/ im. 

3 Experimental Results and Discussion 

Fig. 1 shows Hanle curves taken at different excitation powers. At low 
excitation power they have a Lorentzian shape. An extremely high degree 
of circular polarization at zero magnetic field p = 35% was observed at 
wavelength of 710.7 nm, corresponding to an energy being 3.6 meV lower 
than the energy of the free exciton line. With increasing of excitation 
power, the degree of circular polarization decreases and the shape of the 
Hanle curves changes. A narrow contour appears and dominates at high 
excitation powers. The widths of the two contours differ approximately by 
a factor of 10. 

^ 0 

-1000 -500 0 500 
Magnetic field (mT) 

1000 

Fig. 1. Hanle curves taken at wave length of 710.7 nm. 

The shape of the Hanle curves shows that there are two types of 
excitons that have different spin orientation degrees. We assume that the 
wide contour corresponds to the depolarization of geminate excitons. The 
narrow contour represents the two-cascade process of bimolecular exciton 
formation. The width of this contour is determined by free electron 
relaxation. 
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We fitted a sum of two Lorentz contours to the Hanle curves. The 
exciton lifetime as a function of the excitation power for both contours at 
different wavelengths within the PL-lines are shown in Fig. 2. The narrow 
contour should be described by the product of two Lorentz contours, but 
the correction is negligible. 
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Fig. 2. Lifetime depending on excitation power defined for two contours (ge = 0.1, 
gex = 2.8) 

Our assumption about the origin of the two contours is confirmed by 
the following: 

1) The lifetime defined for the narrow contour is 10 times longer 
than for the wide one. The lifetime of the geminate exciton should be 
shorter than the time of electron and hole binding in exciton. 

2) Extremely high degree of circular polarization (p = 35%) can be 
observed for recombination of geminate excitons only because the highest 
possible spin orientation degree of geminate excitons reaches 100%. The 
orientation of bimolecular excitons does not exceed 25%. 

3) For the narrow contour the lifetime increases with decreasing 
excitation power. The time of electron and hole binding in exciton also 
increases with decreasing excitation. 

Since the degree of circular polarization increases with decreasing 
excitation we can conclude that the role of geminate excitons dominates at 
low excitation power (P = 4.4 nW). 

The very interesting result of our study is the short lifetime of 
excitons. It can be seen from Fig. 2 that it varies from 30 to 100 ps (for 
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exciton g-factor gex = 2.8 [3]). This can be explained by trapping of 
excitons into localized states below the band gap characterized by short 
lifetime due to non-radiative recombination. This explanation is the most 
probable. 

An alternative explanation one can give considering the exciton 
luminescence as Raman scattering of light by LO-phonons. In our 
experiment the energy difference AE = hco-E^ =\23.^ (meV) is 

approximately commensurable with the phonon energy ficOi^o ^ ^^ (meV). 
The last stage of emission of LO-phonons may go via virtual intermediate 
state. In this case the outgoing photon corresponds to the energy below the 
free exciton band. Because of the fast transition via virtual state the 
observed short relaxation times in Hanle effect may be determined by 
relaxation of hot excitons. 

4 Summary 

In conclusion, a quantitative analysis of experimental Hanle curves was 
carried out. The lifetimes of excitons and the times of binding of electrons 
and holes into excitons were obtained. The dependencies of these times on 
the excitation intensity in different points of spectra were investigated. It 
was shown that geminate exciton formation mechanism dominates at low 
excitation intensities. 
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Equation in Semiconductors 
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Summary. We prove the behavior of high-energy tails for the Boltzmann trans­
port equation for silicon semiconductors, in the stationary and homogeneous re­
gime, for parabolic band approximation, and acoustic and optical phonons scatter­
ing. 

1 Introduction 

The description of the high-energy tails for the electron energy distribution 
function (BED) is of paramount importance in the semiconductor envi­
ronment. In this paper we shall tackle this phenomena in the Boltzmann 
Transport Equation (hereafter BTE) framework, and using an analytic 
technique, we shall prove the existence of maxwellian tails for the EED. 
The BTE for one conduction band is: 

^ + v(k).V / - ^ + v ( k ) . v , / - l E - V k / = e[ / ] (1-1) 

where / / , x, k) is the electron probability density, k the electron wave-
vector, V the group velocity, E the electric field, Q\f] the collision operator 
in the non degenerate case. In the sequel we shall consider the parabolic 
band approximation, and electron-phonon scattering (acoustic within the 
elastic approximation, and optical) for silicon at room temperature [1]. 
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2 Exponential Tails 

Since we expect that the behaviour of the steady-state solution of (1.1), for 
large values of |v| is 

/ - c e x p [ - r | v n (2.1) 

(where c, r and s are some real and positive constants), we introduce the 
following fiinctionals [2]: 

^...(/)= j / (k )exp[ r | v r ]dk (2.2) 

and we study the values of r and s for which these fiinctionals are positive 
and finite. In particular, we say that the function/ has an exponential tail 
of order s>0, if the following supremum is positive and finite. 

/ = sup {r > 01 F^ ( / ) < +00}. 

By using the symmetric moments of the distribution function, i.e. 

m^ = f/(k) I V f' dk , p>0 and real 

and by expanding the exponential function in (2.1) into Taylor series, we 
obtain (formally): 

'^J/)=j/(k)XLL,Mk = X^'-" (2-3) • 

Then the value r* can be interpreted as the radius of convergence of the 

series (2.3). In order to study the summability of the series (2.3), we take 
the symmetric moments of eq.(l.l) (in the stationary and homogeneous re­
gime) and establish, for the sequence of the coefficients and for some 5>0, 
the inequality [3] 

—^ < CQ" (2.4) 
n\ 

(C and Q are positive constants depending also on the electric field E). 
Then from the Hadamard theorem we have 

r - 1 
l i m i ^ ^ = 7 - ^ Q (2-5) 
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and consequently the supremum r* is strictly positive and bounded from 

below. That proves the existence of the tail (2.1), but no information is 
given about the order s. 

3 Simulation Results 

It has been widely proved by MC simulations [4,5], that the high-energy 
part of the BED for parabolic bands and electron-phonon interactions is 
maxwellian (i.e. s=2 in eq.(2.1)). By using a suitable logarithm transfor­
mation, we can rewrite eq.(2.1) into the following linear form, 

y = lnr + - jc (3.1) 
2 

and then in figure 1 we compare this equation with s=2, and the corre­
sponding MC data for bulk silicon (solid line). The asymptotic limit to the 
maxwellian is clearly indicated. Since the temperature of the maxwellian is 
related to the inverse of the radius of convergence r*, in figure 2 we show 

this parameter as a function of the electric field. This figure proves that for 
moderate values of the electric field, the EED high-energy tails are max-
wellians with the lattice temperature (dashed straight line), but for higher 
values this temperature increases. This behaviour can be justified as fol­
lows: r* is the convergence radius of the power series (2.3), which is sub­
ject to the inequality (2.5), where Q is a function of the electric field E. For 
the future we shall try to extend this technique to the quasi-parabolic band 
approximation as well as to the electron-electron scattering. 
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Fig. 1. Logarithmic plot of the EED obtained with MC simulation (solid curve), 
and with eq.(3.1) with s =2 (dashed straight line), E = 80 kV/cm. 
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Fig, 2. The parameter Mr in eq.(3.1) with s =2, as function of the electric field. 
The dashed straight line indicates the lattice temperature 300 K . 
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a MODFET Channel 
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Summary. The tenfold increase in electron saturated drift velocity at high electric 
fields in the AlGaAs/GaAs MODFET channel with InAs inserted layers 
containing quantum dots (QDs) in a GaAs quantum well is observed. The 
maximal drift velocity exceeding 10̂  cm/s is obtained. The maximal current 
density and transconductance of the MODFET with QDs increasing up to 35 A/cm 
and lO^mS/mm, respectively, are observed. 

1 Introduction 

Strong non-elastic electron-optical phonon scattering with phonon 
emission limits the increase of electron drift velocity at high electric fields. 
There are many attempts to enhance the saturated drift velocity in 2D 
structures. It has been shown that electron and polar optical (PC) phonon 
confinement in the GaAs quantum well (QW) decreases the non-elastic 
electron-phonon scattering rate [1]. Large decrease of the scattering rate is 
obtained when a GaAs QW is divided by a thin (a few monolayers) AlAs 
barrier. But this decrease is compensated by the increase of electron 
scattering rate by GaAs/AlAs interface (IF) PO phonons [2, 3]. As a result, 
noticeable increase of electron mobility and drift velocity is not observed 
in 2D structures. 

With the aim to increase the saturated electron velocity we 
propose inserting thin (two monolayers) InAs barrier layers with high 
density of quantum dots (QDs) into a GaAs QW. We assume that chaotic 
destruction of the GaAs/InAs interface by QDs eliminates non-elastic 
electron scattering by the IF PO phonons. 

The estimation of the maximal drift velocity v̂ ^̂ ^ in the layer 

between PO phonon reflecting barriers in comparison with the saturated 

velocity v^ in the bulk material gives: 
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where L^^^ = Khj^Imhco^, L is the width of a phonon QW, m is the 

effective electron mass and fico^ is the energy of a PO phonon. 

In r-valley of GaAs, L^^^ = 12.6 nm. At L^ = 4 nm, the maximal 

drift velocity in phonon QWs exceeds tenfold the saturated velocity in the 
bulk material. 

2 The Giant Increase of Electron Drift Velocity 

Figure 1 demonstrates schematically the modulation doped 
AlGaAs/GaAs/InAs/GaAs/InAs/GaAs heterostructures grown by 
molecular beam epitaxy on a GaAs semi-insulating substrate. In a thin 
InAs pseudomorfic layer, the self-assembled InAs quantum dots were 
formed. The width of the InAs/GaAs/InAs PO phonon QW of 3-5 nm 
corresponds, according to Eq. (1), to the tenfold increase of the saturated 
drift velocity. Two types of the structures were grown: SI with high 
concentration of QDs of 310^^ cm'̂  and S2 with low concentration of QDs 
oflO^'cml 

The incorporation of InAs QD layer into the GaAs QW decreases 
the low field electron mobility. In structures SI, the measured electron 
mobility is ju = 3200 cnffV-s, and the sheet electron concentration is 

n^ =6-10^^ cm'̂ . Most part of free electrons in the GaAs layer is trapped 

on the QD levels and does not participate in conductivity. In structures S2 
with lower QD concentration, the sheet electron concentration is much 
higher: n^ =8-10^^ cm'̂ . Only a small part of electrons in GaAs layer is 

trapped by QDs. Electron mobility in structures S2 is JUQ = 1000 cmW-s. 

Note that low-field mobility increases with increasing the number of QDs. 
It means that insertion of the InAs QD layer decreases electron - PO 
phonon scattering. 

Figure 2 shows the measured I-V dependences of two types of 
structures. At low voltages, before ionization of QDs, the current through 
structure SI is much less than that through structure S2 because of lower 
free electron concentration. At higher voltages, the increase of the current, 
due to ionization of QDs at high electric field, in structure SI exceeds that 
increase in structure S2. The current in structure S2 is saturated at the level 
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with the drift velocity of less than 10̂  cm/s. The current in structure SI is 
saturated at 13 A/cm or at n^ v̂ ^̂  - 0.8-10^^ cm'̂ s"^ 

X" 
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VD 
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_ G a A s Q W r^ 

• • • • ^A 
GaAf; i 

substrate 

Fig. 1. 
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10.0 
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2 4 6 8 10 12 14 

Fig. 1. A sequence of layers for AlGaAs/GaAs heterostructures with incorporated 
InAs layers having QDs. The dotted line shows a Si 5-doped layer (2T0*^ cm'̂ ). 
Fig. 2. Current-voltage characteristics of the structures with high concentration, 
SI, and low concentration, S2, of InAs QDs. 

Since the sheet electron concentration is not larger than 10̂ ^ cm'^, 
we have to assume that the saturated drift velocity is v̂ ^̂ ^ =0.8-10^ cm/s. 

This is tenfold larger than the saturated velocity v^ =0.8-10^ cm/s in bulk 

GaAs at an electric field higher than 60 kV/cm. 
We assume, that for so giant increase of the saturated drift 

velocity, are responsible both the confinement of electrons and PO-
phonons in AlGaAs/GaAs/InAs/GaAs/InAs QWs and the suppression of 
the GaAs/InAs IF phonon mode by forming a large number of InAs QDs. 

3 MODFET with QD Layers in a Channel 

The structures AlGaAs/GaAs/InAs/GaAs/InAs/GaAs were used for 
creation of a new type of the FET with QDs incorporated into InAs layer 
(QD-MODFET) [4]. The I-V characteristics of the QD-MODFET based 
on the S2-type structure were similar to those of the conventional 
MODFET. The QD-MODFET with high density of QDs in the channel 
(SI-type structure) has unusual characteristics, quite different from those 
of the conventional FET (Fig. 3). 
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Fig. 3. The dependences of the drain current ID on drain voltage VQ for the QD-
MODFET with the submicron gate of L = 0.4 }im. 

The transconductance of the QD-MODFET changes its sign 
depending on the drain voltage. The ionization of QDs at low drain 
voltages and the enhanced drift velocity saturation at high drain voltages 
are responsible for the specific / - F characteristics of the QD-MODFET. 

The tenfold increase of the maximal drift velocity is responsible 
for the tenfold increase of the saturated current of up to 35 A/cm (Fig. 3) 
and for higher transconductance of g^ =1300 mS/mm compared with 

those in the conventional FET. After ionization of QDs, the I-V 
characteristics of the QD-MODFET become similar to characteristics of 
the conventional FET with the tenfold increase of maximal drift velocity. 
We assume that the enhanced transconductance can exceed lO'̂ mS/mm. 
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Summary. We present the results of a three-dimensional, self-consistent ballistic 
quantum mechanical simulation of an indium arsenide (InAs) quantum wire metal 
oxide semiconductor field effect transistor (MOSFET) with channel lengths of ap­
proximately 10 nm. We find that these devices exhibit exceptional lon/Ioff ratio, 
reasonable subthreshold swing and reduced threshold voltage variation. Finally, 
we compare the performance of the 10 nm InAs tri-gate device to a similar silicon 
device. We find that, when a suitable gate material is chosen, the InAs devices 
perform comparably to silicon devices in the ballistic limit. 

While the prospects look promising for SNWTs, there are also other mate­
rials under consideration for next generation transistor applications. 
Within the last few years, there has been a renewed interest in the use of 
III-V materials instead of silicon for devices. This is mainly due to the fact 
that the III-V based transistors have the possibility of boasting much 
higher channel mobilities when compared to that of silicon. In this paper, 
we compare the performance of similar InAs and silicon nanowire transis­
tors. 

In Fig. 1, we display a schematic of the device geometry used for 
an InAs MOSFET. The thickness of the InAs layer is 9.09 nm. The 
source and drain of the device are n-typc with a doping density of 6 x 10 
cm"^ while the channel of the device is considered to be /?-type, but un-
doped. The gate material is assumed to be platinum and the gate oxide on 
each side is composed of 1 nm of hafnium oxide (Hf02). Underneath the 
device, we have assumed a generic insulating substrate. We model the de­
vice using recursive scattering matrices [1] where self-consistency is ac­
celerated using the modified Broyden's method [2]. 
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Fig. 1: Schematic of the device under consideration in the xy plane. 

It should be noted that all of the simulations presented here have 
been performed at 300 K and ballistic transport is assumed throughout the 
paper. 

In Fig. 2, we plot the /d-Fg curves for the 10 nm InAs quantum 
wire MOSFET. The sub-threshold slope averages 169 mV/dec and the 
threshold voltage is 0.41±0.04V. The/onZ/ofr ratio is 4x1 Ol Even at a gate 
length of 10 nm, these InAs devices perform well. The degraded sub­
threshold slope, that is found in the 10 nm device, is due to the increased 
effect of the gate work function, enhanced source-to-drain tunneling, quan­
tization, and a larger separation between successive subbands, as compared 
to similar silicon devices. 

1 0 
0 . 2 - 0 . 1 0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 

G a t e V o l t a g e ( V ) 

Fig. 2. Id-V g curves for 2 different 10 nm devices with Vd - 0.6 V. 

We now compare the operation of two 10 nm devices, one in a 
silicon quantum wire and one device in InAs, of the exact same geometry 
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as used to obtain the previous results. Nevertheless, some small modifica­
tions have to be made to the silicon device to account for the materials dif­
ferences. In the silicon quantum wire tri-gate MOSFET, we use a silicon 
thickness of 6.51 nm and the length of the channel is set to be 9.77 nm. To 
account for the differences in thickness and lengths, we adjust the doping 
of the silicon device in the source and drain to 1x10^^ cm"\ while the 
channel of the device is again left undoped. Yet, we must deal with one 
additional issue before the devices can be compared, and this is the issue 
of the threshold voltage. For a device to be considered future CMOS ap­
plications, a threshold voltage of around 0.2 V is necessary. Clearly, by 
examining Fig. 2, we find that the threshold voltage for the InAs devices is 
far too high. 

To reduce the threshold voltage, we use gate workfiinction engi­
neering. This is a desirable option, as we can adjust the threshold voltage 
without introducing additional scattering or creating fiirther lithographical 
complications. The previous simulations were carried out using a generic 
metal that had a workfiinction of (pms = 5.5 eV, which roughly corresponds 
to that of platinum. Here, we replace the platinum contact with a titanium 
nitride contact which has a workfiinction of cpms = 5.3 eV. 

In Fig. 3, we plot the /d-Fg curves for the 10 nm InAs and Si quan­
tum wire MOSFETs. Fig. 3(a) plots the IctVg curves for InAs and Si quan­
tum wire transistors on a linear scale, while Fig. 3(b) plots the same curves 
on a logarithmic scale. With the titanium nitride contact replacing the pre­
vious platinum contact, we now find that the threshold voltage for the de­
vice has shifted to 0.23 ± 0.04 V which is a significant improvement over 
the 0.41 ± 0.04 V we observed earlier. The subthreshold slope of the de­
vice averages to be 163.05 mV/dec and the /on//off ratio is about 700. For 
the silicon device, we find that the threshold voltage for six devices aver­
ages to be 0.26 ± 0.12 V with an average subthreshold swing of 66.53 
mV/dec. The /on//off rado averages to be about 900. 

( a ) I ^ ^ , , ^ ^ , I ( b ) 

4 0 0 

- 0 . 2 - 0 . 1 0 0.1 0.2 0.3 0.4 0.5 0.6 
G a t e V o l t a g e ( V ) 

- 0 . 2 - 0 . 1 0 0.1 0.2 0.3 0.4 0.5 0.6 
G a t e V o l t a g e ( V ) 

Fig.3. Id-Vg curve for InAs (solid) and silicon (dashed) quantum wire tri-gate tran­
sistors plotted on a (a) linear scale and (b) logarithmic scale with Yd = 0.6 V. 
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The reason for the decrease in current after the gate voltage ex­
ceeds Vg = 0.43 V is due to tunneling through longitudinal barriers. In fig. 
4, we plot the potential at a depth of 7 nm into the device with Vg = Vd = 
0.6. where we find a 1.25 A:̂ r barrier at the channel-drain interface. 

'•.:.3 

Fig.4. Potential profile at a depth of 7 nm into the device with Vg = Vd = 0.6 V. 

Based on this data, we conclude that the InAs device is, at best, 
only marginally competitive with a comparable silicon based device. We 
find that even with the gate material adjustment, the /on/4ff ratio fails to ap­
proach the value we find in the silicon devices. Furthermore, by changing 
the gate material, we find that now the longitudinal states in the channel 
begin to show up in the output characteristics. This was not the case in 
Fig. 2, where the effects of the longitudinal states were suppressed. 

References 

1. M.J. Gilbert and D.K. Ferry, "Efficient quantum three-dimensional modeling 
of fully depleted ballistic silicon-on-insulator metal-oxide-semiconductor-
field-effect-transistors,'V. Appl Phys., 95, 7954-7960, 2004. 

2. D.D. Johnson, "Modified broyden's method for accelerating convergence in 
self-consistent calculations," P/2>̂ 5. Rev. B, 38, 12807-12813, 1988. 



Optical Phonon Modes and Electron-Phonon 
Interaction in a Spheroidal Quantum Dot 

M. Ishida^\ M. Yamaguchi and N. Sawaki 

Dept. of Electronics, Nagoya University, Chikusa-ku, Nagoya, 464-8603 
Japan 

Summary. Optical phonon modes in a semiconductor quantum dot were analyzed 
with exactly solvable model structure. A set of universal formulae for the electron 
and phonon wave functions was derived for spheroids. Using these wavefunctions, 
the intersubband scattering rates due to emission of phonons were investigated as 
a function of the size and the shape of the dot. It was shown that the maximum to­
tal scattering rate is slightly enhanced by reducing the height of the dot, which is 
attributed to the increase of the contribution of the interface modes. 

1 Introduction 

In a semiconductor quantum dot, the phonon modes, as well as the elec­
tronic states, are subject to the shape of the dot, which will determine the 
optical properties[l]. In quantum dots/wires, the contribution of the inter­
face (IF) phonons might be dominant in the scattering phenomena as com­
pared to those due to bulk like modes. But, several authors found that the 
total scattering rate is not changed and a sum rule holds[2,3]. Some as­
sumed that the phonon energies involved are a constant given by those of 
bulk material. In a real structure, however, the phonon modes/energies 
show rather complicated behaviour depending on the size/shape of the 
dot[4,5]. In this study, we investigate the inter-subband scattering rate in a 
dot using a unified approach to analyze the electron and phonon modes. 

2 Analytical Model and the Numerical Results 

The self-organized quantum dot has often a shape of a truncated pyramid 
or cone, and the height (H) and width (B) will determine the electronic 
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properties. In this paper, we study the spheroid as an exactly solvable 
model. It is not equivalent to a cone. Even though, by the virtue of the 
symmetry properties along z-axis, the results might represent the main is­
sue of the overlap integral between electron and phonon wavefunctions 
that determines the electron phonon interaction. 

The electronic states are analysed with the Schroedinger equation using 
the effective mass approximation, while the phonon modes are analysed 
assuming a dielectric continuum model. To do this, the general oblate 
spherical coordinates were transformed to the polar or Cartesian coordi­
nates to reveal the general feature of the electron/phonon modes. By this 
transformation, we found that the results given by Klein et al[6] can be ap­
plicable to our cases. This is simply because the system is expressed by the 
Helmholtz equation. The modes were represented by a set of quantum 
numbers {nlm) in accordance with Klein et al[6]. The Froehlich interaction 
was analyzed and we found that the interaction Hamiltonian (scattering 
rate) in a spheroidal dot is transformed to that for a spherical dot using the 
ratio of the height (H) and the width (B). As the result, the interaction 
strength was found to be modified as a function of the ratio H/B. 

H/B 

0.2 

0.7 

ini 
IB BDI Ell 
IB I I I Ell 
(100) (101) 

(a) (b) 
(101) (121) (201) 

(c) (d) (e) 
(01) (21) (41) 

(0 (g) (h) 
Fig. 1. The electron and phonon modes as a function of the height H normalized 
by the width B (The vertical axis is set to unity for comparison); (a-b) electron 
ground and the first excited state, (c-e) for confined (CF)phonons, and (f-h) for in­
terface phonons (IF). The CF and IF modes are expressed by (nl*m) and (l*m), re­
spectively, where l*=l'm. 

In the light of the analytical results as above, the numerical analyses have 
been performed using differential calculus. The material parameters are as­
sumed for an InAs dot embedded in a GaAs matrix. Typical mode struc­
tures are shown in Fig. 1, where the images are shown in the cross section 
(x-z plane) and the vertical axis has been normalized for comparison use. 
Obviously, the modes with high indexes are more sensitive to the shape of 
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the dot, e.g., the second peak in the modes labelled as (201) is along the 
surface of the sphere for H/B==l, while it is separated into two parts for the 
case of a thin disk (H/B=0.2). In Fig.l, the interface phonon modes are 
also shown. The shape effect is more enhanced for the interface modes. 
The relative amplitude of the interface phonon mode was enhanced by de­
creasing the ratio H/B (thin disks). 

3 The Intersubband Scattering Rates 

The intersubband scattering due to the Froelich interaction between the 
ground state (100) and the first excited state (101) was studied in detail, 
where the phonon modes with even /* (=I-m) and m=l have the dominant 
contribution by selection rule. Figure 2 shows the numerical results. The 
strong interaction is due to the confined (101) phonon, and the others are 
of the order of magnitude weaker. In the case of interface modes, by in­
creasing the height H, the strength is enhanced for the (101) mode ex­
pressed as (01) in Fig.l, while it is decreased in other modes. This is in ac­
cordance with the variation of the phonon amplitude in the dot. 

1000 H I M I I 

0.5 1 0 0.5 
H/B ratio 

Fig. 2. The intersubband scattering strength due to each phonon mode. The num­
bers represent («/*) for the CF modes and (/*) for the IF modes. 

The total scattering rate given by summing each contribution is shown 
in Fig.3 as a function of the dot size. Because of the energy conservation 
law in the processes, we have a maximum scattering rate at a certain size 
where the energy difference coincides with the phonon energy. In case of a 
sphere (H/B=l), the scattering due to confined phonons gives the maxi­
mum contribution, while in case of a thin disk (H/B=0.1), the scattering 
with the GaAs like interface mode gives the maximum value. In all cases. 
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the InAs like interface modes give small contribution. The main result in 
Fig.3 is that the total scattering rate is slightly increased by reducing the 
height of the dot. That is, the decrease in the confined modes cannot over­
come the increase due to interface phonons. 
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Fig. 3. Scattering rate due to confined (C), GaAs like (1+) interface, and InAs 
like(I-) interface mode. 

4 Summary 

The optical phonon modes in a model semiconductor quantum dot have 
been investigated as a function of the size as well as the shape. The inter­
face phonon modes depended strongly on the shape of the dot. The inter-
subband scattering rate was enhanced by reducing the height of the dot due 
mainly to the contribution of the interface modes. 
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Terahertz Negative Differential Conductivity in 
Heterostructures due to Population Inversion and 
Bunching of Ballistic Electrons 
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Institute for Physics of Microstructures RAS, 603950, Nizhny Novgorod, 
Russia 

Summary. A simple quantum mechanical method for calculation of a high 
frequency differential conductivity of hot ballistic electrons in heterostruc­
tures is developed. Application of this method to the heterostructures with 
a special potential profile demonstrates that it is possible to obtain the 
negative differential conductivity at THz frequencies due to the interfer­
ence and quantum bunching of ballistic electrons. 

1 Introduction 

The first successful attempt to develop a solid state source of terahertz 
(THz) radiation was made several decades ago when the p-Ge lasers [1] 
and masers [2] were developed. The creation of quantum cascade lasers [3] 
gave the possibility to make the solid state sources for high frequency part 
of THz band. Now it is necessary to get the solid state sources of THz ra­
diation for the low frequency part of THz band. The dynamic negative dif­
ferential conductivity (NDC) of hot ballistic electrons [4, 5] is very attrac­
tive for this purpose. At the low frequency part of THz region the energy 
of quantum e = hcD is comparable with the thermal energy s = kT (for 
temperatures 50 ^ 300 K), so that there are many occupied electron states 
in the considered interval. The ordinary mechanisms for the creation of 
population inversion due to the overpopulation of a single selected level 
have failed and one has to consider the open quantum systems with con­
tinuous spectra. In this case the population inversion means that the distri­
bution function/is satisfied the condition 5 / / 5^ > 0. The ballistic transit 
time and tunnelling times [6] in short heterostructures lie in THz region, so 
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it is possible to obtain the high frequency NDC in specially developed het-
erostructures. In this report we present a simple matrix method for the 
computation of differential conductivity. Using this method we calculated 
the dynamical NDC and demonstrated that this method is very useful for 
the development of heterostructures with ballistic NDC at the THz band. 

2 Heterostructure Model and Perturbation Theory 

The described method is based on the representation of a heterostructure as 
sequential set of layers (in y-z plane) with constant potential energy V and 
effective mass m in each layer. A boundary between adjacent layers is de­
scribed by the Heavyside step function (Fig. 1). A natural thickness of the 
layers may be a lattice constant. The boundary conditions between layers 

are the following: n/^ =y/^ ; (m* )"̂  dy/i Idx - (m* )~̂  dy/^ Idx . 
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Fig. 1. Connection of two arbitrary adjacent layers of the heterostructure. 

The applied external potential consists of dc and ac voltage bias and has 

the form: F^.^ =V^-^V^ ( e ' ^ ' + e''^') where V^« V^. Here V^ is dc bias 

voltage and V^ is the amplitude of a small ac signal. 

The first and the last layers are assumed to be heavily doped, so electric 
field and potential drop are absent in these layers. This means that we con­
sider an open system with two reservoirs at the left and right ends. The ap­
plied voltage (which has a linear distribution along the x coordinate) 



Terahertz Negative Differential Conductivity in Heterostructures 259 

changes the amplitudes of the step functions only. The left side potential is 
assumed to be zero, so that the amplitude of the ac voltage drop increases 
along in x direction. The wave function y/ of electrons in the heterostruc-

ture has the form: y/ = i//, e-'"«' + y/^ e~'̂ "«'"̂  '̂  + y/^ e"'*"«'"^'', 

Wp^¥m ^^¥0)' The wave function of electrons in the first layer of the 

system consists of an incident wave equal to A^ ̂ -'̂ ô +'̂ ô  ^nd the reflected 

wave. The amplitude A^ defines the intensity of an incoming electron 

beam. This can be achieved by using the special injector with the resonant 
tunneling. We consider ballistic motion of electrons in short heterostruc­
tures, and take into account the quantum interference effect. It is conven­
ient to introduce the complex gradient y of the wave function y/ by the 

formula y ={dy/1dx) I {irn). This quantity is continuous at the bound­

ary together with wave function y/. The total current j - j ^ 4- j^ consists 

of dc current j ^ and ac current yj. The current j ^ is constant along the 

whole heterostructure. The ac current j^ - j ^ e'"'^ + 7 * e''"^'^ may vary with 

the time t and with the coordinate x due to an electron bunching. Our cal­

culations show that the ac current amplitude j ^ has a beating along x axis 

and may change sign. In this model the potential difference exists only at 
the potential steps, so the work done by the ac electric field on the electron 
beam takes place at the boundaries only. To obtain the total work of the ac 
electric field it is necessary to sum up these works over all boundaries. 
Studying the dependence of the current j ^ and the signal voltage drop on 

the coordinate jc one can find the conditions when the work of the ac field 
on the electron beam becomes negative. This implies the appearance of the 
dynamic NDC in the system. 

3 The Results of Computation and Discussion 

The result of the computation of ac current is shown in the Fig 2a. Hatch­
ing on the X axis indicates the variable potential profile of the heterostruc­
ture. The first and the last layers with constant potential have no hatching. 
The ac currents in these layers are the idler currents because they do not 
produce work. They are shown to demonstrate the quantum beating of the 
wave function. The small fast ripples in Fig 2a arise due to the step size 
approximation of the potential profile and they should be ignored. At the 
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initial part of the heterostructure there is modulation of wave ftinction by 
the small ac potential. During the propagation along the x direction the ac 
current changes its sign and begins to make the negative work. As a result 
negative differential conductivity arises. This behaviour corresponds to 
electron bunching. The real and imaginary parts of the high frequency con­
ductivity are shown in Fig 2b. The real part of the conductivity has a 
dynamic NDC shape: it is positive at low frequencies and negative at high 
frequencies. It is very important for the stability of the system and it offers 
the possibility to connect these systems in a sequence. We have shown by 
the computer simulation that the heterostructures with the special form of 
potential profile have a sufficiently higher value of the dynamic negative 
differential conductivity at THz frequencies. 
This work was supported by RFBR Grant # 05-02-17121 
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Fig. 2. The alternate current along heterostructure a) and the frequency depend­
ence of conductivity b) for the heterostructure with a linear potential profile. 
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Summary. The optical properties and carrier dynamics of an ensemble and of sin­
gle nanowires with diameters < 200 nm are investigated. The optical properties of 
single nanowires are compared with the PL spectra of the as-grown ensemble. Fur­
thermore, we present measurements at high excitation densities in which a sharp 
line appears resulting from resonator effects inside the nanowires. 

Zincoxide (ZnO) is a direct wide band-gap semiconductor (Egap=3.37 eV at 
room temperature) with an exciton binding-energy of 60 meV being large 
compared to the thermal energy of keT ~ 25 meV at room temperature. Due 
to these properties ZnO nanowires are promising building blocks for minia­
turized optoelectronic devices operating in the blue to UV spectral region 
[1-3]. A detailed knowledge on the electronic processes which are involved 
in the generation of the photoluminescence (PL) or even stimulated emis­
sion and especially their dynamics is of fundamental importance for con­
structing and optimizing optical devices. 
The ZnO nanowires with diameters < 200 nm are grown by a chemical va­
por transport and condensation technique (vapor-liquid-solid) on (110)-
sapphire substrates [2, 3]. In Fig. 1 scanning electron-microscopy (SEM) 
images of dispersed single nanowires are shown. The inset emphasizes the 
good crystalline quality of the nanowires. The dispersed single nanowires 
can be prepared either by tapping a new substrate onto the as-grown ensem­
ble or by sonication in a dissolver bath. 
For the investigation of the optical properties of single nanowires a micro-
photoluminescence setup (^-PL) and a HeCd laser at a wavelength of 325 
nm are used. The laser beam is focused via a reflective microscope objec­
tive onto the sample which is kept in a temperature-variable cryostat. The 
PL of the wires is collected with the same objective. By use of a beamsplit­
ter the collected intensity is detected spectrally resolved with a combination 
of a spectrometer and a CCD camera (spatial resolution ~ 1.5|Lim). 
As can be seen in Fig. 1 single nanowires of different shapes or even parti­
cles of ZnO were deposited on the substrate by the preparation process. The 
PL from undamaged nanowires shows strong and sharp excitonic features 



262 L. Wischmeier, C. Bekeny and T. Voss 

^ 

500 nir 

'fe- / 

HeCd @ 325 nm I donor-bound 
-̂PL setup FWHM = 1.4 meV /I'̂ jexcitons (D°X)I 

T = 20 K " ^ 

ensemble 
single wire 

\k 
12 3.34 

Energy [eV] 

Fig. 1. SEM image of dispersed single 
ZnO nanowires. Perfect single 
nanowires, damaged wires, and parti­
cles can be found. Inset: Image of the 
tips of two as-grown ZnO nanowires. 

Fig. 2. Micro-Photoluminescence (|i-PL) 
of the nanowire ensemble and of one 
single nanowire are compared. The spec­
tra show same excitonic features with 
different linewidths. 

(Fig. 2) due to high crystalline quality which is comparable to that of bulk 
ZnO crystals [4]. Opposite to this, in the PL of the damaged nanowires and 
the ZnO particles (which is not shown here) the lines are broadened, and 
their relative intensities differ. In Fig. 2 the PL of an as-grown sample and 
of dispersed single nanowires are compared. Both PL spectra are dominated 
by the emission peaks at ~ 3.36 eV originating from the radiative recombi­
nation of donor-bound excitons (D^X). At an energy position of- 3.375 eV 
a small shoulder due to the recombination of the free exciton (FX) can be 
observed. With increasing temperature the intensity of the free exciton PL 
increases and dominates the spectrum at room temperature. At ~ 3.28 eV 
and ~ 3.31 eV the phonon replica of the D^X peaks (D^X-ILO) and of the 
FX recombination (FX-ILO) are observed. The occurrence of the phonon 
replica proves the high crystalline quality of our samples. Apart from the 
width of the lines the spectra of single wires and of the ensemble are compa­
rable. For the single nanowire and for the ensemble a linewidth of 0.9 meV 
and of 1.4 meV is obtained respectively, the latter due to an inhomogeneous 
broadening of the ensemble PL. However, the PL of the ensemble in princi­
ple indeed resembles the PL emission of the individual wires. 
To get an insight into the microscopic processes which are involved in am­
plified stimulated emission in ZnO nanowires we have performed PL meas­
urements at high excitation densities and time resolved measurements of the 
PL decay. The measurements at high excitation density were performed on 
the as-grown ensemble (excitation with 5 ns pulses at a wavelength of 363 
nm). A large area on the sample was excited and the PL of the whole sample 
was detected. The PL of the nanowire ensemble was measured as a function 
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Fig. 3. (a) Excitation-density dependence of the PL intensity of the nanowire en­
semble, (b) PL of dispersed single ZnO nanowires at high excitation-density. A 
sharp line resulting from resonator effects inside the nanowires is observed. 

of the excitation density up to 7.0 MW/cm^ (Fig. 3a). At low excitation 
densities emission originating from the radiative recombination of donor-
bound excitons is detected. With increasing excitation density a second 
broad peak (dashed line in Fig 3a) most probably resulting from recombina­
tion processes in an electron-hole plasma appears and dominates the spec­
trum at high densities [4, 5]. A super-linear increase of the broad band at 
excitation densities > 0.7 MW/cm^ was recorded at the energy position -20 
meV below the donor-bound exciton. For the emission peak at ~ 3.363 eV 
(donor-bound exciton) just a linear increase is obtained even for the highest 
excitation densities. In Fig. 3b the PL of dispersed nanowires measured at a 
high excitation-density and room temperature is shown. Due to the higher 
temperature (T = 293 K) the broad PL band has shifted to lower energies. 
On the low energy side of the band above a threshold of ~ 0.5 MW/cm^ a 
sharp line with a ftill width at half maximum of 1.0 meV is observed. This 
is an indication for amplified spontaneous emission in a single wire together 
with resonator effects and is due to the fact that a single nanowire acts as an 
optical cavity. 
The time-resolved PL measurements were performed by use of the time-
correlated photon-counting technique (TCPC). For excitation the femto­
second laser-pulses of a frequency-doubled Ti-sapphire laser (k = 362 nm) 
with a repetition rate of 82 MHz were used. The grey curve in Fig. 4 shows 
the response of the TCPC system when only the femtosecond excitation 
pulses of the laser were directly detected. The signal of the nanowire en­
semble was measured at the spectral position of the most pronounced donor-
bound related PL band (-3.36 eV). The signal is a convolution of the re­
sponse ftinction of the system and the real PL decay. An exponential decay 
of the signal with a decay time of ~ 250 ps was obtained which is in good 
agreement to the data in [7] and references there in. Further investigations 
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of the dynamics as a function of wire morphology and structural properties 
are in progress. 
In summary we presented |LI-PL and high-density measurements on ZnO 
nanowires. Apart from the linewidth the comparison of the ensemble and 
single nanowire PL shows no detectable difference under the same experi­
mental conditions. Measurements at high excitation density in which a sharp 
line is oberserved resulting from amplified spontaneous emission together 
with resonator effects inside a single nanowire were presented. In the end 
first time-resolved measurements of the PL decay were shown. 
The authors thank I. Ruckmann and J. Gutowski for fruitful discussions. We also 
thank S. Bomer, W. Schade (Technical University of Clausthal) and S. Muller, C. 
Ronning (University of Gottingen) for providing the samples. 
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Summary. We report the reahzation of highly-efficient Hght emitting MOS de­
vices which are based on hot-electron excitation of rare-earth ions implanted into 
Si02. The implantation of Gd̂  and Tb̂  ions yields emission wavelengths of 316 
nm and 541 nm with extemal quantum efficiencies up to 1% and 16%, respec­
tively. The observed threshold electric fields for observing electroluminescence 
are in accordance with the injection of hot electrons via Fowler-Nordheim tunnel­
ing into Si02 at field strengths in the range of 8-9 MV/cm. The presence of differ­
ent electroluminescence bands of the Tb-implanted devices allows us to study de­
tails of the hot-electron excitation process. 

Several approaches toward silicon-based light emitting devices have been 
pursued in the past with the aim of obtaining the electroluminescence (EL) 
efficiency necessary for practical applications. The most prominent mate­
rial systems investigated were porous silicon [1], Si pn diodes [2], silicon 
nanocrystals in Si02 [3], and Er-doped SiOi [4]. For optoelectronic appli­
cations like microdisplays and on-chip sensors light emission in the visible 
or UV part of the spectrum are required. In this spectral range Si itself is 
highly absorbing so light-emission from Si02 layers containing the light-
emitting species remains the only solution for devices which are fiiUy 
compatible with standard CMOS semiconductor technology. We demon­
strate rare-earth implanted Si02 MOS light emitting devices which provide 
efficient and stable EL from Tb and Gd-doped MOS based EL devices 
emitting light in the green, and deep UV with relatively high extemal 
quantum efficiency above of 16 % (green) [5] and 1 % (UV) [6], respec­
tively. 

The MOS structures were fabricated by local oxidation of silicon 
with a gate oxide and a field oxide of 100 nm and 1 |im thickness, respec-
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lively. The gate oxide consists of thermally grown Si02. and is implanted 
with different rare-earth ions at 100 keV, or using double energy of 50 and 
110 keV. The implantation was followed by furnace annealing at 800°C-
1000°C in flowing N2 for 1 hour. The top gate electrode is a 100 nm trans­
parent indium-tin-oxide (ITO) layer deposited by RF sputtering, while the 
bottom electrode is provided through the substrate. The investigated de­
vices have 500 |Lim diameters. 

The rare-earth ions Tb and Gd give strong EL due to their large 
excitation cross-sections [5,6]. Fig.l shows the EL spectra of Tb and Gd-
implanted devices at an injection current of 10 |iA. The electronic transi­
tions from Tb^^ yield two groups of peaks from the ^D^ and D̂4 to '̂ Fj (j=3-
6) levels, respectively, the former in the range below 500 nm, while the 
latter one is the strongest at a wavelength in the green at 541 nm. The ^Pja 
to 8̂7/2 transition of Gd̂ ^ generates a sharp peak in the UV at 316 nm. 
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Fig. 1. Normalized electroluminescence intensities of Gd and Tb-implanted MOS 
based light emitters. 

The EL from rare-earth ions embedded in a matrix under high electric field 
can be excited via two processes: One is the direct impact excitation of the 
rare-earth ion by energetic hot electrons in the conduction band of the host 
matrix. The charge states of the rare-earth ions do not change during the 
excitation process. The other process is the excitation across the host band 
gap and subsequent energy transfer to the rare-earth ions. In the former 
process, the relative intensity of the peaks from higher excited levels nor­
mally increases stronger with increasing electric field than those at lower 
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energy levels due to an increase of the average energy of the hot electrons 
[7,8]. In the latter process, since the excitation comes from the energy 
transfer, the relative intensity of the emission peaks of rare-earth ions is 
mainly controlled by the thermal equilibrium between different energy 
levels of the rare earth ions. Therefore, the relative intensity of the differ­
ent peaks will not change significantly with increasing electric field [9]. 
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Fig. 2. Ratio of the blue to the green electroluminescence intensity versus the ap­
plied electric field in Tb-implanted devices at different Tb concentrations. 

In order to check the probable EL excitation process in the Tb-
implanted devices, the ratio of the blue EL intensity to the green EL inten­
sity (B/G ratio) is plotted versus the average electric field in the oxide 
layer for samples with different Tb concentration (Fig.2). An increase of 
the B/G ratio of the EL spectra (prior to the saturation of excitation) is ob­
served with increasing electric field. This gives strong evidence that the 
EL excitation is dominated by direct impact excitation from Fowler-
Nordheim tunneling injection of hot electrons into the conduction band of 
Si02, since the average energy is increasing at higher electric fields. This 
leads to the observed increase in the B/G ratio. The relevance of the 
Fowler-Nordheim tunnel injection into the SiOa in these devices has been 
demonstrated in more detail elsewhere [5]. The strong decrease of the B/G 
ratio with increasing Tb concentration shows that a cross-relaxation from 
the higher excitation level ^Ds to D̂4 is also involved in the excitation of 
the lower lying D̂4 level. Therefore, the peaks of ^D4-̂ Fj 0=^3-6) transitions 
were excited by both the impact excitation and the cross-relaxation from 
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^Ds states at high Tb concentration. The above excitation mechanism ex­
plains an observed change of EL spectra with Tb concentration and anneal­
ing temperature in these Tb-doped SiOi MOS devices [5]. It also explains 
the correlation between the onset of the EL and the strong F-N tunneling 
injection of hot electrons. 

If the excitation process is dominated by the direct impact excita­
tion, the change of the B/G ratio of the Tb^^ luminescence may reflect an 
increase of the average energy of hot electrons with increasing the electric 
field. The hot electrons for EL excitation may have an equivalent average 
energy similar to the PL excitation photon energy for the EL spectra with 
the same B/G ratio compared to the PL spectra. The B/G ratio of the PL 
spectra under optical excitation at 240 nm (5.16 eV) is also marked by the 
horizontal lines for different Tb concentrations in Fig.2. The intersections 
indicate that the average hot electrons may have an equivalent average en­
ergy around 5.16 eV at an electric field around 10 to 1 IMV/cm. This value 
is consistent with the average hot electron energy determined at the same 
electric field in Si02 by different techniques such as vacuum emission, car­
rier separation and EL [10]. 

In conclusion highly-efficient Si based MOS light emitters have 
been demonstrated with emission wavelengths in the UV and green. Their 
stability and plainness of the fabrication process in conjunction with the 
compatibility with standard CMOS fabrication technology makes this de­
vice concept suitable for future optoelectronic applications. 
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Investigation of Self- Heating Effects in Individual SOI 
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Summary. Heating effects in individual devices are investigated using GIG A3 D 
Silvaco simulator. By utilizing the THERMAL3D module of the Silvaco 
simulation framework, we also investigate heating effects due to device-device 
interactions. Our simulation results suggest that both factors have to be accounted 
for if, for example, proper output device characteristics are desired. 

1 Introduction 

The SOI device exhibits self-heating effects [1], because the device is 
thermally insulated from the substrate by the buried oxide layer that has 
very low thermal conductivity. This, in turn, leads to substantial elevation 
of the lattice temperature near the drain end of the device (hot spot), which 
consequently modifies the device output characteristics. This means that 
any state-of-the-art device simulator either way must take into account the 
heat generation. Thus, thermal and electrical effects need to be coupled via 
self-consistent calculations. 

In this work, we prove the importance of these effects by (a) 
simulation of an individual SOI device and examining the temperature in 
the hot spots regions, and (b) by examining the additional heating effects 
that arise in a circuit, due to the proximity of the devices, that leads to 
device-device interactions. For isolated devices, the performed non-
isothermal and isothermal device simulations lead to very different IV-
characteristics which suggests that carrier heating within the device itself 
plays significant role on its operation. To examine the influence of the 
thermal effects due to device-device interactions we examine simple 
CMOS inverter with two different channel lengths. For that purpose, we 
modeled fully depleted SOI MOSFET with gate length of 50nm and 25nm 
to compare the results of two technology nodes. Again to observe the 
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device-device interaction when the SOI MOSFET is implemented in the 
CMOS circuit design for VLSI circuits, we have implemented a simple 
CMOS inverter with a NMOS as driver and a PMOS as a load. Results of 
these investigations show more device-device interaction for the 25nm 
channel CMOS inverter (i.e. elevation of the lattice temperature in the 
neighboring device) than for the 50 nm. 

2 Main Features of the Simulators Used 

Giga2D/3D combined with S-Pisces and Blaze device simulators 
allows simulation of local thermal effects within the Silvaco 
simulation platform [2]. Models in Giga2D/3D include heat 
generation, heat flow, lattice heating, heat sinks, and effects of local 
temperature on physical constants. Thermal and electrical physical 
effects are coupled through self-consistent calculations. Giga2D/3D 
is a fully integrated component of the ATLAS device simulation 
framework. ThermalSD is a general heat-flow simulation module 
that predicts heat-flow from any power generating devices (not 
limited to semiconductor devices), typically through a substrate(s) 
and into the package(s) and/or heat-sink(s) via the bonding medium. 
Operating temperatures for packaged and heat-sinker devices or 
systems can be predicted for the design and optimization phase or 
for general system analysis. The key features of this simulator are as 
follows (1) it predicts heat flow and temperature rise for many 
material systems and any number of heat generating sources, (2) 
models are validated using measured data, (3) there are three models 
for heat dependent thermal conductivity one can choose from for 
each of the materials in the system, (4) it utilizes user definable 
thermal conductivities and coefficients for each material, (5) very 
fast simulation times allow many combinations to be tried for 
system design optimization. 

3 Simulation Results and Conclusions 

On the left panel of Figure 1 we show the temperature contour for 50nm 
SOI MOSFET device. One can clearly see the existence and the spread of 
the hot spot region centered at the drain end of the channel. The output 
characteristics of this device with and without the inclusion of the lattice-
heating effects, that are obtained with GIG A3 D simulator, are shown on 
the right panel of Figure 1. The increase in temperature near the drain end 
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of the channel leads to more pronounced phonon scattering which, in turn, 
degrades the mobility and, therefore, the on current. For bias conditions 
VG=1V and VD=0.5 V there is almost 40 % degradation of current due to 
lattice heating effects. These effects are expected to be more prominent for 
smaller device structures where the hot spot region will cover much larger 
portion of the channel and more drastic mobility degradation is expected. 
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Figure 1. Left Panel-Temperature Contour for 50nm SOI MOSFET, Right Panel-
Output characteristics obtained with GIGA3D. Notice drastic changes in drain 
current when thermal effects are included via GIGA3D Silvaco software. 

Having investigated the interplay of heating effects within the device 
structure itself, we also wanted to examine the influence of heat due to 
device-device interactions for devices fabricated on the same chip. To 
accomplish this goal, we utilized the THERMAL3D device simulator, and 
investigated the temperature distribution in inverters realized in 50nm and 
25 nm technology node. As expected, for smaller device technology nodes 
we observe more lattice heating effects on the stand-by device. This 
suggests that more clever design will be necessary for smaller technology 
nodes and possible use of Peltier coolers may be required to extract the 
excess heat dissipated when the device is in its on-state. The results for the 
inverter simulations are shown in Figure 2. 

Figure 2. Temperature contour of a CMOS inverter implemented with 50nm (Left 
Panel) and 25nm (Right Panel) technology node. Notice the additional heat that is 
coming to the off-device due to strong device-device interactions in a CMOS 
inverter implemented in 50 nm and 25 nm technology. 
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4 Future Work 

To properly treat heating without any approximations made in the problem 
at hand, one in principle has to solve the coupled Boltzmann transport 
equations for the electron and phonon together. More precisely, one has to 
solve the coupled electron - optical phonons - acoustic phonons - heat 
bath problem, where each sub-process involves different time scales and 
has to be addressed in a somewhat individual manner and included in the 
global picture via a self-consistent loop. Both Approach 1 and Approach 2 
will use the commercial THERMAL3D simulator in Atlas to obtain the 
boundary conditions on temperature around the individual device active 
area including device-device interactions as well. Then: 
• Within Approach 7, we will solve self-consistently the BTE for the 

electrons (thus taking into account hot electron and other non-
stationary effects such as velocity overshoot) with the energy balance 
equations for both the acoustic and optical phonons (which will be 
derived from the microscopic BTE for phonons). 

• The Approach 2, on the other hand, will involve solution of the 
microscopic BTE for the phonons self-consistently with the 
microscopic BTE for the electrons and holes. This represents the most 
general approach to solving the problem, and our group will be the 
first one to make the attempt of solving it. 

In both. Approach 1 and Approach 2, the EMC code for the carrier BTE 
solution will have to be modified as well. As we have variable lattice 
temperature in the hot-spot regions, we will have to introduce the concept 
of regional scattering tables. Using state of the art computers, which have 
more than 4 GB RAM and more than 2 GHz processor speed, the pre­
calculation of these scattering tables will not require much CPU time or 
memory resources and can be done once in the initialization stages of the 
simulation for a range of temperatures. Some interpolation scheme will be 
adopted afterwards for temperatures for which we do not have the 
appropriate scattering table. In summary, the advantages over the presently 
used approach and results in Ref [1] are better transport models for both 
electrons and phonons. 
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Summary. In these measurements we have investigated the time scale of the 
excitation of electrons leading to a transition from the quantum Hall state to the 
dissipative state in the two-dimensional electron system of GaAs/AlGaAs 
heterostructures with Corbino geometry. The breakdown of the quantum Hall 
effect occurs after a certain time (2 < iresp < 20 ns) that is a ftinction of applied 
voltage (pulse amplitude), magnetic field and electron mobility. 

1 Introduction 

In the integer quantum Hall effect (QHE) the longitudinal resistance /?xx 
vanishes while the Hall resistance /?xy has plateaus with values /?xy = /̂̂ ^ . 
where / is an integer number [1]. If the applied voltage exceeds a critical 
value, the QHE breaks down (excitation), and if the critical voltage is 
reduced to subcritical values, the QHE is recovered (relaxation). 
Experiments with multiterminal QH devices [2-3] have shown that both 
excitation and relaxation of electrons develop over a certain drifting 
distance of electrons. Some results concerning these measurements have 
been explained by an avalanche process of electron heating [4]. 

However, the applied method provides only an indirect approach to the 
relaxation times, which are deduced from the stationary profile of the 
longitudinal resistivity under QH conditions and the assumed drift 
velocity. Time-resolved (integrating) measurements of the generation and 
relaxation processes provide a direct access to the corresponding time 
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scales and yield the trend of the generation and relaxation times being 
approximately equal [5], as predicted by a recent theory of the avalanche 
heating of electrons [4]. Since from the previous time-integrating 
measurements of electrical excitation [5] it had not been possible to 
monitor the individual pulse shape of the sample response, real-time 
measurements of electrical excitation have been performed in this study. 

2 Experimental Setup 

The Corbino devices used for these measurements were fabricated from 
three different wafers (see table 1), with different channel widths w=200, 
100 and 50 //m (n-lOO /ym, r2=300, 200 and 150 //m). 

ŝ (cm'^) jLiH (cm A^s) 

#8447 
#8789 
#8815 

2.6x10^' 
1.76x10^^ 
1.7x10^^ 

1 xlO' 
8x10^ 

1.6x10^ 

Table 1: Electron density and Hall mobility of fabricated wafers from which the 
Corbino devices were fabricated (parameters were determined from transport 
measurements at 1.8 K). 

The experimental setup is realized as shown in Fig. 1. 

high frequency 
cables 

Ch2 r=300K 

expected shape of 
/ response pulses 

shape of 
applied 
pulses 

Fig.l. Schematic view of the experimental setup to measure the pulsed-induced 
breakdown in Corbino devices. 
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3 Results 

By applying electrical pulses on the sample we monitor the response and 
by fitting with an exponential function (1) we determine the time r̂ ^̂ p 

(Fig. 2.) 

; ; ( / ) - y^ -h^-expl r \ 
t 

# 8815,/i = -0.8 V, r = 1.7 K,5 (v = 2) = 3.56 T 

100 150 

time (ns) 

Fig. 2. The measured source-drain current versus time. 

(1) 

By increasing the pulse amplitude the sample response time decreases 
(Fig. 3.) since the Landau levels bend more and more decreasing the 
spatial separation between two Landau levels, causing a higher tunneling 
rate of electrons from initial to final tunneling states. 

If the magnetic field is varied from the middle of the second plateau (v = 
2) position to higher or lower values, the QHE breakdown occurs in 
shorter times (Fig. 4.). 
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Fig. 3. The response time versus Fig. 4. The magnetic field dependence 
applied voltage (high mobility sample) of the response time. 
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This can been understood as a result of the decreasing width of 
incompressible strips with decreasing magnetic field around the integer 
filling factor where the width reaches its maximum value [6]. 

4 Conclusions 

To summarize, we have investigated the time scale of the excitation of 
electrons in the two-dimensional electron system of GaAs/AlGaAs 
heterostructures at the QHE breakdown. The measurements were 
performed by applying short electric pulses to the QH device with Corbino 
geometry at filling factor v = 2, having different electron mobilities. The 
QHE breakdown starts only after certain times of the order of nanoseconds 
and is dependent on pulse amplitude and magnetic field, electron mobility. 
The time scale of excitation (1.8-20 ns) is in agreement with the previous 
time-integrating electrical excitation measurements [5]. 
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Summary. Tracing ultrafast modifications of the Franz-Keldysh absorption spec­
trum of biased AlxGai.xAs heterostructure diodes, we directly analyze the dynami­
cal build up of a nonequilibrium carrier avalanche due to impact ionization for 
electric fields F > 350 kV/cm. The timescale of the carrier multiplication is found 
to be in the order of 10 ps depending on the applied bias. Monte Carlo simulations 
in a simplified band structure agree well with the experiment. 

Band-to-band impact ionization in semiconductors is fundamental in small 
high-speed devices and is advantageously exploited as charge multiplica­
tion, e.g. in avalanche photodiodes. In contrast, it is a detrimental mecha­
nism deteriorating the performance of modem field-effect transistors. Until 
now, this extreme non-equilibrium process has not been time resolved ex­
perimentally and its theoretical picture remains subject of lively discus­
sions [1]. 
Recently, several studies of femtosecond transport in high electric fields 
have been published. These experiments rely either on the THz electro­
magnetic radiation emitted by charge carriers accelerating in an external 
field [2,3] or on all-optical electroabsorption measurements [4-6]. How­
ever, no signature of impact ionization has been extracted from these re­
sults. 
In this contribution, we directly analyze the dynamical buildup of a non-
equilibrium electron-hole avalanche in biased A^Ga^xAs hetero-structure 
diodes for electric fields F between 350 kV/cm and 440 kV/cm. The ex­
periment relies on changes of the Franz-Keldysh absorption spectrum due 



278 M. Betz et al. 

to a partial screening of the applied external field by propagating charge 
carriers. Most interestingly, we find a surprisingly slow picosecond ava­
lanche dynamics in agreement with simulations in a simplified bandstruc-
ture. 
The p-i-n-heterostructure employed in this study has been discussed previ­
ously [6]. A 350 nm wide intrinsic AlxGai.xAs (0 < x < 0.3) layer is em­
bedded between transparent contacts. A thin GaAs injection region allows 
for spatially well defined carrier generation via resonant interband absorp-
fion. After photoexcitation of the sample, a dipole builds up resulting from 
the spatial separation of the electron and hole ensembles propagating in the 
external field. As a result, this field is partially screened modifying the 
Franz-Keldysh absorption spectrum of the specimen. In particular, the 
transmission change of the heterostructure is an ideal measure for the 
number of electron-hole pairs with a spatial separation extending over the 
intrinsic region of the heterostructure. The experimental implementation 
takes advantage of a two-color Ti: sapphire laser providing synchronized 
excitation and probe pulses. A test pulse of 20 fs duration is used to detect 
the time-dependent optical response of the specimen. It is spectrally dis­
persed after transmission through the sample and detected with a photodi-
ode. 
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Fig. 1 (a) Transmission changes for a probe photon energy of 1.61 eV observed 
after excitation with an 80 fs pulse at 1.51 eV for various electric fields F and a 
temperature of TL = 4 K. (b) Corresponding photocurrents of the specimen for 
various electric fields F. 

Transmission changes for various electric fields F and a temperature of TL 
= 4 K after photoexcitation at to = 0 are shown in Fig. 1(a). The probe pho­
ton energy of 1.61 eV is chosen to be especially sensitive to the transient 
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screening field in the intrinsic zone. For an electric field of F = 224 kV/cm, 
the transient optical response rises to a saturation value w îthin 2.5 ps. This 
finding reflects the ultrafast carrier motion fi-om the injection layer across 
the high-field region and is consistent with previous results [6]. More in­
terestingly, an additional slovv̂ er signal component is observed for the case 
of F = 404 kV/cm and F = 434 kV/cm. As evident from Fig. 1(a), also the 
absolute value of the transmission change is larger as compared to a field 
strength of F = 224 kV/cm (in contrast, the theory of the Franz-Keldysh ef­
fect predicts a reduced amplitude for increasing bias and a constant screen­
ing field). Moreover, the photocurrent of the diode increases drastically for 
electric fields around 400 kV/cm (see Fig. 1(b)). As a consequence, our 
findings are clearly related to the generation of additional electron-hole 
pairs due to impact ionization and subsequent avalanche multiplication. In­
terestingly, establishing the carrier avalanche within the heterostructure re­
quires a reladvely long time of 10 ps to 20 ps depending on the external 
bias. 
We now turn to the theoretical analysis of the observed nonequilibrium 
carrier dynamics. The simulation considers a simplified band structure 
with parabolic bands including heavy hole, light hole and split-off valence 
bands as well as conduction bands at the F-, L- and X-points of the Bril-
louin zone. The excitation is modelled according to the femtosecond pump 
pulse of the experiment. The dominant carrier-phonon scattering mecha­
nisms with material parameters reported in Refs. [7-9] are taken into ac­
count. 
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The scattering rate for impact ionization is modelled according to the well-
known Keldysh formula [10]: Fj = A (E - Eth)̂ . The parameters in this 
formula are chosen near those reported in [11]. 
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Within this model, we calculate the spatio-temporal carrier dynamics in a 
Monte Carlo simulation. From these results, it is straightforward to extract 
the time dependent screening field in the inrinsic region resulting from the 
spatial separation of the propagating electron and hole ensembles. This 
quantity is expected to be proportional to the modification of the Franz-
Keldysh absorption and, thus, to the transmission change of the experi­
ment. In Fig. 2, typical results of the simulation are shown. For the case of 
F = 11^ kV/cm, a saturation of the screening field at to = 2.5 ps is found 
indicating ultrafast carrier motion and a negligible influence of impact 
ionization. Similarly to the experiment, an additional slower dynamics on 
the 10 ps time scale is found for an electric field of F = 434 kV/cm. Con­
sidering the simplicity of the model, the agreement between theory and 
experiment is strikingly well. 
In conclusion, we have studied the dynamical buildup of an extreme non-
equilibrium carrier avalanche in GaAs for electric fields of F > 350 kV/cm. 
The typical timescale of the carrier multiplication process is found to be in 
the order of 10 ps depending on the applied bias and the number of 
photoinjected carriers. This finding may be an important ingredient for the 
design of fast avalanche based photodetectors. The dynamics of the charge 
multiplication is readily understood from a Monte Carlo simulation treat­
ing impact ionization on the basis of the Keldysh formula. 
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Summary. The potential performance of 80 and 35nm physical gate length 
Ino.2Gao.8As MOSFETs are compared with the equivalent Si and strained Si de­
vices using ensemble Monte Carlo simulations. The 80 nm InGaAs MOSFET with 
a source/drain peak doping of 2^10^̂  cm'̂  or a very high doping of 5xlO'̂  cm'̂  
can outperform the equivalent strained Si MOSFET at both low and high drain bi­
ases. However, the 35 nm InGaAs MOSFET gives a performance comparable to 
the equivalent strained Si MOSFETs even with the source/drain doping of 
5x10̂ ^ c m \ 

1 Introduction 

The need to increase the performance of scaled CMOS transistors recreates 
the interest in a MOSFET based on III-V materials [2] which would profit 
from high mobility in the channel. An essential step toward the realisation 
of III-V MOSFET is the development of suitable high-K gate dielectrics 
for GaAs [3] exhibiting an 'unpinned' oxide/semiconductor interface with a 
low density of interface states. Monte Carlo (MC) device simulations [2,4] 
show that the equivalent III-V MOSFET transistor would outperform the 
Si and strained Si MOSFETs [2] when scaled down to a metallurgical gate 
length of 50 nm but the performance will deteriorate for sub-50 nm dimen­
sions [4]. The performance decline is associated with a low density of 
states in III-V materials when compared to that of Si and Ge [2] which re­
sults in lower inversion charge densities for the equivalent gate overdrive. 

We study the potential performance of a /7-type Ino.2Gao.8As channel 
MOSFET with the 80 nm physical gate length and a high-K gate dielectric 
using ensemble MC simulations [5] Our electron transport model is ex­
tended by implementing Fermi-Dirac (F-D) statistics via self-consistent 
calculations of Fermi energy and electron temperature, a roughness scatter-
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ing at the oxide/semiconductor interface, and by adopting the effective po­
tential (EP) [6] to mimic the quantum confinement in the lowest subband. 
The simulated performance of the InGaAs MOSFETs is then compared 
with that of equivalent n-typQ conventional and strained Si MOSFETs 
[1,7]. 

The layout of the Ino.2Gao.8As 
MOSFETs on a GaAs buffer in 
Fig. 1 is mimicking the struc­
ture of the 67 nm effective 
channel length conventional and 
strained Si MOSFETs published 
by IBM [1] and the 35 nm 
strained Si MOSFETs by To­
shiba [7]. The doping profiles 
of the InGaAs MOSFETs with 
80 nm and 35 nm metallurgical 
gate lengths are designed to 

have the same junction depth and subdiffiision [1,7] while the source/drain 
peak doping is reduced to reflect lower activation in InGaAs. Thus, we 
have created two doping variants: one with the peak concentration of 
5x10^^ cm'^ representing a maximum technologically possible doping, and 
another with a peak of 2x10^^ cm'\ representing a more realistic doping 
profile. 

p-type GaAs substrate 

Fig. 1. Cross-section of the 80 nm gate 
length Ino2Gao.8As MOSFET considered 
in MC simulations. 

2 Fermi-Dirac Statistics and Performance Characteristic 

The F-D statistics are implemented by self-consistent calculations of Fermi 

energy Ep and electron temperature T. From the known electron density n 

and average electron energy ̂ £') at each mesh point the following equa­

tions are solved in non-parabolic approximation: 

n{rj) = 
{2mkj) 

Arc'n 2*.3 
r{?>l2)F,„{ri,y-ak,T 

xr(5/2)F3/,(/7,)+(a^,r)^r(7/2)F,/,(;7,)] (1) 
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{Eir,t)) = An'h 2fc3 

nilmr JkT L^^^/^^^^/^ inM^cc k,Tr{l/2)F,/, {rj,) 

+ {akjyr{9/2)F,^,{rj,)] (2) 

where7^ = [Ef,{rj)-E^]/k^T, E^ is the conduction band energy, and 

F^ the Fermi function of order 6ir. The obtained E^r and T is then used in 

F-D distribution function to get an occupation probability of the final state 
after a scattering and in the static screening model for ionized impurity 
scattering. The inverse screening length, ̂ , of the static screening model 

reads /^^ -^ij'j)^^l{^k^T)^F_^l^{rip)lF^l2{rif), where^is the dielec­

tric constant. 
This approach has been first verified in the MC simulations of high elec­

tron mobility transistors (HEMTs) [5]. Fig. 2 compares obtained ID-VQ 

characteristics with results obtained using Boltzmann statistics calibrated 
to experimental data [5]. A slight drain current overestimate at VG = 0.4 V 
for a low drain bias of 0.1 V is caused by the missing remote Coulomb 
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Fig. 2 ID-VQ characteristics of the 
120 nm HEMT with Inô Gao.gAs 
channel. The calibrated simulations 
of Ref 5 using Boltzmann statistics 
are also shown for comparison. 
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Fig. 3 ID-(VG-VT) characteristics of 
the 80 nm Ino.2Gao.8As MOSFET 
compared with the equivalent Si and 
strained Si MOSFETs. The 
source/drain peak doping for the 
Ino.2Gao.8As MOSFET is indicated. 

Quantum confinement at the dielectric/semiconductor interface is 
adopted via the EP approach [6]. A Gaussian parameter a of the EP is cali­
brated [2] against a Poisson-Schrodinger solution in the subthreshold lead­
ing to a=1.5 nm for the 80 nm and to a=0.8 nm for the 35 nm InGaAs 
MOSFETs. 
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The interface roughness scattering is based on Ando's model [8] with an 
exponential auto-correlation function. The corresponding electron scatter­
ing rate caused by an interface roughness induced potential reads: 

r{Eh 
2 -)2_2 mA A e F. -^2mE{\ + aE)A 

fi" ^h^+2mE{l + aE)A'^ Uti^+ 2mE{l + aE)X' 
(3) 

where E is a complete elliptic integral and F^^^^^ is the transversal electric 

field re-evaluated at each MC step. The RMS height, A, of 0.5 nm and the 
correlation length, A, of 1.7 nm were considered for the InGaAs MOS-
FETs. 

Fig. 3 shows ID-(VG-VT) characteristics at VD=0.1 V and 1.2 V. The 80 
nm InGaAs MOSFETs with a source/drain peak doping of 2x 10̂ ^ cm'̂  and 
5x10^^ cm'̂  would outperform by 65% andmore than 300%, respectively, 
the equivalent strained Si MOSFET at a low drain voltage of 0.1 V. At a 
high drain voltage of 1.2 V, the 80 nm InGaAs MOSFETs still outper­
forms the strained Si MOSFET by more than 200% when the peak doping 
is 5x10^^ cm'̂  and by 65% when this is 2x10^^ cm'̂ . The average velocity 
along a channel of the 80 nm InGaAs MOSFET with the more realistic and 
very high doping shown in Fig. 4 is also much higher (about 95% and 
130% larger, respectively) than that in the Si based MOSFETs. 
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Fig. 4 Average electron velocity 
along the channel of 80 nm 
Ino.2Gao.8As MOSFETs compared 
with that in the equivalent Si 
MOSFETs (thin lines). The ar­
rows depict the beginning and the 
end of the gate. 
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Fig. 5 ID-(VG-VT) characteristics of 
the 35 nm Ino.2Gao.8As MOSFETs (two 
variants) compared with the 35 nm Si 
and strained Si MOSFETs with vari­
ous Ge content substrates indicated in 
the legend. 
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The situation completely changes when InGaAs and Si MOSFETs are 
scaled down to the 35 nm physical gate length. The 35 nm InGaAs 
MOSFET cannot outperform the equivalent strained Si MOSFETs with 
more than a 10% Ge content Virtual' substrate at both low and high drain 
voltages as shown in Fig. 5. The 35 nm Ino.2Gao.8As MOSFET with a peak 
doping of 5x10^^ cm'̂  can outperform the conventional 35 nm Si MOSFET 
by just by 24% while it is outperformed by strained Si MOSFETs with 10 
and 15% Ge content 'virtual' substrates. This performance decline is attrib­
uted to a relatively low density of states in InGaAs when compared to that 
in Si or Ge [4] and to the lower possible n-typQ doping in the source/drain. 

Using MC device simulations we have demonstrated that Ino.2Gao.8As 
80nm MOSFETs may deliver significant improvement in the drive current 
compared to the present state of art Si based MOSFETs. However, the 
situation changes for the 35 nm Ino.2Gao.8As MOSFET which cannot out­
perform the equivalent strained Si MOSFETs with more than a 10% Ge 
content 'virtual' substrate at any drain biases even with the extremely high 
source/drain peak doping of 5x10^^ c m \ Acknowledgement. This work 
has been supported by EPSRC under Grant No. GR/M93383. 
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Summary. We investigate the possibility to suppress the diffusion noise in 
bulk semiconductors by adding to a constant electric field a fluctuating 
contribution characterized by a gaussian distribution and a characteristic 
time. To this purpose, Monte Carlo simulations are performed applied to 
the case of GaAs at room temperature. Numerical results confirm the pos­
sibility to suppress the total noise power by an appropriate choice of the 
externally added noise. 

1 Introduction 

Since several years an increasing interest is devoted to constructive aspects 
of noise and fluctuations in different systems. In general, this kind of stud­
ies concerns the mutual interplay between a fluctuating random component 
(the noise) and a deterministic component (the signal). Accordingly, the 
addition of noise is able to enhance under some specific conditions the re­
sponse to the signal (e.g. in the case of stochastic resonance). However, 
very few studies concern the mutual interplay between two fluctuating 
random signals. In this context, one of the most intriguing results was re­
ported by Vilar and Rubi in 2001 [1]: they showed that adding an external 
noise to systems with an intrinsic noise may result in a less noisy system. 
More recent studies have extended the original theory (developed only for 
the low-frequency spectrum) to the full frequency spectrum of the output 
signal [2]. An experimental validation of the general theory applied to the 
case of a microscopic bead held in a noisy optical trap has been proposed 
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in Ref. [3]. The original theory was developed using very general statisti­
cal properties of nonlinear systems without involving any microscopic de­
tail of the system under study. Therefore the following question arises: is 
the general theory applicable to a realistic situation where a bulk semicon­
ductor material is submitted to a fluctuating electric field? It is the purpose 
of this contribution to clarify these points using Monte Carlo simulations 
applied to bulk GaAs. 

2 Monte Carlo Calculations 

Bulk semiconductors such as GaAs can be considered as stochastic sys­
tems whose state, characterized by the average electron velocity, depends 
on some external parameter, that is the applied electric field. In Ref [1] it 
is shown that favorable conditions for noise suppression by the addition of 
a noisy electric field are reached when the spectral density of velocity fluc­
tuations S(E) verifies d^S/dE^ < 0. However, we have shown that reduction 
of the total noise power is best reached when the variance of velocity fluc­
tuations exhibits a maximum in the considered electric field range [4]. 
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Fig. 1. Variance of velocity fluctuations (continuous lines) and spectral density of 
velocity fluctuations at zero frequency (dashed lines) as functions of the electric 
field calculated by the Monte Carlo simulation at temperature T = 300 K for the 
case of «-GaAs with a donor concentration No = lO'̂  cm~̂  (a). Correlation func­
tions of single particle velocity fluctuations (b). Continuous lines correspond to 
the calculation with a fixed electric field E=6.5 kV/cm while dashed lines corre­
spond to the calculation with a fluctuating electric field characterized by a stan­
dard deviation of 3 kV/cm and a characteristic time of 10 ps. The insert in (b) re­
ports a zoom of the long-time tail of the correlation function. 
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This condition is verified in bulk GaAs, as shown in Fig. 1(a), and from 
this result we conclude that the most favorable condition to obtain noise 
suppression in GaAs, in the sense of a decrease of the total power of the 
fluctuating signal, should be reached for a static electric field around 6 
kV/cm. This expectation is confirmed by the results given for the correla­
tion functions of velocity fluctuations [Fig. 1(b)] and for the frequency de­
pendent spectral density of velocity fluctuations [Fig. 2(a)] obtained for the 
case of a static electric field equal to 6.5 kV/cm and when a fluctuating 

electric field (characterized by a standard deviation vAE^ =3kV/cm and 
a relaxation time Xf= 10 ps) is superimposed to the static field. 
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Fig. 2. Frequency dependent spectral density of velocity fluctuations (a). Continu­
ous line corresponds to steady state and dashed line to Gaussian noise addition 
with parameters VAE^ = 3 kV/cm and Xf= 10 ps . Variance of velocity fluctua­
tions with Gaussian noise (x/r = 100 ps) (b). 

We notice that the negative part in the correlation function, which is a 
typical feature of non-equilibrium conditions [5], is slightly reduced for the 
case of an externally added noise (we recall that the negative part of the 
correlation function in the picosecond time scale produces a peak in the 
spectral density at frequencies in the TeraHertz region). Additionally, we 
remark the appearance of a long-time positive tail of the correlation fianc-
tion which vanishes for a time corresponding nearly to 3x/r as one may 
conclude by treating Xf as a relaxation time characteristic of field fluctua­
tions. 
As a matter of fact, the presence of a fluctuating field introduces an addi­
tional correlation in the fluctuations of carrier velocity which gives a posi­
tive contribution to the low-frequency spectral density. This is confirmed 
by the calculation of the Fourier transforms of the correlation functions 
which are shown in Fig. 2(a). We remark that, while the spectral density is 
enhanced in the low-frequency region, it is suppressed in the high-
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frequency region near the peak associated with intervalley transfers. Due 
to the logarithmic representation in the frequency domain, this suppression 
plays a dominant role in the total noise power. This is confirmed by the re­
sults shown in Fig. 2(b) which report the integrated spectral density (i.e. 
<8v^>) for a characteristic time Xf = 100 ps. Indeed, we remark that the 
variance decreases monotonously by increasing the amplitude of electric 
field fluctuations thus confirming the possibility of obtaining the suppres­
sion of diffusion noise by using an external noise. Here the amplitude of 
field fluctuations plays the role of an amplifying factor for noise suppres­
sion. From a microscopic point of view, this suppression arises from the 
fact that the fluctuating electric field obliges the carriers to visit regions of 
the momentum space characterized by a smaller variance with respect to 
the situation in the presence of a constant field. 

3 Conclusion 

We have investigated the possibility to suppress the diffusion noise in bulk 
GaAs by using a time dependent electric field fluctuating according to a 
gaussian distribution with a given characteristic time. The Monte Carlo re­
sults show that the suppression of the total noise power is possible and that 
the most favorable conditions of noise reduction in GaAs are for a fluctuat­
ing electric field around 6.5 kV/cm. Additional calculations are needed to 
extend the model to more complex one-port and two-port devices and 
eventually to other types of electrical noises. 
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Summary. Recent experiments have shown that High Electron Mobility Transis­
tors can emit electromagnetic radiation in the TeraHertz range. The emission spec­
tra exhibit two peaks: one around 1 THz is sensitive to drain and gate voltages, 
and another one around 5 THz is fixed. In order to get physical insight into the 
microscopic mechanism at the basis of the radiation emission we have performed 
a Monte Carlo (MC) simulation of the measured transistors using the current noise 
spectra as sensitive probes to detect the presence of electrical instabilities. Nu­
merical results are found to be in good agreement with experiments confirming the 
presence of an oscillatory dynamics in the TeraHertz range. 

1 Introduction 

The TeraHertz (THz) domain is a frequency range in the electromagnetic 
spectrum between microwaves and near-infrared. Its ability to penetrate 
into several materials as a non-destructive radiation may be usefully em­
ployed for imaging applications in security, industry, biology and medi­
cine. However, there is lack of compact and cheap THz sources and stan­
dard solid-state devices like transistors could offer great possibilities of 
integration with other electronic and optoelectronic devices within a single 
chip [1]. This is the case of InGaAs/InAlAs lattice-matched nanometric 
High Electron Mobility Transistors (HEMT) where THz emission has been 
recently observed for the first time [2]. 

It is evident that a detailed analysis of the physical processes char­
acteristics of such devices requires a microscopic approach due to the 
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nanometric dimensions leading to the appearance of hot carriers phenom­
ena, nonstationary transport, ballistic conditions etc. 

As a consequence, in order to investigate the observed emission, 
we have used MC simulations to obtain the spectrum of the current noise, 
which is known to be a quantity very sensitive to different carrier instabili­
ties [3]. In this context, we emphasize that, while a standard relaxation dy­
namics gives rise to a Lorentzian cut-off frequency in the noise spectrum 
related to the inverse of the relaxation time, any carrier instability respon­
sible for an oscillatory dynamics will be evidenced as a peak. 

This work is carried out by means of a semi classical two-
dimensional MC model whose validity was already checked for similar 
devices [4]. 

2 Experiments 

Experiments have been performed on lattice-matched InGaAs/InAlAs 
High Electron Mobility Transistor (HEMT) on InP substrate with a nomi­
nal gate length LG = 60 nm, a source-drain distance LA = 1.3 |im and a 
widthW = 50^m(Fig.l.(a)). 
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Fig. 1 (a) The schematic structure of the transistor investigated with a T-shaped 
gate. The dotted line in the barrier region shows the position of the delta doping, 
(b) HEMT emission spectra for the gate short circuited with the source by a gold 
wire on the chip. The spectra from 1 to 5 correspond to Vds equal to 0.3, 0.45, 0.6, 
0.7 and 0.8 V, respectively. 

The spectrum of THz radiation (Fig. 1(b)) observed experimentally by a 
cyclotron emission spectrometer [2], exhibits two structures: a low fre­
quency (LF) peak (lower than 1 THz) which has been found to be sensitive 
to gate and drain voltages and a high frequency (HF) peak (around 5 THz) 
whose frequency is rather fixed. 
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3 Monte Carlo Results 

Figure 2 shows the spatial dependence of the average electron velocity in­
side the HEMT for different drain voltages Vds and for a constant gate volt­
age Vgs. We notice that, under the gate, the carriers reach a much higher 
velocity than in the recess and contact parts of the transistor: this can be in­
terpreted as a signature of a ballistic regime. This velocity distribution re­
flects the observed frequency dependence of the positions of the low fre­
quency peaks in the emission spectra. Figures 3(a) and (b) show the gate 
current and drain current noise spectra. The most striking result is that the 
MC calculation of the noise spectra confirms the presence of some oscilla­
tory dynamics in the THz frequency region in good agreement with the 
experimental results (Fig. 1(b)). We remark in the first case (Fig.3(a)) the 
presence of two peaks: a low frequency one, around 1-2 THz, which 
depends on the drain-to-source as well as on the gate-to-source voltages 
and a high frequency one at a fixed frequency around 5 THz. 
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Fig. 2 Spatial dependence of the average electron velocity in the transistor for a 
constant Vgs=0.05 V and for the indicated values of Vds- The lines at the top of the 
figure show the spatial extensions of the gate and recess regions. 

The suppression of the HF peak in the drain current noise spectra in 
Fig.3(b) seems to indicate that the origin of this resonance should be at­
tributed to plasma oscillations situated in the source-gate part of the tran­
sistor [2]. On the other hand, when Vds exceeds a threshold value, simula­
tions show the appearance of Gunn oscillations located in the near-drain 
part of the channel which could explain the LF peak in the emission spec­
tra. The calculated frequency dependence of the LF peak on the applied 
voltage as well as the threshold-like behaviour is in good agreement with 
experiments. The peculiar boundary conditions (short circuiting the gate 
with the source) which was imposed on the transistor in order to measure 
the emission spectra [2], could explain the discrepancies between the ex­
periments and the simulations, where such a condition cannot be easily 
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accounted for. Moreover, MC simulations have been performed at room 
temperature contrary to the experiments made at 4.2K since the numerical 
model has been validated for devices operating at 300K [4]. However, be­
sides these differences, the measured and simulated spectra exhibit similar 
features. This indicates that the MC simulation is able to model satisfacto­
rily the behaviour of the transistors. 

1 • 1 1 1 1 1 

(b) 
Vds = 0.5V Z*^*^ 

t / / \ , , 
X * ."^x 

V^y r 
1 ' Ti .7 'T H^""''^ ^ 

Vg8=: 0.35V 
. - . Vg8=0.15V 
. . . Vgs=-0.05V 

Vg8=-0.25VH 
I . . . . Vg8=-0.45V 

V 
> ^ 

Frequency (THz) Frequency (THz) 

Fig. 3 Gate current noise spectra for the reported Vgs and a constant Vds equal to 
0.05 V (a) and Drain current noise spectra for the reported Vgs and a constant Vds 
equal to 0.05 V (b). 

4 Conclusion 

TeraHertz emission from nanometric InGaAs/InAlAs HEMTs has been 
experimentally measured. The emission spectrum consists of two peaks 
around 5 THz and 1 THz. The results of Monte Carlo simulations shows 
that the electron transport under the gate is ballistic and that the gate cur­
rent noise spectra evidence the presence of peaks corresponding to the ob­
served frequencies. This analysis shows that the frequency behaviour of 
the emitted radiation can be directly linked to the spectra of current fluc­
tuations. As a consequence, noise spectra are here employed as sensitive 
indicators of the onset of collective motion of carriers inside the transistor. 
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Summary. We have investigated the transport properties of 
Ino.53Gao.47As/AlAso.56Sbo.44 quantum cascade lasers operating at ?L - 4.3 |im, by 
means of band-to-band photoluminescence (PL). The evolution of the PL bands 
with the applied electric field allows a detailed analysis of the injection and 
emission efficiency. A clear correlation between the device thermal performance 
and the electron distribution has been found. 

There is considerable interest to address the problem of quantum cascade 
laser (QCL) emission in the wavelength range >L == 3-5 |im, mainly for free 
space communication systems and for applications in sensing of many 
hazardous chemicals, drugs and explosives. The short wavelength 
operation limit in QCLs results from the low conduction band energy 
discontinuity of the semiconductor materials typically employed, which 
imposes a restricted range of inter-subband laser transition energies. 
Among lattice matched material systems with larger AEc values, the 
InGaAs/AlAsSb heterostructure is one of the most promising candidate for 
high performance laser development in the range >. = 3-5 |im, due to its 
large AEc value (> 1.6 eV) and, particularly, its demonstrated compatibility 
with well-established InP-based waveguides [1]. The optical 
characteristics of InGaAs/AlAsSb-based devices depend strongly on the 
detailed interface structure between the two ternary alloys, which in turn is 
determined by the growth conditions. Interface degradation is typically 
reported and it is due to Sb interdiffusion, which leads to the creation of a 
quaternary alloy InxGai.xAsySbi.y and give rises to radiation active centres. 
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The formation of this quaternary layers affects the band structure 
alignment by relaxing the interface strain and changing the interface-dipole 
contribution to the quantum well profile. The latter effect can significantly 
change the valence band-offset and eventually convert the type-I band 
alignment (valence band offset AEv = Ev "̂̂ "̂ ' - Ev^^ '̂̂ '' > 0), as expected in 
the case of abrupt interfaces [2] and corresponding to vertical band-to-
band recombination in InGaAs layers, to the type-II configuration (AEy < 
0) characterized by diagonal transitions [3]. Also, the conduction band 
offset AEc may change, thereby modifying the subband energies and the 
emission wavelength of the device. 

In this work we study the chemical nature of the interfaces in 
InGaAs/AlAsSb QCL structures by means of band-to-band 
photoluminescence technique. A detailed analysis of the transport 
dynamics and the injection/emission efficiency during device operation, 
explains their differences in thermal performance. 

We have investigated two molecular beam epitaxy grown 
Ino.53Gao.47As/AlAso.56Sbo.44 quantum cascade devices, both operating at 4.3 
|Lim. Sample A essential features are the vertical laser transition with the 
electrons confined in the upper level by a minigap created by the Bragg 
reflectors between the active regions. The maximum operating temperature 
is 270 K and its detailed description is reported in ref [4]. Sample B active 
region design is based on a bound to continuum scheme. This device 
shows a maximum operating temperature of 240K and its detailed 
description is reported in ref 1. Our experimental method is based on a 
microprobe band-to-band photoluminescence (PL) technique [5]. Figure la 
shows PL spectra obtained for sample A at device off as a function of the 
Kr^ laser power. At low excitation power the spectra are dominated by a 
band peaked at -' 0.95 eV, due to emission from interface-related (TI) 
transitions. This emission saturates at larger power and the spectra is 
dominated by band-to-band emission, peaked at 0.975 eV at the highest 
power. The presence of the TI band demonstrates the formation of 
quaternary alloy lUxGai.xASySbi.y at the interfaces [2]. Fig. lb shows the 
PL spectrum collected at zero-field and at a Kr̂  laser incident power of 
350 |xW. In Figs. Ic-d are shown the overlap integrals of the envelope 
functions of the three main band-to-band transitions calculated at zero-
field, with the related energies, in the hypothesis of a type II (panel c) or a 
type I (panel d) band alignment, using the associated conduction and 
valence band discontinuity [6]. Whatever the band alignment choice, in 
both cases, the main contributions to the PL spectra are due to transitions 
between the lower active region conduction subband (j =\) and the levels 
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localized in the adjacent valence energy barriers (k 
have been obtained also for sample B. 

1,2,3). Similar results 
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Fig. 1. (a): PL spectra collected at zero-field for sample A as a function of the 
exciting Kr̂  laser power, (b): PL spectrum taken at zero-field for sample A with 
an exciting Kr̂  laser power of 0.35 |iW. (c), (d): overlap integrals and energy 
positions of the three main band-to-band transitions associated to the conduction 
level j =1 and the valence subbands k= 1,2,3, as predicted by our Schrodinger-
Poisson calculation in the hypothesis of a type II (panel c) and type I (panel d) 
band alignment, respectively. 

The PL lineshape strongly depends from the applied voltage. In all the 
investigated voltage range the main transition energies as predicted by a 
type II band structure show a good agreement with the major features of 
the PL spectra, whereas those predicted by a type I band structure are 
partially consistent with the spectra, always remaining higher than the 
experimental PL bands. Thus, the following analysis will be conducted in 
the hypothesis of a type II band alignment. Figure 2a shows several PL 
spectra taken for sample A at different applied voltages, starting from the 
device off up to V=10V. At low voltages (V < 5V) and zero current 
flowing in the device we observe a progressive reduction of the main PL 
band intensity, without any change in the energy peak position. Electrons 
remain localized in the active region ground state j =1 and cannot reach the 
adjacent injector region due to the effect of an energy difference between 
the lowest active region subband j ==1 and the lowest injector level i=4, 
which acts as an effective energy barrier. At larger applied voltage (V > 5 
V), as current starts to flow in the device, an high energy band emerges in 
the PL spectra. Indeed, electrons start to populate the injector levels, 
although the mechanism of depletion of the level j =1 is not yet efficient, 
due to the effect of the E4-E1 energy barrier, and few electrons are injected 
in the subsequent module. 
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Fig. 2. PL spectra measured for sample A at different applied voltages, from 
device-off up to V=10V (bold line). Conduction (b) and valence (c) band structure 
calculated for V=10 V (e). The shaded areas mark the injector miniband. The 
dashed vertical lines mark the energies of the transitions between levels in the 
conduction (j) and valence (k) bands calculated at V=10V. 

At higher voltages, the energy barrier E4-E1 becomes negligible (see Fig. 
2b), the population of the level j = 1 decreases, while the population of the 
state j = 4 further increases, and the PL band, resulting from the 
convolution of the transitions between the low energy injector state j = 4 
and several valence subbands, dominates the spectra. A similar study has 
been performed for sample B. Figure 3 shows the PL spectra taken for 
sample B at different applied voltages, up to 9.6 V, in the full conduction 
regime. The differences in the injector design between the two investigated 
devices are reflected in the related PL signal. 
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Fig. 3. PL spectra measured for sample B at different applied voltages, from 
device-off up to V=9.6V (bold line). The dashed vertical lines mark the energies 
of the transitions between levels in the conduction and valence bands, calculated 
at an applied voltage of V= 9.6V. 
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The low energy PL band, due to the allowed transitions between subbands 
localized in the active region, not only dominates the spectra for low 
applied voltage (V< 7 V), but remains comparable with that coming from 
transitions involving the low energy injector state j=4, even at the largest 
applied voltage, thus demonstrating that electrons still populate the active 
region lower emission levels, mainly due to their thermal backfilling. This 
effect, typically due to hot electrons, reduces the population inversion, 
hence limiting the highest device operating temperature (240 K). In 
contrast, in sample A the additional pair of well-barrier layers in the 
injector-Bragg reflector, increases the emission efficiency, hinders the 
lower emission subbands thermal backfilling and allows a higher 
temperature operation (270 K). 
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RBAU01E8SS and the ANSWER Project STRP 505642-L VS, MSV and 
GS acknowledge Q. Yang and J. Wagner for providing mesa devices and 
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Summary. A fully quantum theory of phonon-limited electron transport in semi­
conductors is applied to a homogeneous steady-state situation to investigate the 
difference between quantum results and the results of a semiclassical theory. The 
Wigner function is used for the quantum approach, and Monte Carlo simulations 
are performed in both semiclassical and quantum theories. In the considered case, 
hot-electron transport in a simple silicon model at 77 K, very little difference has 
been found since collisional broadening changes the possible final states of the 
electronic transitions without altering in a significant way the total scattering rate 
and therefore the momentum relaxation efficiency of phonon scattering. 

1 Introduction 

Quantum effects are nowadays very common in electron transport in semi­
conductors. Besides effects due to the space scale used in nanostructures, 
where the dimensions of the systems are comparable with the coherence 
distance of the electron dynamics or even with the electron wavelengths, 
also effects due to the time scales can be expected. In fact, the scattering 
rate at high fields are of the order of 10̂ ^ s"̂  and the corresponding colli­
sional broadening, of the order of 10'̂  K, is expected to play a significant 
role. In the present paper we investigate this problem by considering elec­
tron transport in a homogeneous hot-electron simulation and comparing 
quantum results with the results of the more standard quasi-classical 
Boltzmann equation (BE). 

The Wigner function (WF) is a theoretical tool that proved to be 
very effective for quantum transport calculations [1] and it allows a Monte 
Carlo (MC) simulation very similar to the traditional MC approach to 
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solve the BE. In this paper the WF approach has been applied in a version 
suitable to study a homogeneous system in steady-state conditions. 

2 Theory 

The electron transport equation for the WF has the form 

where/v is the WF generalized to include phonon variables as described in 
[1]; £ is the standard Liouville operator that appears also in the l.h.s. of the 
BE. S is the integral operator that contains the electron-phonon interaction. 
The operator in the r.h.s. of the BE is known as the scattering integral and 
contains in-scattering and out-scattering terms. In the Wigner equation it 
contains four terms with emission and absorption phonon operators acting 
on the left and on the right of the density matrix, or equivalently, on the 
left and right arguments of the WF. These four terms are indicated above 
as ^ , (B, C, <D. Here we show one of them when an emission occurs on the 
left argument of the WF: 

^ = Z^(^)^''""'"'''^/^TT/.[r,P-f-,{«,,...,^ + ^..•},{"•},' 
and F(q) is the coupling constant between electrons and phonons. Through 
the standard procedure that makes use of the path variables the above 
equation can be transformed into an integral equation that can be formally 
integrated and then expanded in its Neumann expansion [1]: 

U -C{tY \A[V)r:\V)dV^ \B[V)C{t')dV^ \C[V)f^\t^)dV 

where f^''^(t) represents the ballistic translation of the WF at time /; each 
X(t) corresponds to a vertex of interaction at time / (with X=A ^, C or 0). 
In order to evaluate diagonal terms in the phonon population starting from 
a diagonal form, each phonon process must contain two vertices. Four pos­
sible combinations of vertices are to be considered that correspond to vir­
tual and real emission and absorption of a phonon mode q. 

Virtual scattering contains the information that will lead to the self en­
ergy I and therefore to the lifetime of the electron states (scattering out in 
the BE). This means that all the terms containing virtual processes between 
any two vertices will contribute to the "dressing" of the propagation of the 
WF with a factor like 

e-^"" (2) 
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The series in Eq.(l) leads to a series expansion of such exponential. For 
At > Z'̂  the series expansion may require many terms and since they are of 
alternating signs the single terms may become much larger than the final 
sum. This implies that they must be calculated with great precision. This is 
the reason why for large times, larger than the momentum relaxation time, 
the Neumann expansion (as any type of path-integral algorithm) requires 
very large statistical sampling (beside the fact that each integral contains 
oscillating functions). The basic idea of self scattering is to approximate S 
in the exponent of Eq. (2) with an approximate value T: 

e - e e 
and then evaluate only the second exponential by sampling its power ex­
pansion. If r is close to I the series will be rapidly converging and if F > I 
all terms will be positive, even though single samples may always be nega­
tive. The above idea is realized, both in the BE and in the transport equa­
tion for the Wigner function, by defining / = fe^'. The equation for / is 
then transformed into its integral form with the usual procedure. Returning 
to the original function, the integral equation takes the form: 

/ . ( 0 = / r ( 0 ^ " " + j r e - " - ' V „ {t')d,'+ je-^"-'>5/„ {t')dt' (3) 
0 0 

The Neumann expansion can now be performed and the Wigner-path in­
terpretation [1] restored, observing that single real scattering contributions 
(of second order) must be sampled together with single self-scattering 
events. 

2 Results 

A Monte Carlo sampling has been performed for a simple semiconductor 
model based on Si (m*=0.32mo; optical-phonons equivalent temperature == 
450 K; e-ph coupling constant=8xl0^^eV/m; T = 77 K). Results are shown 
in Fig. 1 and 2. Fig. 1 shows the drift velocity and mean energy as func­
tions of applied field. The simulation time has been taken t=300 fs, and the 
initial condition has been taken equal to the steady-state semiclassical dis­
tribution at the same field strength. Longer times may be necessary to 
reach steady state with quantum interaction. However, after 300 fs the dif­
ference between quantum and semiclassical results is very small. The 
analysis has shown that this is due to the fact that coUisional broadening 
changes the possible final states of the electronic transitions without alter­
ing in a significant way the total scattering rate and therefore the momen­
tum relaxation efficiency of phonon scattering. 
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Fig. 2. Electron energy distribution 
at a field strength of 1 MV/m at 
1=11 K. Semiclassical results 
(continuous line) are compared 
with quantum results 300 fs after 
the interaction has been switched 
from semiclassical to quantum. 

Fig. 2. Show^s the electron distribution as a ftinction of energy where, 
again, the difference between semiclassical and quantum results is very 
small. The analysis has also shown that the intracollisional field effect is 
very small at the considered field strengths. 
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Summary. A Monte Carlo investigation of transport in sub-100 nm gate 
length SOI MOSFETs is presented. Each super-particle within the channel 
is followed individually: scattering mechanisms undergone, distance trav­
elled, transit time, etc. are accounted for the calculation of average statisti­
cal quantities and their distribution functions at different channel positions, 
together with their dependence on the gate length. In this way, the influ­
ence of non-stationary phenomena and quasiballistic transport is evaluated. 

1 Introduction 

As the dimensions of MOSFET devices approach the decananometer 
range, Silicon-on-Insulator (SOI) MOSFET technology has become the 
most feasible solution to avoid the problems of conventional bulk transi-
tors [1]. To fully exploit the possibilities of SOI devices, it is mandatory to 
properly link the main macroscopic quantities of interest to the internal 
physics governed by microscopic events. In this work, we have performed 
a Monte Carlo (MC) device simulation [2] of decananometer gate length 
Fully-Depleted SOI MOSFETs, developing the algorithms and procedures 
necessary to carry out a statistical investigation of charge transport follow­
ing the methodology proposed by other authors in [3]. 

2 Results 

FDSOI MOSFETs have been simulated with an active layer thickness tst of 
15 nm. The active layerp-doping is 10̂ ^ c m \ and the source and drain 
wells are 2-10^^ cm'̂  A^ doped. The gate oxide thickness {tox) is 2 nm, and 
the buried oxide thickness is 200 nm. The metal gate workfunction is cho­
sen to be 4.05 eV. Since our main purpose is to evaluate the effect of seal-
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ing of Lg, scaling of tox is not considered to avoid undesired gate current 
leakage effects. Several values of Ig have been considered: 90 nm, 65 nm, 
45 nm, 30 nm and 20 nm. Fig. 1(a) shows the average transit time of carri­
ers traversing the channel of the 90 nm transistor, together with the transit 
time {ti) distribution function (DF) for VQS =" 1.0 V and several VDS from 
0.2 to 1.0 V [Fig. 1(b)]. At low VDS (triode regime, for which the inversion 
layer extends through the entire channel) a noticeable reduction in the tran­
sit time is observed when increasing the drain potential for all the values of 
VGS (with an identical exponential decay). Under these conditions, the ho­
mogeneous increase in the average longitudinal electric field along the 
channel reduces notably tt sincr the device behaves practically like a linear 
resistor and transport is highly diffusive, with the DF showing a wide spec­
trum. However, when the device enters the saturation regime of operation, 
the decrease of the transit time with Vos is less pronounced. The existence 
of the pinch-off region controls the time it takes to electrons to cross the 
channel: when increasing VDS, the additional drain potential is not trans­
lated in a faster transit time of carriers through the pinch-off region since 
this area already shows a non-stationary and nearly ballistic behaviour, 
with a significant velocity overshoot. The DF shows a well-defined peak, 
and as VDS is raised its profile becomes narrower. 
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Fig 1. (a) Average transit time of carriers crossing the channel (Lg = 90 nm) as 
function of Vps and for several VGS conditions, (b) Transit time distribution func­
tion. Transit time versus Lg in saturation conditions is displayed on the inset. 

Let's check now the evolution of the transit time of carriers when decreas­
ing the gate length [inset of Fig. 1 (b)], in saturation conditions. When the 
device length is scaled down, the transit time of carriers is obviously re­
duced; however, as it can be observed, the decrease is not linear, what in­
dicates that carrier transport conditions are being modified for the smallest 
devices. To analyze this behaviour, we have examined the profile of the 
average longitudinal velocity along the channel in saturation [Fig. 2 (a)]. 
The value of velocity saturation in bulk material is also included as a refer­
ence. For the longest device a velocity overshoot appears in the second 
half of the channel (near the drain); this is the signature of non-stadonary 
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phenomena. As L^ is reduced (indicated by an arrow in the graph), the per­
centage of the channel where carriers operate under non-stationary condi­
tions increases (more than 80% for the shortest devices). The total average 
path R travelled by carriers [Fig. 2(b)] has been also computed. As Lg is 
reduced, 7? is closer to the corresponding gate length, which indicates a 
more effective transport of carriers in the longitudinal dimension. 
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X/L 
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Fig 2. (a), Velocity vs. normalized X position and (b) Total traveled distance vs. Lg 
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Fig.3. Normalized VDF for (a) L^=30nm and (b) 1̂ =90 nm and tree different 
relative positions in the channel, (c) and (d) show differences between VDF of 
total particles and the ones injected from the source. 

In Fig. 3 (a) and (b), the normalized values of the longitudinal velocity dis­
tribution function (VDF) of source-injected carriers crossing the channel 
are shown for the 90 nm and 30 nm devices. Near the source-substrate 
junction (solid-line), the distribution function shows a quasi-gaussian pro­
file slightly shifted towards positive velocities. At the drain end of the 
channel (dotted line) two peaks can be clearly identified, the slowest and 
the fastest associated to carriers in longitudinal and transversal X valleys, 
respectively. However, the differences at the middle of the channel 
(dashed line) are noticeable. While for the longest device the VDF only 
shows one defined peak (and a significant tail for positive velocities), for 
the 30 nm transistor the two peaks are already evidenced, in good agree-
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ment with the appearance of non-stationary phenomena already discussed 
(Fig. 2 (a)). Considering the total number of electrons in each cell in the 
calculation of the VDF (Figs 3 (c) and (d)) it is possible to obtain valuable 
information about backscattered electrons from the drain (mainly concen­
trated near the substrate-drain junction) that increase the negative velocity 
values. The elevated electric field near the drain and surface scattering 
mechanisms rapidly re-orient electrons towards the positive Z direction. 
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Table I. Estimation of T and X for different I^ values. 
Fig.4. Number of particles versus number of scattering mechanisms suffered. 

As the gate length is reduced, the quasiballistic character of transport is 
strengthened, as it is shown in Fig. 4. In fact, for Lg = 20 nm electrons only 
suffer as an average 3.8 scattering mechanisms in their flight across the 
channel. Accordingly, the mean free path {X) and the time between scatter­
ing events (x) increases (Table I), thus enhancing the non-stationary char­
acter of transport. 
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Summary. We examine new effects arising from the collision of Fano dipole 
resonances as affecting the transmission through an Aharonov-Bohm (AB) ring. 
The behavior of the zeros of the transmission amplitude as a function of magnetic 
field is investigated for various coupling integrals between quantum dots in the 
ring. It is shown that the collision of two Fano-dipoles forms a new quasi-particle, 
which behaves as a coupled object called a Fano-quadrupole. 

1 Model of the System and Approach 

The interference of localized and propagating waves gives asymmetric 
Fano resonances [1] in the transmission of quasi-one-dimensional systems. 
The scattering amplitude near the Fano zero-pole in the complex energy 
plane behaves like a dipole, where the pole plays the role of the particle 
and the zero plays the role of the hole [2]. Under conditions giving colli­
sion (collapse) of the hole and the particle, the transmission of the nanos-
tructure may change dramatically [3]. Manipulating the operation of these 
resonances in the transmission gives new methods for controlling the con­
ductance by means of quantum interference. 

In the present work, we consider a model (see Fig. 1) which may be cre­
ated by modem semiconductor nanotechnology. The sites in the ring are 
considered as quantum dots (or molecules). We treat the electron transfer 
between the dots in the framework of the tight-binding approximation by 
introducing matrix elements V^ ^ ("overlap integrals"), taking into account 

only nearest neighbor sites. The Schrodinger equation in the standard 
tight-binding approximation is 

-T.^n.mV^r.^^n¥n=Ey/^. ( 1 ) 
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A B 

Fig. 1. Geometry of the ring with Ohmic electrodes and magnetic flux. (All the 
coupling integrals between sites are VQ , except as stated in the text). 

The solution of Eq. (1) gives the transmission amplitude (see [4] for de­
tails), 

£>(£,*) 
Here, 0 = ka , where k is the wave vector, connected with the energy by 

E = -2VQ cos ka, and a is the distance between the dots. O indicates 

the magnetic flux through the ring, which shifts the phase of the electron 
wave fiinction through the well-known AB effect. The quantum dots A and 
B have energies levels s^ and s^ . The peaks and zeros in the transmission 
are defined by equations D{E, O) = 0 and N{E, O) = 0 , respectively. 
The numerator is in general a complex function dependent upon the cou­
pling integrals and site energies. The equation for the transmission zeros in 
our model is solved analytically. 

2 Results and Discussion 

We present here numerical results for the particular case with V^ =0.3 

(the value of the coupling integral between sites in the upper arm of the 

ring), 6"̂  = 0.8, and^-^ = -Sg. We shall use the coupling integral VQ as a 

unit of energy, and we will use the dimensionless matrix element V^^ as a 
tuning parameter. In Fig. 2, the calculated transmission through the ring is 
depicted for the weak, critical, and strong coupling regimes. For the weak-
coupling regime, V^^ == 1, we see two nearly independent Fano resonances 
for which there are two zeros on the real energy axis and two poles in the 
complex energy plane. Overlapping of the Fano dipoles occurs at a critical 
value of V^Q, which is seen in Fig. 2 for V^^ -^AB == ~3.13 . 
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Fig. 2. Fano resonances of the transmission as a function of electron energy for 
different values of the interaction parameter: F^̂  = 1.0 (dotted line), 

V^g =-3.13 (solid line), and V^g =-6.0 (dashed line). 

The critical value of V^^ is calculated by requiring the energy for the 
transmission zero to be single-valued and real. When V^^ becomes more 
negative than the critical value, both the zeros leave the real energy axis 
and move away from the axis in opposite directions in the complex plane. 
In Fig. 2, we also display the transmission for the strong coupling regime 
(F45 = - 6 ) , where the zeros have moved into the complex plane and the 
Fano resonances are merged into two coupled dipoles (called here a Fano 
quadrupole). 

The variation of V^^ with V^ is shown in Fig. 3 for various values of 

the combined site energies S^-\-£Q. The dependence of Fĵ g with V^ is 

not particularly sensitive to the energy product, s^s^ . 
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Vu 
Fig. 3. The variation of the critical value of V^^ as a function of V^ for 

^A + ^B "^' 2.5, 5.0, 7.5, and 10.0 (upper to lower curves). 6^8^ = -0.64. 
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The coupled Fano resonance in the transmission can be tuned by the 
magnetic flux threading the AB ring. We have calculated the trajectories of 
the zeros, shown in Fig. 4, by using the explicit formula for the transmis­
sion amplitude, Eq. (2). The qualitatively different behavior of the zeros 
as a function of flux for the weak and strong coupling regimes is clearly 
seen. For weak coupling, the zeros move in separate "orbits" near their as­
sociated poles, and for strong coupling, the zeros move in a common orbit 
around the two coupled poles, indicating the behavior of a Fano quadru-
pole. For coupling near the critical value, the zeros traverse a figure-8 type 
pattern in the complex energy plane, as seen in Fig. 4. 

Fig. 4. Trajectories of the zeros in the complex energy plane as a function of mag­
netic field (flux) for V^^ ==—0.5,-3.0, —3.5, —5.0 (from inner to outer 
curves). 

In conclusion, we have shown how Fano dipoles arising from the inter­
ference of states in coupled quantum dots and in the reference arm of an 
AB ring merge at critical values of tunable system parameters and form a 
coupled object termed a Fano quadrupole. 
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Summary. Domain formation in p-doped Si/SiGe quantum cascades is considered 
using a carrier scattering transport framework. The hole flow along the cascade is 
described via scattering between quantized states belonging to neighbouring peri­
ods, caused by phonons, alloy disorder, and carrier-carrier interactions. The gen­
eration of either periodic or of nonperiodic domains is studied in uniformly or 
modulationally doped cascades, and criteria for their appearance are found. The 
domains in modulationally doped cascades have a relatively smaller effect on the 
energy structure than in uniformly doped ones. 

1 Introduction 

Biased semiconductor quantum well cascade structures, interesting for in-
tersubband photodetectors, quantum cascade lasers, and Bloch oscillators 
are prone to the formation of electric field domains. The homogeneous 
field is broken, due to charge redistribution over individual wells. The ef­
fect is related to negative differential resistivity (NDR), and has been ad­
dressed in a number of papers [1-6]. The NDR is usually ascribed to reso­
nant tunneling between quantized states of adjacent wells. However, 
current thought puts scattering, rather than resonant tunneling, as the 
dominant transport mechanism in quantum cascade lasers [7]. We here 
consider the formation of stationary domains in p-type Si/SiGe cascades. 

2 Theoretical Considerations 

Hole transport is described via ''upstream" and ''downstream" scattering 
between quantized subbands in neighbouring wells, which are calculated 
using the fully anisotropic 6X6 k.p method. The processes taken into ac-
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count are deformation potential (acoustic and optical phonons), alloy dis­
order, and carrier-carrier scattering. The scattering rates between all pairs 
of states within a well, or between adjacent wells, Fig.l, are calculated as a 
function of the electric field. Carrier heating is accounted for via energy 
balance approach [8]. In order to explore domain formation the system of 
rate equations [8] is modified to allow for inhomogeneous electric field. 

To solve the rate equations, appropriate boundary conditions at the 
contacts have to be specified. There have been a few different approaches, 
from simply assuming the contacts to be equivalent to the adjacent real 
wells [4], or imposing ''Ohmic" boundary conditions [1], to having a more 
complex structure which required a self-consistent calculation [5]. The 
type of contact boundary conditions affects the precise criteria for domain 
formation, but this is most prominent in short structures. 

The convendonal picture of domains is that a cascade is split into a 
low-field and a high-field region, one expanding at the expense of the 
other with varying field. Some more recent there detailed studies [6] report 
that a homogeneous carrier and field distribution in an n-type multiple 
quantum well photodetector evolves into a period-doubled configuration, 
to form periodic space-charge / field domains that include two structural 
periods of the cascade. In effect, one can then impose periodic boundary 
conditions on subband populations and field. 

3 Results and Discussion 

Results are here given for a simple cascade having 4.41 nm GeojSio? wells 
and 2.15 nm wide Si barriers, grown on a Geo.iSio.g virtual substrate. It has 
two low-lying (and populated) subbands per period, the ground HHl and 
the first excited, LHl subband, spaced by 28 meV. At a field of 42 kV/cm 
the HHl subband from the preceding (higher) well and the LHl subband 
of the next (lower) well are aligned at the zone center, but off it the align­
ment field changes due to different dispersions of HHl and LHl subbands. 
The calculated current-voltage dependence, assuming a uniform field, is 
shown in Fig.l for different values of doping. The NDR occurs between 60 
and 70 kV/cm, away from where the simple picture of zone-center align­
ment and resonant tunnelling would put it. Being mostly brought about by 
carrier-carrier scattering, NDR is more prominent at higher doping. 

In calculations using contact boundary conditions we have mod­
elled the contacts as wells structurally identical to those inside the cascade. 
Concerning the carrier distribution over subbands of the ''contact wells", 
these could be taken as equivalent to the distribution in the adjacent well, 
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or that only the ground subband of the ''contact well" was populated. In ei­
ther case, the bias-dependent scattering rates used inside the cascade were 
also employed for calculating the scattering into or out of the contacts. 

Fig. 1. The scattering transport model of the quantum cascade structure (using the 
upside down energy scale for holes, left), and the current density J vs. bias field F 
calculated for the homogeneous cascade described in the text, for different values 
of doping density per period (right). 

Nonperiodic domains were found at the doping level of approxi­
mately P=2.4X10^^ cm'^, slightly depending on the type of contact bound­
ary conditions used. This compares rather well with the approximate ana­
lytic criterion for threshold [1], which gives 2X10^^ cm'̂ . In Fig.2 we plot 
the population of the two subbands around the domain boundary, which 
separates the low- and high-field regions. The boundary is not very sharp, 
but actually extends over a few structural periods, and becomes narrower 
as the doping increases from its threshold value. The population of the up­
per (LHl) subband is considerably smaller in the high-field region. 

As for the periodic domains, in a homogeneously doped cascade 
only domains with a period of 2 unit cells were found, at about the same 
threshold density as for the contact-related domains, i.e. at 2.4X10^^ cm' 
(Fig.2). It is interesting to note that the variation of subband population for 
the two types of domains is quite different: for periodic domains the lower 
subband population is more strongly modulated than that of the upper. 

The modulation doping (the doping period including two or more 
structural periods, with a modulated - i.e. unevenly distributed over indi­
vidual periods - doping density) strongly influences the domain structure. 
Whilst increasing the modulation depth reduces slightly the range of pa­
rameters for which domain formation occurs, such domains also become 
''milder": the difference between electric fields in the initial and period-
doubled configurations is much smaller than for homogeneous doping. The 
same applies when increasing the modulation doping "super-period". 
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Fig. 2. The charge density in the HHl and LHl subbands of quantum wells around 
the domain boundary in the nonperiodic case (dashed), and in the period-doubled 
cascade (solid line), with the doping density of 2.5X10^' cm'̂  (left), and the range 
of cascade parameters where period-doubling domain formation occurs (cross-
hatched area), and the size of the electric field perturbation (dashed line) (right). 
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Summary. We have explored the possibility of modulating the optical gain in the 
active region of mid-infrared QCLs by means of external magnetic field, which 
strongly influences the relaxation processes, in particular the LO phonon assisted 
intersubband transitions. The additional carrier confinement, induced by the field, 
leads to an increase in the upper laser level carrier lifetime, which results in pro­
nounced oscillations of the optical gain. The described model was applied to two 
structures designed for >t~9|im emission. 

1 Introduction 

Quantum cascade lasers (QCL) represent a new group of semiconductor 
light sources whose operation is based upon intersubband optical transi­
tions between size-quantized states formed within periodic multiple quan­
tum well type structures [l]-[3]. The excited state lifetimes in such systems 
are very short (~lps) because they are dominated by the electron-
longitudinal optical (LO) phonon scattering process, so typical threshold 
currents in QCLs are much larger than is common for conventional inter-
band lasers. However, it has been pointed out that increased excited state 
carrier lifetimes could be achieved by reducing the dimensionality of the 
system, e.g. by applying a strong magnetic field perpendicular to the lay­
ers. The continuous two-dimensional (2D) subbands are then split into se-
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ries of discrete Landau levels (LL) [3]-[5], whose energies depend on the 
field. Since the scattering rates between states sensitively depend on their 
energy spacing, different relaxation channels in a multilevel system can be 
selectively enhanced or inhibited by varying the magnetic field, allowing 
for field-induced modulation of the population inversion and optical gain. 

BIT] 
30 40 

Fig. 1. The total electron relaxation rate due to emission of optical and acoustic 
phonons as a function of magnetic field, for transitions from state (4,0) into LLs 
belonging to the three lower states (left) and the optical gain (per unit of injection 
current) at r=77K (right), for the structure described in Ref [6]. 

In this work we find the relaxation rates between Landau levels in the QCL 
active region in a strong magnetic field, due to both optical and acoustic 
phonons. Since Landau levels are formally discrete, and both the optical 
and acoustic phonons are taken non-dispersive, we introduce the level 
broadening to be able to calculate the scattering rates, as described in more 
detail in Ref [7]. Zero dispersion is a cruder approximation for acoustic 
phonons, but still acceptable in view of their relatively minor role, and 
gives a peak-like structure of relaxation rates, which would otherwise be 
more diffiise. The electron distribution over the states, and optical gain, are 
then found by solving the set of rate equations. Since the injector regions 
consist of a multitude of states with small energy separations, the electron 
relaxation in these regions is not expected to be sensitive to this additional 
quantization, so it has not been considered in these calculations. 

2 Theoretical Considerations 

When a four quantum well active region of the GaAs/Alo.45Gao.55As QCL, 
described in Ref [6], is subjected to a strong magnetic field perpendicular 
to its layers, each of the continuous subbands E„(k^i) is split into a series of 
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discrete Landau levels £'„,/-£'„-f(l+l/2)^cOc, where (Oc=eB/m* stands for the 
cyclotron frequency and / is the Landau level index. Depending on the 
value of the magnetic field, the configuration of these states changes sig­
nificantly, facilitating the suppression of main non-radiative energy relaxa­
tion processes (emission of LO and acoustic phonons). 
Since the optical gain depends on the population inversion Ns4-Ns3, one 
has to find the electron distribution over all the states in the active region. 
This is obtained by solving the system of rate equations. We assume that 
electrons arrive in the active region by a constant current, and are injected 
into only a limited number of LLs of the excited laser state, i.e. into levels 
(4,0);...;(4, lnjax4\ where the value InjaxA is determined so that all the levels 
above (4, 4^4) may be considered as almost empty at a given temperature, 
if the carrier distribution over LLs was equilibrium-like. 

3 Numerical Results 

The first analyzed structure, described in Ref [6], is a result of the optimi­
zation of layer widths so to achieve maximal gain. Its active region is de­
signed to have a double-LO (2L0) phonon depopulation mechanism, 
which is predicted to yield higher gain and lower threshold currents. 
The total electron relaxation rate in the active region due to the emission of 
optical and acoustic phonons as a function of magnetic field, for transitions 
from the state (4,0) into LLs belonging to the three lower subbands is 
shown in Fig. 1 (left). The discrete states are magnetically tunable and 
resonance conditions for the emission of LO phonons from the upper laser 
state can be created by an appropriate choice of the magnetic field value. 
However, if there are no levels situated approximately hcoio below the 
state (4,0) this type of scattering is suppressed, an therefore the upper laser 
level lifetime is increased as well as the optical gain (Fig. 1 (right)). 
The second analyzed QCL structure has the triple quantum well (TQW) 
active region, emitting at A,-9|̂ m [2]. The dependence of the optical gain 
on the applied magnetic field for this structure is given in Fig. 2, while the 
inset shows its influence on non-radiative relaxation mechanisms. 

4 Conclusion 

We have set up a rate equations model and analyzed the optical gain in the 
active region of a quantum cascade laser in a magnetic field perpendicular 
to the structure layers. The model shows that the effect of magnetic field 
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induced modulation is less prominent in the 2L0 phonon structure than it 
is in the classical TQW active region, which is a consequence of the in­
creased number of states in the active region. 
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Fig. 2. The optical gain (per unit of injection current) at T=ll K and the total elec­
tron relaxation rate due to emission of optical and acoustic phonons, as a function 
of magnetic field, for transitions from state (3,0) into LLs belonging to the two 
lower states (inset), for the structure described in Ref [2]. 
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Summary. Conductance in planar quantum cavities is known to exhibit 
resonances which depend on the dimensions of the cavity and the applied electric 
and magnetic fields. We demonstrate that these resonant features are also highly 
sensitive to the curvature of the cavity, and suggest that these curved quantum 
cavities, fabricated on flexible substrates, have potential applications as MEMS 
components or highly-responsive sensors. 

Quantum-mechanical properties of non-planar two-dimensional (NP2D) 
systems have been discussed for a number of years, and multiple 
approaches have been developed [1,2]. This topic has received renewed 
interest, however, since the development and refinement of fabrication 
methods for NP2D devices in the quantum regime [3,4]. There has been 
much recent theoretical work describing their novel transport properties 
[5], and experimental results are only beginning to come in [6]. 

In this paper, we investigate ballistic transport in a flexible 2D electron 
system, and show that the conductance is highly sensitive to the structure's 
local curvature. In planar quantum cavities, it is well established [7] that 
low-field ballistic conductance will exhibit resonant features. Resonant 
maxima and antiresonant minima in conductance are attributed to 
quantum-mechanical states with very high and very low transmission 
(respectively) between contacts. In flexible quantum cavities, we show 
that the existence and location of such resonances can be tuned through the 
manipulation of the cavity's curvature. 

We consider a simple quantum cavity that can be rolled into a partial 
cylinder, and study the effect of curvature on its conductance (Fig. 1). The 
dimensions of this tethered cylindrical cavity are 300x200 nm, with 60x60 
nm contacts which "pin down" the center of the cavity so that it remains 
flat (Fig.l). The 2DEG is assumed to exist in a thin layer of GaAs. All 
conducting electrons are assumed to be at the Fermi energy, which is 0.5t 
(2.85 meV), where t= H^ /2M*a^, the hopping energy of the mesh used 
in the numerical calculations. Such a device could readily be fabricated 
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using known techniques [3] where a *̂. :; ^ ^ 
thin-film heterostructure is grown atop '̂ fll 
a sacrificial substrate. As the sacrificial ^ ^ 
layer is etched away underneath, the "^^ J*" 
forces at the heteroj unction cause the ^ 
film to bend toward the layer under / 
tensile strain. ^' 

The confinement method for 
quantum-mechanical modeling of ^ 
curved two-dimensional electron gases 
(2DEGs) involves the introduction of Fig.l A cylindrical quantum cavity 
an infinitely high, infinitely narrow with its potential F̂ ĝe (top left), 
one-dimensional (ID) potential well 
into the three-dimensional (3D) Schrodinger equation, effectively trapping 
the electrons onto the 2D surface of interest. This surface is parameterized 
using coordinates qi and q2, while qs is defined along the normal to the 
surface at all points. Using separation of variables, ^(qi,q2,q3,t) is 
rewritten as ^^(qi,q2,t)4^N(q3,t) where 4^N is assumed to be the ground state. 
In the case of a cylindrical surface, like the one we are interested in (Fig. 
1), <̂  obeys the time-independent Schrodinger equation 

^ 2 

2M* 

The Schrodinger equation for a cylindrical cavity' is identical to the 
equation for a flat cavity [confinement potential Vedge (Fig- 1) defines the 
lateral edges of the cavity], with the addition of an attractive potential 
V^ = -ti^ I%M*RI of purely geometric origin, where Re is the local radius 

of curvature.^ The presence of a magnetic field can be accounted for 
through the use of Peierls' phase factor [8], y/ = y/^^^ exp{- / Oĵ  /O^}. The 

resultant 2D Schrodinger equation is discretized, and Usuki's transfer 
matrix method [9] is employed to calculate conductance and probability 
density.Baseline calculations were made for a flat cavity in a magnetic 
field, and the first resonance feature was observed at 0.08 Tesla. Upon 

In general, as elaborated by daCosta [1], the kinetic energy operator bears explicit 
dependence on the components of the metric tensor inherited from the 3D metric, 
but reduces to the common form given above for a cylindrical surface. 
For our tethered cylinder, there is formally a singularity in the equation of motion 
due to the infinite radius of curvature at the junction where the curved and flat 
portions meet. However, in a real device this will not be the case, so as an 
approximation this singularity is ignored. 
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curving the cavity, both the shape of the valley and the magnetic field 
required to generate it were altered, as shown in Fig. 2. 
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Fig.2 Conductance valley for four different curvatures (right), partially explained 
by the shrinking footprint (left) and therefore reduced flux through the cavity. 
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Fig.3 Curvature induces strong resonance even in the absence of a magnetic field. 
This effect is attributed to the geometric potential. 

At low curvature, the shift of this antiresonance is largely attributable 
to reduced magnetic flux through the cavity. At higher curvatures, 
however, this correspondence breaks down as other effects become more 
prominent. Moreover, there is an increase in the minimum of the valley 
that is not explained by a simple reducfion in total flux. With increasing 
curvature, B± becomes increasingly nonuniform, remaining strong in the 
center of the cavity while attenuating at the lateral edges, which become 
more and more parallel to the magnetic field. This causes flattening of the 
valley. Second, a geometric potential is induced in the wings of the cavity, 
altering the wavefiinction and its ability to couple to the contacts. This is 
the reason for the leftward shift. 
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The most exciting result of this study is the introduction of resonant 
states by curvature alone, in the absence of a magnetic field (Fig.3). The 
geometric potential, even though relatively small at these dimensions 
(approximately Ep /80), was sufficient to produce a well-defined 
antiresonance. The conductance antiresonance (left panel of Fig. 3) 
corresponds to a minimum of transmission between leads: in panel B on 
the right-hand-side, the probability density in part of the cavity connecting 
to the leads is zero, and this particular wavefiinction is an eigenfunction for 
the closed cavity problem (i.e., leads removed). This effective decoupling 
from the leads is known [7] to correspond to conductance minima in flat 
cavities. 

The cumulative effects of curvature (the geometric potential, the non­
uniform B±, and the decrease in total flux) result in a quantum cavity 
whose conductance can be extremely sensitive to its shape. This suggests 
possible application as a minute force-detecting MEMS component, or as a 
sensor for chemical agents that can affect the curvature-inducing strain. 

[1] da Costa R C T 1981 Phys.Rev.A 23 #4 1982-7. 
[2] Jensen H and Koppe H 1971 Ann.Phys. 63 586; Matsutani S 1992 

J.Phys.SocJpn. 61 #143109 55-63; Kaplan L, Maitra N T and Heller E J 
1997 Phys.Rev.A 56 #4 2592-9. 

[3] Prinz V Ya, Seleznev V A, Gutakovsky A K, Chehovskiy A V, 
Preobrazhenskii V V, Putyato M A and Gavrilova T A 2000 Physica E 6 
828-31; Vorob'ev A B and Prinz V Ya 2002 Semicond.Sci.Technol. 17 614-
6. 

[4] Grundmann M 2003 Applied Physics Letters 83 #12 2444-6; Schumacher O, 
Mendach S, Welsch H, Schramm A, Heyn Ch and Hansen W 2005 Applied 
Physics Letters 86 #143109 1-3. 

[5] Chaplik A V, Romanov D A and Magarill L I 1998 Superlattices and 
Microstructures 23 #6 1227-30; Chryssomalakos C, Franco A and Reyes-
Coronado A 2004 Eur.J.Phys. 25 489-502; Marchi A, Reggiani S, Rudan 
M, and Bertoni A 2005 Phys.Rev.B 72 #035403 1-10. 

[6] Vorob'ev A B, Prinz V Ya , Yukecheva Yu S and Toropov A I 2004 
Physica E 23 171-6; Mendach S, Schumacher O, Heyn Ch, Schnull S, 
Welsch H and Hansen W 2004 Physica E 23 274-9. 

[7] Bird J P, Akis R, Ferry D K, de Moura APS, Lai Y-C and Indlekofer K M 
2003 Rep.Prog.Phys 66 583-632; Akis R, Ferry D K and Bird J P 1996 
Phys.Rev.B 54 #24 705-15; Sheng W-D and Xia J-B 1996 
J.Phys.CondMatter 8 3635-45. 

[8] Peierls R E 1933 Z.Phys. 80 763; Nazareno H N and de Brito P E 2001 
Phys.Rev.B 64 #045\\2 1-6. 

[9] Usuki T, Saito M, Takatsu M, Kiehl R A, and Yokoyama N, 1995 
Phys.Rev.B 52 #\\ 8244-58. 



Mid-Infrared Optical Absorption in Germanium 
Under Intense Laser Fields 

H. Furuse, Y. Nakata, H. Kubo and N. Mori 

Department of Electronic Engineering, Osaka University, Suita City, 
Osaka 565-0871, Japan 

Summary. We have measured optical transmittance through germanium in the 
mid-infrared region, X = 6 )nm - 12 jam, using a free electron laser (FEL) at Osaka 
University. We find that the transmission is strongly suppressed under high-
intensity FEL excitation. We also find that the FEL wavelength dependence of the 
transmission spectrum is very weak. 

1 Introduction 

In the nonlinear and non-equilibrium conditions, electrons in atoms and 
solids show quite different behavior from those in the linear and equilib­
rium conditions. For example, atoms under high-intensity laser excitation 
exhibit above-threshold ionization [1], high-order harmonic generation [2], 
and the laser-assisted photoelectric effect [3]. In crystalline solids. Chin et 
al. have clearly demonstrated unusually large induced absorption in GaAs 
strongly driven by intense ultrashort mid-infrared (MIR) laser fields [4]. 
This ultrafast electroabsorption is closely related to the high-frequency 
Franz-Keldysh effect [5]. Here we report the observation of MIR optical 
absorption in germanium (Ge) under intense laser fields generated by a 
free electron laser (FEL). In spite of the fact that Ge is transparent in the 
MIR region and is widely used for optical components, such as lens and a 
beam splitter, we have observed strong suppression of optical transmission 
under high-intensity FEL excitation. 
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2 Experimental Method 

The experiments were carried out using the FEL facility of the Institute of 
Free Electron Laser (iFEL), Osaka University at Hirakata, Japan. The FEL 
is a coherent optical source using a relativistic electron beam in a magnetic 
field as a gain medium. The FEL system consists of a relativistic electron 
accelerator, an undulator in which the electrons emit the synchrotron radia­
tion, and an optical resonator. By virtue of its simple gain medium, the 
FEL has unique advantages, the broad wavelength tunability and high-
intensity output power. Figure 1 shows a typical FEL output and a sche­
matic diagram of the measurement setup. The MIR FEL beam consists of 
trains of 5 ps-pulses (micro-pulses) with 44.8 ns-separation. The train con­
tinues for about 20 |LIS (macro-pulse) with a repetition rate of 10 Hz. We 
have measured optical transmittance through a 3 mm-thick bulk Ge sample 
in the MIR region, A, = 6 |im - 12 |nm. The FEL beam is focused onto the 
sample using a ZnSe lens. The polarizer was located between the ZnSe 
lens and the sample for adjusting the irradiation power. After passing 
through the Ge sample, the transmitted power was measured by a power 
meter. 

Macro Pulse loOms(lOHz) 

b o las I 

I I Power Meter 

'}, Sample 

Micro Pulse / 

->I4^ "̂ 

Polarizer 

ZnSe Lens 

Mirror 

44.8 ns 

Fig. 1. A typical FEL pulse structure and a schematic diagram of the measurement 
setup. 
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3 Results and Discussion 

Figure 2 shows the transmittance of Ge as a function of the FEL wave­
length, A,, and the FEL average power, Pave, at room temperature. Solid 
circles show the actual data points and the surface is generated by an inter­
polation between the data points. In Fig. 2, we also plot the transmission 
spectrum measured by FTIR absorption spectroscopy. The values of Pave 
for the measurements were taken to be Pave =̂  2, 3, 5, 8, and 11 mW. As can 
be seen in Fig. 2, the transmission of the MIR light is strongly suppressed 
as Pave increases. The electric-field strength is estimated to be E ~ 1.7 
MV/cm for Pave = 11 mW when the beam spot size is 0.06 mm. Although 
the transmission strongly depends on Pave, the X-dependence is found to be 
rather weak. In order to check whether this decrease in the transmittance is 
due to optical absorption, we have measured transmission and reflection 
power simultaneously. Figure 3 shows a correlation between T H- R and T 
(T is transmittance and R is reflectivity) for various values of Pave and 
X (Note that the detector for measuring R could not be placed close to the 
sample which results in rather scattered data points of R). We find that T 
+ R decreases as T decreases. Hence, we conclude that the observed de­
crease in the transmittance is due to optical absorption in Ge. Such absorp­
tion may be possible when one take into account of the oscillatory motion 
of the Bloch electron driven by the intense FEL field when modeling the 
band-to-band absorption process [6]. Theoretical study of this scheme is 
under investigation and will be reported in the future. 

Fig. 2. Transmittance of a 3mm-thick Ge sample as a function of the FEL wave­
length, X, and the FEL average power, Pave, at room temperature. Solid curve 
shows the transmission spectrum measured by FTIR absorption spectroscopy. 
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Fig. 3. Correlation between T + R and T for various values of Pave and X. Solid 
line shows a theoretical result. Note that the theory assumes a normal incident 
beam while the FEL beam is slightly tilted in the transmittance and reflectivity 
measurements. 

4 Summary 

In the present study, we investigated the optical transmission of Ge under 
intense laser fields in the mid-infrared region using a FEL. We observed a 
dramatic decrease in the transmission and reflection below the band edge 
of Ge. We also find that the FEL wavelength dependence of the transmis­
sion spectrum is very weak. 
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Summary. Magneto-photoluminescence studies have been performed on the 
type-II broken-gap GalnAsSb/InAs single heterostructures with 2D-electon chan­
nel at the interface containing two occupied energy subbnads. Photoluminescence 
spectra manifest a set of pronounced emission bands in the spectral region of 0.3-
0.5 eV and it has been investigated in magnetic fields up to 10 T. 

1 Introduction 

The type-II broken-gap single p(n)-GaInAsSb/p-InAs heteroj unction is a 
heterostructure with the two-dimensional electron gas (2DEG) formed in 
the potential well on the p-InAs side of the heterointerface [1]. The flexi­
bility in the structure parameters, such as epilayer composition, doping 
concentration of contacting materials, applying an external bias, etc allows 
us to obtain a 2DEG with widely varying properties [2]. This paper pre­
sents observation and study of infrared magneto-photoluminescence (PL), 
provided by 2D-electrons localized at the type-II broken-gap single hetero­
interface for the first time. 

2 Samples and Experimental Setup 

The epitaxial layers of the wide-gap Gao.94Ino.06Aso.13Sbo.87 solid solutions 
(EG=0.724 eV at T=7 K) with a mirror-like surface were obtained lattice-
matched to the InAs substrate by liquid phase epitaxy. The quaternary 
solid solution doped with Te was grown on p-InAs substrate heavily com­
pensated with Mn. 2D-electron channel with two energy subbands (Ei and 
E2) with a sheet concentration of ni=9.2xl0^^cm"^ and n2=4.77xl0^^cm^ 
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respectively, computed from Shubnikov-de Haas oscillations in magnetic 
fields up to 14 T at 1.5 K, was found at the heterointerface. 
PL measurements were performed with a BOMEM DA3.01 Fourier Trans­
form Spectrometer equipped with a CaF2 beam splitter and a liquid-
nitrogen-cooled InSb photovoltaic detector. A fiber-pigtailed laser diode 
with ?iex=840 nm (hv= 1.476 eV) and output power up to 1 W was used for 
photo-excitation of the samples. Magneto PL measurements were made in 
a superconducting split-coil optical magnet system capable of the field up 
to 10 T. The measurements were carried out in the Faraday configuration, 
i.e. the magnetic field axis and the direction of the light were parallel to 
each other and both were parallel to the growth direction of the samples. 

3 Results and Discussion 

0.35 0.40 0.45 0.6 

Photon energy (eV) 

0.7 

Fig. 1. PL spectra for the type II broken-gap n-Galno.oeAso.nSb/p-InAs single het-
erostructure at low and high excitations in zero magnetic field at 6.8 K. 

The samples under study exhibited intense photoluminescence at 4.2 K in 
two spectral ranges, high-energy (0.55-0.80 eV) and low-energy (0.30-0.45 
eV), associated with two different spatial regions of radiative recombina­
tion (Fig. 1). The high-energy part of the PL spectrum contains a pro­
nounced emission band with maximum at the photon energy of about 
hvAi=0.684 eV and fiiU width at half maximum (FWHM) of 28 meV. The 
small diamagnetic shift for Ai line towards high energies with the increas­
ing of a magnetic field was observed. The intensity of the high-energy 
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bands and their shape are almost independent of magnetic field. High-
energy emission bands manifest the features of a typical bulk-related mag­
neto-PL. Due to lack of the space we skip detailed high-energy PL analysis 
and discuss low-energy part of PL spectra only. 

25000-, 

10T 

0.34 0.36 0.38 0.40 0.42 0.44 0.46 

Photon energy (eV) 

Fig. 2. Low-energy part of PL spectra for the type II broken-gap n-
GaIno.06Aso.13Sb/p-InAs single heterostructure at different magnetic fields at 4.2 K. 

Low-energy range PL spectra exhibited three sharp pronounced emission 
bands labeled "a", "b", "c", and "d", respectively. These peaks (hVa=0.419 
eV, hVb-0.404 eV and hvc=0.384 eV, hVd-0.355 eV) reveal relatively high 
intensity, and are extremely sharp with FWHM of 7 meV. The narrow 
emission band seems to be due to strong localization of the carriers in­
volved in the recombination process. The low-energy part of the PL spec­
tra indicates that the radiative recombination occurs near the type-II bro­
ken-gap n-GalnAsSb/p-InAs heterointerface. An important feature of all 
low-energy lines is that the spectral position of the emission band maxi­
mum remains the same with the varying of pump intensity. No blue shift 
of the emission bands with increasing excitation level was found. It means 
that the electron phase space is not filling up to the Fermi energy and the 
radiative transitions are due to confined states at the heteroboundary. 
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By applying the magnetic field (see Fig. 2), low-energy lines "a", "b" and 
"c" (with Lorentzian-like shape) become narrower and their FWHM de­
crease to 4 meV, on average. The result of the deconvolution of these lines 
by Lorentzian distribution reveals very good matching with the experimen­
tal curves allows us to conclude that in a magnetic filed the radiative tran­
sitions occurs through localized states [3]. 
In low magnetic fields up to 2 T the rise of PL intensity was observed. 
This rising is accompanied by an extremely small shift of PL peaks by 1 
meV towards higher energies with the increasing of the magnetic field and 
the broadening of the lines width by two times. In higher fields (B>4 T) 
the intensity of "a" and "c" peaks decreases with the increasing magnetic 
field. The transitions associated with Landau levels N==0 and N=l becomes 
resolved starting with 4 T and their FWHM comes back with the value of 
about 4 meV. It explains the rising of PL intensity in low-field range due 
to a presence of two close situated emission bands connected with different 
Landau levels. Lines "a", "b" and "c" manifest a fiindamental, interface-
related property of the type- II GalnAsSb/InAs heteroboundary and for 
these emission bands we deal with the radiative recombination involving 
the electrons localized in the quantum well at the GalnAsSb/InAs inter­
face. The n-GaIno.06Aso.13Sb/p-InAs heterojunction creates a similar situa­
tion of band bending at the heterointerface to that previously reported for 
InAs-Alo.1Gao.9Sb single quantum well structure [4]. In contrary to the lat­
ter the type-II broken-gap GalnAsSb/p-InAs heterostructure can realize the 
coexistence of electron-like and hole-like Fermi surfaces at the single in­
terface. Such samples should demonstrate unusual properties due to mixed 
character of the InAs conduction band and the GalnAsSb valence band. 
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Summary. Drift and diffusion properties of electrons in superlattices in the 
negative differential mobility region and beyond are investigated by Monte Carlo 
simulations based on the Wannier-Stark approach. At the highest applied fields 
we found that the diffusion coefficient departs from Einstein law to achieve values 
controlled by a characteristic length comparable with the lattice period. This size 
effect is accompanied by quantum effects associated with intra- and inter-band 
transitions assisted by phonon interactions typical of the hopping transport regime. 

1 Introduction 

Superlattices (SLs) have received a relevant scientific and technological 
interest, owing to their nonlinear electrical and optical properties. In 
particular, they exhibit a strong negative differential conductivity (NDC) 
regime [1]. In this regime, charge transport can be described in terms of 
hopping between Wannier-Stark (WS) states thus SLs represent a good 
model for studying hopping conduction in semiconductor structures. 

The aim of this paper is to investigate the drift velocity and the 
longitudinal diffusion coefficient through the spatial spread of a carrier 
ensemble. To this purpose, we have performed a set of Monte Carlo 
simulations. Under thermal equilibrium the diffusion coefficient follows 
the Einstein relation D^ =2ju{s)/{3e) where e is the electron charge, ju is 

the carrier mobility, and (^) their mean energy which for thermal 

electrons is given by (^) = (3/2) A^ r̂ with KB the Boltzmann constant and 

T the temperature. Far from equilibrium conditions the Einstein relation is 
in general no longer valid and in the case of WS-hopping transport another 
formulation for the diffusion coefficient has been proposed in the literature 
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[2]. In this paper we will investigate to which extent the diffusion 
coefficient in a SL compares with the Einstein and WS-hopping models. 

2 Theoretical Model and Results 

The physical system considered here is a Si/Si02 SL with lattice parameter 
Z=3,l nm, where Si is grown along the (100) direction. The unperturbed 
Hamiltonian for the biased SL in the effective-mass approximation writes: 

1 
H = — V 

2 

h' ' ^ ^ 

where m~^ (z) |̂^ is the effective mass tensor of the band minima of the 

bulk, depending on the coordinate z, Wsi is the Kroenig-Penney potential 
for the SL and E is the applied electric field. The eigenfiinction of this 
Hamiltonian are the Wannier-Stark functions with eigenvalues: 

e:=e„-veEL^-f-kl+^kl (2) 

where vL is the distance of the v-th well from the origin, and n is the 
energy level in each well. 

The interaction with phonon is treated within the Fermi golden rule, the 
scattering mechanisms are with optical phonons, in particular, we have 
considered [3] the deformation potential optical mode of Si, and the optical 
modes of Si02 , both polar and deformation potential. Moreover, we have 
applied the approximation of confined optical phonons: Si phonons are 
confined in the silicon layer, Si02 phonons are confined in the Si02 layer. 
To simulate the transport of an ensemble of uncorrected electrons in a SL, 
with many minibands, we implemented a Monte Carlo code. In the finite 
difference scheme, the drift velocity and the longitudinal diffusion 
coefficient are found as 

v.-W—I^^A') (3) 

with Â  the number of simulated carriers, d the time step, and Az = z - (z) 
the instantaneous fluctuation of the carrier position in the field direction. 

The result for the drift velocity is reported in Fig. 1. The NDC regime, 
that appears at intermediate fields, is fblly explained by the simple Esaki-
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Tsu model [1] or by more complex theories [4]. The sudden increase of the 
drift velocity at high fields is the consequence of two kinds of phenomena: 
interband transitions, that are responsible for the positive increase, 
intraband resonances with phonons, that are responsible for the localized 
peaks (separate contributions are given in Fig. 1). In particular, the main 
resonance peak (indicated by the arrow) appears at eEL = fico^^, where 
tico^^ -62meV is the energy of the most important optical phonon in Si. 

100 

1? 10 

^ 
^ 8 

^ \ 
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Fig. 1. Electron drift velocity in the SL. The dashed and dot dashed curves report 
the intrasubband and intersubband contributions, respectively. The arrow indicates 
the main resonance peak. 

The result for the diffusion coefficient is reported in Fig. 2. Here the 
curve obtained directly from the simulation is compared with those 
obtained using the Einstein relation and the following formula 

D = - ^ c o t h — 
2 L, 

(5) 

obtained from a WS calculation [2], where LE=2KBT/(eE), Both Einstein 
and WS expressions, are in good agreement with the simulations, in the 
NDC region. However, both strongly underestimate the diffusion in the 
highest field region of the plot. Indeed the WS formula is obtained exactly 
for a system with only nearest neighbor (NN) coupling and for an 
equilibrium distribution function. By contrast, the present model considers 
coupling beyond the NN and a distribution function which in general is a 
far from equilibrium one. To account for these differences, we have 
introduced a fitting parameter L* replacing L in Eq. (5), with the meaning 
of a mean hopping distance per jump. In our simulation L*=3 L. 
Interestingly enough, for L* < LE the associated diffusion coefficient A * 
reproduces the Einstein law and the SL exhibits a classical behavior. For 
L* > LE, diffusion is controlled by this size parameter and the SL exhibits 
the quantum behaviour of the WS diffusion. 
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3 Conclusions 

By investigating driift and diffusion in SLs under strong electric fields 
we found the possibility to identify two different transport regimes. The 
first regime, occurring together with negative differential mobility, 
exhibits semiclassical results, where the Einstein law is well reproduced. 
The second regime, occurring at the highest fields, is dominated by WS 
hopping diffusion and exhibits peculiar quantum effects. Both regimes are 
controlled by a characteristic 
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Fig. 2. Diffusion coefficient in the SL. The simulated curve (continuous line) is 
compared with those obtained from the Einstein relation (dash-dotted line), those 
from the relation of Ref [2] (dashed line) and those with Z.*=3 (diamonds). 

length parameter L*, containing the geometrical and physical properties of 
the SL, and whose value when compared with the period of the SL L is 
found to determine the crossover between different transport regimes. 

This work is supported by MIUR under the project "Noise models and 
measurements in nanostructures". 
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Summary. A general method is applied to the calculation of effective masses in 
arbitrary oriented semiconductor nanowires. The results give the effective mass 
expressions for each valley and several channel orientations. We then study the 
ballistic transport in Si and Ge <100>-oriented nanowire MOSFETs by using a 
self-consistent 3D approach based on the non-equilibrium Green's function for­
malism. 

1 Introduction 

Near the end of the present edition of the ITRS in 2018 [1] MOSFETs will 
reach the sub-10 nm dimensions. There is, however, a consensus that new 
device architectures and materials are needed to continue the downscaling 
after the 45 nm technology node. In that context, Ge is a promising mate­
rial for nanoCMOS applications due to higher carrier mobility [2-4], but 
no study has been reported in the case of nanowire architectures operating 
in the ballistic regime. This work applies a general method [5,6] to calcu­
late the effective mass tensor in nanowires with arbitrary crystallographic 
orientations. We then study, using the non-equilibrium Green's ftinction 
formalism [7,8], the ballistic transport for two channel materials (Si, Ge) in 
nanowire MOSFETs fabricated on a <100>-wafer. 

2 Theoretical Aspects 

We use a general method, based on the work of Stem et al [6], which cal­
culates the effective mass tensor in nanowire MOSFETs. In a 3D descrip­
tion, the fiill time-independent Schrodinger equation is given by: 

//3^^(x,>;,z)=[r3^+F(x,j,z)]vF(x,>;,z)=£4'(x,>;,z), (1) 

where ^(x,y,z) is the 3D wave function, V(x,y,z) is the potential energy, 
and TsD is the kinetic-energy operator. Assuming an ellipsoidal parabolic 
energy band approximation, the effective mass tensor is no longer diagonal 
for an arbitrary wire orientation and the expression of the kinetic-energy 
operator becomes: 
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^ a' d' a- , d' ^ d' ^ d' )(2) 

dx' '' dy' '' dz' '' dxdy '' dydz '' dxdz 

where cofj is the reciprocal effective-mass tensor in the coordinate system 
(x,y,z). We first consider a constant potential energy V(y,z) along the trans­
port direction x and write the 3D wave function as follows: 

^^{x,y,z)=S{y,z)e^'^\ (3) 

In other words, we consider an infinitely long nanowire with a constant 
transverse confinement in the y-z plane, the transverse part of the wave 
function S(y,z) can be also rewrite as: 

S{y,z)=a{y,z)e^'''^">'^^^\ (4) 

where a and y9 are two adjustable parameters which cancel the coupled de­
rivatives associated with y and z in the 3D Hamiltonian. Substitufing 
Eq.(3) and (4) in Eq.(l), we obtain a new expression of the Schrodinger 
equation: 

n^' 

\ 

a V M d'aiy,z) d'a{y,z)) 
dy^ dz^ dydz 

-[v{y,z)-E]c7{y,z) = 0A^) 

where E' is given by: 

E = E ' + ^ — ^ = F + - ^ ^ , (6) 
2 COyyCOzZ ~^YZ ^^ trans 

where cot, coi are respectively the opposite of the transverse and longitudi­
nal effective masses of the conduction band minima (cOt=l/mf, (Oi=\lmi), 
and nitrans is the new effective mass along the transport direction: 

'^ trans ~ i ' ^ ' 
a)f coi 

The energy associated with the quantum confinement directions is 
clearly decoupled from that associated with the channel axis x. As a result 
we can treat the transport using a self-consistent 3D Green's function 
simulator expressed in the mode-space approach [7-10] which consists of 
separating the 2D confinement plane from the transport direction. 

3 Results and Discussion 

We consider a square cross-section gate-all-around nanowire MOSFET 
with a channel length L^9nm, a semiconductor cross-section TxT=4x4nm, 
an oxide thickness Tox^lnm, and a source-drain reservoir doping 
Ns/D=10^^cm"l 
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Table 1. Effective mass tensor as well as subband degeneracy for two important 
semiconductor nanowire orientations on a <100> wafer. 

Wire Minimum ^̂  
[orientation type '*'̂ >' '̂ ^^ '^^^ '"*'•"'" •̂ ^̂ • 

< 100 > Al -^ -L 0 mi 2 
< 100 > A2 -^ ^ 0 mt 2 

mj rrit 
<100> A3 ~ ^ 0 mt 2 
< 1 0 0 > A l mt-\-2mi mt-\-2mi mt-mi 2mf^mi 2 

STTIJ mt Stnjmt STTIJ rut 3 
< 100 > A2 mt+2mi mt+2mi mi—mt 2mt+mi 2 

3ni»T7lt STUiTTlf SfUjTTlt 3 

< no > Al ^ ^ 0 mt 2 
mi mt 

< 110 > A2 f i±^ -^ 0 ^^^^ 2 
<110> A3 ;^ ^^J^ 0 ^^^^ 2 
<110> Al ^^^^^ ^ S i ^ ^~i^ rnt 1 

oTTl|t7lt om/TTlt O rUjTTlt 
< 1 1 0 > A 2 m i ± 2 r n i 2 m i ± m t ^ mi^:jrry. ^ 
< 110 > A3 mi±2rnt J_ Q m , ± ^ ^ 

Table 1 shows the effective mass tensor resulting from the previous ap­
proach for two wire orientations and all the electron valleys: the four-fold 
degenerated A-valleys and the six-fold degenerated A-valleys (the F-valley 
being defined by a spherical constant energy minimum). 

Figure 1 illustrates the square modulus of the transverse eigenstates of 
the A- and A-valleys for a <100>-oriented Ge nanowire. The term (OYZ of 
the reciprocal effective mass tensor in the A-valleys couples the transverse 
directions and induces the alignment of the eigenstates along the diagonal. 
Figure 2-left compares the total current-voltage characteristics correspond­
ing to the Si and Ge <100>-nanowire MOSFETs. We find that the Ge 
roughly provides the same current as the Si. Figure 2-right sheds light on 
this behavior by plotting the electron subbands for each valley of the Ge. 
For the considered cross-section, the transverse effective masses of the A-
valleys (w}T=mzz=0.117xmo, where mo is the free electron mass) produce a 
higher energy splitting than those of the A2-valleys (wry=0.2xmo, 
mzz=0.95xmo) whose subbands become energetically lower and participate 
more efficiently in electron transport. Moreover, the A2-valleys of the Ge 
have an effective mass along the transport direction very close to the one 
of the A2-valleys in Si (0.2xmo against 0.19xmo respectively). 

N 

Si 
6 6 

°0 1 2 3 4 5 6 ^0 1 2 3 4 5 6 
Y (nm) Y (nm) 

Fig. 1: Square modulus of the first two eigenstates of the A-valleys of a Ge 
nanowire oriented along the <100> direction. 
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Fig. 2-Left: Comparison of the ID-VG characteristics calculated for a Si and Ge 
Gate-all-around MOSFET <100>-oriented. L=9 nm, T=4 nm, VDS=0.4 V. 
-Right: Electron subband positions in a 4 nm cross-section Ge nanowire. 

4 Conclusion 

We have applied a general approach to calculate the effective mass ten­
sor in semiconductor nanowires for all valleys and arbitrary crystallo-
graphic orientations. Effective mass tensor has been detailed for two tech­
nologically important wire orientations. Within this approach, the 
influence of the coupling term of the effective mass tensor on the trans­
verse eigenstate of the wire has been illustrated. We also have calculated 
the current-voltage characteristics in gate-all-around Si and Ge nanowire 
MOSFET in the case of an <100>-oriented wire. We have shown that the 
strong transverse confinement makes the A-valleys in Ge energetically 
lower, which now starts to have a significant influence in the transport. 

References 

1. 
2. 
3. 

4. 
5. 
6. 
7. 

9. 
10. 

http://public.itrs.net 
Rahman, A, Ghosh, A., Lundstrom, M., lEDM Tech. Digest, p.471, 2003. 
Beysserie, S., Aboud, S., Goodnick, S., Thornton, T., Saraniti, M., Phys. 
Status Solidi B 241, 2297 2004. 
Laux, S. E., lEDMTech. Digest, p. 135, 2004. 
Pikus, G.E., Bir, G.L., Soviet Phys.- Solid State 1, 1502, 1960. 
Stem, F., Howard, W. E., Phys. Rev. B 163, 816, 1967. 
Wang, J., Polizzi, E., Lundstrom, M., lEDMTech. Digest, p.695, 2003. 
Bescond, M., Nehari, K., Cavassilas, N., Autran, J.L., Munteanu, D., Lannoo, 
M., lEDMTech. Digest, p.617, 2004. 
Wang, J., Polizzi, E., Lundstrom, M., J. Appl. Phys. 96, 2192, 2004. 
Bescond, M., Cavassilas, N., Kalna, K., Nehari, K., Raymond, L., Autran, 
J.L., Lannoo, M., Asenov, A., lEDM Tech. Digest, to be published, December 
2005. 



Scanning Tunneling Microscopy of Ultrathin Silicon-
on-Insulator 

^P. P. Zhang, ^E. Tevaarwerk, ^B. N. Park, ^D. E. Savage, ^G. Celler, Î. 
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Summary. We present near-atomic-resolution scanning tunneling microscopy 
(STM) images of the surface of a 10 nm thick Si template layer in silicon-on-
insulator (SOI), demonstrating that ultra-thin SOI, which is typically described as 
fully depleted of charge carriers, can indeed be imaged. We attribute the ability to 
image to our cleaning process, which results in a Si (001) free of oxide and de­
fects. Electronic conduction in this type of very thin Si film is enabled by the in­
teraction of Si (001) surface bands caused by the Si (001) 2x1 reconstruction with 
the bulk Si bands. 

Silicon-on-insulator (SOI) has emerged as an important substrate for Si 
device technology, offering enhanced speed and reduced power consump­
tion for field-effect transistors in comparison to conventional bulk-Si 
MOSFETs [1]. As the Si layer becomes very thin, interfaces begin to 
determine its electrical transport properties. 

Usually the silicon template layer in SOI will be bounded by two Si02 
layers, as the silicon template layer is covered either by native oxide or by 
gate oxide. The Si/Si02 interfaces play an important role in changing the 
film electronic properties. At a Si-Si02 interface, there exist charge trap­
ping sites with energy levels within the bandgap (l.leV). The interface 
trap density of states (Djt) typically exhibits a U shape across the Si band 
gap, with Dit of order lO'^cm'^eV'^ Interface traps in the upper half of the 
band gap behave as acceptors, while those in the lower half behave as do­
nors [2]. These interface charge traps arise from structural or oxidation-
induced defects and are mainly in the form of Si "dangling bonds". 
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As the Si layer gets very thin, the interfaces will eventually deplete this 
layer of free carriers and the conductivity vanishes. To demonstrate this ef­
fect, we analyzed the sheet resistance of Si template layers with thick­
nesses ranging from 15nm to 200nm, sandwiched between a native oxide 
and the buried oxide, using the van der Pauw technique. We used Uni-
bond^^ SOI wafers from SOITEC, comprised of a silicon handle wafer, a 
3|im buried oxide layer (BOX), and a 200 nm silicon top or "template" 
layer. Both the template and handle wafer are crystalline silicon with a 
(001) orientation, boron doped with a resistivity between 14-22 Q-cm, cor­
responding to a carrier density of-lO^Vcm^ We deliberately choose 3|xm 
BOX to reduce the oxide leakage current. In order to obtain Si templates 
with different thicknesses, we thinned the top Si layer by dry thermal oxi­
dation at 1050°C, followed by wet chemical etching in HF. As shown in 
Figure 1, the measured sheet resistances are all higher than the resistance 
predicted for bulk Si for this nominal doping level. For Si template layer 
thicknesses below 30 nm, the sheet resistance ranged between 
lO^^Q/square and lO^^Q/square. Consistent with our prediction, holes in 
the film are getting trapped at the interfaces and the Fermi level is there­
fore pulled towards midgap. 

Recent work using scanning tunneling microscopy (STM) concluded that 
SOI (001) with template layer thicknesses below -35 nm is fully depleted, 
because the ability to create an image in STM ceased [3,4]. In contrast to 
these conclusions, we have been able to demonstrate STM imaging of the 
clean surface of SOI (001), with nominal doping level of lO^Vcm^ and Si 
template layers as thin as lOnm. The surface quality, rather than the Si 
thickness alone, dictates whether carrier density is high enough to enable 
STM imaging. 

To investigate the clean Si (001) surface of SOI, the top oxide must be re­
moved in ultrahigh vacuum (UHV). Surface preparation consists of ex-situ 
and in-situ cleaning. Ex-situ, the SOI is triple IMEC cleaned. A final pi­
ranha clean terminated the surface with a thin (l-2nm) protective surface 
oxide. The sample is then introduced into an ultrahigh-vacuum STM, 
which has a base pressure below 1x10'̂ ^ torr. Traditional in-situ prepara­
tion of bulk Si surfaces at 1500 K is not possible for ultra-thin SOI, be­
cause the Si template layer will dewet and agglomerate into 3D Si islands 
[5]. Instead, we deposit several monolayers of Si or Ge at 700^C, which 
reduce the surface Si02 to the volatile SiO or GeO. Finally we flash the 
sample to SOÔ 'C (still below the critical temperature for dewetting) for two 
minutes, quench it to and anneal it at 600°C for 30 minutes, radiation cool 
it, and then image it. 
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Figure 2 shows STM images of the clean SOI (001) surface. The 2x1 re­
construction via the formation of dimers occurs even for 10 nm thick Si 
template layers. The intrinsic anisotropic stress (tensile along the dimer 
bonds; compressive along the dimer rows) leads to the alternate orthogonal 
( 2 x 1 ) and ( 1 x 2 ) terraces on the surface, terminated respectively by SB 
and SA steps. This dimerized surface leads to two-dimensional bands, a 
filled K band and an empty 7r*band, separated by a -0.5 eV gap [6]. The 
density of states in the two-dimensional bands is around 10 cm ^eV'^ Our 
low-thermal-budget surface cleaning method allows us to remove the pro­
tective oxide without breaking up the fragile Si template layer and pro­
duces very-low-defect-density surfaces. The fact that we can image very 
thin SOI in STM implies that the depletion of the thin Si layer is not im­
portant. Admittedly only one surface is now covered with oxide, but the 
trap states at this one interface are more than sufficient to maintain the fiill 
bulk depletion of the Si layer. It is the presence of the surface bands due to 
the dimer reconstruction that enables the conduction necessary to image 
the surface in STM. It is not, however, the conduction through the surface 
bands directly that makes the film conduct, as one might at first imagine. It 
is the position in energy of the surface bands relative to the bulk bands, 
and the high density of states in the bulk valance band and the surface 
conduction band that enables the conduction [7]. The bulk doping density 
and the density of interface states on the back Si/Si02 interface are largely 
irrelevant for electronic transport in ultrathin template layers in SOI with a 
clean reconstructed surface. 

In summary, we show that STM imaging of the clean surface of SOI (001) 
with nominal doping levels of lO^Vcm^ and silicon template layers as thin 
as 10 nm is entirely possible, even though such films are depleted of 
charge carriers and should behave like intrinsic Si. The surface bands 
caused by reconstruction enable electronic transport. We predict that only 
disruption of the surface bands can hinder imaging of SOI (001), no matter 
how thin the Si film is or how low the bulk doping level is. Such disrup­
tion can come via surface disorder or chemisorption that in Si (001) breaks 
the pi-bonded dimer chains that produce the surface bands. In systems that 
do not have surface bands, we predict that making the layer thin enough to 
cause bulk depletion will inhibit imaging. Moreover, we believe our sur­
face cleaning method with low thermal budget should be applicable to ac­
tual device fabrication, because the same deposition technique and source 
material can be used both to clean and to grow epitaxial layers for raised 
source and drain [8], as well as to image the surface with STM and per­
form other electron-transport-dependent measurements. 
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Fig. 1. Sheet resistance measured from 
van der Pauw method versus film thick­
ness (circles with error bars). The solid 
curve is the predicted sheet resistance 
calculated from the nominal bulk doping 
density (lO^Vcm^). 
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Fig. 2. Filled-state STM image of the 
surface of a lOnm thick Si template 
layer of bonded SOI (001) with native 
oxide removed by 3 ML of Ge. Vsampie 
= -2V, 100 nm X 100 nm view. 
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Summary. We present a numerical investigation of the shot noise suppression in a 
mesoscopic cavity containing hard-wall obstacles or potential fluctuations. We 
show that, while in the absence of obstacles the suppression factor is 1/4, in the 
presence of a random distribution of strong scatterers it becomes 1/3. If instead the 
scatterers are regularly distributed, the value of the Fano factor depends on the 
relative position of the obstacles with respect to the apertures. 

1 Introduction 

As was shown by Schottky, when charge carriers move independently 
(giving rise to a Poissonian process), the shot noise associated with a cur­
rent / is equal to Sj =2e\I\ (where e is the elementary charge). Phenomena 
of shot noise suppression, with respect to such a value, are often found in 
mesoscopic structures, due to the correlations between charge carriers re­
sulting from Fermi exclusion or from Coulomb interaction. In particular, 
great effort has been devoted to the theoretical and experimental study of 
diffusive conductors [1,2], for which the suppression factor (Fano factor) 
has been proved to be 1/3 if l«L«Nl (with L being the length of the 
conductor, / the elastic scattering length and N the number of propagating 
modes), and of mesoscopic cavities [3,4], in which the Fano factor is equal 
to 1/4. 

In particular, mesoscopic cavities are regions a few microns wide delim­
ited by constrictions; a suppression factor 1/4 is found if the constrictions 
are symmetric and much narrower than the cavity width. Such a result is 
true also for classically non chaotic shapes of the cavity and is mainly due 
to discontinuities of the potential at the constrictions and to the resulting 
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diffraction, which determines a quantum chaotic dynamics of the charge 
carriers [5,6]. 

We investigate the case in which the cavity contains, in addition, regular 
or irregular arrays of hard-wall obstacles or potential fluctuations associ­
ated with the discrete nature and random position of donors, with the aim 
of understanding how this type of scattering influences the shot noise be­
havior. 

2 Numerical Method and Model 

For our numerical simulations we have applied the recursive Green's func­
tion formalism [7]. The structure is subdivided into transverse slices, in 
each of which the potential is constant along the longitudinal direction. We 
have computed the Green's function for each separate slice and then we 
have recursively composed the Green's functions of the slices using the 
Dyson equation. From the overall Green's function matrix, it is straight­
forward to obtain the transmission matrix / of the structure and thus the 
conductance G using the Landauer-Buttiker formula, the shot noise power 
spectral density Sj following Biittiker [8] and the Fano factor by computing 
the ratio of Sj to 2e\I\=2e\V\G (where Fis the externally applied voltage). 

In our simulations we have considered a 5 |im long and 8 |Lim wide rec­
tangular cavity defined by hard-wall boundaries, for various values of the 
constriction width. The structure has been discretized with a mesh of about 
200x800 points. 

We have uniformly averaged over 61 values of the Fermi energy in the 
range between 9.03 meV and 9.24 meV. Averaging has been performed 
separately for the numerator and the denominator of the Fano factor ex­
pression, as it would be done in the actual measurement process. 

3 Numerical Results 

For an empty rectangular cavity the Fano factor equals 1/4 also in the case 
of a perfectly regular rectangular hard-wall geometry, because, as already 
stated, the main source of diffraction is at the interface between the wide 
and the narrow regions. 
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We have then added a random distribution of hard-wall obstacles inside 
the cavity (in the case of Fig. 1(a), 240 square obstacles with edge size 
equal to 200 nm). The coordinates of each obstacle are generated as a pair 
of uniformly distributed random numbers. 

Fig. 1. Mesoscopic cavity with a random distribution of 240 hard-wall scatterers 
(a); or with potential fluctuations due to the presence of discrete dopants (b). 

If the obstacles are sufficiently opaque and not too large, we obtain a 
Fano factor equal to 1/3, thus recovering the result for diffusive conduc­
tors. We point out that, although the presence of random scatterers leads to 
a distribution of transmission eigenvalues analogous to that of a cavity (i.e. 
a binomial distribution), the Fano factor raises to 1/3 if the conditions for 
diffusive transport are satisfied. 

A more realistic source of random scattering in a cavity is represented 
by the potential fluctuations caused by the presence of ionized dopants in 
the delta-doping layer (Fig. 1(b)). Their effect on the potential has been 
modeled with a semi-analytical technique, with the inclusion of the screen­
ing (for the point-like charges corresponding to the ionized dopants) due to 
the 2DEG, adapting the theory of Stem and Howard [9] to the case of gal­
lium arsenide. The resulting Fano factor is intermediate between 1/4 and 
1/3 (0.29), because the fluctuations of the potential are of the order of a 
few millielectronvolts and therefore do not represent opaque enough ob­
stacles for electrons at the Fermi energy. 

Then we have considered the effect of a regular array of hard-wall ob­
stacles inside the cavity (Fig. 2). In particular, we have focused on square 
obstacles of various sizes, with separation equal to the obstacle size in both 
directions. 

As long as the obstacles are large compared with the constrictions, we 
observe a reduction of the Fano factor below 1/4 if the central "corridor" 
between obstacles is aligned with the constrictions (Fig. 2(a)) and an en­
hancement if a row of obstacles lies exactly between the constrictions (Fig. 
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2(b)). This can be easily understood in terms of an increase or decrease of 
direct (noiseless) transmission between the constrictions. 

This result is preserved if the width of the vertical channels separating 
the obstacles is reduced with respect to the obstacle width and that of the 
horizontal channels. 

Fig. 2. Mesoscopic cavity with a regular array of hard-wall obstacles, with a chan­
nel between obstacles (a) or a row of obstacles (b) aligned with the apertures de­
fining the cavity. 

We acknowledge financial support from the Italian Ministry of Educa-
fion, University and Research (MIUR) through the PRIN project "Excess 
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Summary. The electronic/ionic mixed conduction phenomena in solid ionic 
memory devices are investigated. The steady state distributions of electronic carri­
ers and metal chemical potentials within mixed conductors are obtained by nu­
merically solving the Nemst-Plank-Poisson equations. The results are compared 
with analytical solutions derived under the fixed ion concentration approximation. 

1 Introduction 

Solid ionic memory devices have been proposed as promising candidates 
for next-generation non-volatile memory devices due to their high scalabil-
ities, ease of fabrication and low operation voltages [1]. Unlike conven­
tional silicon non-volatile memories, solid ionic memory devices are based 
on the electrochemical control of nanoscale quantities of metal ions and 
electronic carriers in thin films of mixed conductors. In these devices, in­
formation is stored via metal filament formation between two electrodes. 
The device is based on a metal base covered by a mixed conductor film 
where metal ions and electronic carriers can move, particularly under an 
applied electric bias. Ionic and electronic transports are necessary to form 
the filament where electronic current can be induced. We study here the 
combined electronic/ionic mixed conduction phenomena in solid ionic 
memory devices. By solving the Nemst-Plank-Poisson equations numeri­
cally, we obtained the steady state distributions of electronic carriers and 
metal chemical potentials within mixed conductors. 
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2 Results and Discussion 

The mixed conductor will, for simplicity of notation, be presented as XY. 
It is assumed to conduct one kind of ions X^ and quasi-free electrons e". 
The Y sublattice is assumed to be rigid. The ions interact with the elec­
trons to form neutral atoms: 

X" + e - ^ X (1) 

The concentration of halls will be assumed negligibly small. In solid ionic 
memory devices, the ionic current vanishes in the stationary state, and it 
follows that 

VTii - V^ii + qVcp = 0 (2) 

where r| denotes the electrochemical potential, [i is the chemical potential, 
q is the absolute electronic charge, and cp is the electrical potential. 
Equation (1) and (2) relates r|i, r|e, and |ix* 

VTli + VTle = VTle - V^e " qVcp - V | i x (3) 

The applied voltage V is related to Vr|e by 
-qV = Tie(E(L))-Tie(E(0)) (4) 

where E(L) and E(0) are ion blocking electrode and reference (reversible 
and permeable) electrode, respectively. 
Equation (2), (3), and (4) yield 

-qV = V ^ x = V^ie - qVcp = V|Lie + Vni (5) 

Based on Boltzmann statistics, equation (5) can be expressed as 
-qV = kTln(n(L)/n(0)) + kT(N(L)/N(0)) (6) 

where k is the Boltzmann constant, T is the temperature, n(L), N(L) are the 
electron and metal ion concentration at the boundary with ion blocking 
electrode, and n(0), N(0) are the electron and metal ion concentration at 
the boundary with reference electrode. 
Based on the charge neutrality approximation, the concentration of excess 
ions (5N) formed by the applied voltage can be assumed to have the same 
value with that of excess electrons. 

N(L) = N(0) + 5N, n(L) = n(0) + 5N (7) 

Inserting equation (7) into equation (2) and (6), we obtain 
V(p = -V îi/q = -(kT/q)ln((N(0) + 8N)/N(0)) (8) 
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and 
8N - [-(n(0) + N(0)) + {(n(OHN(0))' - 4(1 - e'̂ ''̂ ^) n(0)N(0)} ^'']/2 (8) 

Using equation (7) and (8), the boundary conditions for the Nemst-Plank-
Poisson equations can be determined by Dirichlet-type as a function of 
temperatures, applied biases, and the chemical compositions of mixed 
conductors under the reference electrode. 
Fig. 1 plots the electrical potential difference between two electrodes as a 
function of the ratio of metal ion concentration to electron concentration 
under the reference electrode. It shows that the electrical potential differ­
ence between two electrodes gradually deceases as the ratio increases. 
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Fig. 1. The difference of electrical potentials between two electrodes in 
solid ionic memory devices. The values are obtained from equation (7) and 
(8) under the conditions: V = -0.5 (V) at the ion blocking electrode, T = 
500 (K). 

Fig. 2 plots the electron concentrations and metal chemical potential dif­
ferences as functions of metal ion concentration under the reference elec­
trode. Simulations have been performed by adapting the computational 
platform PROPHET [2] with following parameters: Dx+ = 3.0 x 10"̂  
(cm^/s), De- = 7.0 (cmVs), 8 = 8.7, L = 100 (|Lim), n(0) - 10̂ ^ (cm"^), T -
500 (K), V = -0.5 (V). The results show that the distribution of electron 
concentrations and metal chemical potential differences within solid ionic 
memory devices strongly depend on the chemical composition of the ref­
erence electrode. It also shows that the numerical results fit the analytical 
solutions well when the ratio of metal ion concentration to electron con­
centration under the reference electrode is high. The analytical solutions 
are obtained based on the assumption that the chemical potential of metal 
ion has the constant value within the mixed conductor [3]. 
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Fig. 2. The steady state distribution of (a) electron concentrations and (b) 
metal chemical potential differences as functions of metal ion concentra­
tion under the reference electrode. 

3 Conclusions 

A mixed electron/ion Nemst-Plank-Poisson simulation has been performed 
for solid ionic memory structures using the program PROPHET. The simu­
lation results show that the distribution of electron concentrations and 
metal chemical potential differences within solid ionic memory devices 
strongly depend on the chemical composition of the reference electrode. 
Work is in process to incorporate quantitative models for the actual forma­
tion of metallic filaments and the corresponding electronic conduction 
through the filament. This work was supported by the Network for Com­
putational Nanotechnology NSF grant EEC-0228390 and the Korean Re­
search Foundation Grant funded by the Korean Government (KRF-2005-
214-D00288). 
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Summary. In this work we extended our Cellular Monte Carlo 
(CMC) device modeling code to include the computation of the 
energy states in dilute magnetic semiconductors using an ab-initio 
code based on the Korringa, Kohn and Rostoker coherent potential 
approximation method (KKR-CPA). The CMC simulator was 
modified to explicitly model spin transport in bulk materials using 
a full-band representation of the electronic structure. The last part 
of this work was devoted to the implementation of the major scat­
tering mechanisms responsible for spin flip in III-V semiconduc­
tors for which results are presented. 

1 Introduction 

Dilute magnetic semiconductors (DMS) [1] have been of great interest as 
potential spin polarized injectors in spin devices. Due to the novelty of the 
interest in magnetic semiconductors, very few modeling tools are available 
to guide experimental research. A suitable code for the simulation of spin 
injection and transport requires not only a robust computation of the elec­
tronic structure and energy states over a wide variety of DMS, it also needs 
to account for the dynamics of spin polarization and spin relaxation, and 
the consequent implementation of the scattering mechanisms responsible 
for spin flip in bulk semiconductors such as GaAs. In the first part of this 
work, we present the techniques used to extract the band structure from 
DMS materials using an existing density-functional code. We then discuss 
the implementation of major spin flip mechanisms of conduction electrons 
in GaAs within the full-band framework of our Cellular Monte Carlo 
(CMC) particle-based simulator [2, 3], and present simulation results ob­
tained in bulk GaAs at various temperatures. 
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2 Extraction of Fermi surfaces in DMS 

In order to extend the modeling possibilities of our CMC code to DMS 
materials, we coupled it with an existing ab-initio code [4, 5] based on the 
Korringa, Kohn and Rostoker coherent potential approximation method 
(KKR-CPA). This robust and flexible method is able to virtually model 
any alloy or semiconductor material using only a single-site atomic poten­
tial obtained by a limited set of atomic input parameters. While this code is 
both efficient and easy to use, it does not provide the energy states as ei­
genvalues of the electronic Hamiltonian, but it outputs instead the Bloch 
spectral function (BSF), representing the density of states as a function of 
energy for each momentum value. The BSF computed by the KKR-CPA 
needs therefore to be post-processed in order to obtain a representation of 
the energy states suitable for particle-based simulation tools. In a perfectly 
periodic structure, the BSF can be expressed as a sum of delta functions 
centered about the eigenvalues corresponding to each band of the material. 
In order to identify degenerate eigenvalues, both the peak value and its in­
tegral must be evaluated and compared to the expected values of a non-
degenerate band. In the more complex case of DMS materials, the Bloch 
spectral function follows a more complicated and irregular behavior than 
in perfect crystals as it can be seen on the three dimensional representation 
of the BSF shown in Figure 1 for the case of Gao.95Mno.05N where atoms of 
Mn randomly substitute atoms of Ga with a probability of 5%. 

""^oto. K -15 K -15 

Fig. 1. Bloch Spectral Function for both spin polarizations of Gao.95Mno.05N as a 
function of energy and momentum. The irregular behavior of the BSF is particu­
larly visible around the F point. 
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The order of degeneracy is necessary to compute the velocity and density 
of states (DOS) within the traditional flill-band framework. While the de­
generacy can no longer be computed in DMS, as a first approximation we 
can still extract the energy values and use partial derivatives to compute 
the velocity. The resulting DOS will then be compared to that obtained di­
rectly with AkaiKKR. 

3 Simulation of Spin Polarized Transport 

The accurate representation of spin polarized transport is another crucial 
aspect for the simulation of spin devices. In order to discriminate spin 
states, both the band structure and the tables of phonon scattering are tabu­
lated for each spin state. Once the carrier dynamics can be modeled in a 
spin-dependent fashion, the implementation of the major mechanisms re­
sponsible for carrier spin flip allows the study of spin dynamics. Three 
spin relaxation mechanism are of particular interest for the study of mag­
netic properties of III-V semiconductors [6, 7], namely the Elliott-Yafet 
(EY) [8, 9], the D'Yakonov-Perel (DP) [10], and the Bir-Aronov-Pikus 
(BAP) mechanism. The EY mechanism originates from the ordinary mo­
mentum scattering if the lattice ions induce spin-orbit coupling in the elec­
tron wave function, while the DY occurs in materials lacking inversion 
symmetry in which spin-up and spin-down electrons are not degenerate. 
The BAP mechanism only exists in the presence of holes and is therefore 
neglected in the present work, which focuses on n-type materials. 
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Fig. 3. Simulated time evolution of the spin polarization in bulk GaAs at 300 K, 
with either the DP or EY mechanism activated. An exponential decay model and a 
least mean squares approximation method were used to interpolate the data and 
derive the spin relaxation time. 
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Simulation results of bulk GaAs 300 K in a population of electrons ini­
tially polarized with the same spin are presented in Figure 2. No electric 
field was applied to the system in order to compare our results with pub­
lished relaxation times for the EY and DP mechanisms, respectively. 
These results are in excellent agreement with the predicted spin relaxation 
time in w-type GaAs [6]. 
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Fig. 4. Spin density within a simulated GaAs resistor, obtained by selectively acti­
vating the Elliott-Yafet scattering mechanism (top), the D'Yakonov-Perel scatter­
ing mechanism (middle), and both (bottom). 

The study of the relaxation length Ls in non-bulk systems is also of particu­
lar interest for the design of spin devices where one is interested to know 
how far the carriers can travel and retain their original spin polarization. 
We modeled and simulated a 3.5 |im x 0.5 |im GaAs resistor with a homo­
geneous impurity concentration of 10̂ ^ cm"\ a lattice temperature of 300 
K, and a 4 V bias. The device was discretized using a homogeneous grid of 
129x17 cells, while 10,000 super-particles were used to represent the elec­
tron population. Carriers were polarized with spin down and injected from 
the left electrode when needed in order to maintain charge neutrality at the 
contacts. A set of three simulations were ran, by selectively activating the 
EY mechanism, the DP mechanism, and both. The spin spatial density is 
shown in Figure 4 for the three simulations, the numerical value (+1) is 
used for carriers polarized with a spin up while (-1) is used for the spin 
down polarization. In the case where only the EY mechanism is activated, 
Ls corresponds to about the length of the sample, while it decreases to 500 
nm under the influence of the DP mechanism. In analogy to the results of 
the bulk simulations, the DP mechanism is therefore dominant, resulting in 
a relaxation length which is one order of magnitude shorter than the one 
obtained with the EY mechanism. 
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4 Conclusion and Future Work 

We have presented a simple procedure to extract the band structure from 
the Bloch spectral function as well as the implementation of major spin 
flip mechanisms within a full-band framework. Simulation results have 
been presented as well, showing the relaxation times of two scattering 
mechanisms and the spin mean free path of spin-polarized electrons in 
bulk GaAs and in a simple resistor, respectively. 
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Summary. In this work, an Indium Antimonide (InSb) quantum well transistor 
is investigated using flill-band Monte Carlo simulations. The steady-state 
characteristic of the device is first analyzed, showing particle transport along 
the two-dimensional electron gas (2DEG). The small-signal behavior of the 
device is also investigated. Finally, the noise analysis is performed, allowing 
for a two-dimensional mapping of the noise within the device. 

1 Introduction 

Due to its low band gap and high electron mobility. Indium Antimonide (InSb) 
is a promising material for extremely high frequency devices operating at low 
voltages [1]. These desired properties are not easily accessible at room tem­
perature because of the high intrinsic carrier density, leading to parasitic leak­
age currents. However, techniques based on minority-carrier exclusion and ex­
traction [2] have been used to raise the device operating temperature, allowing 
for room temperature operation of InSb MISFETs [3]. More recently, 
AllnSb/InSb quantum well transistors have been developed [4]. The purpose 
of this work is to investigate the static and dynamic behaviour of these devices 
using full-band Monte Carlo simulations. 

2 Cellular Monte Carlo Simulations 

The full-band particle-based simulation tool used for modeling the devices is 
based on the Cellular Monte Carlo (CMC) [5] method. Bulk simulations of 
InSb have been performed at 77K for validation purposes. The results are 
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compared to published data [6,7] in Fig.l (a) and (b), showing the electron 
drift velocity and energy versus the <100> electric field, respectively. Good 
agreement is observed. 
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Fig. 1. Electron drift velocity (a) and energy (b) obtained with CMC simulations and 
compared to other published results [6,7]. 

3 AllnSb/InSb Quantum Well Transistor 

The cross section of the simulated AllnSb/InSb quantum well transistor is 
shown in Fig.2(a). A 15 nm layer of doped Alo.3Ino.7Sb is separated from a 20 
nm conducting InSb channel by a 5 nm Alo.3Ino.7Sb spacer. The 200 nm AI0.3-
Ino.7Sb substrate underneath is unintentionally doped. The shaded areas indi­
cate the average concentration of electrons. To account for the quantization of 
the electron motion in the vicinity of the heterojunction, the effective potential 
approach [8] has been used. 
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Fig. 2. (a) 2D schematic layout of the simulated device, (b) Drain current-voltage 
characteristics. The gate biases are applied every 0.1 V. 
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Fig.2 (b) shows the drain current versus the drain voltage for gate biases rang­
ing from -0.7 V to 0 V. The knee voltage is observed at 0.5 V. The device ex­
hibits good saturation characteristics, and a slight decrease in the drain current 
can be observed for drain voltage greater than 1 V. This negative differential 
resistance has already been observed in InSb structures and reported in litera­
ture [6]. 

4 Results 

The frequency analysis is performed using both a Fourier decomposition tech­
nique [9] and monochromatic sinusoidal excitation [10]. An average of 
200,000 super-particles has been simulated to model the electron population. 
Typical simulated times range from a few picoseconds to over a hundred pico­
seconds, averaging to 77 minutes of CPU time per simulated picosecond on a 
Pentium IV 2.4 GHz processor. 

. L„ = 600 GHz 

10' 10^ 10' 
Frequency [GHz] 

10̂  

Fig. 3. Short circuit current gain (a) and unilateral power gain (b) as a function 
of frequency. 

The short circuit current gain h2i and the unilateral power gain UPG are shown 
as a function of frequency on Fig.3 (a) and (b), respectively. A linear fit is in­
dicated with a solid line, showing a slope of 13 and 16 dB per decade, respec­
tively. A cutoff frequency/r= 500 GHz and a maximum frequency of oscilla­
tion fmax = 600 GHz are extrapolated, and the fr If max ratio of 1.2 is in good 
agreement with published results [4]. The frequencies reported here are larger 
than the ones obtained by the experiment; however, they correspond to internal 
small-signal values without consideration of any contact and connector resis­
tance and capacitance, which typically have a negative impact on the device 
performance. Moreover, the magnitudes of the voltage perturbations used here 
are on the border of small-signal analysis, to minimize the impact of noise on 
the results. Longer simulations with a larger number of particles would reduce 
the noise, allowing for smaller perturbation amplitudes and resulting in a more 
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accurate estimation of the frequencies. Finally, the gate delay CV/I = 0.87 ps is 
found to be close to the experimental value of 1.06 ps reported in [4]. 

2000 

Fig. 4. (a) Voltage autocorrelation function, along a section below the gate, 
(b) Voltage PSD at 100 GHz as a function of position in the device. 

In order to perform noise analysis, the voltage fluctuations about steady 
state are analyzed in the time domain through calculation of the respective 
autocorrelation functions, and in the frequency domain through their Fourier 
transforms yielding their Power Spectral Density (PSD) [11]. The autocorrela­
tion function of the voltage fluctuations is shown in Fig.4(a), along a 2D slice 
underneath the gate region, for three drain voltages. After an exponential de­
cay corresponding to the dielectric relaxation time, diminishing oscillations are 
observed and attributed to the concurrent contributions of plasma frequency 
oscillations and dielectric relaxation [11]. These oscillations tend to disappear 
as the applied bias is increased, and the negative tail directly following the ini­
tial decay is also reduced, resulting in a higher negative differential mobility 
cutoff frequency [11]. 

To complete the noise characterization, a plot of the PSD spatial distribution 
within the device is shown in Fig.4(b) at 100 GHz. As can be seen, the regions 
where the level of noise is the lowest are the regions where the carrier concen­
tration is low (i.e. in the depleted region under the gate), or in the 2DEG where 
transport is almost free of scattering. The two peaks on the side coincide with 
the intersection of the electrode and the different type of semiconductor at the 
heterojunction. The n^ri regions created at this intersection generate an accu­
mulation of charges responsible for the observed peaks. These peaks would 
disappear for a fully planar transistor design. 

5 Conclusion 

Based on recently published data [4], an AllnSb/InSb quantum well transistor 
has been modeled and simulated using full-band Monte Carlo simulations. A 
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DC characterization was performed to extract the device current-voltage 
curves, showing negative differential resistance behaviour for drain voltages 
above 1 V. A frequency analysis predicted a cutoff frequency and a maximum 
frequency of oscillation o f / r= 500 GHz and/^,av = 600 GHz, respectively. The 
authors believe these results are higher than what could be measured experi­
mentally and offered explanations for this over estimated values. The noise 
analysis was performed also based on Monte Carlo simulations and allowed 
for the mapping of the noise sources within the device. Future work includes 
improving the accuracy of the frequency analysis, and investigating the impact 
of scaling the device geometry on its small-signal representation. 
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Summary. Because of the strong confinement in nano-scale semiconductor de­
vices, electrons occupy higher energy states and a simple parabolic band may not 
be sufficient. A more accurate treatment of Schrodinger equation requires the 
consideration of non-paraboHcity effects [1]. In this work, we extend to 2D a 
modified version of Schrodinger equation accounting for non-parabolicity [ 1 ]. In 
this work we extend this model to self-consistent solution of the coupled 
Schrodinger/Poisson problem to obtain transverse energy states and quantum elec­
tron density in the cross-section of a prototype quantum channel formed with a T-
gate MOS structure [2]. The model can be applied to improve quantum correc­
tion in a particle Monte Carlo model, or can be coupled to existing Non Equilib­
rium Greens Function (NEGF) solvers for transport along the conduction channel. 

1 Introduction 

Standard quantum models based on Schrodinger equation use a simple 
parabolic band approximation. This simplification may be adequate for 
low energy states and low temperature situations. However, for the simu­
lation of realistic silicon devices at normal temperatures, it is desirable to 
include in the model a more detailed band structure. This is particularly 
necessary to treat accurately size quantization in narrow nanoscale silicon 
channels where relevant quantum states tend to be pushed to higher energy 
levels. In silicon, non-parabolicity effects start to become relevant al­
ready at conduction band energy above 0.2 eV. In this paper, we apply a 
modified 2-D Schrodinger equation with non-parabolicity [3] to a full self-
consistent solution of the coupled 2D Schrodinger/Poisson problem for a 
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prototype wire channel in a MOS structure shown in Fig. 1 where a T-gate 
metal structure is used to define the confinement region electrostatically 
[2]. Results show significant deviation of the quantized energy states 
when parabolic or non-parabolic bands are considered. 
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Fig. 1. 2D T-Gate MOS Structure 

2 Model and Results 

Various approximations can be found in the literature to deal with nonpa-
rabolicity effects [1, 3] but commonly a simple truncated series of the dis­
persion relationship is used to capture the main deviation from parabolic 
bands in a certain energy range, using the form 

^ = E{k){\ + aE{k)) 
2m 

(1) 

where the non-parabolicity coefficient a has the dimension of an inverse 
energy. A direct numerical solution of Schrodinger equation incorporat­
ing (1) is cumbersome. We extend to 2D an approach presented in [1] 
expressing first the Schrodinger equation as an infinite series [3] as 

l + 2aE 

2^ '-1 -4a- n~ 
2(\ + 2aEJ-

1 d'"-''i//{y) 1 d''y/(z) 

+ U{y,z)i//(y)i//(z) = E^..y/{y)y/{z) 

(4) 

Rather than attempting to solve this equation by truncating the series, a set 
of test wave functions are defined in the solution domain and a corre­
sponding non-parabolic dispersion relation is obtained. A shooting 
method is used to solve the problem, selecting the energy states that corre­
spond to physical wave functions compatible with the non-parabolic dis-
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persion [3]. This methodology is extended here to a self-consistent so­
lution including Poisson equation for the model structure in Fig. 1. The 
overall convergence for this problem is rapid for the coupled equations, as 
shown in Fig.2. 

4 6 
iteration 

Fig. 2. Maximum of quantum electron density nqas a function of iteration number 

In the non-parabolic case, the energy eigenvalues are expected to be lower 
than in the parabolic case, because of the higher density of states. A 
comparisonis given in Fig. 3 for a typical calculation considering the three 
ladders originated by the three pairs of ellipsoids projected on the [100] 
plane of the cross-section assumed in this calculation. 
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Fig. 3. Comparison of energy eigenvalues for parabolic and non-parabolic model 

The quantum electron density for non-parabolic case is slightly higher than 
the parabolic case as shown in the example of Fig.4. 
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Fig. 4. Quantum electron density on a line parallel to the oxide interface in corre­
spondence of maximum density. 

4 Conclusions 

We have demonstrated a self-consistent non-parabolic model for 2D solu­
tion of quantized states in a conduction channel. Non-parabolicity intro­
duces significant deviations in the energy levels and leads to somewhat 
higher quantum density. This model is computationally efficient and 
work is in progress to obtain 2D quantum potential corrections in a 3D par­
ticle Monte Carlo simulation. 
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Summary. We present fully self-consistent NEGF calculations for GaAs/InGaAs 
heterostructures in a regime where multiple scattering, interference, carrier con­
finement, and carrier capture must be treated on an equal footing. We include the 
coupling between Ĝ  and G^ within the device self-consistently and take into ac­
count scattering within the leads. 

1 Introduction 

One of the most widely used methods for a realistic prediction of carrier 
transport in nanodevices is the non-equilibrium Green's function method 
(NEGF) [1-3]. The seminal paper by Lake et al. provided its first detailed 
numerical implementation for semiconductor devices [4] and provided the 
basis for the NEMO package [4]. More recently, this method has been ap­
plied to several other devices [5-6]. 

Nevertheless, it has been notoriously difficult to apply this method to re­
sistive nanodevices where scattering is not weak. In Ref 4, self-consistent 
coupling between scattering states (represented by the retarded Green's 
function G^) and their occupation (represented by the lesser function G )̂ 
has been neglected. This effectively violates Pauli blocking. In Ref 5, 
these effects have been taken into account, but all scattering self-energies 
have been taken as momentum-independent scattering. In addition, the 
leads were treated ballistically in Ref 4, whereas Ref. 6 considered peri­
odic boundary conditions for the device. 

In this paper, we have implemented the NEGF formalism fully self-
consistently for resistive open devices were multiple scattering is signifi­
cant. We take into account acoustic and polar-optical phonon scattering, 
including their fiiU momentum and energy dependence, and the electron-
electron scattering in Hartree approximation. The coupling between G^ and 
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G is completely taken into account, thereby preserving Pauli blocking ef­
fects. In addition, we include the scattering within the leads self-
consistently with the device regions close to the Ohmic contacts. The 
structures specifically considered in this paper are assumed to be homoge­
neous in the lateral {x,y) direction, and to be in contact with two reser­
voirs at z = 0 and z = L . The latter are in thermal equilibrium and we as­
sume room temperature throughout. The electrons are described by a 
single conduction band with effective mass w*. 

2 Theory and Results 

We represent all Green's functions in terms of a discrete real space basis 
along the device direction and in a plane wave basis in the lateral direction. 
The only remaining major approximation is the neglect of the off-diagonal 
elements in the inelastic self-energy in real space. For polar-optical pho-

nons, these off-diagonal elements decay as 1 (z,z') z-z^ 

In order to illustrate the influence of scattering in a short device where 
quantum mechanical effects such as interference, carrier confinement, 
bound state formation, and carrier capture play a significant role, we have 
performed systematic NEGF calculations for GaAs n-i-n structures with an 
InGaAs quantum well within the intrinsic region. The total length of the 
device is 50 nm with 16 nm intrinsic region embedded in between the two 
17 nm n-regions with n = \xlO'^cw"^ each. Within the i-region, there is a 
12 nm Ini4Ga86As quantum well of 150 meV depth. The polar opfical 
phonon energy is fico = 35meV . 
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Fig. 1. (a) Contour plot of energy-resolved electron density as a function of energy 
and position for the GaAs n-i-n with InGaAs quantum well at zero bias, as calcu­
lated for zero scattering (ballistic device). The full line shows the self-consistent 
potential, (b): Same as (a), but with scattering included fully self-consistently. 
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In Fig. 1(a), we show a ballistic NEGF calculation for the n-i-n structure 
in the absence of any scattering and for zero applied bias. Only the Hartree 
Coulomb interaction is taken into account. The figure displays a contour 

plot of p{E,z)^-2\m^d"kG\z,z,k,E)l{27r)\ i.e. the local, energy-
resolved density, as a function of energy and position within the device. 
The self-consistent total potential is indicated by a full line. 
When/7(£',z) is integrated over the energy, we obtain the density. The zero 
of energy is always put at the Fermi level of the left contact. Due to the ab­
sence of inelastic scattering, the carriers cannot fill the quantum well but 
occupy a resonance that is derived from the third quantum well state. This 
explains the interference pattern in the well region at room temperature. 
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Fig. 2. (a) Same as Fig. 1(b), but with a bias of effectively 150 mV applied, (b) 
Current-voltage characteristics of the GaAs n-i-n structure. The thin line is calcu­
lated without a quantum well and compared to a semiclassical calculation carried 
out with the simulator nextnano3 [7]. The thick line is a full NEGF calculation for 
the n-i-n stmcture with a GalnAs quantum well. 

The effect of scattering can be seen from the contour graph in Fig. 1(b) 
where all phonon scattering mechanisms are fully included. To the right of 
the figure, we display the local density of states near the center of the well 
region (marked by an arrow). The lowest well state is a true bound state 
whereas the second one is a resonance state an electron can tunnel out 
from into the leads. The bottom of the second state lies 59.4 meV below 
the top edge of the well which is significantly larger than an optical pho­
non energy. The lowest bound state lies 37.6 meV below the second level 
which is also a bit larger than fico. Because we treat scattering within the 
self-consistent Bom approximation, the combination of elastic and inelas­
tic scattering can fill both states in the stationary state. 

In Fig. 2(a), we show the same device under an applied bias of effec­
tively 150 mV. At the start of the self-consistent calculation, we apply a 
bias of 200 mV and allow the Fermi levels to adjust to obey charge neu-
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trality within the device and obtain flat band conditions at the contacts. 
This requires to include the self energies Z^ near the contacts also within 
the leads so that the transitions from lead to device are smooth. As one can 
clearly see, the resonance corresponding to the second well state has been 
largely emptied by tunneling towards the right lead so that only the lowest 
well state remains significantly occupied. 

Fig. 2(b) displays the I-V characteristics of this diode for small bias. The 
NEGF calculation agrees very well with a standard semiclassical calcula­
tion [7] for a n-i-n structure without a quantum well. The mobility is 
smaller in the case with the quantum well due to the additional electron 
charge accumulation within the well that builds up due to the inelastic 
scattering. 
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