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Preface

Founded in 1971, COST is an intergovernmental framework for European 
cooperation in the field of scientific and technical research, allowing the 
co-ordination of nationally funded research on a European level. COST ac-
tions cover basic and pre-competitive research as well as activities of pub-
lic utility. In particular COST action 629 is focussed to improve the scien-
tific base for the development of integrated indicators of the environmental 
risks created by presence of pollutants in water with emphasis on the water 
body of natural porous media. Establishment of a set of integrated indica-
tors to evaluate the pollution status and risk of the European water re-
sources will aid environmental agencies, administration and regulators 
considerably and profit the society as a whole.  

In May 2004 an International Workshop subjected to ‘Saturated and un-
saturated zone: integration of process knowledge into effective models’ 
was organized at University of Rome “La Sapienza”, Italy. It results from 
the joint activity of working groups 3 and 4 of COST Action 629 but have 
contributions from all other working groups as well. Working group 3 
“Biogeochemical dynamics from soil to groundwater” concentrates on the 
study of processes that influence sorption, mobility and persis-
tence/degradation of pollutants in groundwater and thus the input pathways 
from soil to groundwater. Working group 4 “Modeling of reactive trans-
port in soil and subsoil” including both the transport and the soil interac-
tion phenomena. 

The need for a profound discussion on coupling processes and modeling 
stems from the major problems related to contamination of soil and subsoil 
in the EC countries and elsewhere. Technologies for remediation and res-
toration require deep knowledge and understanding of the involved proc-
esses with an adequate modeling approach in order to reach the plausible 
results which are applicable in practice. These topics are central to COST 
629 objectives and the focus of this workshop was to increase our inte-
grated process understanding and modeling capabilities and the key ques-
tions are how “processes” can be integrated into “modeling” and how to 
integrate processes when working at different scales. 

Topics for the conference included:  

Numerical methodologies for the simulation of reactive trans-
port from soil to groundwater  
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Procedures for deriving model parameters from lab or field 
studies

Procedures and protocols for model calibration  

Examples of coupled models (soil, subsoil, groundwater) for 
describing reactive transport

Integration of process studies and numerical modeling  

Influence of scales on biogeochemical processes 

Understanding biogeochemical processes with modeling. 

Though the conference covered the entire field of the topics which were 
mentioned before, three special focuses were selected, namely the process 
knowledge from laboratory and field studies, the modeling method, and 
the connection of the one to the other one. The relevant papers have been 
included into these three chapters, named processes, modeling, and inte-
gration.

This book contains 20 papers selected out of 67 pre-selected papers 
from both oral and poster presentation. The selection was performed by an 
Editorial committee consisting of members from working groups 3, 4 and 
COST 629 management board, and a subsequent peer-review process of 
each paper. The Editors would herewith like to thank the Editorial commit-
tee and the reviewers for their effort. We also thank Barbara Kobisch and 
Luisa Tonarelli for their technical help and proper relief during processing 
this book. 

The Editors: 
G. Nützmann 
Institute of Freshwater Ecology and Inland Fisheries, Department of Eco-
Hydrology and Geographical Institute, Humboldt University of Berlin, 
Germany
P. Viotti  
University of Rome ‘La Sapienza’, Department of Hydraulics, Transporta-
tion and Roads, Rome, Italy   
Per Aagaard  
University of Oslo, Department of Geosciences, Oslo, Norway 



Contents

Preface   by G. Nützmann, P. Viotti, P. Aagaard v 

1 Processes
The unsaturated zone – a neglected component of nature 
D. Ronen, S. Sorek 3

Use of stable isotope analysis to assess biodegradation of 
petroleum hydrocarbons in the unsaturated zone. Laboratory 
studies, field studies, and mathematical simualtions 
D. Bouchard, D. Hunkeler, P. Höhener, R. Aravena, M. Broholm, P. 
Kjeldsen 17

A model assessing bioavailability of persistent organic 
pollutants in soil 
G. Fragoulis, M. Trevisan, E. Puglisi, E. Capri 39

Geochemical changes under variably saturated conditions 
during artificial recharge via ponded infiltration – A field study 
J. Greskowiak, G. Massmann, H. Prommer, G. Nützmann, A. 
Pekdeger 51

Transport of Cr(VI), Ni(II) and Mn(II) through metallurgical 
wastes. Batch and column experiments 
R. Rodríguez, L. Candela 65

Modeling adsorption-desorption processes of Cu on 
montmorillonite and the effect of competitive adsorption with 
a cationic pesticide 
T. Undabeytia, S. Nir, G. Rytwo, C. Serban, E. Morillo, C. 
Maqueda 79

NMR spectroscopy: a tool to study interactions between 
organic pollutants and soil components? 
A.M. Delort, B. Combourieu, N. Haroune, P. Besse, M. Sancelme 93

2 Modelling
Incorporating geomicrobial processes in reactive transport 
models of subsurface environments 
P. Regnier, A.W. Dale, C. Pallud, Y. van Lith, S. Bonneville, C. 
Hyacinthe, M. Thullner, A.M. Laverman, P. Van Cappellen 107 



viii      Contents  

Consequences of Different Kinetic Approaches for Simulation 
of Microbial Degradation on Contaminant Plume Develop-
ment
D. Schäfer, A. Manconi, S. Grandel, A. Dahmke 127 

Natural Attenuation in the unsaturated zone and shallow 
groundwater: coupled modeling of vapor phase diffusion, 
biogeochemical processes and transport across the capillary 
fringe
U. Maier, P. Grathwohl 141 

Enhancement of solute spreading in soils due to particle-
facilitated transport and preferential flow 
S. Bold, R. Liedl, P. Grathwohl 157 

Multiphase and Multi-component Interactions through the 
Unsaturated Saturated Zone Field and Model Study 
S. Sorek, M. Kuznetsov, A. Yakirevich, D. Ronen 171 

Solute contaminant transport in variably saturated dual-
porosity/dual permeability chalk: field tracer experiments and 
modelling
S. Brouyère 187 

Integration of pedotransfer functions and topographical data 
to obtain soil hydraulic properties at catchment scale 
M. Palladino, N. Romano, A. Santini 197 

Analytical Model for Gravity-Driven Drainage 
G. Severino, A. Comegna, A. Sommella 209 

3 Integration 
Hydrogeophysical characterization of subsurface solute trans-
port at the Krauthausen test site: experiments and numerical 
modelling
H. Vereecken, A. Kemna, A. Tillmann, J. Vanderborght, A. 
Verweerd 219 

Tracer Experiments on Field Scale for Parameter Estimation 
to calibrate Numerical Transport Models 
J. Fank, G. Rock 239 

Biogeochemical modeling of reactive transport applied to 
laboratory and field studies on jet-fuel contamination
P. Aagaard, J.B.S. Knudsen, M.R. Klonowski, G. Breedveld, Z. 
Zheng 251 



Contents      ix 

Assessing the potential for natural or enhanced in-situ 
bioremediation at a TCE-contaminated site by coupling 
process analysis and modeling 
F. Aulenta, A. Di Fazio, M. Leccese, M. Majone, M. Petrangeli 
Papini, S. Rossetti, N. Stracqualursi, V. Tandoi, P. Viotti 265 

Partial source treatment by in-situ technologies – a review of 
limits, advantages and challenges 
S. Grandel, A. Dahmke 279 



List of Contributors 

AAGAARD, P. 
Department of Geosciences, University of Oslo, P.O. Box 1047 Blindern, 
N - 0316 Oslo, Norway 

ARAVENA, R. 
Department of Earth Sciences, University of Waterloo, 200 University 
Avenue West, Waterloo, Ontario, Canada 

AULENTA, F. 
Dept. of Chemistry, University “La Sapienza”, P.le Aldo Moro 5, I - 00185 
Rome, Italy 

BESSE, P. 
Dept. of Chemistry, Laboratoire Synthèse et Etude de Systèmes à Intérêt 
Biologique, UMR 6504 CNRS, University Blaise Pascal, 63117 Aubière 
cedex, France 

BOLD, S. 
Center for Applied Geoscience, University of Tübingen, Sigwartstr. 10,  
D - 72076 Tübingen, Germany 

BONNEVILLE, S. 
Department of Earth Sciences, Geochemistry, P.O. Box 80021, 3508 TA 
Utrecht, The Netherlands 

BOUCHARD, D. 
Center for Hydrogeology, University of Neuchâtel, Tue Emile-Argand 11, 
CH - 2007 Neuchâtel, Switzerland 

BREEDVELD, G. 
Norwegian Geotechnical Institute, Sognsveien 72, 0855 Oslo, Norway

BROHOLM, M. 
Technical University of Denmark, Environment & Resources DTU, Buil-
ding 115, DK - 2800 Kgs. Lyngby, Denmark 



xii List of Contributors  

BROUYÈRE, S. 
Hydrogeology and Environmental Geology, Dept of Georesources, Geo-
technologies and Building Materials (GeomaC), University of Liège, Bel-
gium, Building B52/3, 4000 Sart Tilman, Belgium 

CANDELA, L. 
Technical University of Catatonia – UPC, Dept. Geotechnical Engineering 
and Geosciences, Jordi Girona 1 - 3, Modulo D-2, Campus Nord 08028, 
Barcelona, Spain 

VAN CAPPELLEN, P.
Department of Earth Sciences, Geochemistry, P.O. Box 80021, 3508 TA 
Utrecht, The Netherlands 

CAPRI, E. 
Università Cattolica del Sacro Cuore, Istituto di Chimica Agraria ed Am-
bientale, sezione Chimica Vegetale, Via Emilia Parmense 84, 29100 Pia-
cenza, Italy 

COMBOURIEU, B. 
Dept. of Chemistry, Laboratoire Synthèse et Etude de Systèmes à Intérêt 
Biologique, UMR 6504 CNRS, University Blaise Pascal, 63117 Aubière 
cedex, France 

COMEGNA, A. 
Division of Water Resources Management, University of Naples Federico 
II, I - 80055 Portici (Naples), Italy 

DAHMKE, A.
Institute of Geosciences, Dept. of Applied Geology, Christian Albrechts 
University Kiel, Ludewig-Meyn-Str. 10, D - 24118 Kiel, Germany 

DALE, A.W. 
Department of Earth Sciences, Geochemistry, P.O. Box 80021, 3508 TA 
Utrecht, The Netherlands 

DELORT, A.M. 
Dept. of Chemistry, Laboratoire Synthèse et Etude de Systèmes à Intérêt 
Biologique, UMR 6504 CNRS, University Blaise Pascal, 63117 Aubière 
cedex, France 



List of Contributors      xiii 

FANK, J. 
Joanneum Research, Institute for Water Resources Management - Hydro-
geology and Geophysics, Elisabethstraße 16/II, A - 8010 Graz,  
Austria

DI FAZIO, A. 
Dept. of Hydraulics, Transportation & Roads, University “La Sapienza”, 
Via Eudossiana, 18, I - 00184 Rome, Italy 

FRAGOULIS, G. 
Università Cattolica del Sacro Cuore, Istituto di Chimica Agraria ed Am-
bientale, sezione Chimica Vegetale, Via Emilia Parmense 84, 29100 Pia-
cenza, Italy 

GRANDEL, S. 
Institute of Geosciences, Dept. of Applied Geology, Christian Albrechts 
University Kiel, Ludewig-Meyn-Str. 10, D - 24118 Kiel, Germany 

GRATHWOHL, P. 
Center for Applied Geoscience, University of Tübingen, Sigwartstr. 10,  
D - 72076 Tübingen, Germany 

GRESKOWIAK, J. 
Leibniz-Institut of Freshwater Ecology and Inland Fisheries, Müggel-
seedamm 310, D - 12587 Berlin, Germany 

HAROUNE, N. 
Dept. of Chemistry, Laboratoire Synthèse et Etude de Systèmes à Intérêt 
Biologique, UMR 6504 CNRS, University Blaise Pascal, 63117 Aubière 
cedex, France 

HÖHENER, P. 
Swiss Federal Institute of Technology Lausanne (EPFL), CH - 1015 
Lausanne, Switzerland 

HUNKELER, D. 
Center for Hydrogeology, University of Neuchâtel, Rue Emile-Argand 11, 
CH - 2007 Neuchâtel, Switzerland 



xiv List of Contributors  

HYACINTHE, C. 
Department of Earth Sciences, Geochemistry, P.O. Box 80021, 3508 TA 
Utrecht, The Netherlands 

KEMNA, A. 
Institute Agrosphere, Dept. of Chemistry and Dynamics of the Geosphere, 
Forschungszentrum Jülich GmbH, D - 52425 Jülich, Germany 

KJELDSEN, P. 
Technical University of Denmark, Environment & Resources DTU, Buil-
ding 115, DK - 2800 Kgs. Lyngby, Denmark 

KLONOWSKI, M.R. 
Polish Geological Insititute Lower Silesian Branch, Jaworowa 19,  
Pl-53-122 Wroclaw, Poland 

KNUDSEN, J.B.S. 
Norconsult, Vestfjordgaten 4, 1338 Sandvika, Norway

KUZNETSOV, M. 
Ben-Gurion University of the Negev, J. Blaustein Institutes for Desert Re-
search, Zuckerberg Institute for Water Research, Environmental Hydrol-
ogy & Microbiology, Sde Boker Campus, 84990, Israel 

LAVERMAN, A.M. 
Department of Earth Sciences, Geochemistry, P.O. Box 80021, 3508 TA 
Utrecht, The Netherlands 

LECCESE, M. 
Dept. of Hydraulics, Transportation & Roads, University “La Sapienza”, 
Via Eudossiana, 18, I - 00184 Rome, Italy 

LIEDL, R. 
Center for Applied Geoscience, University of Tübingen, Sigwartstr. 10,  
D - 72076 Tübingen, Germany 

van LITH, Y. 
Department of Earth Sciences, Geochemistry, P.O. Box 80021, 3508 TA 
Utrecht, The Netherlands 



List of Contributors      xv 

MAIER, U. 
Center for Applied Geoscience, University of Tübingen, Sigwartstr. 10,  
D - 72076 Tübingen, Germany 

MAJONE, M. 
Dept. of Chemistry, University “La Sapienza”, P.le Aldo Moro 5, I - 00185 
Rome, Italy 

MANCONI, A. 
Dept. of Land Engineering, Università degli Studi di Cagliari, Italy 

MAQUEDA, C. 
Institute of Natural Resources and Agrobiology, IRNAS (CSIC), Apdo 
1052, 41080 Seville, Spain 

MASSMANN, G. 
Free University of Berlin, Institute of Geosciences, Malteserstr. 74-100, 
12249 Berlin, Germany 

MORILLO, E. 
Institute of Natural Resources and Agrobiology, IRNAS (CSIC), Apdo 
1052, 41080 Seville, Spain 

NIR, S. 
Faculty of Agriculture, HUJI, Rehovot 76100, Israel 

NÜTZMANN, G. 
Leibniz-Institut of Freshwater Ecology and Inland Fisheries, Müggel-
seedamm 310, D - 12587 Berlin, Germany 

PALLADINO, M. 
Department of Agricultural Engineering, University of Naples Federico II, 
80055 Portici (Naples), Italy 

PALLUD, C. 
Department of Earth Sciences, Geochemistry, P.O. Box 80021, 3508 TA 
Utrecht, The Netherlands 

PEKDEGER, A. 
Free University of Berlin, Institute of Geosciences, Malteserstr. 74-100, 
12249 Berlin, Germany 



xvi List of Contributors  

PETRANGELI PAPINI, M. 
Dept. of Chemistry, University “La Sapienza”, P.le Aldo Moro 5, I - 00185 
Rome, Italy 

PROMMER, H. 
Utrecht University, The Netherlands; c/o CSIRO Land and Water, Private 
Bag No. 5, Wembley WA 6913, Australia 

PUGLISI, E. 
Università Cattolica del Sacro Cuore, Istituto di Chimica Agraria ed Am-
bientale, sezione Chimica Vegetale, Via Emilia Parmense 84, 29100 Pia-
cenza, Italy 

REGNIER, P. 
Department of Earth Sciences, Geochemistry, P.O. Box 80021, 3508 TA 
Utrecht, The Netherlands 

ROCK, G. 
JOANNEUM RESEARCH, Institute for Water Resources Management - 
Hydrogeology and Geophysics, Elisabethstraße 16/II, A - 8010 Graz,  
Austria

ROMANO, N. 
Department of Agricultural Engineering, University of Naples Federico II, 
80055 Portici (Naples), Italy 

RONEN, D.
Water Quality Division, Israel Water Commission, 14 Hamasger St., POB 
20365, Tel-Aviv 61203, Israel 

RODRÍGUEZ, R. 
Department of Geotechnical Engineering & Geosciences. School of Civil 
Engineering - UPC -. Gran Capitán s/n, Edif. D-2. Barcelona 08034, Spain 

ROSSETTI, S. 
Water Research Institute (IRSA-CNR), Via Reno 1, I - 00198, Rome, Italy 

RYTWO, G. 
Tel Hai Academic College, Upper Galilee 12210, Israel 



List of Contributors      xvii 

SANCELME, M. 
Dept. of Chemistry, Laboratoire Synthèse et Etude de Systèmes à Intérêt 
Biologique, UMR 6504 CNRS, University Blaise Pascal, 63117 Aubière 
cedex, France 

SANTINI, A. 
Department of Agricultural Engineering, University of Naples Federico II, 
80055 Portici (Naples), Italy 

SCHÄFER, D. 
Dept. of Applied Geology, Christian-Albrechts-Universität zu Kiel, Ols-
hausenstraße 40 - 60, D - 24098 Kiel, Germany 

SEVERINO, G. 
Division of Water Resources Management, University of Naples Federico 
II, I - 80055 Portici (Naples), Italy 

SERBAN, C. 
Faculty of Agriculture, HUJI, Rehovot 76100, Israel 

SOMMELLA, A. 
Division of Water Resources Management, University of Naples Federico 
II, I - 80055 Portici (Naples), Italy 

SOREK, S.
Ben-Gurion University of the Negev, J. Blaustein Institutes for Desert Re-
search, Zuckerberg Institute for Water Research, Environmental Hydro-
logy & Microbiology, Midreset Ben-Gurion, Sde Boker Campus 84990, 
Israel

STRACQUALURSI, N. 
Dept. of Civil Engineering - University “Tor Vergata”, Rome Italy, V. di 
Tor Vergata 110, I - 00133 Rome, Italy 

TANDOI, V. 
Water Research Institute (IRSA-CNR), Via Reno 1, I - 00198, Rome, Italy 

THULLNER, M. 
Department of Earth Sciences, Geochemistry, P.O. Box 80021, 3508 TA 
Utrecht, The Netherlands 



xviii List of Contributors  

TILLMANN, A. 
Institute Agrosphere, Dept. of Chemistry and Dynamics of the Geosphere, 
Forschungszentrum Jülich GmbH, D - 52425 Jülich, Germany 

TREVISAN, M. 
Università Cattolica del Sacro Cuore, Istituto di Chimica Agraria ed Am-
bientale, sezione Chimica Vegetale, Via Emilia Parmense 84, 29100 Pia-
cenza, Italy 

UNDABEYTIA, T. 
Institute of Natural Resources and Agrobiology, IRNAS (CSIC), Apdo 
1052, Avda. Reina Mercedes 10, 41080 Seville, Spain 

VANDERBORGHT, J. 
Institute Agrosphere, Dept. of Chemistry and Dynamics of the Geosphere, 
Forschungszentrum Jülich GmbH, D - 52425 Jülich, Germany 

VEREECKEN, H. 
Institute Agrosphere, Dept. of Chemistry and Dynamics of the Geosphere, 
Forschungszentrum Jülich GmbH, D - 52425 Jülich, Germany 

VERWEERD, A. 
Institute Agrosphere, Dept. of Chemistry and Dynamics of the Geosphere, 
Forschungszentrum Jülich GmbH, D - 52425 Jülich, Germany 

VIOTTI, P.
Dept. of Hydraulics, Transportation & Roads, University “La Sapienza”, 
Via Eudossiana, 18, I - 00184 Rome, Italy 

YAKIREVICH, A. 
Ben-Gurion University of the Negev, J. Blaustein Institutes for Desert Re-
search, Zuckerberg Institute for Water Research, Environmental Hydro-
logy & Microbiology, Sde Boker Campus, 84990, Israel 

ZHENG, Z. 
Ernest Orlando Lawrence Berkeley National Laboratory  
Earth Science Division, MS: 70-108B,  
One Cyclotron Road, Berkeley, CA 9472, USA 



1 Processes



The unsaturated zone – a neglected component 
of nature 

D. Ronen1, 2, S. Sorek2, 3 

1 Water Quality Division, Israel Water Commission, POB 20365, Tel-Aviv 
61203, Israel 
2 Ben-Gurion University of the Negev, J. Blaustein Institutes for Desert 
Research, Zuckerberg Institute for Water Research, Environmental Hy-
drology & Microbiology, Sde Boker Campus, 84990, Israel 
3 Ben-Gurion University of the Negev, Mechanical Engineering, Pearl-
stone Center for Aeronautical Engineering Studies, Beer Sheva 84105, Is-
rael

Corresponding author: 14 Hamasger St., POB 20365 – Tel Aviv 61203 – 
Israel – Tel: +972.3.6369648 – Fax: +972.3.9604017 – E-mail: 
danronen@bgu.ac.il 

Abstract

The unsaturated zone and the saturated/unsaturated interface region are 
important links between groundwater and the land surface. They provide 
storage capacity for both water and contaminants; a reactor medium for 
physical, chemical and biological processes; a delay time between the re-
lease of a contaminant into the unsaturated zone and its influx into the 
saturated zone and, a domain for the lateral and vertical transport of gases. 
We highlight some of the properties associated with these domains provid-
ing results of studies conducted in the phreatic Coastal Plain aquifer of Is-
rael for the last 30 years. 
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Keywords 

Unsaturated zone; saturated/unsaturated interface region; nitrates, chlo-
rides.

Introduction

Understanding contaminant behavior in the unsaturated zone (UZ) and at 
the saturated/unsaturated interface region (SUIR) is a prerequisite for effi-
cient management of groundwater resources. At the present level of 
knowledge the quantitative relationship between the amount of a contami-
nant released at the soil surface, e.g. by agricultural, or industrial and ur-
ban activity, and its resulting concentration in groundwater is uncertain. 
This is primarily due to lack of both knowledge and scarcity of data con-
cerning the physical, chemical, biological and transport processes under-
gone by contaminants in the UZ and at the SUIR  

The UZ and the SUIR are important links between groundwater and 
land surface. They provide: (1) storage capacity for both water and con-
taminants, (2) a delay time between the release of contaminants into the 
UZ and their influx into the saturated zone, (3) a reactor medium for 
physical, chemical and biological processes and, (4) a 3-D domain for the 
transport of gases and liquids.  

In what follows we highlight some of the properties of the UZ and the 
SUIR on the basis of observations, conducted in the phreatic Coastal Plain 
aquifer of Israel for the last 30 years, as well as on modeling results. 
Namely, our idea is to draw attention to processes, fluxes and magnitudes 
of reservoirs, with the understanding that, even for the studied aquifer, 
some values presented are only preliminary estimates that disclose the 
complexity of the system. 

The Coastal Plain aquifer of Israel 

The Coastal Plain aquifer stretches for 120 km south of Mount Carmel; its 
width varies between 7 and 20 km and the surface area is 2,000 km2. It has 
a wedge-like cross section with a maximum thickness of 180 m near the 
sea that tapers towards the east until it disappears near the foothills of the 
Samarian and Judean Mountains. The aquifer is composed of clastic sedi-
ments (sand, sandstone, calcareous sandstone, siltstone and red loamy 
soils; Issar 1968). The thickness of the unsaturated zone ranges from 4 to 
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98 m, averaging 34 m (Mercado 1975). The aquifer is naturally replen-
ished by rain during the winter months, October to March (average rain of 
500 mm yr-1). Intensive agricultural development of the replenishment area 
of the aquifer took place at the beginning of the 20th century. Presently, 
major cities and industrial areas and more than 50% of Israel's total popu-
lation reside on top of the Coastal Plain aquifer. The average concentration 
of chlorides (Cl-) and nitrates (NO3

-) in groundwater is increasing continu-
ously as a result of agriculture, urban and industrial activities at an average 
rate, since the early 1970s, of 3 mg Cl-/L yr (from 110 mg Cl-/L in 1945 to 
205 mg Cl-/L in 2002) and 0.6 mg NO3

-/L yr (from 45 mg NO3
-/L in 1962 

to 62 mg NO3
-/L in 2002; Hydrological Service, 2003).  

In 1980 it was estimated that the chloride influx to land surface (Fig.1) 
from rain, fallout, return flow and water import was of 106 Kt Cl-/yr (kilo-
ton chloride per year; Orenstein and Mercado 1980). In the early 1970’s, it 
was calculated that 24 Kt N/yr is the net nitrogen input (Fig. 2) to the re-
plenishment area of the aquifer (net denotes nitrogen amounts not utilized 
by vegetation; Ronen et al. 1983) from continuous contamination sources 
such as fertilizers and manure (58% of the net nitrogen input), sewage 
(16%), animal excreta (10%), irrigation water (7%), rain water (6%) and  
solid waste (3%). However, it was also postulated that most of the nitrates 
found in the aquifer reached the water table in the period 1930 to 1960, as 
a result of the oxidation of soil organic matter during reclamation of 
swamps and cultivation of virgin soils. It was estimated that this two ex-
haustive sources contributed about 1,100 Kt N during the period 1900 to 
1930 (Ronen et al. 1983, 1984). 

In some urban and industrial regions of the Coastal Plain, mainly in the 
Metropolitan Tel Aviv area, the aquifer is severely contaminated by Vola-
tile Organic Compounds (Graber et al. 2002).  

The UZ – a large storage reservoir 

The amount of water stored in the unsaturated zone (Fig. 1) was estimated 
to be 11 x 109 m3 (Mercado 1975, Orenstein and Mercado 1980). This is a 
considerable amount of water  as compared to 21 x 109 m3 water contained 
in the upper active region of the aquifer (about 66% of the saturated thick-
ness of the aquifer) where most pumping wells are situated. Obviously, the 
interstitial water in the UZ has a chemical signature. For example, under 
areas irrigated with sewage effluents the maximum concentrations of chlo-
ride, nitrate and Dissolved Organic Carbon (DOC) detected were 500 
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mg/L, 600 mg/L (Gvirtzman et al. 1986) and 100 mg/L (Amiel et al. 
1990), respectively.  

What could be the magnitude of the chloride pool and the nitrogen and 
organic carbon mass stored in the UZ of the aquifer?  

Using a simulation model (COMPFLOW, Unger et al. 1996) and based 
on the management pattern of the aquifer during the last hundred years, 
Mercado (2001) estimated (Fig. 1) that the amount of Cl- stored in the UZ 
increased from 300 Kt Cl- in the year 1900 to 2,070 Kt Cl- in 1992. He also 
suggested that in the year 2015 this amount will increase to 3,105 Kt Cl-.
For the year 1980 Orenstein and Mercado (1980) estimated that the chlo-
ride flux into groundwater from the UZ was of 58.6 Kt Cl-. At that time, 
the estimated amount of Cl- in the unsaturated zone was of 1,590 Kt Cl-and
in the saturated zone 3,150 Kt Cl-. The significant amount of chloride in 
the unsaturated zone was referred to as "the chloride time-bomb". 

Fig. 1. Chloride pool and water pool in the unsaturated zone (UZ) of the Coastal 
Plain aquifer of Israel in the 1980's. The water pool in the saturated zone is calcu-
lated for the upper active region of the aquifer (66% of the saturated thickness of 
the aquifer) where most pumping wells are located. The upper arrow denotes chlo-
ride influx to land surface from rain, fallout, return flow and water import. The 
lower arrow denotes chloride flux from the UZ into the saturated zone (SZ). Also 
shown is the chloride pool in the SZ; wt - water table (after Mercado et al. 1975, 
Orenstein and Mercado 1988, Mercado 2001). According to the simulation model 
the amount of Cl- stored in the UZ increased from 300 Kt Cl- in 1900 to 2,070 Kt 
Cl- in 1992. In 2015 this amount will increase to 3,105 Kt Cl-.
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Based on a series of 39 profiles from research wells representing most 
of the lithologic units of the aquifer and located in areas characterizing 
most current land uses (virgin soils, non-irrigated and irrigated crops, cit-
rus groves, effluent irrigated areas, barn yards, sewage and solid waste dis-
posal sites) Raveh (1972) estimated that the total amount of nitrogen stored 
in the UZ in the year 1970 was of 9,560 Kt N. Out of this amount 200 Kt 
N are present as NO3

- (N-NO3
-; Fig 1) and 160 Kt N as NH4

+ (N-NH4
+), the 

rest is organic nitrogen (N-NOrg). For the year 1970 Ronen et al. (1984) 
estimated that the input of nitrogen to the saturated zone was 1.3 Kt N and 
the amount of NO3

- stored in groundwater 100 Kt N. Considering the cal-
culated N/C ratios (Ronen et al. 1984) it was also estimated that the total 
amount of organic carbon (C-Org) in the UZ is of 105,000 Kt C-Org (Fig. 
2).

Fig. 2. Nitrogen and carbon pools in the unsaturated zone (UZ) of the Coastal 
Plain aquifer of Israel in the early 1970's. The upper arrow denotes net nitrogen in-
flux to land surface from natural and anthropogenic sources. The lower arrow 
shows nitrogen flux from the UZ into the saturated zone (SZ). Also shown is the 
nitrogen pool in the SZ; wt – water table (after Ronen et al. 1984) 

The nitrogen reservoir in the UZ is orders of magnitude higher than the 
nitrogen reservoir found in the saturated zone (most of it as NO3

-) and the 
nitrogen fluxes to the soil surface and the saturated zone. Clearly, the or-
ganic matter in the UZ is also a potential source of both NH4

+ and NO3
-.

On the other hand, the anaerobic decomposition of organic matter may 
lead to the reduction of nitrate. 
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Roo
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The UZ and SUIR – a time-buffer zone 

Calculations based on the aquifer replenishment and the water content of 
the UZ suggest that the average transit time of water to the water table is 
27 years ranging from 1 to 50 years in most of the surface area of the 
Coastal Plain aquifer of Israel. For some restricted regions higher values to 
the extent of 800 years were calculated (Mercado 1975).  

A detailed study where water in the UZ was traced according to its trit-
ium content, utilizing the difference between the environmental tritium 
content of rain and irrigation water (Gvirtzman et al. 1986), demonstrated 
that in a clay loam layer the average vertical velocity is about 0.7 m/yr and 
in sandy sediments the mean rate of vertical water movement is 2.3 m/yr. 
The same study provided evidence of anion exclusion, where in the clay 
loam layer the vertical velocity of Cl- and SO4

= was 1.35 m/yr. 
An additional delay factor between land surface and the saturated zone 

is imposed by the SUIR. Ronen et al. (2000) calculated that for a SUIR 
having a thickness of 3 m, the residence time of recharge water may be 
greater than 5 years.  

Based on these estimates, and considering retardation factors for 
chemical moieties, it can be suggested that, for the Coastal Plain aquifer of 
Israel, decades may elapse from the time that a contaminant is released at 
the replenishment area of the aquifer until the moment it reaches the satu-
rated zone. 

The SUIR – a singular biochemical reactor  

The SUIR extends from an imaginary plane of 100% water saturation and 
positive water pressure (p > 0) to the surface of the capillary fringe (CF; 
Fig. 3a), the imaginary plane where p < 0 and water content ( ) is equal to 
the background residual water content of the UZ (Ronen et al. 2000). The 
SUIR is generally characterized by high pore water content as compared 
with residual pore water in the unsaturated zone, and by a relatively large 
gas-filled porosity as compared to that in the saturated zone (Fig. 3a; 
Ronen et al. 1997 and 2000). Moreover, tortuosity and the area available 
for liquid and vapor mass fluxes at the SUIR are both highly variable (as 
compared to the UZ proper) since moisture content is also spatially and 
temporally variable (Ronen et al. 2000). For example, in a study where 13 
boreholes were located in relatively homogeneous sandy sediments within 
a radius of 5 m, the height of the CF (about 1.4 m) was found to vary by up 
to 50% (Ronen et al. 2000). 
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Field evidence indicates that high concentrations of DOC (DOC 20 to > 
100 mg/L; Fig. 3b) are found throughout the 30 m thick UZ under land ir-
rigated with sewage effluents since the early 1960's (Amiel et al. 1990). 
The study area, where bulk groundwater contains high Dissolved Oxygen 
concentrations (DO ~ 7.5 mg/L), is under a high organic carbon load. 
About 14 gr C-Org/m2 were annually applied each summer, in contrast to 
the negligible amounts added to fields irrigated with fresh waters. DOC 
mobility is inferred from the lack of correlation between the content of 
DOC and Total Organic Carbon (TOC) in the sediments of the UZ (Amiel 
et al. 1990). The DOC is not completely biodegraded as it percolates from 
the soil surface to groundwater. A DOC mass balance indicates that the 
unsaturated zone still contains about 50% of the total DOC input. DOC 
persistence for more than 15 years under unsaturated conditions suggests 
that moisture content may be a significant controlling factor for biodegra-
dation. Indeed, at the SUIR, where water content increases significantly, 
part of the DOC is biodegraded (Fig. 3b) and anoxic conditions develope 
(DO < 1 mg/L, Fig. 3c Ronen et al. 1987). In some cases the system be-
comes anaerobic and denitrification follows (Fig. 3d; Ronen et al. 1987). 

Still to be answered is the question as to whether anoxification at the 
SUIR could be expected in other areas where fresh water is utilized for ir-
rigation in the Coastal Plain aquifer of Israel. Few SUIR research wells are 
available in the aquifer, but the answer to this question may be inferred 
from the high oxygen content of groundwater as found in the deep pump-
ing wells of the aquifer (Ronen et al. 1987). These pumping wells pene-
trate about two thirds of the saturated thickness of the aquifer. The resi-
dence time of water in this portion of the aquifer is about 25 years. As the 
average seepage time of water through the UZ is about 30 years, the pre-
sent average oxygen content of groundwater in the pumping wells reflects 
the replenishment conditions in the 1940's. The intensive agricultural de-
velopment of the Coastal Plain region started at the beguinning of the 20th

century. If we consider retardation in the transport of DOC, it may be pos-
tulated that the organic matter, mobilized as the result of the onset of the 
agricultural activity (Ronen et al. 1984 ), has only lately reached the satu-
rated zone. As explained before: (a) it was suggested that the massive con-
tamination of groundwater by nitrates has resulted from the oxidation of 
soil organic matter due to the reclamation of swamps and the cultivation of 
virgin soils at the beguinning of the 20th cetury (Kanfi et al. 1983), and (b) 
the rate of percolation of anions through the unsaturated zone may be even 
faster than that of water (Gvirtzman et al. 1986). Therefore, nitrates may 
be expected to have reached groundwater earlier than the water soluble or-
ganic carbon released from the same source. Hence, the assumption that an 
anaerobic layer has been developed in large regions of the SUIR of the 
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Coastal Plain aquifer of Israel may not be dismissed on the basis of the 
present available data. The 95% decrease between nitrogen fluxes to land 
surface and to the saturated zone (Fig. 2) may be the result of denitrifica-
tion at the water table region (Fig. 3d). 

The biodegradation of DOC, under land irrigated with sewage effluents, 
leads to the production of gases in porous media. In air samples extracted 
from the SUIR, the concentration of CO2 was up to 2% (Fig 3e; Affek et al. 
1998) and the annual CO2 flux from the SUIR towards the atmosphere (6.3 
g C/m2 yr) is balanced by a similar influx of DOC from the sewage efflu-
ents. At the SUIR, the 13C of CO2 indicates that it is produced from the 
biodegradation of sedimentary organic carbon, probably as a result of 
competitive sorption (i.e., exchange between DOC and sedimentary or-
ganic carbon; Affek et al. 1998). 

Nitrous oxide (N2O) was also found to be produced at the SUIR and the 
concentrations detected in the liquid phase of the SUIR were up to 400 

g/L (Fig. 3f; Ronen et al. 1988) about three orders of magnitude higher 
than the concentration expected from equilibrium with the earth's atmos-
phere. In some cases the production of N2O by nitrification may be in-
ferred from the very high concentrations of N2O found, and the concomi-
tant decrease in pH and bicarbonate content which may be the result of 
nitrogen mineralization and cell synthesis of nitrifying organisms, respec-
tively. 

The biologically-produced gases may persist as gas bubbles in ground-
water. Bubbles clog pores and therefore reduce the hydraulic conductivity 
without significantly reducing the volumetric water content (Ronen et al. 
1989). This phenomenon is the result of the very high pressures required to 
force a bubble through a pore space and to overcome the resistance to flow 
offered by detached gas bubbles and liquid drops in capillary conduits. A 
second mechanism by which bubbles may be produced at the SUIR is dur-
ing recharge. Entrapped air is one of the reasons for the hysteretic relation-
ship between water content and pressure head during drainage and imbibi-
tion.

Calculations (Ronen et al. 1989) show that the critical depth below the 
water table (p = 0) at which bubbles are most likely to be found in the 
Coastal Plain aquifer of Israel, is of about 1 m. In the same aquifer, unsatu-
rated conditions were detected below the water table till a depth of about 
1.5 m (Fig. 3a) below the water table (Ronen et al. 2000). This estimate 
coincides with the depth of 0.60 m of an almost stagnant water layer found 
in an area where groundwater is driven by natural gradient flow condi-
tions. The specific discharge was found to increase with depth from 0.5 
m/yr (water velocity ~ 1 m/yr), near the water table, to 4.5 m/yr (water ve-
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locity ~ 10 m/yr) at a depth of 2.4 m below the water table (Fig. 3g; Ronen 
et al. 1986) and up to 20 m/yr (water velocity ~ 44 m/yr) at a depth of 7 m. 

Fig. 3. Profiles obtained in the UZ and the SUIR of the Coastal Plain aquifer of Is-
rael: (a) gravimetric water content ( ) in the SUIR. The inner frame denotes satu-
rated conditions (S) at the SUIR, below and above the water table (wt); CF – cap-
illary fringe  (after Ronen et al. 2000; J of Contaminant Hydrology); (b) DOC in 
the UZ and CF (after Amiel et al. 1990; Research Journal WPCF); (c) anoxifica-
tion in the SUIR (after Ronen et al. 1987, WRR); (d) profile showing denitrafica-
tion just below the water table (after Ronen et al. 1987, Journal of Hydrology); (e) 
CO2 production at the CF (after Affek et al. 1998, WRR); (f) production of N2O
(Ronen et al. 1988, Nature); (g) stagnant conditions that develop due to bubble 
production and air entrapment (after Ronen et al. 1986, WRR). 
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UZ - a 3-D domain for transport of gases 

Exceptionally high concentrations of volatile organic compounds (VOCs), 
e.g. Trichloroethylene (TCE) up to 124,000 g/L-air in the unsaturated 
zone and up to 260,000 g/L-water in the saturated zone, were measured at 
the SUIR in the metropolitan Tel Aviv area (at the Coastal Plain aquifer of 
Israel) where the land-atmosphere interface is characterized by large im-
permeable areas associated with urban infrastructure (Graber et al. 2002). 
Numerical simulations suggest that VOCs are being transported also in the 
gas phase of the unsaturated zone. Considering a single point source of 
TCE with a discharge rate of 0.2 mm/day, for 50 years, it was shown that 
TCE vapors may spread over an area of about 9 km2 (Fig. 4). Vapor phase 
transport in the UZ is not related to the direction of water flow in the UZ 
or saturated zones. Thus, TCE vapors were found to become a secondary 
contamination source upstream of the single point source. Moreover, it 
was found that TCE vapors experience an upward flux at vertical impervi-
ous boundaries such that underground structures may be surrounded by 
VOC vapors. Indeed, VOCs were detected inside many buildings; the 
highest concentrations of TCE were 628 g/m3 air (Graber et al. 2002). 

Fig. 4. Cross section of the Coastal Plain aquifer of Israel at the Tel Aviv area 
showing for the year 2000 the simulated distribution of TCE from one DNAPL 
source after a 50 years discharge rate of 0.2 mm/day. The TCE in the gaseous 
phase spreads in the UZ over an area of 9 km2 also opposite to the direction of 
groundwater flow (arrow); wt – water table (after Graber et al. 2002).
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Conclusions 

The mass of a chemical component stored in the UZ of an aquifer may be 
considerable as compared to inputs from natural and anthropogenic 
sources. In the Coastal Plain of Israel, in the year 1970 for example, the to-
tal amount of nitrogen in the UZ was 398 times higher than the yearly net 
nitrogen input to land surface from all nitrogen contamination sources, and 
7,353 times higher than the yearly N-NO3

- influx to groundwater. In this 
same aquifer if all chloride contamination sources in 1980 were removed, 
the Cl- pool in the UZ would still continue to contaminate groundwater, 
with a similar chloride flux, during 27 years. 

The SUIR is also an active interface that governs influx amounts reach-
ing bulk groundwater and chemical speciation decades after contaminant 
penetration into the UZ. In some cases components of UZ sediments (e.g., 
sedimentary organic carbon) interact with interstitial water components 
playing an active roll in defining the chemical and isotopic composition of 
recharge.

The UZ operates also as a conduit for gases in urban and rural envi-
ronments. The existence of industrial contamination sources in urban areas 
and the impervious boundary conditions that develop there create a unique 
problem that is not only related to groundwater quality but to the deteriora-
tion of the human habitat located within and above the UZ. 

Obviously, the UZ chemical pools must be considered when developing 
managerial strategies for the prevention of aquifer contamination or for 
groundwater restoration. But do we know how to do it? For example, can 
we suggest reduction of fertilizer and manure inputs in the Coatal Plain 
aquifer of Israel, claimed to be responsible for an yearly input of 58% of 
all nitrogen contamination sources (14 Kt N), while the nitrogen pool in 
the UZ is almost 10,000Kt N? At this stage there is no clear answer to this 
dilemma.

In spite of all mentioned attributes the UZ of the Coastal Plain aquifer 
of Israel, and probably the UZ of many aquifers of the world, continue to 
be "no-man's land". This is largely the result of: (1) the inherent high cost 
of monitoring techniques in a highly heterogeneous system, (2) the diffi-
culty in convincing water managers about the importance of a zone from 
which it is impossible to pump and supply water, and (3) the perception of 
decision makers that, in many cases, this zone will define the future of wa-
ter resources and urban habitats only decades after their administrative ca-
dence. Available evidence suggests that this may be a naive approach lead-
ing to irreversible degradation of aquifer and groundwater quality. 
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Abstract

Compound-specific isotope analysis is increasingly used to demonstrate 
contaminant degradation in groundwater. The method relies on the fre-
quent occurrence of characteristic shifts in the isotope ratios of contami-
nants due to the faster degradation of molecules with light isotopes com-
pared to those with heavy isotopes. The goal of the study was to evaluate if 
the method can also be used to assess biodegradation of petroleum hydro-
carbons in the unsaturated zone. The study included laboratory experi-
ments to determine isotopic enrichment for biodegradation of petroleum 
hydrocarbon compounds under unsaturated conditions and a field experi-
ment. The field experiment consisted of burying an artificial fuel source in 
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the unsaturated zone at a site in Denmark. Concentration and isotope ratios 
of individual compounds were monitored using a dense network of sam-
pling points. Significant shifts of the isotope ratios of most of the com-
pounds occurred. Initially, a depletion in 13C with distance was observed 
likely due to the faster diffusion of molecules with 12C only. Later, most of 
the compounds became in enriched in 13C compared to the source due to 
biodegradation. To evaluate the relative contribution of diffusion and bio-
degradation in more detail, the concentration and isotope ratio evolution 
was simulated using an analytical model. The calculations confirmed that 
diffusion can lead to significant isotope fractionation at early times.  For 
hydrogen isotopes, the effect of diffusion relative to biodegradation is ex-
pected to be smaller due to the large hydrogen isotope fractionation fre-
quently observed during biodegradation of organic compounds. In conclu-
sion, the study demonstrates that especially at early times after spills, the 
effect of diffusion has to be taken into account in the interpretation of iso-
tope data from the unsaturated zone. Furthermore, it demonstrates that for 
many compounds, hydrogen isotopes are likely the more sensitive indica-
tor of biodegradation. 

Keywords 

Biodegradation; Petroleum hydrocarbons; stable isotopes; unsaturated 
zone

Introduction

Natural attenuation is an attractive remediation strategy when dealing with 
petroleum hydrocarbon-contaminated sites because of its cost efficiency. 
Biodegradation is usually the main process leading to contaminant elimi-
nation and is usually considered to be the only process to influence 13C/12C
and D/H ratio of organic contaminants in the saturated zone. Therefore, 
carbon and hydrogen isotope analysis has been used as a tool to demon-
strate biodegradation (Griebler et al. 2004, Steinbach et al. 2004). Carbon 
and hydrogen isotope fractionation occurs during biodegradation as a con-
sequence of the slightly faster cleavage of chemical bonds between light 
isotopes of an element. The difference in degradation rates leads to an en-
richment of 13C in the residual contaminant pool compared to the initial 
value. The degree of isotope fractionation generally varies for different 
compounds and/or degradation pathways and is usually expressed as iso-
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tope enrichment factor (Clark and Fritz 1997). Isotope enrichment factors 
for aerobic biodegradation have been determined for only few petroleum 
hydrocarbons compounds so far. Most of the field studies focused on the 
saturated zone (Meckenstock et al. 2004) compare to only few studies on 
the unsaturated zone (Kirtland et al. 2005, Stehmeier et al. 1999). The aim 
of this study was to evaluate whether compound-specific stable isotope 
analysis can be used to demonstrate biodegradation of petroleum hydro-
carbons in the unsaturated zone. The study included the determination of 
isotopic enrichment factors for various hydrocarbons compounds in un-
saturated microcosms as well as a field study at an experimental site. At 
the field site, a defined mixture of hydrocarbons was buried in a sandy un-
saturated zone and the evolution of concentration and isotope ratios of 
various hydrocarbons was followed using a dense network of sampling 
points. The study was complemented with mathematical simulations per-
formed to gain insight factors controlling isotope ratios in the unsaturated 
zone. To realize the simulations, the isotopic enrichment factors from the 
laboratory study and biodegradation rate from the field experiment were 
used along with physicochemical and geological parameters. Because the 
main transport of VOCs in the unsaturated zone is by diffusion through 
soil air and because 12C-compounds diffuse faster than 13C-containing 
compounds, isotope fractionation due to diffusion was taken into account 
in addition to biodegradation. 

Materials and methods

Microcosm 

A mixture containing n-hexane, n-octane, benzene and toluene was pre-
pared to evaluate the carbon isotope enrichment factor during aerobic bio-
degradation. The molar ratio of compounds in the mixture was adjusted 
according to Raoult’s law in order to have the same vapor pressure of each 
compound in the gas phase above the liquid. In the same way, a two-
compound mixture made of methylcyclopentane and methylcyclohexane, a 
two-compound mixture made of n-hexane and n-pentane were also pre-
pared and 3-methylpentane was tested as a pure compound. 2,2,4-
trimethylpentane was used as non degradable reference compound. To 
simulate unsaturated aerobic conditions, 60 ml bottles were filled with al-
luvial sand containing a microbial community which had been shown pre-
viously to biodegrade petroleum hydrocarbons (Höhener et al. 2003). The 
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sand was sieved < 4mm and fertilized with ammonium nitrate and potas-
sium phosphate at a C:N:P ratio of 1:25:250. Total porosity of the soil was 
0.41 with a water content of 5% (w/w) and an organic carbon content of 
0.2% (Pasteris et al. 2002). No microorganisms were added to the indige-
nous population. Microcosms were closed with Teflon Mininert valves. 10 
ml of vapour from the headspace of the hydrocarbon mixture was added to 
the microcosm. Degradation was monitored in air samples which were 
taken to determine concentrations and to quantify carbon isotope fractiona-
tion from the remaining compound. To account for possible effects of gas-
aqueous phase partitioning and adsorption on 13C values, the same proce-
dures as described previously was also carried out with sterile controls. 
The soil had been autoclaved three times within three days, each time for 
20 minutes at a temperature of 120 0C. Prior to filling the soil into the bot-
tle, 3 ml of NaN3 was added to soil to insure total inhibition of microbial 
activity. 

Air samples were taken from the microcosm with a gastight syringe and 
were analysed using a TRACE™ gas chromatography coupled to an 
ThermoFinnigan™ Delta Plus XP isotope-ratio mass spectrometer via a 
ThermoFinnigan™ GC combustion III interface. Isotope ratios are re-
ported using C notation relative to the VPDB standard (Clark and Fritz 
1997) according to: 

10001
reference

sample

R
R

C (1)

Where Rsample and Rreference is the ratio of 13C/12C of the measured sample 
and the VPDB standard, respectively. Isotope fractionation factor was 
quantified using the Rayleigh type evolution model given by: 

1

0
0 C

CRR t
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(2)

Rearrangement of 2.2 and using the notation gives: 
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C
C

C
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Where 13C0 is the initial isotope ratio, is the isotope fractionation fac-
tor, C0 and Csample are the initial concentration and remaining concentration 
at time t, respectively. The isotope fractionation factor  can be found us-
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ing linear regression, where  is the slope of the curve. The isotope frac-
tionation factor can be converted to isotope enrichment factor using: 

10001 (4)

Field experiment 

The field experiment was carried out at Værløse, Denmark as part of the 
GRACOS project. The experimental procedure for the field test consisted 
of burying a source of petroleum hydrocarbons made of known volatile or-
ganic compounds between 0.8 and 1.3 m depth in the unsaturated zone of a 
sandy aquifer (Christophersen et al. 2005). Soil gas concentrations were 
monitored in great detail using a dense network of sampling points. For 
this study, soil gas samples were then taken to analyze carbon isotope ra-
tios of each petroleum compound at different distances from the source. 
Stable carbon isotope analyses were performed at the University of Water-
loo using a Hewlett-Packard gas chromatograph connected via a combus-
tion interface to a Micromass Isochrom isotope-ratio mass spectrometer 
(Micromass, Manchester, U.K.).  

Simulations

The mathematical simulations modeled two scenarios with either a con-
stant or a decaying source located in the unsaturated zone. N-hexane was 
selected as a model compound. The n-hexane vapors diffuse through the 
homogeneous and isotropic porous media. The model included partitioning 
into the immobile soil water phase and biodegradation through a first-order 
reaction. The evolution of the 13C/12C ratio is modeled taking into account 
fractionation due to biodegradation and diffusion. Consequently, the re-
sults provide insights on the magnitude of fractionation by diffusion on the 
observed isotopic shifts in VOCs in the unsaturated zone. In order to re-
produce the isotopic evolution, carbon and hydrogen enrichment factors 
determined previously in laboratory experiments along with first order 
biodegradation rate determined from inverse modeling of the field experi-
ment (Gaganis et al. 2004) were used for the computation of the remaining 
concentration over time. Transport of gaseous compounds by diffusion and 
first-order degradation can be described by the following equation (Werner 
and Höhener 2003): 

(5)aappamaa CkCDfCt
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where Ca is the n-hexane concentration in the soil air, fa is the fraction in 
the air,  the tortuosity factor,  stands for the Laplace operator, kapp is the 
apparent first-order degradation constant in the gas phase, and Dm the mo-
lecular diffusion coefficient. For a continuous source with a radius r0, a 
constant concentration C0 at the source and an initial concentration of 0 
everywhere else, the following solution of 2.5 is obtained: 
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Where s is the source decay rate and D’=fa Dm.

Subspecies

To be able to take into account differences in the biodegradation rate and 
diffusion velocity, n-hexane was subdivided into three different subspecies 
with a different isotope distribution (Table. 1): 

Subspecies I: Molecules with 12C only 
Subspecies II: Molecules with one 13C at any non-terminal position (po-
sition C2, C3, C4 or C5) 
Subspecies III: Molecules with one 13C at the terminal positions (posi-
tion C1 and C6) 

Molecules with more than one 13C were neglected since they are very 
rare, given a natural abundance of 13C of only 1.11%. Slower diffusion is 
expected for all molecules with heavy isotope at any position (subspecies 
II and III, Table 1). However, slower biodegradation is only expected for 
subspecies III, since the initial attack occurs at a terminal position (Atlas 
1981) and since shifts of the isotope ratio of the substrate reflect isotope 
fractionation associated with the initial step only. For hydrogen isotope 
fractionation, a similar grouping into subspecies is required (Table 1): 

Subspecies I: Molecules with H only 
Subspecies II: Molecules with one deuterium within the molecule (posi-
tion C2, C3, C4 or C5) 
Subspecies III: Molecules with one deuterium at a terminal position (po-
sition C1 or C6) 

As in the case for carbon, subspecies with more than one D are neglected.  
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Table 1. Decomposition of n-hexane in three subspecies (I, II and III), according 
to the isotope distribution and its influence on biodegradation rates (Kapp,L  and 
Kapp,H) and diffusion coefficients (DL and DH). 

# Carbon Hydrogen  Degrad.
rate

Diffusion 
Coeff. 

I Normal  
(Kapp,L)

Normal  
(DL)

II Normal  
(Kapp,L)

Slower
(DH)

III Slower
(Kapp,H)

Slower
(DH)

Once the 3 subspecies distinguished, an initial quantity is attributed to each 
of them. The total initial concentration of n-hexane was calculated based 
on the vapor pressure and mole fraction of n-hexane using Raoult’s law. 
Based on the total concentration of carbon as hexane at the source, the 
concentration of 12C and 13C is calculated using equation 7 and 8: 

)C(CC0 1312 1312 (7)

12

13
0 C

C
R (8)

where C0 is the total initial concentration of carbon as n-hexane at the 
source, C12 and C13 is the concentration of 12C and 13C, respectively, and R0
is the initial isotopic ratio. By combining these two equations, C12 and C13
can be determined. 
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Based on C12 and C13, the initial concentration of subspecies I (C0,I), II 
(C0,II) and III (C0,III) are calculated assuming that 13C is statistically distrib-
uted over all positions. 

n
)n(CC

C I,
11312

0 (11)

n
xnCC II, 130 (12)

n
xCC III, 130 (13)

Where n is the number of carbon in the molecule, x is the number of 
carbon at terminal position. Note that subspecies II and III contain one 13C
per molecule. The concentration of subspecies II corresponds simply to the 
number of 13C at intermediate positions, the concentration of subspecies 
III, to the number of 13C at terminal positions. Subspecies I contains all 12C
except the 12C of subspecies II and III that needs to be subtracted from the 
total quantity of 12C. The same types of calculations are made to obtain the 
initial moles of each subspecies for the H simulations. 

Biodegradation rates. Two biodegradation rates were derived and attrib-
uted to the subspecies as follows: Biodegradation of species I and II pro-
ceeds at the overall rate (kapp,L), whereas for subspecies III, biodegradation 
is expected to be slower than for subspecies I and II. The biodegradation 
rate of subspecies III is related to that of the other subspecies by the frac-
tionation factor specific for the terminal position rp (equation 14).  

Lapp

Happ
rp k

k

,

,
(14)

where kapp,H is the reaction rate for compound with the heavy isotope at 
the reaction position and kapp,L is the overall degradation rate. The position-
specific fractionation factor was derived from the microcosm isotope data 
using a procedure described in Elsner et al. (in preparation). 

Diffusion coefficients. Two diffusion coefficients were differentiated and 
attributed to subspecies. The diffusion coefficient found from the literature
was attributed to molecules with 12C only which are dominant. Molecules 
containing one 13C are assumed to diffuse slower because of its heavier 
weight. The corresponding diffusion coefficient (DH) was calculated based 
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on the diffusion coefficient of the molecule with 12C only using (Cerling et 
al. 1991): 

2/1
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MM
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(15)

where DL and DH are the diffusion coefficients of 12C-compound and 
13C-compound respectively, and where Mw1, Mw2 and Ma are the atomic 
masses of 12C-compound, 13C-compound and average air, respectively. 

Table 2. Parameter values taken for mathematical simulations of  n-hexane 

 Carbon Hydrogen 

Parameter constant decaying constant decaying 

DL (m2/d) 0.067 0.067 0.067 0.067 

DH 0.0669 0.0669 0.0669 0.0669 

K app, L (d-1) 0.054 0.054 0.054 0.054 

K app, H 0.0534 0.0534 0.0303 0.0303 

Source decay (d-1) --- 0.049 --- 0.049 

corr (‰) -10.43 -10.43 -439 -439 

DL: from Werner et al. 2004 
K app,L: from Gaganis et al. 2004 
Source decay: from Broholm et al. 2005 

Having defined all the parameters, concentration profiles of subspecies 
I, II and III as a function of distance from the source were calculated using 
equation 7 that was implemented on Maple 9.0. Based on the concentration 
profiles of the subspecies, profiles for the total concentration and 13C of 
the compound were derived. 
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Results and Discussion 

Microcosm experiments 

After an acclimation period during the first series of tests (lag period be-
fore any degradation occurs), the 4-compound mixture was degraded with 
reaction rates in the following order: n-octane > n-hexane > aromatic com-
pounds. Results yielded carbon isotope enrichment factors varying from    
-0.89 ‰ ± 0.09 for toluene to –2.89 ‰ ± 0.05 for benzene (Table 3.). In 
the cycloalkane experiment, methylcyclohexane was degraded preferen-
tially over methylcyclopentane and both yielded small carbon isotope en-
richment factors (Table 3.). In the n-alkane experiment, n-hexane was de-
graded preferentially over n-pentane and yielded a larger hydrogen 
enrichment factor of -132 ‰ compared of -97 ‰ for n-pentane.

Table 3. Carbon and hydrogen isotope enrichment factors obtained during aerobic 
biodegradation of alkanes,cycloalkanes and aromatic compounds. 

 Enrichment factors 

Compounds Hydrogen (‰) Carbon (‰) 

n-Pentane (C5) -97 ± 8 (n=2) n.d. 

n-Hexane (C6) -132 ± 15 (n=2) -2.58± 0.28 (n=3) 

n-Octane (C8) n.d. -1.28 ± 0.11 (n=3) 

Benzene (C6) n.d. -2.89 ± 0.05 (n=3) 

Toluene (C7) n.d. -0.89 ± 0.09 (n=3) 

Methylcyclopentane (C6) n.d. -1.53 ± 0.04 (n=2) 

Methylcyclohexane (C7) n.d. -1.11 ± 0.11 (n=2) 

3-methylpentane (C6) n.d. -1.09 ± 0.03 (n=3) 

The carbon isotope enrichment factors obtained during aerobic degrada-
tion of benzene were similar to those obtained in other laboratory experi-
ments with pure cultures in liquid media (Hunkeler et al. 2001) or in batch 
experiments with mixed cultures (Meckenstock and Richnow 2002). 

Results for toluene are different from those of Sherwood Lollar et al. 
(1999) who found no isotope fractionation in microcosm experiments. On 
the other hand, Morasch et al. (2002) presented 2 different isotopic en-
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richment factors for the aerobic degradation of toluene depending on the 
enzyme that carries out the initial attack, being –3.3 ‰ for a methyl mon-
oxygenase and –1.1 ‰ for ring monoxygenase. Comparison of the present 
results (toluene  = 0.89 ‰) with that study would imply a dominating ring 
monoxygenase mechanism that degrades toluene in our soil microcosms. 
Our study also provides carbon isotope enrichment factors for short n-
alkanes, and also for cycloalkanes and 3-methylpentane. Globally and 
within a compound class, carbon enrichment factors decrease with increas-
ing number of carbons. This is related to the probability of having a 13C at 
the reactive sites. Finally, hydrogen enrichment factors are found to be 
much larger than carbon enrichment factors, as known also from other 
studies (Mancini et al. 2003, Morasch et al. 2002, Hunkeler et al. 2001). In 
our study, the hydrogen enrichment factor for n-hexane degradation is 50 
times larger than the carbon enrichment factor. This is mainly due to a lar-
ger relative mass difference in case of D/H compared to 13C/12C; deute-
rium is 100 % heavier that hydrogen, compared to 8 % mass difference be-
tween 13C and 12C.

Field experiment

Figure 1 shows the evolution of 13C values forn-hexane in sampling 
points at a depth of 1m below the surface. Results indicate relatively con-
stant 13C/12C ratios near the source over time when compare to those fur-
ther away. The C values in the vicinity of the source are stable due to a 
constant supply by the source. At day 3 and to a lesser extent at day 6, de-
creasing C values with increasing distance from the source can be ob-
served. These data strongly suggest that diffusion of light subspecies ini-
tially influence the isotope ratios. At day 22 and thereafter, more positive  
isotope ratios with respect to the source are measured, with an increasing 
shift towards more positive values over time. Finally, at day 114, all sam-
pling points including those close to the source show elevated C values. 
This final increase is likely due to source depletion. Once the source is de-
pleted, the shift towards positive values by biodegradation and diffusive 
loss of light molecules to the atmosphere is no longer balanced by supply 
of molecules with the original isotope signature at the source. 
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Fig. 1. Field experiment at Værløse, Denmark. Evolution of the C of  n-hexane 
in the unsaturated zone over time and distance from the buried source made up of 
n-hexane mixed with 12 other compounds 

Similar variations in shifts in C between source and sampling points, 
were also observed for other compounds while the magnitude of the shifts 
was variable. Table 4 summarizes the shifts observed for 7 selected com-
pounds during the course of the field experiment. Among these com-
pounds, methylcyclopentane and 3-methylpentane are those showing the 
greatest shifts, similar to the shifts of C of n-hexane. In previous labora-
tory batch and column experiments, these 3 compounds were found to be 
less degradable compare to the other compounds (Höhener et al. 2003), 
supporting here again a diffusion effect on the isotope ratio. 
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Table 4. Maximal shifts ( of carbon isotopic ratios C in negative and positive 
direction observed during field experiment. 

Compound C (‰) 
 Max. shift in neg. di-

rection
Max. shift in pos. di-

rection

Benzene -2.6 7.7 

Toluene -3.2 5.1 

n-octane -2.8 5.7 

Methylcyclopentane -5.7 8.0 

Methylcyclohexane -3.2 4.5 

3-Methylpentane -4.1 10.6 
n.d.: not determined  

Model simulations for n-hexane

To gain insight into the relative contribution of biodegradation and diffu-
sion on the observed isotope evolution, three different scenarios were 
simulated. In the first scenario it was assumed that biodegradation only 
fractionates, in the second that diffusion only fractionates and in the third 
that both processes contribute to isotope fractionation. Note that even 
though only one process contributes to isotope fractionation in scenario 1 
and 2, both processes are considered to be active. 

Simulations for both carbon and hydrogen isotopes were performed with 
either a constant source of n-hexane (simulating a large spill) or a decaying 
source (simulating a small spill). It is important to note that we did not at-
tempt to exactly reproduce the field data with the simulations but to get in-
sights into the processes controlling the isotope ratios. 

Isotope fractionation by biodegradation

Figure 2 illustrates the evolution of the total compound concentration with 
distance from the edge of the source at different time steps. The constant 
source shows increasing concentration with time and approaches a steady 
state. In contrast, concentrations rapidly decrease of the decaying source 
scenario.



30      D. Bouchard et al.  

C
on

c.

Distance from the edge of the source (m) 

Fig. 2. a,b. Evolution of the concentration of carbon with time and distance for a 
constant (a) and a decaying source (b) 

Figures 3 show simulation for 13C with either a constant source (a) and 
a decaying source (b) while figures 3 c and d show the corresponding 
simulations for D. The n-hexane becomes at all times heavier with dis-
tance due to slower degradation of subspecies III. The shifts towards posi-
tive isotopic composition slightly increasing for carbon and considerably 
for hydrogen over time. As discussed above, the larger shift for hydrogen 
isotopes compared to carbon is due to the larger isotopic enrichment fac-
tor. The shifts in 13C or D are larger for the decaying source than for a 
constant source. Even if the first order equation implies less biodegrada-
tion at lower concentration, the greater extend of biodegradation in the 
case of the decaying source creates larger shifts in 13C or D.

a b 

a b
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Distance from the edge of the source (m) 

Fig. 3. a,b,c,d. Predicted values of 13C for n-hexane over time and distance when 
biodegradation controls the isotope fractionation, for a constant source (a) and a 
decaying source (b) and predicted values of D for a constant source (c) and a de-
caying source (d) 

Isotope fractionation by diffusion

Figures 4 a, b, c and d show the predictions of carbon and hydrogen iso-
topic ratios of n-hexane under the assumption that only diffusion is con-
tributing to isotope fractionation either for a constant and a decaying 
source. The results predict distinct negative shifts at early times (< 6 days) 
which are getting later less negative over time and distance for both atoms. 
The shift tends to level out with time because the molecules with 13C catch 
up with time. However, even at day 114, shifts towards more negative val-
ues are still observed. Even though a shift is occurring for hydrogen, it 
would be less noticed as the shift stays in the limit of uncertainty of the 
measurement which is larger for hydrogen than for carbon. The different 
nature of the source (constant or decaying) has a small influence on the 
isotopic evolution. As the diffusive flux depends on the diffusion coeffi-
cient as well as the concentration gradient, smaller concentration gradient 
results in faster homogenization. Related to that, evolution of the isotopic 
ratio with a decaying source tends to level out slightly faster. The ampli-
tudes of shift are equivalent for both carbon and hydrogen as in both cases, 
the mass of the molecule is increased by 1 by adding a 13C or D atom. 

c d
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Distance from the edge of the source (m) 

Fig. 4. a,b,c,d. Predicted values of 13C for n-hexane over time and distance when 
diffusion controls isotope fractionation, for a constant source (a) and a decaying 
source (b).  Predicted values of D for a constant source (c) and a decaying source 
(d) 

Isotope fractionation by biodegradation and diffusion

Figures 5 a and b and figures 5 c and d show simulation results assuming 
that both biodegradation and diffusion are responsible for the isotope frac-
tionation of carbon and hydrogen isotopes with either a constant or a de-
caying source. These results reveal interesting conclusions for carbon and 
hydrogen isotopes. In case of carbon, the isotope evolution is similar to the 
one observed for diffusion as the only fractionating processes, especially at 
early times. Later (day 45, 114), the 13C increases to values more positive 
than the source, which is not observed when diffusion only fractionates. 
Qualitatively, the scenario with decaying source reproduces the field well 
except for day 114. In both simulation and field data, n-hexane is depleted 
in 13C with distance at day 3 and 6, isotope ratios levels out by day 22 and 

a b

c d
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become enriched in 13C at day 45 with distance. The shift to 13C enriched 
values for all points at 114 observed in the field but not in the simulations 
could be due to preferential loss of molecules with 12C to the atmosphere. 
Loss to the atmosphere was not incorporated in the analytical model. The 
process will be incorporated in a numerical model in future studies. As 
showed in table 5, diffusion itself would explain around 95% of the carbon 
isotope shift occurring over the first 6 days, at 1.5 m away from the edge 
of the source for a decaying source. But starting from day 45, the biodeg-
radation becomes responsible for more than 50 % of the isotope shift 

Table 5. Calculated contribution of diffusion on the changing isotope ratio for 
carbon and hydrogen at 1.5 m from the edge of a constant and a decaying source 

Proportion explained by diffusion (%) 

Carbon Hydrogen 

Day C* D* C D 

 3 95.6 95.7  54.5  55.4 
 6 85.2 95.7  26.7  26.7 
 22 55.6 85.7  6.7  3.5 
 45 42.1 47.7  4.1  1.0 
 114 40.0 28.6  3.5  0 

 * C: constant source, D: decaying source 

In contrast to carbon, the obtained curve for hydrogen resemble more 
the simulation with biodegradation as only fractionating process shown 
above (Fig. 5 c and d). The larger influence of biodegradation on hydrogen 
isotope ratios can be explained by the fact that the addition of D to a mole-
cules has a substantial influence on the biodegradation rate, while the ef-
fect on diffusion remains the same as for carbon. Consequently, the strong 
effect of biodegradation dominated over the effect of diffusion for both de-
caying and constant source. With a constant source, the effect of diffusion 
explains less than 4 % after 114 days. With a decaying source, the effect of 
diffusion is almost negligible already after 22 days (table 5).  
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Distance from the edge of the source (m) 

Fig. 5. a,b,c,d. Predicted values of 13C for n-hexane over time and distance when 
biodegradation and diffusion control the isotope fractionation, for a constant 
source (a) and a decaying source (b) and predicted values of D for a constant 
source (c) and a decaying source (d) 

Conclusions 

The laboratory experiments showed that carbon and hydrogen isotope frac-
tionation occurs during aerobic degradation of short n-alkanes, cycloal-
kanes and aromatic compounds. The field experiment demonstrated that 
significant changes in C occur  in the unsaturated zone over time and 
distance. Mathematical simulations of n-hexane diffusing through a homo-
geneous vadose zone made it possible to evaluate the relative importance 
of biodegradation and diffusion on the observed isotopic shifts of the con-
taminant. These findings underline the possibility of having isotope frac-

a b

c d
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tionation not caused by the biodegradation but by diffusion when investi-
gating VOCs in the unsaturated zone. The isotope fractionation caused by 
diffusion is expected to be greater for small molecules. This complicates 
the use of isotope fractionation to assess the extent of biodegradation of a 
contaminant in the unsaturated zone, especially when the initial concentra-
tion and the age of the spill are unknown. Due to the higher isotope frac-
tionation of hydrogen compared to carbon, hydrogen isotope ratio are 
likely better suited to trace biodegradation in the unsaturated zone at con-
taminated sites provided that compounds of interest show large hydrogen 
isotope fractionation. The larger hydrogen isotope fractionation quickly 
dominates over  the effect of diffusion in the resulting D. As the effect of 
diffusion tends toward uniformity in distance with time, carbon analysis 
should be used only for spills that are at least several months old.  

Acknowledgements 

Funding was provided by the State Secretariat for Education and Research 
in frame of COST Action 629 and from Natural Science and Engineering 
Research Council, Canada. The authors thank Dr. Petros Gaganis, Dr. 
Richard Baltensperger and Prof Dr. Pierre Perrochet for useful hints con-
cerning mathematical simulations  

References 

Atlas RM (1981) Microbial degradation of petroleum hydrocarbons: an environ-
mental perspective. Microbiological Reviews 45:180-209 

Broholm M, Christophersen M, Maier U, Stenby E, Kjeldsen P (2005) Composi-
tional evolution of the emplaced fuel source experiment in the vadose zone 
field experiment at Airbase Værløse, Denmark. Environ Sci Technol submit-
ted 

Cerling TE, Solomon DK, Quade J, Bowman JR (1991) On the isotopic composi-
tion of carbon in soil carbon dioxide. Geochim Cosmochim Acta 55:3403-
3405 

Christophersen M, Broholm M, Mosbaek H, Karapanagioti H, Kjeldsen P (2005) 
Emplaced fuel source experiment in the vadose zone at Airbase Vaerlose, 
Denmark: site characterization and hydrocarbon migration. J Contam Hydrol 
submitted 

Clark I D, Fritz P (1997) Environmental isotopes in hydrogeology Lewis pub-
lisher, CRC Press LLC 



36      D. Bouchard et al.  

Elsner M, Zwank L, Hunkeler D, Schwarzenbach RP (2005) A New Concept 
Linking Observable Stable Isotope Fractionation to Transformation Pathways 
of Organic Pollutants. Environ Sci Technol. In prep. 

Gaganis P, Kjeldsen P, Burganos VN (2004) Modeling Natural Attenuation of 
Multicomponent Fuel Mixtures in the Vadose Zone: Use of Field Data and 
Evaluation of Biodegradation Effects.  Vadose Zone J  3:1262-1275

Höhener P, Duwig C, Pasteris G, Kaufmann K, Dakhel N, Harms H (2003) Bio-
degradation of petroleum hydrocarbon vapours: laboratory studies on rates 
and kinetics in unsaturated alluvial sand. J Contam Hydrol 66:93-115 

Hunkeler D, Andersen N, Aravana R, Bernasconi M, Butler BJ (2001) Hydrogen 
and carbon isotope fractionation during aerobic biodegradation of benzene. 
Environ Sci Technol 35:3462-3467 

Kaufmann K, Christophersen M, Buttler A, Harms H, Höhener P (2004) Microbial 
community response to petroleum hydrocarbon contamination in the unsatu-
rated zone at the experimental field site Værløse, Denmark. FEMS Microbiol-
ogy Ecology 48-3:387-399 

Kirtland BC, Aelion CM, Stone PA, (2005) Assessing in situ mineralization of re-
calcitrant organic compounds in vadose zone sediments using 13C and 14C
measurements. J Contam Hydrol 76:1-18 

Mancini SA, Ulrich AC, Lacrampe-Couloume G, Sleep B, Edwards EA, 
Sherwood Lollar B (2003) Carbon and Hydrogen Isotopic Fractionation 
during Anaerobic Biodegradation of Benzene. Appl Environ Microbiol 69-
1:191-198 

Meckenstock RU, Morasch B, Griebler C, Richnow HH (2004) Stable isotope 
fractionation analysis as a tool to monitor biodegradation in contaminated aq-
uifers.  J Contam Hydrol 75:215-255 

Meckenstock RU, Richnow HH (2002) Quantification of isotope fractionation in 
experiment with deuterium-labeled substrate. Appl Environ Microbiol 
68:5206-5207 

Morasch B, Richnow HH, Schink B, Vieth A, Meckenstock RU (2002) Carbon 
and hydrogen isotope fractionation during aerobic degradation of aromatic 
hydrocarbons. App Environ Microbiol 68:5191-5194 

Pasteris G, Werner D, Kaufmann K, Höhener P (2002) Vapor phase transport and 
biodegradation of volatile fuel compounds in the non saturated zone: a large 
scale lysimeter experiement. Environ Sci Technol 36:30-39 

Richnow HH, Annweiler E, Michaelis W, Meckenstock RU (2003) Microbial in 
situ degradation of aromatic hydrocarbons in a contaminated aquifer moni-
tored by carbon isotope fractionation. J Contam Hydrol 65:101-120 

Sherwood Lollar B, Slater GF, Ahad J, Sleep B, Spivack J, Brennan M, 
MacKenzie P (1999) Contrasting carbon isotope fractionation during biodeg-
radation of trichloroethylene and toluene: Implications for intrinsic bioreme-
diation. Org Geochem 30:813-820 

Stehmeier LG, Francis M.McD, Jack TR, Diegor E, Winsor L, Abrajano Jr TA 
(1999) Field and in vitro evidence for in-situ bioremediation using compound 
specific 13C/12C ratio monitoring. Org Geochem 30:821-833 



Stable isotope analysis to assess biodegradation in the unsaturated zone      37 

Steinbach A, Seifert R, Annweiler E, Michaelis W (2004) Hydrogen and carbon 
isotope fractionation during anaerobic biodegradation of aromatic hydrocar-
bons – A field study. Environ Sci Technol 38:609-616 

Griebler C, Safinowski M, Vieth A, Richnow HH, Meckenstock RU (2004) Com-
bined application of stable carbon isotope analysis and specific metabolites 
determination for assessing in situ degradation of aromatic hydrocarbons in a 
tar oil-contaminated aquifer. Environ Sci Technol 38:617-631 

Werner D, Broholm M, Höhener P (2004) Simultaneous estimation of nonaqueous 
phase liquid (NAPL) saturation and diffusive fluxes of volatile organic com-
pounds in the vadose zone. Ground Water Monitoring and Remediation, in 
press

Werner D, Höhener P (2003) In situ method to measure effective and sorption-
affected gas-phase diffusion coefficients in soils. Environ Sci Technol 37-
11:2502-2510



A model assessing bioavailability of persistent 
organic pollutants in soil 

G. Fragoulis, M. Trevisan, E. Puglisi, E. Capri 

Università Cattolica del Sacro Cuore, Istituto di Chimica Agraria ed Am-
bientale, sezione Chimica Vegetale. Via Emilia Parmense 84, 29100 Pia-
cenza, Italy. Tel:+39 0523 599345, fax:+39 0523 599217, e-mail: geor-
ge:fragoulis@unicatt.it

Abstract

In this paper a model is proposed for describing persistent organic pollut-
ants (POPs) bioavailability in soil. The model is written in Fortran 90 and 
describes POPs’ behaviour as resulting from four different processes: sorp-
tion-desorption equilibrium, slow diffusion (aged fraction), fast irreversi-
ble sorption (bound residues) and biodegradation of the bioavailable frac-
tion.

The POP sorption to soil surfaces is described assuming a rapid rate of 
sorption-desorption to and from soil surfaces and a slower rate of diffusion 
into the internal matrix (aging). Biodegradation is described as resulting 
from bacterial growth using sigmoidal Monod kinetics for the contaminant 
dissolved in soil solution (for non-hydrophobic compounds) and first order 
kinetics for the degradation of the sorbed-available fraction. In the case of 
hydrophobic compounds, first-order kinetics is employed to describe also 
the degradation from the soil solution. Sorption and diffusion are approxi-
mated by first order kinetics. Finally, the formation of bound residues is 
described using an exponential saturation equation.  The rate constants for 
the different processes are estimated using linear and non linear first order 
kinetics approaches. The rate constants of the irreversible processes are es-
timated from experimental data. Model evaluation was performed using 
data from previous experiments with phenanthrene as test compound.  
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Introduction

Persistent organic pollutants (POPs), because of their high toxicity, long 
environmental persistence and high bioaccumulation factors, are consid-
ered serious pollutants. In the last twenty years their potential impact to the 
environment has been analysed and described extensively.

The fate and behaviour of organic pollutants in soil is governed by many 
factors, including soil characteristics, compound properties and environ-
mental factors (Reid et al. 2000a, Chung and Alexander 2002, Nam et al. 
2003). Polycyclic Aromatic Hydrocarbons (PAHs) represent one of the 
most widespread organic pollutants in the environment. PAHs are formed 
as by-products of incomplete combustion of organic materials and are 
emitted in the environment mainly from anthropogenic sources. A great 
environmental concern is associated with their presence, as some of them 
were demonstrated to be carcinogenic. They are highly hydrophobic, re-
calcitrant to degradation and due to their affinity for fatty tissues they tend 
to be bioaccumulated within food-chains. 

Organic pollutants have traditionally been studied with exhaustive ex-
traction techniques and these results are often coupled to risk assessment 
models to add a biological interpretation. However, this approach does not 
take into account two important processes, bioavailability and aging 
(Hatzinger et al. 1995, Laor et al. 1996). Bioavailability is a dynamic 
rather than a static process. Time-dependent losses in bioavailability have 
been demonstrated for several organic and inorganic chemicals. Upon en-
tering a soil system, pollutants first contaminate the macropores and the 
particle surfaces containing relatively few bacteria. They then diffuse into 
smaller pores where biotransformation may take place, given that the envi-
ronmental conditions are in favour of microbial activity. Pollutants also 
diffuse into extremely small pores of the mineral or organic soil fraction. 
The result of the slow entrapment of chemicals into sites within the soil 
matrix that are not accessible to the microbial biomass is called aging (Al-
exander 2000). As POPs persist within a soil or sediment matrix, they be-
come increasingly resistant to desorption and thus less bioavailable (Gevao 
et al. 2000). The nature and extent of aging processes depends on soil and 
compound properties as a result of physical, chemical and biological inter-
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actions (Chung and Alexander 1998, Northcott et al. 2001). Pollutants be-
come unavailable when the rate mass transfer is zero (i.e. the case of aged 
and bound residues). 

Reliable and representative techniques for the assessment of the 
bioavailable fraction of organic contaminants are still lacking. The prob-
lem is complicated by the fact that this fraction varies depending on the 
physico-chemical properties of the molecule; for the same contaminant the 
type of soil and target organisms have also to be considered (Chung and 
Alexander 1998). 

Since only very recently the concept of bioavailability has been intro-
duced in the literature and the mechanisms of aging and bound residues 
formation are not yet fully understood, few bioavailability models exist by 
now. Scow and Hutson (1992) presented the DSB-Model using terms for 
linear sorption to particulate surfaces, diffusion within soil aggregates and 
biodegradation using Monod kinetics. Shelton and Doherty (1997) pro-
posed a conceptual model that describes pesticide biodegradation rates, ac-
counting for bioavailability and microbial growth using Monod kinetics. 
Cornelissen et al. (1998) used a first-order, two-compartment model to de-
scribe desorption. Altfelder et al. (2000) described the role of slow kinetics 
in non-singular sorption of organic compounds in soil, using a non-linear 
two-stage sorption model. A more sophisticated model coupling intraparti-
cle diffusion/sorption, non-linear sorption, and biodegradation was sug-
gested by Karapanagioti et al. (2001). However, the focus of the latter 
model is on  predicting the magnitude of natural attenuation of solutes un-
dergoing transport and mobile–immobile domain mass transfer in porous 
media, rather on describing the patterns of bioavailability. 

The model proposed in this paper is a conceptual five compartment one, 
which describes the soluble, sorbed (bioavailable), aged (non bioavail-
able), bound (non bioavailable) and degraded fraction of a contaminant en-
tering a soil system. This model can be used along with innovative non-
exhaustive extraction techniques, such as cyclodextrins and hydrophobic 
resins, in order to assess the bioavailability of hydrophobic organic com-
pounds in soils. 



42      G. Fragoulis et al.  

Processes described 

Adsorption-desorption-aging kinetics 

The sorption is composed of two distinct processes: a rapid rate of adsorp-
tion to soil surfaces, which is in rapid equilibrium with the soluble fraction 
and remains readily bioavailable, and a slower rate of diffusion into soil 
aggregates-organic matter particles, which is not readily available for deg-
radation. The latter is the aged fraction of the pollutant and is described 
with the first order rate constant k2. The rapid rate of sorption-desorption 
to and from soil surfaces is described by first order kinetics. The ratio of 
the pollutant concentration sorbed to soil surfaces to pollutant in soil solu-
tion is estimated by the equation: Kd=om Koc. An initial estimation is re-
quired for the first order rate constant for sorption to soil surface (k1);
given this estimate, the first order rate constant for desorption from the soil 
(k3) can be obtained from the equation: Kd= k1/ k3. If known, the Koc is 
used directly to estimate the Kd. In the case that Koc is not known, the 
value of the Kow is used to estimate it, by solving the following equation: 
log Koc= 0.92log(Kow)-0.23.

Bound Residues 

When the rate of mass transfer to the degrading microorganisms is zero, 
pollutants form bound residues, thus becoming unavailable. The formation 
of bound residues is described using an exponential saturation equation: 
bound=boundF(1-e-k4t) where k4 is the rate constant for formation of 
bound residues and boundF is the highest relative concentration that bound 
residues can reach and it is proportional to the initial sorbed concentration. 

Biodegradation

Rates of contaminants degradation have traditionally been described using 
first order kinetics where the rate is assumed to be dependent only on the 
pesticide concentration. However, in cases where contaminants are used as 
growth substrates by soil microorganisms, accelerated biodegradation is 
observed that is best described by sigmoidal kinetics. When growth linked 
processes are observed (bacterial growth), Monod kinetics is more appro-
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priate; on the other hand Michaelis-Menten kinetics is mostly used to de-
scribe non-growth linked biodegradation. In this model only in the case of 
non-hydrophobic substances Monod kinetics is used to describe the degra-
dation from the substrates in soil solution. In the case of sorption depend-
ent degradation the biodegradation can occur also from the sorbed part of 
the substrate (as in the case of phenanthrene), and first order kinetics are 
used to describe the degradation from the sorbed and the soluble phase. 
The first order degradation rate constant is estimated from the equation: 
kt=ln(2)/DT50, where DT50 is the pollutant’s half life in days. In figure 1 
is given the box diagram and the equations that govern the conceptual 
model. 

Fig. 1. Box diagram and model equations ( S/ t=time variation of substrate con-
centration in soil solution, Sa/ t= time variation of substrate sorbed concentra-
tion, ag/ t= time variation of substrate aged concentration, Bd/ t= time varia-
tion of substrate bound concentration, deg/ t= time variation of substrate 
degraded concentration, µmax=maximum contaminant utilization/mass of micro-
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organisms (1/h), B=total microbial concentration (mg/Kg), Ks=contaminant half-
saturation constant (mg/L), k1=first order rate constant for sorption to soil om 
(1/day), k2=first order rate constant for aging (1/day), k3=first order rate constant 
for desorption from the soil om (1/day), k4=first order rate constant for bound 
residues (1/day) kt=first order rate constant for degradation, boundF=maximum al-
lowed bound residues concentration). 

Materials and Methods

Model compound 

In the present study phenanthrene (C4H10), a neutral organic compound 
that contains three aromatic rings, was selected as a representative PAH. It 
has environmental properties such as aqueous solubility, octanol–water 
partition coefficient (Kow), and vapor pressure that are similar to other 
PAHs, such as acenaphthene, fluoranthene, and fluorene. The parent struc-
ture of the phenanthrene is similar to the structure of higher molecular 
weight and more carcinogenic PAHs, such as benzo(a)pyrene, so it is hy-
pothesised that phenanthrene is an adequate representative compound that 
would give a general indication of PAH behaviour (Khodadoust et al. 
2004). All PAHs are hydrophobic, and phenanthrene has an aqueous solu-
bility of 1.1 mg/L at 25°C. 

Chemical assessment of the bioavailable fraction 

The bioavailable fraction of chemicals has usually been associated with the 
quantity which is easily desorbed; in turn such quantity is determined by 
extraction of the aqueous phase. With hydrophobic organic compounds 
such as PAHs, poorly soluble and with a strong affinity towards the or-
ganic matter, this method has great limitations, since very low amounts of 
these compounds will be in the soil solution, while a large labile and po-
tentially bioavailable pool remains on the solid phase. To address this 
problem some authors (Wang and Brusseau 1993, Reid et al. 2000b, Pug-
lisi et al. 2003) have proposed to enhance the solubility of this contami-
nants with cyclodextrins solutions. Cyclodextrins are cyclic oligomers of 
a-D-glucose formed by the action of enzymes on starch. They present a 
hydrophilic surface and an internal hydrophobic cavity. Although fairly 
soluble in water, they are at the same time able to entrap hydrophobic 
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molecules inside their cavity, enhancing their solubility. When internal 
cavity is substituted with functional groups, such as in hydroxypropyl- -
cyclodextrins (HPCD) the solubilization effect towards hydrophobic com-
pounds is furthered. Cyclodextrine extractions follow an equilibrium kinet-
ics and the quantity extracted is strongly correlated to the bioavailable 
fraction (Reid et al. 2000b).  

Experimental Section

Soil Spiking

Soil samples were collected in South Italy, in the Province of Bari (località 
Terra Ripagnola). Soils in this area are loamy, 25 cm deep, with a red col-
our due to high content of iron oxides, hence the denomination “red soils”. 
Soil samples were passed trough a 2 mm sieve to remove roots and other 
vascular materials. Samples were spiked with a dilution mixing method 
with acetone as a carrier solvent and then divided in separate microcosms 
of 20 g each. Sterilisation was then carried out on treatment 1 and 2 by 
means of -irradiation (5 Mrads). The experiment was carried out on both 
sterilised and non sterilised samples, and 3 treatments (5 replicates each) 
were compared: 
1. sterilised soil contaminated with 10 ppm of phenanthrene 
2. sterilised soil contaminated with 100 ppm of phenanthrene 
3. non sterilised soil contaminated with 100 ppm of phenanthrene 

Phenanthrene extractions from soil

HPCD and methanol extractions were carried out in sterilised and non ster-
ilised soil in different time-steps. The quantity extracted with HPCD repre-
sents the bioavailable fraction of the contaminant. The quantity extracted 
with methanol represents the sum of the bioavailable,and the aged fraction, 
while the total initial compound concentration minus the quantity extracted 
with methanol (bioavailable+aged) at the sterilised soil gives the bound 
fraction. Finally, the total initial compound concentration minus the quan-
tities extracted with methanol, minus the bound fraction at the non-
sterilised soil, gives the biodegraded fraction of the chemical at each time-
step.

Regarding the HPCD extraction, samples of 1 g of soil were weighted in 
centrifuge policarbonate tubes and added with 20 mL of HPCD 50 mM. 
The tubes were sealed, placed on an orbital shaker at 180 revertants/min 
for 12 hours and then centrifuged at 4000 revertants/min for 1 hour. Then 
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the supernatant was re-centrifuged for 10min, filtered and finally injected 
in HPLC for phenanthrene quantification. 

Regarding the methanol extraction, samples of 1 g of soil were weighted 
in centrifuge policarbonate tubes and added with 20 mL of methanol. The 
tubes were sealed, placed on an orbital shaker at 180 revertants/min for 12 
hours and then centrifuged at 4000 revertants/min for 1 hour. After cen-
trifugation the supernatant was filtered and injected in HPLC for phenan-
threne quantification. 

Results

In the case of phenanthrene, because of its hydrophobicity, the biodegrada-
tion can occur not only from the concentration in the soil solution but also 
from the sorbed fraction of the substrate (sorbed/bioavailable). For this 
reason first order kinetics are used to describe the degradation from the 
sorbed and the soluble phase. Since in the experimental results the extrac-
tion with HPCD represents the bioavailable fraction of the phenanthrene 
(soluble+sorbed/bioavailable) the first order degradation constant kt for the 
soluble and the sorbed fraction is the same. The first order rate constant for 
bound residues, k4, was estimated from the experiment with the sterilised 
soil. The experimental results, with the non-sterilised soil, showed that the 
degradation of the phenanthrene started after 50 days of the contamination. 
On this account a lag-phase time of 50 days was predicted before biodeg-
radation to start. The half-life of the phenanthrene was estimated in 30 
days. 

Table 1. Sorption-desorption, diffusion, degradation and bound residues forma-
tion kinetic constants 

initial concentration = 10 and 100 {mg/kg} 
dt50 = 30 {days} 
tlag = 50 {days} 
kt = 0 ig 0 < t < tlag  
kt = ln(2)/dt50 if t > tlag {l/day} 
logKow = 4.2  
log(Koc) = 0.92*log(Kow) – 0.23  
om = 0.01 {kg/kg} 
Kd = om*Koc  
k1 = 0.02 {l/day} 
k2 = 0.003 {l/day} 
k3 = k1/kd {l/day} 
k4 = 0.1 {l/day} 
boundf = 15 % initial concentration {mg/kg} 
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Table 1 summarises the first order rate constants for sorption-
desorption, degradation, aging and bound residues formation for the non-
sterilised soil. 

Figure 2 shows the predicted concentrations, as a percentage of the ini-
tial applied concentration, of bioavailable (soluble+sorbed), non bioavail-
able (aged+bound) and degraded fractions of phenanthrene in the non-
sterilised soil. Figure 3 compares modelled and measured concentrations 
of phenanthrene in the non-sterilised soil. The model was run with initial 
phenanthrene concentrations of 10 and 100 ppm with similar results. The 
model accounts for the water solubility of the substrate and does not allow 
the concentration in the soil solution to exceed it. 

Fig. 2. Model predictions for bioavailable, non bioavailable and degraded phenan-
threne 

Fig. 3 Comparison between model predictions and measured concentrations of 
phenanthrene.
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Conclusions 

The proposed five compartment model can be used along with experimen-
tal data to predict the organic contaminants bioavailability in the course of 
time. Non-exhaustive extraction techniques, for bioavailability assessment 
of hydrophobic organic compounds in soils, such as cyclodextrins and hy-
drophobic resins, can provide the necessary data to calibrate and evaluate 
the model. The bioavailable fraction of the substance is the fraction in the 
soil solution and, in the case of hydrophobic organic compounds, also the 
fraction sorbed to the soil surfaces. First order kinetics are used to describe 
the degradation of the sorbed fraction, while sigmoidal Monod kinetics de-
scribe the degradation of the substrate in soil solution, if data are available. 
First order kinetics are used for the slow diffusion into soil aggregates-
organic matter particles (aged fraction) and an exponential equation de-
scribes the formation of bound non-available residues. The model, after 
being calibrated using experimental data, described satisfyingly the phe-
nanthrene sorption-desorption, aging, degradation and formation of bound 
residues for the range of 10-100ppm of initial phenanthrene concentration.
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Abstract

Artificial groundwater recharge by percolation through the unsaturated 
zone is an important technique to enhance the water quality for drinking 
water supplies. Purification of the infiltration water results mainly from 
microbially mediated redox-reactions that involve the degradation of a 
wide range of organic substances. The aim of this study was to identify the 
spatial and temporal distribution of the redox zones that develop beneath 
an artificial recharge pond, a system that is characterised by regular hy-
draulic changes between the saturated and unsaturated condition within 
every operational cycle. The most significant hydraulic changes result 
from the formation and removal of a clogging layer at the pond’s bottom. 
Geochemical analyses of suction cup water as well as oxygen and hydrau-
lic measurements showed that generally nitrate and manganese reducing 
conditions dominated below the pond as long as water saturated conditions 
prevailed. Iron and sulphate reduction occurred only in patchily distributed 
zones directly below the clogging layer and resulted from chemical and 
physical heterogeneity. When the sediment below the clogging layer be-
came unsaturated, atmospheric oxygen penetrated from the pond fringes 
into this region, allowing re-oxidation of previously formed sulphide min-
erals.
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Introduction

Artificial recharge of groundwater by techniques such as riverbank filtra-
tion (Ray et al. 2002), aquifer storage and recovery (ASR, e.g., Herczeg et 
al. 2004), deep well injection (e.g., Stuyfzand 1998, Prommer and Stuy-
fzand 2005) and infiltration ponds (e.g., Bouwer 2002) are increasingly 
important for augmentation of groundwater resources and drinking water 
supplies. Infiltration ponds are commonly used either to purify partially 
treated sewage effluent or to enhance the quality of surface water (Bouwer 
1991, Asano 1992). The enhancement of surface water quality is achieved 
by its percolation through an unsaturated soil zone, where a number of 
physical (filtration), chemical (e.g., adsorption) and biological processes 
(biodegradation) purification processes occur. Of these, biodegradation is 
generally considered to be the most important process in this context 
(Quanrud et al. 1996). The oxidation of degradable organic substances is 
linked to the reduction of terminal electron acceptors (TEAs) such as oxy-
gen, nitrate, Mn- and Fe-oxides, and sulphate, which are typically con-
sumed in a sequential order (Champ et al. 1979). The partial or complete 
mineralisation of organic carbons and the resulting consumption of TEAs 
can trigger a variety of additional geochemical reactions due to the release 
or consumption of protons and other reactants (Eckert and Appelo 2002) 
and can therefore alter both the water quality and the composition of the 
aquifer matrix. 

Numerous investigations on the fate of a wide range of organic sub-
stances such as trace organic compounds, algal toxins and pathogens have 
been undertaken during infiltration of surface water (e.g., Fujita et al. 
1998, Lindroos et al. 2002, Grützmacher et al. 2002, Långmark et al. 
2004). In contrast, studies that simultaneously investigate the inorganic 
chemistry and which characterise the spatial distribution and dynamics of 
redox environments in ponded infiltration systems are rather scarce (e.g., 
Johnson et al. 1999, Brun and Broholm 2001). As local redox conditions 
affect the fate of various organic pollutants such as pharmaceutically active 
compounds (e.g., Holm et al. 1995), pesticides (e.g., Agertved et al. 1992) 
or halogenated compounds (e.g., Bosma at al. 1996), it is important to un-
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derstand the linkages between prevailing hydraulic regimes and the result-
ing geochemical conditions. 

The present paper summarises the research carried out for an artificial 
recharge pond near Lake Tegel (Berlin, Germany), where surface water is 
infiltrated in a cyclic manner. The main objectives of this study were  

to identify the transient unsaturated/saturated water regime during 
an operational recharge cycle, and 

to map the spatial and temporal distribution of the redox environ-
ment that developed under such a transient hydraulic regime. 

Full details of the study can be found in Greskowiak et al. (2005). 

Background 

Pond operation 

The study site is one of three recharge ponds located in the centre of a tri-
angular shaped production well field near Lake Tegel in the northwest of 
Berlin, Germany (Figure 1). The pond’s bottom is located 3 m below the 
ground surface. After filtration through a microstrainer, the surface water 
extracted from Lake Tegel is discharged into the pond. The recharge rate at 
the beginning of an operational cycle is typically 3 m/d and decreases to 
values as low as 0.3 m/d as a result of clogging processes occurring at the 
bottom of the pond. Clogging is caused by physical, chemical and biologi-
cal effects and is known to reduce the infiltration rate in recharge basins to 
as little as one-tenth of the original infiltration rate (Bouwer 1978). When-
ever the infiltration rate becomes too low, the operator of the ponds (Ber-
liner Wasserbetriebe) removes the clogging layer, which restores the origi-
nal hydraulic conductivity. After that, a new, typically 3-4 month-long 
operational cycle recommences. 
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Fig. 1. Study area. 

Hydrogeology 

The Quaternary sediment beneath the recharge pond extends to approxi-
mately 15 m below the ground surface. It consists mainly of fluvial me-
dium sized sand deposits.  

The hydraulic conductivity of the aquifer sediment is generally about 
10-4-10-3 m/s but can occasionally be as low as 10-5 m/s, in particular at 
depth between 0 m and 2 m below the bottom of the pond, where silt is 
sporadically present (Pekdeger et al. 2002). Reducible forms of iron and 
manganese minerals are in concentrations of up to 1.2 g/kg and 0.1 g/kg 
respectively. The sediment’s inorganic carbon concentration is about 
0.1-2 g/kg, which suggests the presence of calcite. The organic carbon 
content of the sediment generally varies across two orders of magnitude 
from 0.2 g/kg to 20 g/kg, except for a few thin coal layers that contained 
organic carbon concentrations of about 150 g/kg. Total sulphur concentra-
tions range from 0.1 g/kg to 2.3 g/kg. A more detailed description of the 
hydraulic properties and the mineral composition of the sediments can be 
found in Pekdeger et al. (2002). 
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The water composition in the pond is generally characterised by rela-
tively high sulphate concentrations of about 140 mg/l. The pH is about 
8 - 8.5 and bicarbonate concentrations range from 150 to 190 mg/l. With 
calcium concentrations typically around 80 - 90 mg/l, the surface water is 
generally oversaturated with respect to calcite (SICalcite  0.7). Nitrate con-
centrations can vary from 0 to 10 mg/l. The concentration of dissolved or-
ganic carbon (DOC) is rather low and ranges from 5 to 11 mg/l. Concen-
trations of dissolved iron and manganese are typically below the detection 
limit. 

The decrease of the recharge rate leads to a decline of the groundwater 
below the pond. As a result, the porous medium beneath the pond becomes 
unsaturated. This shift occurs every operational cycle. 

Materials and Methods 

From July 2003 until December 2003, sampling of (i) the pond water, (ii) 
groundwater from an observation well (screened at 6-8 m below the pond), 
and (iii) water extracted from four ceramic suctions cups at 50 cm, 100 cm, 
150 cm and 200 cm below the pond was carried out on a weekly base. Wa-
ter content and pressure heads were continuously recorded at two different 
depths, i.e., 50 cm and 150 cm below the pond. The locations of all these 
probes are shown schematically in Figure 2. Alkalinity and pH were meas-
ured in the field immediately after sampling. Alkalinity was determined by 
Gran Titration. All samples were analysed for major ions and dissolved 
organic carbon (DOC) using standard methods. Data from samples with a 
charge balance error of more than 5 % were discarded. Dissolved oxygen 
(DO) concentrations were measured by optical sensor-type oxygen probes 
(Hecht and Kölling 2001) placed next to the suction cups. 
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Fig. 2. Schematic cross-section of study area and locations of sample collection 
and measurement devices. 

Results and discussion 

Hydraulic conditions 

Measured time-series of water contents (Figure 3) and pressure heads (data 
not shown) below the pond indicated that the transient hydraulic condi-
tions of each operational cycle could be classified hydraulically into four 
different major stages. Stage 1 marked the transition from unsaturated to 
saturated conditions beneath the pond (Figure 3), which occurred soon af-
ter the removal of the clogging layer once infiltration was restarted. The 
saturated conditions prevailed for approximately 50 days (Stage 2) until 
the of the groundwater table dropped abruptly within a few days (data not 
shown). The decline of the water table forced air from the pond margins to 
the centre beneath the recharge pond and water contents fell from about 
40-45 % to 30-35 % (Figure 3). The unsaturated conditions prevailed for 
40 days (Stage 3). During the last period of the operational cycle (Stage 4) 
the pond was empty and the redevelopment of the pond took place. Hence, 
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no recharge occurred. A schematic diagram of the relevant hydraulic 
stages is given in Figure 4. 

Fig. 3. Water contents in 50 cm and 150 cm depth beneath the pond. 

Fig. 4. Schematic cross-sectional diagram of the pond for the Stages 1, 2 and 3.
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Dynamics and Distribution of redox environments 

During Stage 1, oxygen concentrations declined from about 5 mg/l to zero 
at all observed depths (Figure 5), i.e., oxygen was consumed within the 
first 50 cm below the pond. During the entire Stage 2, DO concentrations 
remained zero at all observed depths. About 20 to 30 days after the begin-
ning of Stage 2, nitrate concentrations at various depths started to drop be-
low the concentrations found in the surface water (Figure 6). At 50 cm and 
100 cm depth nitrate was totally depleted within a few days, whereas the 
concentrations in the groundwater decreased more slowly (Figure 6). In 
contrast, at 150 cm and 200 cm depth, nitrate was not fully consumed. 

Fig. 5. Oxygen concentrations in the pond and groundwater and at depths of 50 
cm, 100 cm, 150 cm and 200 cm beneath the pond. 

At locations where nitrate was depleted, the redox-environment shifted 
to manganese reducing conditions, as indicated by an increase of manga-
nese (Mn2+) concentrations (up to 8 mg/l, see Figure 6). At a depth of 100 
cm below the pond, where Mn2+ concentrations were highest, iron (Fe2+)
concentrations increased to 0.3 mg/l (data not shown), indicating that iron 
reduction took place during Stage 2. The heightened Mn2+ concentrations 
at these depths lasted for approximately 10 days before they started to de-
cline again. The decline was most likely the result of a decrease in water 
temperature (data not shown), associated with a decrease of microbial ac-



Geochemical changes during artificial recharge      59 

tivity and coincided with a simultaneous rise of nitrate concentrations be-
neath the pond (Figure 6). During Stage 1 and Stage 2, sulphate concentra-
tions were generally around 140 mg/l and did not show any significant 
variations with depth (Figure 7). Although not directly observed, sulphate 
reduction is assumed to have occurred at non-detectable levels during 
Stage 2, as it is known to take place in parallel or even before iron reduc-
tion, dependent on the local geochemical setting (Postma and Jakobsen 
1996).

Fig. 6. Nitrate (as NO3
-) and manganese (Mn2+) in the pond and groundwater and 

at depths of 50 cm, 100 cm, 150 cm and 200 cm beneath the pond. 

During the rapid change from water saturated (Stage 2) to water unsatu-
rated conditions (Stage 3), oxygen concentrations increased up to 5 mg/l 
(Figure 5). Although aerobic respiration seems to be the dominant redox 
reaction during Stage 3, nitrate concentrations at 3 suction cups were still 
somewhat lower than in the surface water (Figure 6). These patchily dis-
tributed zones of more reducing conditions (also observed in Stage 2) are 
considered to result from (i) the formation of anaerobic microsites caused 
by particulate organic carbon contained in the sediment (e.g., Murphy and 
Schramke 1998, Hamersley and Howes 2002) and (ii) non-uniform flow 
caused by the physical heterogeneity of the sediment, i.e., hydraulic con-
ductivity. Concomitant with the appearance of atmospheric oxygen (during 
the transition from Stage 2 to Stage 3) extremely high sulphate concentra-
tions of up to 370 mg/l were observed in the water extracted from three 
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suction cups. However, in the following 20 days they declined rapidly and 
returned to background concentrations (Figure 7). The observed peaks of 
sulphate concentrations are most likely caused by the rapid oxidation of 
iron sulphide minerals that had formed previously (during Stage 2) as a re-
sult of sulphate reduction. However, rapid oxidation of sulphide minerals 
due to water table fluctuations has been observed for other, comparable 
hydrogeochemical systems (e.g., Sinke et al. 1998). Concomitant with the 
peaks of sulphate concentration, very high concentrations of calcium were 
observed at the same locations below the pond (data not shown). As sul-
phide oxidation produces protons, the heightened calcium concentrations 
apparently resulted from pH buffering by the dissolution of calcite. 

Fig. 7. Sulfate (SO4
2-) concentrations in the pond and groundwater and at depths 

of 50 cm, 100 cm, 150 cm and 200 cm beneath the pond. 

Conclusions 

The field study reported here shows that the highly dynamic hydraulic sys-
tem beneath the recharge pond has a considerable impact on the spatial and 
temporal distribution of different redox conditions. In particular, three ma-
jor conclusions can be drawn. First of all, the entire hydraulic system is 
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controlled by the formation of a clogging layer, which results in alternating 
saturated/unsaturated conditions below the pond. Secondly, the sudden 
change from water saturated to water unsaturated condition produced re-
markable changes of the local hydrogeochemistry. Finally, the existence of 
anaerobic microsites resulting from chemical and/or physical heterogeneity 
probably caused the non-uniform redox pattern observed below the pond. 
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Abstract

The adsorption/ desorption processes in metallurgical wastes of Cr, Ni and 
Mn in single, binary and ternary solutions were investigated using batch 
tests and miscible displacement column experiments. For the experiments, 
mine wastes from Moa (Cuba) composed by oxi(hydroxi) iron minerals 
and heavy metals deposited in tailing dams were used. The adsorption iso-
therms of the three metals are strongly non-linear and are well described 
by the Freundlich isotherm. Desorption isotherms are linear. The adsorp-
tion/desorption process of Cr, Ni and Mn shows hysteresis. The adsorption 
of metals can be attributed to the favourable electrostatic interaction due to 
mineralogical composition of the wastes. The shape of breakthrough 
curves from column experiments provide evidence that transport of Ni, Mn 
and Cr is non-ideal with asymmetry and great tailing, showing an impor-
tant retardation relative to a tracer. When using a ternary solution (Cr, Ni, 
and Mn), retardation of Ni and Mn was reduced in comparison with the 
single solute experiment, consequence of the Ni and Mn competition for 
adsorption sites, while Cr did not show any change. In the Ni-Mn binary 
solution column transport experiment, Mn adsorption was more rapidly at-
tained than Ni; and both metals show different adsorption behaviour, when 
adsorption of Ni increases, sorption of Mn decreases. One more aspect be-
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ing investigated was the sorption capacity of the metallurgical waste. Ac-
cording to the mass-balance analysis of the results, the waste shows a very 
high effective sorption.  

Keywords 

Flow and transport of metals; metallurgical waste; sorption and desorption; 
sorption hysteresis 

Introduction

The fate of heavy metals emanating from mining, metallurgical, chemical 
industry and hazardous waste sites (tailing dams, landfills) has become a 
major water pollution issue. Among these activities mining, metallurgical 
and chemical industry produce a great volume of aqueous effluents. Com-
mon metals found in waste water are Cr, Fe, Mn, Co, Ni, Cu, Zn, Cd, Hg 
and Pb which need to be treated in order to avoid water pollution. The mo-
bility of trace metals in soils and sediments is of particular concern be-
cause of potential bioaccumulation. Although metals may be strongly 
sorbed to soils, clays and oxides, does not guarantee immobilisation of 
contaminant metals in the subsurface. Metal transport in the subsurface 
environment is strongly influenced by chemical processes, such as com-
plexation, sorption and dissolution. As known from literature, heavy met-
als can be adsorbed by soil colloids and clay minerals such as amorphous 
iron oxides, allumina, kaolinite and montmorillonite (Griffin et al. 1964). 
The adsorption-desorption process in both natural soils and different min-
erals plays a significant role controlling the aqueous concentration of 
heavy metal species in soils (Rait et al. 1989, Buchter et al. 1989, Adriano 
1995, Selim and Amacher 1997, Khaodhiar et al. 2000). However, little is 
known about the mode of occurrence and behaviour of heavy metals in ad-
sorption processes by metallurgical wastes (Apak et al. 1998, Rodríguez 
2002). The main objective of this work is to present the adsorption-
desorption behaviour of Cr, Ni and Mn in (oxi)hydroxy metallurgical 
wastes from tailing dams. 
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Materials and Methods 

Tailing dam wastes from the nickel-cobalt metallurgical processes of Moa 
(Cuba) were selected because of being representative of mining activities 
in the overall area (Rodriguez 2002). Ten waste samples of one kilo each 
were collected at 10-20 cm depth during a sampling campaign in April 
1996. The samples were transferred to polyethylene bags for transportation 
and dried at 60oC, prior to any experimentation in the laboratory.  

Batch equilibrium sorption isotherms for Cr(VI), Ni(II) and Mn(II) were 
determined at 22±2oC after an equilibration period of 24 hours. All ex-
periments were conducted in a 0.01 mol·L-1 of KNO3 electrolyte solution. 
The standard solutions of metals used in the experiment were prepared us-
ing stock standard solutions of K2CrO4, Ni(NO3)2 6H2O and Mn(NO3)2.
The liquid-solid ratio in all experiments was 1:10. 

For the charge equilibration of the solid particles, solid waste samples of 
2 g were prepared in pre-weighted polypropylene tubes, after the addition 
of 20 ml of 1.0 mol·L-1 KNO3 they were shaken between 5 and 1440 min-
utes. Suspensions were centrifuged at 900 rpm, and the supernatants dis-
carded. After equilibration, and for the adsorption experiments, the tubes 
containing waste and residual solution were weighted for residual solution 
calculation. Aliquots of 20 ml, containing different initial concentrations of 
metals, prepared with 0.01 mol·L-1 KNO3, were then added to the tubes, 
and shaken for 5, 10, 30, 60, 120 160, 480 and 1440 minutes. The suspen-
sions were centrifuged at 900 rpm for 5 minutes, and the supernatants were 
decanted and collected for pH and metals content determination. For the 
desorption experiments, aliquots of 20 ml of electrolytic solution, prepared 
with 0.01 mol·L-1 KNO3, were then added to the tubes containing the 
wastes, and shaken (5 to 4320 minutes). The suspensions were centrifuged 
at 900 rpm for five minutes, and the supernatants were decanted and col-
lected for pH and metal analysis.  

To adjust the solution to the desired pH acid or basic solution (0.1 
mol.L-1 HCl or NaOH) was added. After 24 hr of equilibration time, sus-
pensions were centrifuged and pH determined. 

In all tests the effluent was filtered through 0.45 µm filters and metal 
concentration in the effluent was determined by ICP-MS. The adsorbed 
(Sa) and desorbed (Sd) metal and effective adsorption (Se) of wastes was 
estimated according to the following equations, 

( )o wC C VSa
M

(1)
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( )wf wiC C V
Se

M
(2)

Sd Sa Se  (3) 

where Co is the input concentration in the initial solution, Cw is aqueous 
concentration, Cwi is aqueous concentration in initial solution used for de-
sorption process, Cwf is aqueous concentration in the final solution after 
desorption, M is the total mass of waste and V is the electrolytic solution 
volume. 

For the miscible displacement experiments, wastes were packed into 
PVC columns (Table 1). One dual HPLC pump was connected to the col-
umns and 6 port plastic valves were used to switch between the different 
solutions of interest. Air dried waste samples were packed in the column 
under vibration and progressively saturated with a diluted electrolytic solu-
tion of 0.01 mol·L-1 KNO3 until saturated steady-state flow regime was es-
tablished. The effluent flow rate was periodically monitored in order to en-
sure steady state flow. Pentafluorbenzoate-PFB was the tracer used in the 
column test to verify physical characteristics of the column (concentration 
was 5 mg/L and volume input 60 mL). The procedure with single metal so-
lution included the initial saturation of the column in order to obtain 
maximum adsorption capacity of the waste before to start the desorption 
exercise.

Table 1. Miscible displacement experiments. Waste column characteristics 

Column characteristics     
Length (L) cm 10.00 Pore volume (Vp) cm3  12.22 
Diameter ( ) cm 1.60 Porosity ( ) cm3/cm3 0.61 
Total volume (V) ) cm3  10.55 Volumetric water content ( ) cm3/cm3 0.61 
Weight of waste (M) g 15.66 Flow velocity (v) cm/h 1.20 
Bulk density ( h) g/cm3 2.17 Dead volume  (Vm) cm3 0.12 
Particle density ( s) 
g/cm3

3.97   
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Results

Metallurgical Solid Wastes 

Results from laser diffraction analysis show that wastes are mainly com-
posed by silt-size particles, with some small clay-size particles. Grain size 
distribution is poorly graded and average diameter is about 0.02 mm. Ac-
cording to XR, the main minerals present are Fe and Al (oxi)hydroxides, 
primary magnetite and hematite, being the Fe content greater that 40% of 
the total weight. Chromite and chrome spinel is the major form of Cr ap-
pearance. Table 2, shows some physico-chemical characteristics of the 
metallurgical wastes. 

Table 2. Principal characteristics of the metallurgical wastes (average from 5 
samples) 

Characteristics     
Sand particles >2 mm (%) 10 CEC* (meq/100g of solid) 10 
Silt particles 2 mm - 0.002 mm 
(%) 70 Organic matter (OM) (%) 4.6 
Clay particles < 0.002 mm (%) 20 Amorphous Fe(g/kg) 21.321 
Specific surface (m2/g) 80-112 Amorphous Mn (g/kg) 2.33 
pH (ratio 1:2.5) 6.45 Amorphous Al (g/kg) 3.015 
Electric conductivity (mS/cm) 
(ratio 1:2.5) 670 Amorphous Si (g/kg) 0.208 

*Cation Exchange Capacity 

Batch Experiments 

Sorption. Single solution 

To analyse heavy metals removal and time dependence, a sorption test was 
initially performed for different time periods ranging from 5 to 1440 min-
utes. Results of batch experiments of adsorption kinetics indicated that a 
period of 8 hours was enough to attain equilibrium for the three metals 
and, 24 hours were chosen as the equilibrium time for all batch experi-
ments (Figure 1a). Equilibrium in desorption process apparently occur in 
less than 5 minutes (Figure 1b).  
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Fig. 1. The adsorption/desorption kinetics of Ni, Mn and Cr 

The effect of pH in the sorption process of metals is shown in Figure 2. 
Nickel and Manganese adsorption increases with pH, while chromium ad-
sorption is greater at a low pH and it decreases with increasing pH values. 
This effect is mainly controlled by an electrostatic adsorption process. 
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Fig. 2. Ni, Mn and Cr adsorption dependence on pH 

Adsorption-desorption isotherms for the three metals are shown in Fig-
ure 3. All curves show a gradual decrease of waste adsorption with regard 
to the aqueous concentration as a consequence of active surface sites filled 
with metal. Isotherms for Ni and Mn show an H-type shape, although dif-
ferences in the amount of metal absorbed are observed; Cr(VI) was less 
strongly adsorbed by the waste. The H-type isotherm is indicative of 
strong adsorbate-adsorptive interactions such as inner-sphere complexes 
(Giles et al. 1960, Sparks 1995). Total adsorption of metals in the waste is 
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only produced when solution concentration is lower than 0.2 mM (Cr), 2.8 
mM (Ni) and 2 mM (Mn) respectively.  

Sa=1058.16*Cw0.15 

 R2=0.99

Se=29.84*Cw+1786.8
 R2=0.95

Sa = 1054.5Cw0.1444
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Fig. 3. Adsorption-desorption isotherms for Ni, Mn and Cr. Sa: mg/kg of adsorbed 
metal; Se: mg/kg of desorbed metal 

Sorption isotherms for the three metals are non-linear and are well de-
scribed by the Freundlich equation (4). Presence of non linear adsorption 
isotherm implies that retardation maybe a function of metal concentrations 
in the solution. 

n
d wS K C (4)

As seen in Figure 3, the Freundlich equation was fitted to the experi-
mental adsorption data giving satisfactory correlation coefficients (r>0.91).  

The desorption isotherms of the three metals are linear and well de-
scribed by the following equation, 

d wS K C . (5)

According to Figure 3 sorption was not completely reversible, as some 
Ni, Mn and Cr(VI) was desorbed. The Kd value in all adsorption experi-
ments was usually of one order of magnitude higher than desorption, 
showing the irreversibility of metal adsorption. The observed sorption hys-
teresis is typical for trace metals adsorption-desorption phenomena in soils 
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(e.g. Weng et al. 1994, Spark 1995). The difference between the absorbed 
amount of Ni and Mn with regard to Cr(VI) is controlled by the pH. 

Results from literature show that the Kd values for Ni, Mn and Cr of the 
Moa waste is much greater than those observed in common natural soils, 
minerals and synthetic materials (Selim and Amacher 1997, Buchter et al. 
1989, Rodríguez 2002, Rodríguez et al. 2004). 

Adsorption Isotherms of Cr, Ni and Mn in a ternary solution 

In order to compare the single solute experiment behaviour with a more 
real metal transport, a ternary metal solution of Cr, Ni, and Mn was used 
for the kinetic experiments. In the ternary solution, total adsorption of Ni 
and Mn is much lower as a consequence of the Ni and Mn competition for 
adsorption sites, while Cr did not show any significant change.  

Sa = 237.23Cw0.1778 
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Fig. 4. Adsorption isotherm of Ni, Mn and Cr in the waste from a ternary metal 
solution. Sa: mg/kg of adsorbed metal; Sd: mg/kg of desorbed metal 

Table 3. Adsorbed mass in batch tests. Sa: maximum adsorbed mass; Se: effective 
adsorbed mass; Sd: desorbed mass 

 Single solution Ternary solution 
 Adsorption-Desorption Adsorption-Desorption 

Metals Cw 
(mg/L) 

Sa
(mg/kg) 

Se
(mg/kg) 

Sd
(mg/kg) 

Cw
(mg/L) 

Sa
(mg/kg) 

Se
(mg/kg 

Sd
(mg/kg) 

         
Mn(II) 332.53 2100 999 1101 162 556 227 329 
Cr(VI) 291.43 400 100 300 167 370 47 323 
Ni(II) 379.77 2300 1786 1514 162 556 273 283 
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The three metals present a non-linear isotherm and are well described by 
the Freundlich equations, being Kd for Ni and Mn about four fold of the 
value obtained in the single solution. Desorption is linear, and for the three 
metals the sorption process presents important hysteretic behaviour (Figure 
4). Also mass adsorption is important. 

Adsorption-desorption miscible displacement experiments 

Tracer and three single-metal solution tests 

Measured breakthrough curves (BTCs) for the three single-metal experi-
ments (Ni, Mn and Cr) in the waste are reported in Figure 5. The BTCs 
were asymmetrical and showed significant tailing, with respect to the 
tracer test. The most dominant effect detected in the BTCs is the important 
effective mass absortion in the waste as seen in Table 4.  

The results of mass balance analysis of the BTCs showed that approxi-
mately 98.4% of Cr(VI), 96% of Ni and 96% of Mn, entering the column 
was recovered at the end of the flow experiment. It is important to notice 
that the concentration of metal in the effluent did not reach zero at the end 
of the flow experiments, but final concentration was under the detection 
limit. This fact can be attributed to two factors, one being the use of a 
monovalent electrolytic solution (0.01mol.L-1 KNO3) and also to the 
chemisorption of metals. The observed hysteretics is in good agreement 
with the results from batch tests. 
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Test with a ternary metal solution 

When performing the experiment with a ternary solution of Cr, Ni, and 
Mn, retardation of Ni and Mn is greatly reduced due to the existing compe-
tition for adsorption sites as also happened in the batch tests, while Cr did 
not show an important change. The Ni and Mn desorption process was lin-
ear.

The existence of a very high effective sorption (502 mg/kg of Mn, 1020 
mg/kg of Ni and 385 mg/kg of Cr) is still detected when the experiment is 
carried out with the three metals in solution. Differences in mass sorption 
for the single and ternary experiments are shown in Table 3. 
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Fig. 6. Breakthrough curves for the ternary metal solution (Ni, Mn and Cr) 

Test with a binary metal solution 

When the displacement experiment is performed with a single or ternary 
solution, breakthrough curves of Ni and Mn overlap due to their similar 
sorption properties (Figures 5 and 6). In order to asses Mn and Ni adsorp-
tion behaviour, a flow and transport test with a binary Ni-Mn solution was 
performed. The BTCs are asymmetrical with significant tailing in both 
metals and adsorption of Mn was more rapidly attained than Ni, which also 
happened in the ternary solution. However, when reaching 10 pore volume 
(Vp) approximately, adsorption of Ni increases while the tendency of Mn 
is to decrease (Figure 7). The effective adsorbed mass obtained is the same 
as the obtained for the ternary experiment. 
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Table 4. Adsorbed mass. Maximum mass adsorbed (Samax) and effective ad-
sorbed mass (Se) 

Metal
Single

metal solution 
Ternary 

metal solution 
Binary 

metal solution 
 Co Samax Se Co Smax Se Co Smax Se 
 mg/L mg/kg mg/L mg/kg mg/L mg/kg 

Mn(II) 267 2285 1981 419.8 864 502 419.78 864 502 
Cr(VI) 277 624 295 103.5 560 385 -- -- -- 
Ni(II) 416 2744 2168 336.84 1381 1020 336.84 1381 1020 

Discussion 

The shape of breakthrough curves from column experiment with single, 
binary and ternary metal solution provide evidence that transport of Cr, Ni 
and Mn is non linear being retardation dependent of metal concentration in 
solution. The adsorption capacity of Ni and Mn is significantly affected by 
the presence of a metal with similar sorptive properties which entails com-
petition for the adsorption sites. 

Sorption is not completely reversible and the high sorption is dependent 
on the metal oxide and hydroxides content. As the waste shows an impor-
tant presence of iron oxides and ferrihydrite mineral particles, heavy met-
als adsorption is enhanced by the important specific surface and the elec-
trostatic effects originated by the negative charge under the existing 
alkaline pH conditions. The adsorbed amount of Ni, Mn and Cr(VI) is con-
trolled by the pH values of the medium and the electrostatic charge of the 
mineral particles present in the waste. Chromium adsorption shows greater 
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adsorption at a low pH and it generally decreases with increasing pH val-
ues of the system. The Cr(VI) adsorption results agree with the results re-
ported for iron-rich soils (Zachara et al. 1988, Weng et al. 1994, Khaodhiar 
et al. 2000).  

Conclusions 

Data from batch studies proved that adsorption of Ni and Mn by the waste 
was up to 10 fold greater than Cr adsorption and also suggested a limited 
mobility of Ni, Mn and Cr through the metallurgical waste. The initial Ni, 
Mn and Cr concentration in the solution has been found to be an important 
parameter for the removal of metals from solution. The Kd value of Ni, Mn 
and Cr in the waste is more than one order of magnitude than in common 
natural soils, minerals and synthetic materials. Considering the high capac-
ity of adsorption of the metallurgical waste used in this experiment, more 
experiments need to be done to asses the possibility of future use as a sor-
bent material for Ni, Mn and Cr(VI) removal from contaminated water.  
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Abstract

The effect of the ionic strength on adsorption of Cu on Ca-montmorillonite 
(SAz-1) was studied at concentrations ranging from 31 to 516 µM. An ad-
sorption model was employed in the analysis of the data. When the back-
ground electrolyte was NaClO4 the ionic interchange was suppressed at 0.5 
M, and Cu adsorption was taking place on edge sites, reaching a plateau at 
about 24 mmol/kg. A further increase in ionic strength did not make any 
effect on Cu adsorption, suggesting that the heavy metal was being ad-
sorbed by inner sphere complexes on the edge sites. When the electrolyte 
used was NaCl the amounts of Cu adsorbed were reduced. The model pre-
dicted well the adsorption data by considering adsorption of CuCl+ species. 
Adsorption-desorption processes of Cu on Ca-montmorillonite in media of 
0.01 and 0.1 M NaCl showed hysteresis. Model calculations predict the 
desorbed amounts fairly well. According to the model the hysteresis is 
mainly attributed to the heterogeneity of sites for the adsorption of Cu. The 
hysteresis arising from the planar sites is largely due to reduced competi-
tion for adsorption and enhancement in the magnitude of the surface poten-
tial. The presence of the cationic pesticide chlordimeform reduces strongly 
the sorption of the metal on the planar positions unlike the edge sites. 



80      T. Undabeytia et al.  

However, Cu sorption increases on the clay treated previously with 
chlordimeform which was due to the opening of the clay platelets after 
some molecules of the pesticide are adsorbed, facilitating the subsequent 
penetration of the metal and its adsorption on planar positions. This coop-
erative adsorption was due to the fact that the loading of the pesticide on 
the clay was a very small amount of the CEC.  

Keywords 

Montmorillonite; copper; chlordimeform; modeling; adsorption; desorp-
tion; hysteresis.  

Introduction

Copper content in soils has lately increased as a result of repetitive appli-
cation of manure, Cu-containing pesticides, sludges, and industrial mine 
wastes. In this context, adsorption-desorption of copper on laminar sili-
cates is of prime importance since their surfaces show a high affinity for 
fixation of heavy metals (Zachara et al. 1992).  

Studies on the adsorption of the heavy metals on layer silicates have 
proposed the existence of sites of different affinity, where the higher affin-
ity sites occupy a small fraction of the surface (Undabeytia et al. 1996). 
The increase in the number of these high affinity sites with increasing pH 
suggests that they are associated with the edge sites of the silicate layer 
whereas those of lower affinity are ionic interlayer sites (Zachara and 
McKinley 1993). However, the contribution of these sites to copper ad-
sorption-desorption on montmorillonite has not yet been well established.  

In the current work, a model of cation adsorption in closed system (Nir 
1986) is further extended to consider adsorption/desorption of Cu (or other 
cations) on two types of sites of a Ca-montmorillonite. The employment of 
the model and experimental tests permits us to critically evaluate and ex-
plain the hysteresis phenomenon. Another aspect emphasized in this study 
is the influence of the presence of the pesticide chlordimeform on Cu ad-
sorption since in general, little information is available on processes taking 
place when heavy metals and pesticides are present together. 
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Materials and Methods  

Adsorption-desorption procedures 

The clay mineral used was a standard montmorillonite from Arizona (SAz-
1). The adsorption experiments were done in triplicate by mixing 0.1 g of 
clay mineral with 20 ml of solutions containing various Cu and/or 
chlordimeform concentrations. The range of concentrations used was from 
31 to 516 µM for Cu and from 100 to 1000 µM for chlordimeform. The 
experiments were carried out in NaClO4 or NaCl media, the ionic strengths 
used being 0.01, 0.1, 0.5 and 1.0 M. The samples were shaken for 24 h at 
20 ± 1 °C. Desorption experiments were performed after adsorption equi-
librium was reached, by removing half of the supernatant after centrifuga-
tion, replacing it with 10 ml of the initial medium and ionic strength, al-
lowing equilibration for an additional 24 h period, and subsequently 
continuing as in the adsorption experiment. This process was repeated 
twice more. In some desorption points, the removed supernatant was re-
plenished with the solution of the background electrolyte including the 
amounts of Ca and Mg present in the volume removed. 

Cu adsorption on SAz-1 was determined at the equilibrium pH 3.5 by 
adjusting the initial solutions with aliquots of 0.1 M HCl. Adsorption of 
the metal was also carried out on montmorillonite  treated previously with 
chlordimeform solutions as indicated in the adsorption procedure.  
Chlordimeform adsorption was also performed on a standard Na-
montmorillonite (SWy-1).  

Model calculations 

The cation adsorption model used in this study has been described in Nir 
(1986). The program considers cation binding and the electrostatic Gouy-
Chapman equations, and solves iteratively for the solution concentrations 
of all cations in a closed system. Cation adsorption is obtained by consid-
ering specific binding to surface sites and residence in the double layer re-
gion. The model was extended to account explicitly for complexation reac-
tions in solution. In the current study we extended the model to account for 
cation adsorption on two types of sites, planar (P) and edge (E). For brev-
ity we only present a few equations and define the model parameters. 
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The symbols Mi
+ and Mj

2+ denote cations that can bind to singly charged 
negative sites, P- or E-, on the planar and edge surfaces of the clay mineral, 
respectively. The binding reaction for a monovalent cation is:  

 P- + Mi+  (PMi)0 (1)
 E- + Mi+  (EMi)0 (1’) 
The respective binding coefficients will be denoted by Ki and KiE, and 

are given by: 
 Ki = [(PMi)0]/([P-][Mi(0)+]) (2) 

in which [Mi(0)+] is the concentration of the cation at the surface. Simi-
larly, KiE is given by an expression which includes (EMi)0 and E-.

Divalent cations can react with one surface site yielding a charged com-
plex, or they can associate to form a neutral complex, by binding to a diva-
lent charged site (P2-)=(P-)/2. For neutral complexes: 

 P2- + Mj2+  (P2-Mj
2+)0 (3)

and similarly, 
 E2- + Mj2+  (E2-Mj

2+)0 (3’) 
with K2j and K2E,j defined similarly to Ki and KiE. Data for adsorption 

of divalent cations could be fit by considering either charged or neutral 
complexes. In the current study with copper we only considered neutral 
complexes. In Eqs. (1) to (3) the concentrations and binding coefficients 
are given in units of M and M-1, respectively. The program considers solu-
tion complexes, e.g., (Cu2+Cl-)+ and (Cu2+Cl-

2)0 and surface complexes, 
such as  (P-Cu2+Cl-)0 or (E-Cu2+Cl-)0.

The concentration of the cation Mj
2+ at the surface is: 

 Mj
2+

(0) = S2+Y0Z, (4) 
where Y0=exp(-e (0)/kT), Z is the valence of the given ion, e is the 

absolute magnitude of an electronic charge, (0) is the surface potential, k 
is Boltzmann's factor, and T is the absolute temperature. Mj

2+
(0) is the mo-

lar concentration of cation j close to the mineral layer, and S2+ is the con-
centration of that cation in the equilibrium solution, far away from the sur-
face.

For a cation of type i and valence z, the excess of its concentration in the 
double layer region is denoted by Dli and given by: 

 Si 
 Dli = Qz  (5) 
 S(z)

 in which,S(z)= Si
z+ (6)

A priori only the total concentrations Ci
z are known. For instance, for a 
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divalent cation, j, in a solution with several monovalent and divalent ani-
ons, Ak

-, Am
2-, the relation is: 
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The reduction in surface charge density is explicitly taken into account 
according to Equations (1) to (4). The computational procedure is an itera-
tive process based on Equations (1) to (7), using the Gouy-Chapman equa-
tion for the surface charge density.  

The binding coefficients of Na+ and K+ to montmorillonite were taken 
from Nir et al. (1986) and those of Ca2+ and Mg2+ were taken from Unda-
beytia et al. (1998). The association constants of the soluble complexes 
were taken from Lindsay (1979). Based on the results in Rytwo et al. 
(1996), all other association constants could be ignored in the range of 
cation concentrations (Cu, Ca, Mg) used in our study.  

The required parameters were the binding coefficients K2,Cu and H+ for 
the edge and planar sites, and those of (CuCl)+.

The study was designed to enable a sequential determination of the pa-
rameters, as will be elaborated in the Results section. Each binding coeffi-
cient was determined by varying its value until the best fit was obtained 
between calculated and experimental results, the criteria being the maxi-
mization of R2 and minimization of the root mean square error. 

Results and Discussion 

Figure 1 shows that at low ionic strength the amount of Cu adsorbed in-
creased with its added amounts, but at high ionic strength the adsorbed 
amounts reach a plateau at 24 mmol/kg clay. This outcome indicates that 
in the presence of high ionic strength the adsorption of Cu occurs mostly, 
or exclusively, on high affinity sites of montmorillonite, whose amount is 
48 mmolc/kg clay. We introduce an assumption that the high affinity sites 
for Cu adsorption are the edge sites of montmorillonite. Accordingly we 
performed model calculations in which we introduced a single binding co-
efficient, K2E, Cu (Eq. 3) for the adsorption of Cu2+ on the edge sites. For the 
determination of this binding coefficient we considered all the data points 
in Figure 1 corresponding to the high ionic strengths, whereas for the low 
ionic strength only Cu2+ concentrations below 24 µmol/g were considered, 
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in order to avoid a contribution from Cu2+ adsorption on the planar sites of 
the clay mineral. We deduced a value of 2x104 M-1 for K2E, Cu. The high 
binding coefficient calculated for Cu adsorption on the edge sites suggests 
the formation of inner sphere complexes. In these calculations we assumed 
that the binding coefficients for Ca2+, Mg2+, Na+ and K+ binding to the 
edge sites were the same as previously used by ignoring site heterogeneity. 
Of course, this is a crude approximation, but it was adequate to explain the 
adsorbed amounts of all cations in the system. In the next stage we have 
determined the binding coefficient of Cu2+ to the planar sites of montmoril-
lonite, K2, Cu, from additional 6 data points. The results also included pre-
dictions for the amounts of Ca and Mg remaining adsorbed. In these calcu-
lations we considered simultaneous adsorption of all the cations to both 
planar and edge sites. In the calculations we employed the binding co-
efficients from previous studies for adsorption of Ca, Mg and Na on the 
planar sites, and K2E, Cu = 2x104 M-1.

Fig. 1. Adsorption isotherms of Cu on montmorillonite at several ionic strengths 
(I) when using NaClO4 as background electrolyte. Reprinted with permission from 
Undabeytia et al. (2002). Copyright  2002 American Chemical Society. 

Table 1 shows that the model predictions are reasonably good for all the 
measured adsorbed amounts of the cations at the different ionic strengths 
used, by employing K2, Cu = 8 M-1 for Cu binding to the planar positions. 
At high total Cu concentrations, the decrease observed in the fraction of 
Cu adsorbed, upon increasing the ionic strength, is adequately explained in 
the model by a competition with sodium ions for occupancy of the planar 
sites, together with a decrease in the magnitude of the surface potential, 
which would reduce Cu binding and its accumulation in the double layer 
region. However, for the lowest total Cu2+ concentrations the percentages 
of Cu adsorbed are almost independent of the ionic strength used. For 
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these cases, our calculations indicate that Cu2+ is almost exclusively ad-
sorbed (  98%) on the edge sites until reaching a value close to their satu-
ration.

The set of binding coefficients which gave an overall best fit of pH with 
the experimental values were 10 M-1 for K1,H and 18000 M-1 for K1E,H. Ig-
noring proton binding produces only a slight variation in the calculated 
amount of Cu adsorbed (<1.2%), which is due to the much smaller initial 
amount of H+ in comparison to the other cations present in the system. 

Table 1. Percentages of Cu, Ca and Mg adsorbed on montmorillonite as a func-
tion of the ionic strength and the amount of Cu added. Experimental and calcu-
lated values. The background electrolyte used was NaClO4. a,b Reproduced with 
permission from Undabeytia et al. (2002). Copyright 2002 American Chemical 
Society.

Cu 
added Cu (%) Ca (%) Mg (%) 

Ionic 
strength
(M) (µM) 

Exp. Calc. Exp. Calc. Exp. Calc. 
0.01 31.0 99.3 99.7 86.7 83.7 84.2 81.0 

 63.7 98.4 99.5 86.2 83.0 83.4 80.3 
 152.0 97.1 94.2 84.7 81.3 81.6 78.4 
 239.0 95.1 87.9 83.0 78.8 80.0 76.8 
 329.0 91.3 83.9 81.6 78.4 78.2 75.2 
 516.0 85.4 78.7 78.4 75.4 74.3 72.0 

0.5 31.5 97.6 94.2 13.4 10.2 11.6 8.5 
 63.9 91.8 90.2 15.3 9.9 11.2 8.2 
 143.0 74.1 68.4 15.3 9.6 11.4 7.9 
 226.0 47.6 50.0 15.8 9.5 10.9 7.9 
 300.0 37.0 40.7 15.7 9.5 10.3 7.9 
 461.0 29.9 35.1 15.5 9.4 9.4 7.8 

a. The calculations employed the following values of binding coefficients for pla-
nar sites: Cu (8 M-1) (current work); Ca (10 M-1), Mg (8 M-1) as in Undabeytia et 
al. (1998) and Rytwo et al. (1996); Na (1 M-1); H (10 M-1) (current work) and K (4 
M-1) as in Nir et al. (1986). For the edge sites the same binding coefficients were 
used, except for copper and the proton, for which a binding coefficient of 2x104

M-1 and 1.8x104 M-1 , respectively, were used. The total concentrations in the sys-
tem (clay + solution) were 2.52 mM for Ca, 0.479 mM for Mg, and 0.048 mM for 
K (Na concentration varied with the ionic strength used). 
b. The relative standard deviations obtained for Cu adsorption ranged between 0.1 
and 5.0 %. 
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The introduction of the chloride anion instead of the perchlorate anion 
reduces the amount of Cu adsorbed on the clay, due to the complexation 
reaction between copper and chloride (Table 2). The binding coefficient of 
CuCl+ was determined to be 20 M-1 for both the planar and edge sites. The 
calculated adsorbed amounts of total Cu agree reasonably well with the 
experimental results. Table 2 shows that for the lowest ionic strength the 
fraction adsorbed as the monovalent cation CuCl+ is negligible, becoming 
relatively important only for the highest ionic strength. 

The effect of a pH decrease on Cu adsorption is shown in Figure 2, 
where the equilibrium pH was adjusted to 3.5, whereas that of the uncon-
trolled solutions varied between 6.11 and 7.00. The speciation in solution 
and the adsorbed amounts of some of the points of the isotherm at pH 3.5 
are included in Table 2. 
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Fig. 2. Adsorption isotherms of Cu (a) as well as their Kd values as a function of 
Cu loading (b) at equilibrium pH free (O) and 3.5 ( ). 

The amount of Cu adsorbed decreases at the lower pH, and is reflected 
in much lower values of the distribution coefficient Kd, which is a classi-
cal method to express the adsorbent-adsorbate affinity. High values of Kd 
at low surface coverage and their decrease at larger loading are attributed 
to the performance of high and low affinity sites at low and high loading, 
respectively. Near saturation of the sites of high affinity, the adsorption on 
those of lower affinity emerges, which would explain the decrease in Kd 
values (Maqueda et al. 1998).The ability of the model to yield reasonably 
good predictions of the experimental results at low pH further supports the 
suggestion that the high affinity sites are due to edge sites on which Cu ad-
sorption decreases largely because of the competition with H+. For Cu 
sorbed on planar positions the competition with the proton is not so strong, 
because of the similar and low values of the binding coefficients. Conse-
quently, the decrease in pH would produce a more drastic decrease in the 
adsorption of Cu at low rather than at a high loading. This study on the pH 
effect on Cu sorption was firstly designed to try to make an assignment of 
the high and low affinity sites as a function of the loading reported in the 
literature, and secondly, to present additional experimental results of ad-
sorption and test the ability of the model to predict cases not included pre-
viously in the determination of the binding coefficients. The model proved 
to be a successful tool for the analysis of these experimental results. 

Table 2 also illustrates that the calculated fractions of Cu adsorbed on 
the planar sites decrease throughout the desorption cycles. This effect is 
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more pronounced in the case of the highest total Cu concentration used 
(487.2 µM) at 0.1 M NaCl. Our calculations indicate that there is almost 
no desorption from the edge sites for the highest Cu concentration used, 
whereas the desorption from the edges sites is very small for the lowest Cu 
concentration used.  

The hysteresis arising from planar sites as observed for the highest Cu 
concentration added in 0.01 M NaCl can be mostly explained by the fact 
that the desorption cycles involve centrifugation, removal of the half of the 
supernatant and addition of a corresponding volume of 10 mM NaCl, and 
thus the total concentrations of Ca and Mg which affect Cu adsorption due 
to competition are reduced. Part of this effect is due to a small increase in 
the magnitude of the surface potential due to a smaller sum of total con-
centrations of divalent cations in desorption cycles, which results in higher 
Cu2+ or CuCl+ concentrations at the surface according to Eq. (4). Indeed, 
when supplementing the amounts of Ca and Mg desorbed in the adsorption 
stage for the first desorption step the amount of Cu desorbed increases and 
the hysteresis is largely reduced (data not shown).  

Adsorption of the pesticide chlordimeform on montmorillonite is 
strongly dependent on the state of aggregation of the clay platelets (Unda-
beytia et al. 1999). The shape of the isotherm changes from that of a low 
affinity (S-type) on Ca-montmorillonite to one of high affinity (L-type) on 
Na-montmorillonite (Figure 3). For Ca-montmorillonite the clay particles 
are associated through face-to-face aggregation unlike Na-montmorillonite 
for which the clay platelets are largely dispersed in solution. Consequently, 
the interaction of the pesticide with the clay particles will be less facili-
tated on Ca-montmorillonite, resulting in its decreased adsorption. The af-
finity of chordimeform for this clay increases after some molecules are ad-
sorbed because of an increase of the distances between closely apposed 
clay platelets. This is the reason for the need to use a lower binding coeffi-
cient in the modeling of the adsorbed amounts of the pesticide for the low-
est concentrations used (30 M-1), in contrast to a higher binding coefficient 
(90 M-1) for the rest of concentrations used (Table 3).   

The state of aggregation of the clay platelets also plays a role in the hys-
teresis observed. When the concentrations of Ca2+ and Mg2+ are supple-
mented in the desorption processes from Ca-montmorillonite as in Cu de-
sorption, the hysteresis is not completely abolished. The remaining 
hysteresis can be anticipated from the S-shape of the adsorption curve, 
which implies a larger affinity of chlordimeform for adsorption to Ca-
montmorillonite at larger chlordimeform concentrations. The Ca-
montmorillonite-chlordimeform system yields a higher affinity for 
chlordimeform adsorbed despite the lower chlordimeform concentrations 
in the desorption steps than in the adsorption stage, where the added 
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chlordimeform encounters more clay platelets in aggregates that pose more 
steric inhibition for chlordimeform adsorption. 
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Fig. 3. Adsorption isotherms of chlordimeform on Na ( )- and Ca ( )-
montmorillonite. The background electrolyte was 0.01 M NaCl. Reprinted with 
permission from Undabeytia et al. (1999). Copyright 1999. American Chemical 
Society.

The influence of the presence of the pesticide chlordimeform on Cu ad-
sorption is shown in Table 3. The model is able to yield good predictions 
of the adsorbed amounts of the pesticide and the metal. In the simultaneous 
adsorption of both cations, Cu adsorption is hardly affected by the pres-
ence of the pesticide at the lowest Cu concentration added, since the ad-
sorption occurs almost exclusively on edge sites; consequently the fraction 
of Cu adsorbed is close to unity. At higher Cu concentrations, a 10-fold in-
crease in the added concentration of chlordimeform results in a 8% de-
crease in the adsorbed amounts of the metal. In this case, the calculated 
amounts of Cu adsorbed indicate that the fraction of Cu adsorbed on the 
planar positions decreases, unlike that on the edge sites, i.e., the pesticide 
is competing effectively with Cu for adsorption on the planar positions. 
Conversely, a 6-fold increase in the Cu concentration gives a 7.7% reduc-
tion in the adsorption of chlordimeform at the lowest concentration used, 
but the reduction only amounts to 3.6% for higher chlordimeform concen-
trations. This reduction is due to the higher affinity of chlordimeform to 
the clay sites at higher loading, as deduced from the S-shape adsorption 
isotherm. 
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Tables 2 and 3 indicate that Cu adsorption is slightly higher when the 
clay was previously treated with the pesticide than in the case of adsorp-
tion from pesticide-free solutions or when both adsorbates were added si-
multaneously. This may be due to the fact that adsorption of the pesticide 
on the planar positions of the clay promotes an opening between the plate-
let layers, thus facilitating the subsequent penetration of Cu. The loading 
of the pesticide on the clay is very small, so that only a small fraction of 
the interlamellar positions are occupied by the pesticide, the other posi-
tions being available for metal sorption. This behaviour is more evident at 
the highest Cu concentrations, where adsorption of the metal on the planar 
positions is larger, and accordingly, the fraction of Cu adsorbed on the 
planar positions increases with respect to that of Cu adsorption from pesti-
cide-free solutions or when Cu is simultaneously added with the pesticide.  
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Abstract

This paper reports studies from selected recent papers using NMR to in-
vestigate interactions between organic pollutants and soil matrices includ-
ing SOM fractions, clays, whole soils or sediments, three main approaches 
are presented. First, an indirect approach consists to measure organic car-
bon normalized sorption coefficients (Koc values) of organic pollutants 
with soil matrices and then to establish correlations between these values 
and structural elements of soil organic matter (carboxylic, carbonyl, aro-
matic, aliphatic groups…). In that case, NMR technique only plays a role 
in determining soil organic matter structure. Second are reported solid state 
NMR (13C and 15N CP-MAS, cross polarization magic angle spinning) ex-
periments which are the main tools to investigate covalent bonds between 
organic pollutants and SOM. Finally are described experiments carried out 
on hydrated solid matrices using HR-MAS (high resolution magic angle 
spinning) NMR. This approach, which is the most recent and novel, allows 
characterizing molecular species at the solid-aqueous interface, these spe-
cies are differentiated according to their degree of mobility. It should help 
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to investigate the major question of bio-availability of organic pollutants, 
mainly for bacteria. 

Keywords 

NMR; HR-MAS; CP-MAS; covalent bonds; non-covalent bonds; hydrated 
matrices; SOM; soil components 

Introduction

The fate of organic pollutants in soils from the surface to ground waters is 
greatly dependent on the interactions they can make with soil components 
and on degradation processes, mainly biodegradation by microorganisms. 
NMR spectroscopy which is the major tool for chemists to analyze more or 
less pure organic molecule structures, has been used more recently directly 
in situ on complex media, without purification, leading to applications in 
the field of environment (Grivet et al. 2003). Many studies are related to 
microbial degradation of xenobiotics; the identification of intermediary 
and final metabolites allows to describe metabolic pathways in detail (for 
review see Delort and Combourieu 2001, 2000; Combourieu et al. 2003; 
Grivet et al. 2003). NMR is also a tool to study interactions between or-
ganic pollutants and soil components, including humic and fulvic acids 
(HA and FA), humin, clays… When covalent bonds are created, these pol-
lutants are more persistent; they can participate to the humification process 
or induce some eco-toxicological problems. On the contrary these xenobi-
otics can interact without forming covalent bonds; in that case they are 
likely to be more bio-available for microbes or plants or to be transported 
to ground water. Although reported studies were carried out exclusively 
under laboratory and not under field conditions because of the relatively 
low sensitivity of NMR techniques, this approach remains one of the 
unique tool to assess interaction mechanisms at a molecular level. In this 
paper we shall present selected examples illustrating three NMR ap-
proaches developed to study organic pollutant interactions with soils. 
These case studies were chosen almost exclusively from recent papers (last 
five years). First, an indirect approach consists to measure organic carbon 
normalized sorption coefficients (Koc values) of organic pollutants with 
soil matrices and then to establish correlations between these values and 
structural functions of soil organic matter (carboxylic, carbonyl, aromatic, 
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aliphatic groups…). In that case, NMR technique only plays a role in de-
termining soil organic matter structure (SOM). Second are reported solid 
state NMR experiments (13C and 15N CP-MAS, cross polarization magic 
angle spinning) which are the main tools to investigate covalent bonds be-
tween organic pollutants and SOM. Finally are described NMR experi-
ments designed to assess non covalent interactions. Apart from liquid state 
NMR experiments (chemical shift or T1 measurements) carried out in 
model systems, HR-MAS (high resolution magic angle spinning) NMR 
technique applied on hydrated solid matrices is described in detail. This 
latter approach, which is the most recent and novel, allows characterizing 
molecular species at the solid-aqueous interface, these species being dif-
ferentiated according to their degree of mobility. It should help to investi-
gate the major question of bio-availability of organic pollutants, mainly for 
bacteria.

For a more extensive literature, readers can refer to an interesting book 
published about this topic (Nanny et al. 1998) and a recent review by our 
group (Delort et al. 2004). Although some papers report interactions be-
tween organic pollutants and inorganic fractions of soil, most studies are 
focused on interactions with SOM. 

Correlations between Koc and soil organic matter 
structure

NMR represents a major technique to investigate SOM structure; in par-
ticular to describe the main functional groups (carboxylic, carbonyl, aro-
matic, aliphatic groups…). It is a non destructive approach to analyze 
samples, including soils and sediments, compost, peat, HA and FA. 13C
CP-MAS (cross polarization magic angle spinning) NMR has been exten-
sively used to study solid matrices in a solid state (for review see Kögel-
Knabner 2000, Preston 2001, Keeler and Maciel 2003). More recently, in-
novative approaches such as multidimensional 1H NMR experiments or 1H
spin-spin relaxation time (1H-T2) measurements have brought some new 
insight in SOM structure (Simpson 2001, Simpson et al. 2002, 2003b, 
Gunasekara et al. 2003, Cook et al. 2003). To investigate interactions be-
tween organic pollutants and soil matrices, it is possible to establish corre-
lations between organic carbon normalized sorption coefficients (Koc val-
ues) and structural elements of SOM. Koc values are measured in solution 
with pollutants at natural abundance, under relatively low concentrations. 
Recent papers report studies of PAHs (Xing 2001, Salloum et al. 2002, 
Gunasekara et al. 2003, Simpson et al. 2003a, Kang and Xing 2005), trini-
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trotoluene and its metabolites (Eriksson et al. 2004), pesticides (Ahmad et 
al. 2001, Kulikova and Perminova 2002), volatile organic compounds 
(Kile et al. 1999, Shih and Wu 2002). 
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Fig. 1. Correlations between Koc and soil organic matter structure. A) 13C-CP-
MAS NMR spectra of selected soils and sediments. Percent polar carbon (POC) 
was calculated as the combined fractions of 50-105 ppm and 160-220 ppm regions 
of the spectra. B) Plot of Koc vs POC for soils and sediments. An inverse correla-
tion between partition efficiency of carbon tetrachloride (CT) to SOM and SOM 
polarity is observed. (adapted from Kile et al. 1999) 

Figure 1 shows the application of this approach to the case study of the 
interaction of carbon tetrachloride (CT) with various soils and sediments 
(Kile et al. 1999). In figure 1A are reported 13C-CP-MAS spectra of four 
selected soils and sediments. Characteristic functional group carbons can 
be assigned to four different spectral regions including aliphatic carbons (
0-50 ppm), alcoholic carbons in carbohydrates, ethers, anomeric carbons 
( 50-150 ppm  aromatic and phenolic carbons (  105-160 ppm), car-
boxyl, carbonyl carbons in aldehydes, amides and ketones (  160-220 
ppm). Percent polar carbon (POC) was calculated as the combined fraction 
of the 50-105 and 160-220 ppm regions of theses 13C spectra. In figure 1B 
the plot of Koc of Ct vs the percent of POC for various soils and sediments 
shows a clear inverse trend between Koc and POC, with two distinct popu-
lations of soils and sediments. This result strongly suggests that the parti-
tion efficiency of CT, and more generally of non-polar compounds, to 
SOM is dependent on the polarity of SOM. 
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Although this approach is indirect, it could be used in principle as a 
predictive tool to extrapolate possible interactions between a pollutant and 
a soil of known composition. Also, both soil and pollutants can be studied 
at natural abundance which is a great advantage. 

Covalent bonds with organic matter in solid state 
matrices

13C-CP-MAS or 15N-CP-MAS have been used to study covalent interac-
tions between organic pollutants and soil organic matter resulting from soil 
microbial activity. Because studies were carried out under laboratory con-
ditions; these covalent bonds had to be created by incubating organic pol-
lutants in the presence of soil or soil components with enzymes or micro-
organisms; or by making artificial compost. For these studies, 15N or 13C
enriched xenobiotics were used because of the low sensitivity of NMR and 
the low concentration of organic pollutants compared to the amount of soil 
organic matter. Isotopic enrichment is needed to detect specifically resi-
dues resulting from covalent bonding. Indeed, SOM being highly concen-
trated, significant 13C or 15N NMR signals can be detected even at natural 
abundance. To increase even more the isotopic enrichment difference be-
tween the organic pollutant and SOM, some authors have suppressed the 
natural abundance enrichment of SOM by preparing 13C- or 15N –depleted 
compost (Berns et al. 2005, Haider et al. 1993). For that, they have used 
plants grown under 12CO2 or 14NH4 conditions. As labeled pollutants are 
not commercially available but must be synthesized in specialized labora-
tories, only a few types of compounds have been studied up to date. Recent 
papers describe the interactions with 15N-TNT (Achtnich et al. 1999, 
Bruns-Nagel et al. 2000, Knicker et al. 1999, 2001, 2002, Knicker 2003, 
Thorn et al. 2002, Thorn and Kennedy 2002, Thiele et al. 2002), 13C-
CH3Br (Tao and Maciel 2002), 13C-PAHs (Käcker et al. 2002), 13C-
benzothiazoles (Witte et al. 1998, 2002), 13C-atrazine (Benoit and Preston 
2000), 15N-simazine (Berns et al. 2005). One of the problems of this ap-
proach is that the interpretation of NMR spectra is not always straightfor-
ward because organic pollutants are usually labeled at a single position. As 
a result, NMR only gives partial information about the molecular structure. 
Also it is sometimes very difficult to assume that observed signals result 
from covalent bonding and not from sequestration. Therefore additional 
experiments to NMR must be carried out to demonstrate the presence of 
bound residues: for instance, chemical cleavage of covalent bonds fol-



98      A.M. Delort et al.  

lowed by mass spectroscopy analysis (Käcker et al. 2002) or silylation of 
the bound residues followed by size exclusion chromatography analysis 
(Berns et al. 2005). To partially overcome these problems, Knicker (2003) 
recently proposed a new approach, which combines the use of 15N-TNT
and 13C-labelled plant material with 15N-13C DCP-MAS (double cross po-
larization magic angle spinning) NMR experiments. 

Fig. 2. Two-dimensional solid-state DCPMAS 15N 13C NMR spectrum of the acid 
insoluble fraction obtained from 13C-enriched plant residues that were incubated 
after addition of 15N3-TNT for 11 months. Cross peaks demonstrate the formation 
of amide linkages and alkylation of their N. Hf: humic fraction. (adapted from 
Knicker 2003). 

An example of 15N-13C DCP-MAS NMR spectrum collected from the 
acid-insoluble fraction obtained from 13C-enriched plant residues that were 
incubated after addition of 15N3-TNT for 11 months is presented in figure 
2. Two large 13C-15N cross peaks correspond to the correlations between 
nitrogen from amide groups (15N = 257 ppm) with carbon from carbox-
ylic groups (13C = 164 ppm) and carbon from methyl groups (13C  = 55 
ppm) respectively. This result proves unambiguously the formation of am-
ide linkages between N of TNT and carboxylic groups of this humic frac-
tion; in addition it shows that most of the N of these amide linkages are al-
kylated. This technique is extremely powerful and novel but remains 
limited by its low sensitivity: some experiments took up to 48 hours, and 
some fractions could no be analyzed due to their low 15N concentrations.  

Finally, one should remind that, in most cases, CP-MAS NMR is not 
absolutely quantitative due to the differential magnetization transfer effi-
ciency between 13C or 15N nuclei and protons, depending on the chemical 
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structure of the molecules. Preston (2001) wrote a review about technical 
problems encountered with the use of this technique for studying SOM. 
Also structural information can be limited due to a lower resolution of 
solid state NMR spectra (broad lines). In spite of these various drawbacks, 
13C and 15N CP-MAS NMR experiments remain a method of choice to 
study organic pollutants/ SOM covalent interactions because this technique 
is non destructive and soil samples can be directly studied in the NMR 
tube.

Mobility of pollutants at the solid-aqueous interface in 
hydrated matrices. 

Weak interactions are usually difficult to analyze. One can take advantage 
of NMR properties connected with the orientation or movements of the 
molecules to assess these interactions.  

A first approach is based on studies with model systems in liquid solu-
tion (for instance pollutant/ extracted humic acids…). A basic technique is 
to look at NMR shifts which can give indications about the type of interac-
tion involved ( , H bonds…) (Zhu et al 2004). Also, many authors have 
used spin-lattice relaxation time (T1) values to describe molecular interac-
tions in solution (for review see Simpson et al. 2004b, Delort et al. 2004, 
Nanny et al. 1998). T1 is basically an NMR parameter reflecting the mobil-
ity of each atom as it is inversely proportional to the correlation time c
Consequently any decrease in the contaminant T1 value is attributable to a 
molecular association with the soil component.  

Although these studies are of great interest, experimental conditions 
(liquid state) are rather far from those encountered in soils. Hydrated solid 
matrices (peat, soil, clay) can be considered as more relevant to real envi-
ronmental conditions. The challenge under these conditions is to study ad-
sorption-desorption mechanisms at the solid-aqueous interface. These 
mechanisms influence the mobility of organic compounds at the surface of 
a colloid. It is now possible to assess this mobility of pollutants at the 
solid-aqueous interface in hydrated matrices with the recent developments 
of HR-MAS (high resolution magic angle spinning) technique combined to 
specific HR-MAS probes allowing the use of gradients and shimming 
coils. Basically, this technique allows the characterization by NMR of in-
homogeneous compounds with liquid-like dynamics (Piotto et al. 2001). In 
hydrated soil matrices, very mobile species give narrow signals, close to 
liquid state NMR spectra, on the contrary when the strength of the interac-
tion increases the signals are more and more broadened. Therefore NMR 
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signals reflect the degree of mobility of pollutants at the liquid/solid inter-
face. Note that this technique, like CP-MAS, is non destructive for solid 
samples. Various nuclei have been used, including 19F, 1H and 31P; these 
nuclei are very sensitive and can be easily detected at natural abundance. 
Khol et al. (2000) studied the sorption of 19F-hexafluorobenzene (19F-HFB)
on peat samples hydrated up to 65% of the maximum H20 capacity. On 
19F-MAS NMR spectra narrow lines were assigned to free, liquid HFB and 
lousy bound, mobile HFB; on the contrary a broad line was due to immo-
bile HFB (Figure 3).The evolution of these different species with time was 
clearly observed; after 24 hours all the free HFB was adsorbed on peat. 
Complementary experiments showed that at least three sorption sites of 
HFB could be identified on molecular weight fractions of soil humic acid 
(Khalaf et al. 2003). 

Fig. 3. 19F solid-state NMR spectra of HFB sorbed to whole peat wetted to 65% of 
the maximum H20 capacity. Spectra were aquired during 17 min (a), 25 min (b), 
37 min (c), 1h (d), 4h (e) and 24h (f) after application of HFB. Three HFB signals 
could be detected corresponding to free liquid HFB, loosy bound, mobile HFB and 
immobile HFB. (adapted from Khol et al. 2000). 
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1H HR-MAS was applied to study the interaction of pesticides with soil 
(Simpson et al. 2001) or clay (Combourieu et al. 2001). Opposite to 19F
NMR which is easy to apply because there is no problem of overlapping 
signals due to the matrix and the very large chemical shift range of 19F nu-
clei (about 500 ppm), some difficulties are encountered with 1H NMR: the 
narrow chemical shift range of 1H nuclei (about 15 ppm), the presence of a 
huge signal due to water in the samples, or the numerous 1H resonances 
due to SOM. However, these problems can be overcome by applying mul-
tidimensional 1H NMR and water suppression techniques. The main ad-
vantage of 1H NMR is the ubiquitous presence of protons in organic pol-
lutants at natural abundance and the highest sensitivity of detection of this 
nucleus. We have demonstrated the potential of the 1H HR-MAS NMR 
technique to study interactions of the herbicide MCPA (4-chloro-2-
methylphenoxyacetic acid) with highly hydrated anionic clays, namely 
layered double hydroxides (LDHs) (Combourieu et al. 2001). By using a 
well-characterized model of soil it was possible to distinguish unambigu-
ously the mobile (adsorbed) and immobile (intercalated) pesticide. Figure 
4 shows the 1H signals of MCPA adsorbed at the surface of 200% D2O hy-
drated clay (Mg3AlCl), sharp signals are characteristic of weakly bound 
compounds (top trace). On the contrary, 1H from intercalated MCPA in the 
clay layers are not visible being broadened, this results from very strong 
interactions with the matrix (bottom trace). 

Fig. 4. 1H HR-MAS NMR spectra of adsorbed (top trace) and intercalated (bottom 
trace) MCPA clay (Mg3AlCl) hydrated with D2O. Sharp signals of adsorbed 
MCPA indicate an efficient tumbling of the molecules at the surface, while signals 
from MCPA tightly packed inside the structure are not observable by HR-MAS.   
r: spinning rate of the rotor. SB: spinning side bands. 
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Simpson et al. (2001) could observe directly interactions between the 
herbicide trifluarin and the surrounding soil matrix, swollen in water. In a 
recent work, we have studied the adsorption of a pesticide named gly-
phosate ((N-phosphonomethyl)glycine) at the surface of LDHs through 
different HR-MAS NMR approaches. In addition to 1H NMR, 31P was used 
as a probe to appreciate the surface distribution of the pesticide since 31P
chemical shifts are very sensitive to surrounding lattice, including local 
pH. Three types of glyphosate molecular species could be distinguished 
and characterized (unpublished data). 

Conclusion

Understanding of molecular mechanisms involved in the interactions be-
tween organic pollutants and soil is extremely difficult. Investigations are 
limited by the lack of adequate tools to assess these questions. NMR spec-
troscopy, although it is not very sensitive, has become a promising ap-
proach. Beside classical studies by 13C CP MAS NMR experiments, new 
methods allow deeper insight in molecular structure of SOM. A recent pa-
per describes procedures for the generation of 2D NMR databases contain-
ing spectra predicted from chemical structures. Using spectral prediction 
and pattern matching, it should be possible to identify residues in natural 
organic matter (Simpson al. 2004a). Also the development of HR-MAS te-
chnique opens new perspectives to characterize molecular species at the 
solid-aqueous interface, under conditions closer to those of natural envi-
ronment. Another challenge is now to investigate the major question of 
bio-availability of organic pollutants, mainly for bacteria. In this context 
we are currently using 1H HR-MAS to monitor directly in situ the degrada-
tion of benzothiazole-2-sulfonic acid by Rhodococcus strains in the pres-
ence of anionic clays (Haroune 2003). 
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Abstract

Reactive-transport models aim at a comprehensive, quantitative and, ulti-
mately, predictive treatment of biogeochemical transformations and mass 
transfers in the subsurface. Not only do they provide environmental simu-
lation tools, they can also be used to test new theoretical concepts or hy-
potheses. A major goal of the geochemistry group in Utrecht is to incorpo-
rate complex, microbially-driven reaction networks in reactive transport 
models, through a close collaboration between modelers and experimental-
ists. This paper gives an overview of some of the research activities we are 
carrying out in this area. 

Keywords 
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growth; thermodynamic constraints; sensitivity 

Introduction

The chemical structure and evolution of subsurface environments are 
largely determined by the activity and the diversity of the resident micro-
bial populations (Chapelle 2000). Microbial metabolic reactions modify 
the acid-base and electrolytic properties of pore waters as well as the com-
position of particulate plus colloidal matter in soils, sediments and aqui-
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fers. Comprehensive modeling of reactive transport in subsurface envi-
ronments therefore requires mathematical expressions that predict the rates 
at which microorganisms consume and produce chemical constituents. 

Microbial processes typically exhibit saturation behavior with respect to 
substrates that the organisms extract from their surroundings. That is, with 
increasing concentration of a limiting substrate, the rate ultimately reaches 
a maximum value. This behavior is captured by the so-called Michaelis-
Menten (or Monod) rate expression, which is commonly used to represent 
microbial reaction pathways in biogeochemical reactive transport models 
(e.g., Mayer et al. 2001). The Michaelis-Menten model, however, has 
mainly been verified for pure cultures of bacteria consuming soluble sub-
strates. We present the results of recent experimental studies, which illus-
trate that the Michaelis-Menten formulation also holds for natural micro-
bial communities and when solid-phase substrates are utilized. 

In subsurface environments, several groups of microorganisms often 
compete for the same substrate(s). A classic example of competition is the 
degradation of soil or sediment organic matter by heterotrophic microor-
ganisms that couple organic carbon oxidation to the reduction of alterna-
tive terminal electron acceptors (TEAs). The principal TEAs are generally 
used sequentially in the order O2, NO3

-, Mn(IV), Fe(III), and SO4
2-, leading 

to a characteristic redox zonation. Here, we analyze the competition for 
organic energy substrates by microorganisms using different TEAs, within 
the framework of a reaction network model based on Michaelis-Menten 
kinetics.

There is growing interest in understanding the functioning of microbial 
communities in environments with a low supply of energy substrates, e.g., 
deep aquifers or deep sediments. In such areas, microorganisms function 
close to their bioenergetic limit, meaning that thermodynamic constraints 
must be included in the metabolic rate description. A simple extension of 
the Michaelis-Menten rate expression is employed that ensures thermody-
namic consistency. The extended rate model is applied to anaerobic oxida-
tion of methane (AOM) by sulfate, a biogeochemical process carried out 
by symbiotic associations of methanogenic archaea and sulfate-reducing 
bacteria (e.g., Hoehler et al. 1994). 

As knowledge about microbial processes and interactions expands, in-
creasingly detailed representations of geomicrobial reaction systems are 
being developed. This creates the need for robust approaches for parameter 
identification and calibration. Here, we use a factorial analysis to identify 
the parameters that most significantly affect the output of our AOM reac-
tion network model. This type of global sensitivity analysis should, ideally, 
be incorporated into the design of experimental studies of complex geomi-
crobial systems. It may also assist in the derivation of simplified rate equa-
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tions of geomicrobial reactions which, in turn, can be included in reactive 
transport models that simulate geomicrobial activity in subsurface envi-
ronments. 

Geomicrobial kinetics 

The Michaelis-Menten rate expression was originally derived for enzyme-
catalyzed reactions in which one reactant species, the substrate, is trans-
formed into a product via an enzyme-substrate complex. It relates the ini-
tial reaction rate to the total enzyme concentration (assumed constant), and 
the initial substrate concentration. The rate of product formation reaches a 
maximum (Rmax) when all enzyme molecules are complexed with the sub-
strate. The substrate concentration at which the rate equals half of Rmax is 
referred to as the affinity constant (Km), which is a measure of the affinity 
of the enzyme for the substrate: the smaller Km, the stronger the affinity. In 
its simplest form, the Michaelis-Menten rate expression is written as 

SK
SRR

m
max (1)

where R is the rate of the enzyme-catalyzed reaction and [S] the substrate 
concentration.

The Michaelis-Menten rate expression is frequently applied to multi-
step reactions carried out by complex microbial communities (e.g., Martin-
Nieto et al. 1992, Ulrich et al. 2003). In Fig. 1, for example, rates of bacte-
rial sulfate reduction in an intertidal, freshwater sediment from the Scheldt 
river (Appels, Belgium) are plotted as a function of the dissolved sulfate 
concentration. The rates were measured in continuous flow-through reac-
tors containing intact slices of sediment (Roychoudhury et al. 1998), and 
with dissolved sulfate being supplied to the resident microbial community 
via the inflow solution. The electron donors used by the sulfate reducing 
bacteria, however, are generated inside the reactor through hydrolysis and 
fermentation of sedimentary organic matter. Despite the fact that different 
groups of microorganisms are involved, as well as a variety of intermedi-
ate chemical species, Fig. 1 shows that the Michaelis-Menten expression 
provides a good description of the net consumption of the TEA. 

In a number of environmentally-relevant cases, microorganisms rely on 
solids as direct substrates. For example, in the absence of appropriate elec-
tron shuttles, the dissimilatory reduction of ferric oxyhydroxides requires 
direct contact between the mineral and the bacteria. Hence, the Fe(III) re-
duction kinetics are expected to depend on mineral properties that affect 
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cell adhesion, such as the shape, specific surface area and surface charge of 
the mineral particles (e.g., Roden et al. 1996), as well as on aggregation of 
the cells or production of extracellular polymers. Confronted with so many 
potentially rate-controlling variables, it is reasonable to question whether 
the simple formalism of Eq. 1 is still adequate. 

Fig. 1. Steady-state sulfate reduction rates in the 2-4 cm depth interval of an inter-
tidal freshwater sediment (Appels, Belgium). Rates are measured in a continuous 
flow through reactor containing undisturbed sediment slices, as a function of the 
average sulfate concentration in the reactor. The solid line is the best fit of the 
Michaelis-Menten expression (Eq. 1) to the experimental data. 

We have systematically investigated the dependence of the rate of re-
duction of Fe(III) mineral phases by the iron reducing bacterium, She-
wanella putrefaciens (Bonneville et al. 2004). The minerals investigated so 
far include two different hematites, lepidocrocite, 6-lines ferrihydrite, 
amorphous Fe(III) (hydr)oxide and ferric phosphate. For all the solids, the 
dependence of the Fe(III) reduction rate on the concentration of the Fe(III) 
substrate fits the Michaelis-Menten equation, as illustrated in Fig. 2a for 6-
lines ferrihydrite. 

The same experimental approach was used to determine rates of micro-
bial Fe(III) reduction by S. putrefaciens of natural, iron rich sediment from 
the Scheldt river. Also in this case, the rate exhibits saturation behavior 
with respect to the amount of reactive Fe(III) present in the sediments (Fig. 
2b). The maximum Fe(III) reduction rate per cell is of the same order of 
magnitude as those obtained for ferrihydrite (Fig. 2a) and amorphous 
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Fe(III) (hydr)oxide, indicating that in the sediment, the ferric mineral(s) 
are highly reactive and can be used by the resident iron reducing microor-
ganisms. 
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Fig. 2. a. Rate of reductive dissolution of 6-lines ferrihydrite by the facultative an-
aerobic bacterium Shewanella putrefaciens, as a function of the initial concentra-
tion of Fe(III), at three different bacterial cell densities. The rates plotted are nor-
malized per cell (specific rates). The experiments were carried out under strict 
anaerobic conditions at pH 7, with excess lactate as electron donor. The solid line 
corresponds to the best fit of the Michaelis-Menten expression to the experimental 
data. b. Same as in a., but now with a natural iron-rich, intertidal freshwater sedi-
ment (Appels, Belgium) as Fe(III) source. The rate scale is identical to that in a. 
The rates are plotted versus the concentration of reactive Fe(III), defined as the 
fraction of total iron extractable by ascorbate at circumneutral pH (Hyacinthe and 
Van Cappellen 2004).

The above studies, and others, confirm that the Michaelis-Menten rate 
expression provides a general description of the utilization of external sub-
strates by microorganisms. Hence, it forms the logical starting point for the 
development of mathematical representations of geomicrobial processes in 
reactive transport models. In order to account for changes in the microbial 
community structure, microbial groups, e.g., sulfate or iron reducing bacte-
ria, can be included explicitly in Eq. 1, by expanding Rmax as Rmax = vmax B,
where B is the biomass of a particular microbial group and vmax the maxi-
mum specific reaction rate per unit biomass or cell. The standard approach 
consists in solving a conservation equation for B that expresses biomass 
growth and decay. This implies an additional level of model parameteriza-
tion, such as specifying the maximum specific growth rate, growth yield 
and decay constant of the microorganisms (section 3). 
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In contrast to natural porous media, it is, in principle, straightforward to 
manipulate and monitor the cell density (biomass) in pure culture experi-
ments (e.g., Fig. 2a). For natural samples, traditional culture-enrichment 
techniques introduce biases because not all microorganisms grow equally 
well in the culture media. Recently-developed molecular probing tech-
niques are rapidly increasing our insight in the diversity and community 
structure of natural microbial populations (e.g., Amman et al. 1995). How-
ever, relatively few studies have so far directly linked the abundance of 
specific functionalities or microbial groups to geomicrobial reaction rates 
in subsurface environments. 

Fig. 3. Depth distributions of Rmax for nitrate reduction obtained using plug-flow 
through reactor experiments, abundance of denitrifiers (MPN) and in situ nitrate 
reduction rates in an intertidal freshwater sediment (Appels, Belgium). In situ ni-
trate reduction rates were derived from time-series N2O microprofiles in sediment 
cores treated with the N2O reductase inhibitor acetylene. 

In a recent study of nitrate reduction in estuarine sediments (Laverman 
et al. submitted), no correlation was observed between the abundance of 
nitrate reducing bacteria, obtained with the Most Probable Number (MPN) 
method, and the maximum rate, Rmax, of NO3

- reduction (Fig. 3). Further-
more, in situ denitrification was restricted to the top 5 mm of the sediment 
core, as NO3

- did not penetrate deeper in the sediment. Potential denitrifi-
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cation activity, however, extended much deeper (Fig. 3). Thus, the total 
population density was not a reliable predictor of the in situ or potential 
denitrification rates. A major challenge ahead will be to determine which 
measurable characteristics of natural microbial populations directly relate 
to potential reaction rates. Until then, caution must be exerted when inter-
preting biomass terms appearing in the rate expressions of geomicrobial 
reactions. At best, B should be considered an effective, or apparent, bio-
mass. The uncertainties surrounding in situ biomasses are reminiscent of 
those encountered in water-rock reactive transport problems, when reactive 
mineral surface areas must be estimated from bulk mineral abundances. 

One drawback of Eq. 1 is that it treats the transformation of the substrate 
as an irreversible process, whose rate only vanishes when the concentra-
tion of the substrate reaches zero. However, energy-generating (catabolic) 
microbial processes, for instance dissimilatory sulfate and iron(III) reduc-
tion, only proceed when the energy yield exceeds some metabolic thresh-
old. An extension of the Michaelis-Menten expression for a multi-substrate 
catabolic process, which accounts for bioenergetic limitation and possible 
inhibition, is 

RT
exp1
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in

m
max
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where iKm  is the affinity (or half-saturation) constant of the i-th substrate 
Si, jK in  is the inhibition constant associated with the j-th inhibitor INj,

G is the Gibbs energy of reaction, corrected for the threshold energy,  is 
the average stoichiometric number of the reaction (Jin and Bethke 2002), 
and R and T are the gas constant and absolute temperature. 

Alternative formulations of the extended Michaelis-Menten expression 
have been proposed. Nonetheless, they all convey the same essential fea-
tures of microbial redox transformations. That is, the rate, R, of a given re-
dox pathway depends on the abundance and maximum activity levels of 
the microorganisms involved, the availability and affinity of the cells for 
the direct electron donor and acceptor species, the presence of inhibitors 
that may inactivate the pathway, and the Gibbs energy yield of the corre-
sponding redox transformation. The latter is harvested by the microorgan-
isms for their growth and maintenance. Note that in Eq. 2, accumulation of 
reaction products limits the reaction rate via the effect on the Gibbs energy 
of reaction. 

Inclusion of the last term on the right-hand-side (RHS) of Eq. 2 is par-
ticularly important when dealing with geomicrobial systems operating 
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close to their thermodynamic limit (Jin and Bethke 2002). An example is 
anaerobic oxidation of methane (AOM) by sulfate (Hoehler et al. 1994). 
The catabolic reactions carried out by the methane-oxidizing archaea 
(MOA) and sulfate-reducing bacteria (SRB) are 

-
32

--2
44

2
--2

42

-
3224

 HCOO H  HSSOCH:Net

OH4  HS HSO4H:SRB

 H HCO4HO3HCH:MOA (3a)
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where H2 represents the interspecies electron shuttle. This reaction is ener-
getically not very favorable; its standard Gibbs energy (298 K, 1 atm) is 
only –16.9 kJ per mole CH4. Hence, the rate of AOM is expected to be 
sensitive to fairly small changes in saturation state. 

Fig. 4. Rate of sulfate reduction coupled to H2 oxidation (Eq. 3b) during AOM, as 
a function of the partial pressure of H2. MMM refers to the standard Michaelis-
Menten model (Eq. 1); TKM is the combined Thermodynamic-Kinetic Model, 
which explicitly relates metabolic rates to the Gibbs energy of reaction (Eq. 2). 
Far from equilibrium, when H2 is abundant, the two models converge.

Following Jin and Bethke (2002), we have developed a mixed kinetic-
bioenergetic model of AOM where Eq. 2 is used to compute the rates of 
the various microbial pathways involved (section 3). The simulations show 
that the higher kinetic efficiency of SRB causes this reaction (Eq. 3b) to 
proceed close to equilibrium, while methane oxidation (Eq. 3a) remains 
relatively far from equilibrium. The latter is a consequence of the low par-
tial pressure of H2, because of the efficient utilization of H2 by SRB. The 
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dependence of the rate of sulfate reduction on the Gibbs energy of reaction 
(i.e., the last term on the RHS of Eq. 2) also prevents the concentration of 
H2 from dropping below a minimum value, which corresponds to the 
threshold Gibbs energy requirement of the SRB (Fig. 4). 

Biogeochemical reaction networks 

Microbial reactions in soils, sediments and aquifers are part of extended 
reaction networks, which include biotic and abiotic transformation proc-
esses. The substrates and products of these biogeochemical pathways are 
highly coupled, leading to a complex dynamics which is best captured by 
the means of models. The first step in developing a reaction network 
model is pathway identification. For each biogeochemical pathway there is 
a set of reactants and products, and, for biotic pathways, also a biomass, B.
Once all the pathways have been identified, the complete set of chemical 
species and biomasses is uniquely defined. 

A schematic representation of a typical biogeochemical reaction net-
work is given in Fig. 5. It includes some of the major reaction pathways 
encountered in anaerobic subsurface environments, where degradation of 
organic matter sustains a metabolically versatile microbial community ca-
pable of using a variety of TEAs. A number of different modeling ap-
proaches have been proposed to simulate the sequential utilization of 
TEAs during the breakdown of organic matter (see, e.g., Curtis 2003). Us-
ing a batch reaction model based on the extended Michaelis-Menten ap-
proach, the competition between respiratory pathways in a reaction net-
work such as the one in Fig. 5 is shown to depend mainly on the values of 
the affinity constants for the electron donors and, to a lesser degree, on the 
growth yields of the various microbial populations. 

Fig. 5. Simplified C-Mn-Fe-S reaction network in anaerobic environments with 
organic carbon as the energy source.  The dashed lines correspond to the organic 
carbon respiration pathways with Mn(IV), Fe(III) and sulfate as TEAs. 
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The model results further show that when labile organic matter is abun-
dant the affinity constants for the TEAs also play an important role in the 
dynamics of the reaction network shown in Fig. 5. In particular, these af-
finity constants influence the relative distribution of TEA utilization over 
competing reduction pathways. For example, a decrease in the affinity 
constant of Fe(III) (hydr)oxides for iron reducing bacteria may shift Fe(III) 
reduction to reaction with sulfide, which consequently promotes organic 
matter degradation by SRB. In general, with increasing availability of la-
bile organic matter, there is also growing spatial and temporal overlap 
among respiratory pathways using different TEAs, as can be demonstrated 
experimentally (Fig. 6). 

Fig. 6. Measured concentrations of sulfate (triangles) and Fe2+ (squares) in the 
aqueous phase of an unamended sediment slurry incubation (open symbols and 
dashed lines) compared to a slurry incubation amended with lactate (filled sym-
bols and solid lines). The temporal overlap among iron and sulfate reduction in-
creases when the labile organic substrate is added (amended slurry). The sediment 
used is from an intertidal site of the Scheldt river (Appels, Belgium). 

One of the key capabilities of models is to help determine which pa-
rameters have the highest impact on the performance of geomicrobial reac-
tion systems. If the model contains only a few adjustable parameters, then 
a brute force sensitivity analysis, where each parameter is varied succes-
sively, while holding the others constant, may still be an option. However, 
even when relatively simple geomicrobial reaction networks are consid-
ered, the number of model parameters rapidly makes this approach obso-
lete. We illustrate this for the case of AOM introduced in section 2. 
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AOM occurs in marine sediments where upward diffusing methane 
meets downward diffusing sulfate. The microbial consortia of MOA and 
SRB carrying out AOM depend on a close syntrophic association and en-
ergy sharing for their survival (Eq. 3). In particular, the SRB are essential 
for the removal of H2 produced by the MOA. To simulate the growth of 
these microorganisms and the turnover of methane in marine sediments, 
we have developed a reaction network including not only methane oxida-
tion (Eq. 3a) and sulfate reduction coupled to H2 oxidation (Eq. 3b), but 
also methanogenesis, acetogenesis, fermentation, and sulfate reduction 
coupled to oxidation of organic fermentation products (Dale et al. submit-
ted). Equation 2 is used to compute the rates of the individual pathways, 
while the biomasses of the various microbial groups, Bi, are calculated by 

ie
j

jij
i BRY

dt
dB (4)

where the sum is taken over all the pathways used by the i-th microbial 
group to generate energy, Yij stands for the growth yield of the microbial 
group by the j-th catabolic pathway, Rj is the rate of the j-th pathway in 
units of biomass obtained with Eq. 2, and e is the specific endogenous de-
cay rate of the microorganisms. 

Our current reaction network model embodies the still fragmentary con-
ceptual understanding of how AOM communities function. Yet the model 
already requires over 40 independent parameters, which reflects the inher-
ently complex nature of reaction systems in which several microbial 
groups participate. Clearly, there is a need to identify those parameters, or 
combination of parameters, that most significantly affect the model output. 
These are also the parameters that deserve particular attention when plan-
ning future laboratory and field experiments. Factorial analysis has proven 
to be a simple, but powerful, approach in this respect, and applications are 
commonplace in environmental engineering (Montgomery 1996).   

A baseline simulation is first conducted, using the best available esti-
mates of the parameters. Subsequently, the parameter values are perturbed 
and the deviation of some defined model response from the baseline simu-
lation is monitored. The sensitivity range for each parameter is chosen 
based on experimental data or informed guesswork. An example of results 
of a factorial analysis of the AOM reaction network is shown on a normal 
probability diagram in Fig. 7. Each point on the diagram represents the ef-
fect of a parameter on the steady-state rate of AOM, which is used as 
model response. Points lying on the straight line indicate a normally dis-
tributed model response. Therefore, the effect of the corresponding pa-
rameter on the model output is indistinguishable from normally distributed 
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(random) error. Points lying away from the line identify the significant pa-
rameters at the sensitivity levels tested.  

Using a coastal marine sediment scenario undergoing transient seasonal 
forcings, the most sensitive parameters for AOM are found to be those be-
longing to sulfate-reduction coupled to H2 oxidation and methane produc-
tion from acetate (Fig. 7). In addition to the affinity constants of H2 and 
acetate for the SRB and methanogens, respectively, and the maximum 
growth rates of these two groups of microorganisms, the model response is 
also sensitive to the thermodynamic state descriptors, 

RT
exp1 GFT (5)

of the two pathways. The latter observation reinforces the importance of 
including thermodynamic constraints in the kinetic descriptions of the 
metabolic pathways in the reaction network.  

Fig. 7. Normal probability plot of a factorial analysis of AOM: the X-axis corre-
sponds to the estimated effects of the various parameters, the Y-axis to the prob-
ability. Parameters exhibiting the greatest departures from the straight line most 
significantly affect the model output. These parameters are the specific maximum 
growth rates (µ) of sulfate reducing bacteria (SRB) and methanogens (MET), and 
the affinity constants (Km) and thermodynamic descriptors (FT, Eq. 5) of the path-
ways of sulfate reduction coupled to H2 and methanogenesis from acetate (Ac).
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The sensitivity analysis further shows that the overall rate of AOM in 
this transient scenario is not sensitive to the kinetic and thermodynamic pa-
rameters related to the methane oxidation pathway (Eq. 3a) and MOA 
biomass. That is, the explicit representation of these parameters, and the 
related variables, does not improve the performance of the reaction net-
work model. This result, which at first may seem counterintuitive, would 
not have been obtained without considering the entire set of microbial 
pathways and their interactions. The factorial analysis therefore yields im-
portant information for the derivation and parameterization of simplified 
mathematical reaction models that can be incorporated in diagenetic reac-
tive transport codes.

Geomicrobiology in reactive-transport models 

The simulation of reactive-transport in earth systems requires the incorpo-
ration of geomicrobial reaction networks into a transport framework. In 
one dimension, this coupling is represented by the conservation equation:  

i
iii R

x
cv

x
cD

t
c

2

2
(6)

where ci is the concentration of chemical species i in the reaction network 
at time t and position x, D is an effective diffusion coefficient used to rep-
resent all diffusive/dispersive transport processes, and v is the velocity as-
sociated with advective transport. Ri represents the sum of all reactive 
processes affecting the concentration of species i. The explicit representa-
tion of the microbial community requires similar conservation equations 
for the biomasses, Bi, where Ri accounts for the growth and decay of the 
microorganisms (Eq. 4). 

As an illustration of reactive-transport applications, two environments 
with contrasting transport intensities and rates of geomicrobial processes 
are presented. In the first example, the process of AOM in passive conti-
nental shelf sediments is simulated. The mixed kinetic-bioenergetic model 
for CH4, SO4

2-, acetate and H2 is coupled to transport by substituting the 
rate expressions discussed earlier (Eq. 2) into the mass conservation equa-
tions (Eq. 6). Figure 8 shows computed vertical profiles of CH4, SO4

2- and 
H2, values of the thermodynamic (FT, Eq. 5) and kinetic (FK) limitations of 
reaction 3a alongside rates of AOM. The term FK corresponds to the first 
term in parenthesis on the RHS of Eq. 2, with CH4 as the substrate. Figure 
8 illustrates that AOM only occurs within a well-defined zone of synergis-
tic kinetic and thermodynamic drive. Above the AOM zone, kinetic inhibi-
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tion (FK = 0) arises from a decrease in CH4 concentrations. Below the 
zone, thermodynamic inhibition (FT = 0) arises from the build-up of end 
products (H2) due to reduced H2 consumption by SRB (Hoehler et al. 
1994).

Fig. 8. a. Depth-concentration profiles of SO4
2-, CH4 and H2 in a marine sediment, 

b. Values for the thermodynamic (FT) and kinetic (FK) limitation terms for meth-
ane oxidation (Eq. 3a), and c. Rate of AOM. FT and FK vary between 0 (total 
growth limitation) and 1 (no growth limitation). 

The second example is based on experimental data on the degradation of 
dissolved organic carbon (DOC) in a sand column experiment flushed with 
artificial groundwater (von Gunten and Zobrist 1993). The reaction net-
work involves a set of biotic and abiotic geochemical reactions similar to 
the one illustrated in Fig. 5. The rates of the different microbial degrada-
tion pathways of DOC are described by Eq. 2, assuming FT = 1. Results 
show that both the total carbon degradation rate and the relative contribu-
tion of each redox metabolic pathway vary in space and time (Fig. 9). In 
this advection-dominated flow system, the redox rates correlate with the 
transient microbial biomass distributions. In contrast, and in agreement 
with experimental findings (Fig. 3), model simulations of bioturbated 
aquatic sediments reveal no correlation between bacterial abundances and 
rates of corresponding redox processes (Thullner et al. in press). These ex-
amples highlight the importance of the transport regime in controlling the 
relationship between microbial community structure and microbial activity 
in subsurface environments. 
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Fig. 9. Simulated carbon degradation rates in a sand column experiment fed with 
groundwater containing lactate as labile carbon source. Left: total carbon degrada-
tion rate along the column at different times; Right: relative contribution of differ-
ent organic carbon degradation pathways (as indicated by the TEA used) to the to-
tal degradation rate after 110 days. 

Conclusions 

The Michaelis-Menten equation has proven remarkably successful in re-
producing the rates of complex geomicrobial processes. It therefore pro-
vides a robust basis for the quantitative modeling of biogeochemical reac-
tion networks in subsurface environments. Extensions of the basic 
Michaelis-Menten equation allow one to take into account the effects of 
multiple substrates, microbial growth, inhibitors and bioenergetic con-
straints. The development of detailed geomicrobial reaction network mod-
els helps to close the gap between fundamental research in geochemistry, 
microbial ecology and molecular biology, and application-oriented reac-
tive transport modeling. 
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Consequences of Different Kinetic Approaches 
for Simulation of Microbial Degradation on 
Contaminant Plume Development 
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Abstract

This study investigates the consequences of assuming different kinetic ap-
proaches for calculation of microbial degradation on plume development 
in a simple case of natural attenuation on field scale. If the required pa-
rameters are properly chosen, all approaches can simulate similar plumes 
for a particular given time step. The differences of contaminant concentra-
tions in the plumes are small and would not attract attention in a natural 
aquifer. On long term prognoses the kinetics result in very different 
plumes: A complex Monod approach considering microbial growth prog-
noses a further spreading of the plume, compared to a first order rate law, 
which results in a short and early stationary plume. Other approaches show 
plumes between these two extremes. On the other hand, the forecasts for 
plumes assuming Monod kinetics are similar, even if different values for 
parameterization are chosen. The reason for this insensibility is, that deg-
radation is not limited by microbial kinetics in the simulation, but by dis-
persive mixing. Simplifying approaches may have few and well determin-
able parameters, but they are not suited for proper prognoses if they 
neglect the prerequisite, that contaminant and electron acceptor have to be 
present for a reaction. 

Keywords 

bioremediation; modeling; microbial kinetics; prognosis; reliability 
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Introduction

For natural attenuation (NA) of organic pollutants in aquifers microbial 
degradation has to be considered as the most important destructive process 
(Wiedemeier et al. 1999). Biological degradation is based on a complex 
system of enzymatic reactions in cell organelles and transfer processes 
through membranes, but most of these processes are not yet completely 
understood (Alexander 1994, Chapelle 1993). Hence, various simplifying 
mathematical approaches exist to simulate microbial degradation (Koch 
1998, Schmidt et al. 1985, Simkins and Alexander 1984).  

Monod-kinetics is one of the most complex approaches, it considers 
changes in microbial population density, maximum uptake rates and non-
linear dependency of turnover on substrate concentrations. This approach 
is quite sophisticated, but it is rarely used to simulate natural attenuation 
(Schäfer 2001), because it is numerically extensive and because it requires 
a large number of hardly determinable parameters. Michaelis-Menten ki-
netics (Borden and Bedient 1986) is a simplification of Monod-kinetics, 
since it neglects changes of microbial population and therefore spatial and 
temporal variation of maximum turnover rate. It is annoying, that these 
two approaches are often not distinguished in literature, e.g. Borden and 
Bedient (1986) investigate “Monod-kinetics”, but assume a constant con-
centration of microorganisms, i.e. in fact it is a Michelis-Menten kinetics. 
In order to reduce numerical effort and parameter demand other simplify-
ing approaches are used, like first-order (McNab Jr. and Narasimhan 1994) 
and zero-order rate laws (Nielsen and Christensen 1994) or kinetics are 
completely neglected by assuming instantaneous chemical equilibrium 
(Borden and Bedient 1986). 

The simplification of complex kinetics yields the risk of erroneous re-
sults and misinterpretations. From direct comparison of mathematical 
functions it is known, that first-order as well as zero-order rate laws can 
overestimate the degradation rate up to several thousand percent compared 
to Michaelis-Menten kinetics (Bekins et al. 1998). This overestimation has 
been confirmed in 1D biofilm reactor models (Bonomo et al. 2000). Sim-
kins and Alexander (1984) investigate the application range of 6 different 
kinetic approaches for interpretation of measured benzoate degradation in 
batch experiments. These and other investigations (Kelly et al. 1996, 
Schmidt et al. 1985) were performed in batch or column studies, where 
short timescales are chosen intending to observe microbial kinetics. Addi-
tionally in batch experiments electron acceptors required for contaminant 
degradation are often available in surplus and do never limit degradation. 
These conditions are not transferable to natural attenuation on site scale, 
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where long timescales are investigated and where the presence of electron 
donor as well as electron acceptor can inhibit degradation.  

On larger scales (tank experiment ~1m) Michaelis-Menten kinetics have 
found to be more accurate than first order degradation to simulating aero-
bic BTX degradation (Jean et al. 2002). On site scale instantaneous chemi-
cal equilibrium has shown to be a good approximation of Michaelis-
Menten kinetics (Rifai and Bedient 1990) or Monod kinetics (Koussis et 
al. 2003) for “fast” reactions or “long” time scales (i.e. high Damköhler 
number), but it causes erroneous results, if the reaction is slower than ex-
pected. Instantaneous equilibrium is also a better approach to simulating 
intrinsic remediation in field applications than a first order decay model 
(Newell et al. 1995). 

These individual comparisons on different scales demonstrate, that the 
approach chosen to calculate microbial degradation will influence the 
simulation of plume development and possibly the decision, if NA is ap-
plicable. This study will compare all the different approaches discussed 
above and apply them to a simple scenario of aerobic toluene degradation 
in a homogeneous aquifer with stationary flow. These simplified condi-
tions make sure, that all concentration changes are attributed to kinetic ef-
fects and not to heterogeneity or complex boundary conditions, allowing a 
direct comparison of different approaches. The spreading of the contami-
nant plume is simulated assuming the diverse kinetic approaches and dif-
ferences of the generated plumes and in forecast plume evolution are dis-
cussed. The following questions will be attributed: How severe are the 
differences of simulated plumes on field scale, if diverse kinetics or 
chemical equilibrium are assumed? Is it possible to identify the underlying 
kinetics from measured concentrations? Which consequences has the as-
sumption of a kinetic approach on the prognosis of future plume develop-
ment? How different are ill parameterized complex Monod kinetics com-
pared to a well parameterized approach with simplified kinetics? 

Methods

The numerical model TBC (Schäfer et al. 1998) is able to simulate all the 
approaches discussed above. This ensures, that flow- and transport condi-
tions are exactly the same for all simulations.  

The simulated aquifer with dimensions of 120m x 40m x 4m (XYZ) is 
discretized in cells of 1m x 1m x 1m. The homogeneous conductivity is 2 
m·d-1 in horizontal and 0.2 m·d-1 in vertical direction. A gradient of 2.5‰ 
in X-direction and an effective porosity of 33% result in a flow velocity of 
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1.5 cm·d-1. In the beginning of the simulation the aquifer is aerobic with an 
oxygen concentration of 0.3 mmol·l-1, which is also found in the inflow 
boundary. An immobile toluene NAPL phase of 3m x 10m is assumed on 
the groundwater table, dissolving into the mobile pore water via a gradient 
law

mobilemequilibriumobile CCktC  (1) 

with a maximum solubility Cequilibrium of 5.6 mmol·l-1 and a constant disso-
lution velocity k of 0.001 d-1. For transport of toluene and oxygen a longi-
tudinal dispersivity L of 0.90 m, transversal dispersivities in horizontal 
and vertical direction of Th=0.09 m and Tv=0.009 m, respectively, and a 
molecular diffusion of 7.4E-5 m²·d-1 are assumed. 

The first numerical approach to describe degradation considers micro-
bial growth via Monod-kinetics. It is used to calculate concentrations after 
2000, 4000 and 6000 days (~ 16 y) simulation time. The other approaches 
require kinetic parameters, which can not be derived from the Monod-
parameters. Hence, these unknown parameters and degradation rates are 
chosen such that they reproduce the concentration distribution after 2000 
d. Main focus was set to obtain the same plume lengths. With the param-
eterized kinetics the future behavior of the plume is calculated for 4000d 
and 6000d simulation time. The prognostic capabilities of the approaches 
are evaluated by comparing the simulated plumes. 

For application of Monod-kinetics a group of immobile toluene oxidiz-
ing aerobic microbes is ubiquitary present in low concentrations (5E-4 
mmolC·kg-1). Growth of this microbial group X follows a “double Monod-
kinetics” (Bae and Rittmann 1996) with two multiplied Monod-terms  for 
toluene and oxygen, allowing a microbial growth and degradation only if 
toluene and oxygen are present. A constant rate simulates biomass decay 
e.g. due to endogenous respiration. Net growth rate is growth minus decay, 
resulting in a permanent consumption of substrates even if biomass is con-
stant.
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The values for maximum growth velocity vmax, half velocity concentrations 
MC for toluene and oxygen, and decay rate vdec assumed for this reaction 
are summarized in table 1. The consumption of toluene is coupled to mi-
crobial growth by a Yield-coefficient Ytoluene.
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An analogous formulation is used to calculate oxygen consumption, the 
Yield-coefficient is calculated from the stoichiometric oxygen demand. 

C6H5CH3 + 9 O2 + 3 H2O => 7 H2CO3  (4) 

Assuming a constant microbial activity over time and space and the 
presence of a sufficiently large amount of oxygen, Eq. 3 can be trans-
formed to: 

toluenetoluene

toluene
M

toluene

CMC
C-k

t
C  (5) 

This equation is a Michaelis-Menten kinetics with respect to toluene 
concentration. The main difference is the assumption of a spatially and 
temporally constant microbial population. The half-velocity concentration 
for toluene MCtoluene is taken from table 1, the lumped maximum degrada-
tion rate kM is chosen such that the length of the toluene plume after 2000d 
simulation time is equal to the previous plume calculated with Monod-
kinetics.

For small toluene concentrations the denominator of the Monod-term is 
approximately MCtoluene and Eq. 5 can be transformed to a first order rate 
law:

toluene1
toluene C-k
t

C  (6) 

For high toluene concentrations the Monod-term is nearly one and Eq. 5 
can be substituted by a zero order rate law: 

0
toluene -k
t

C  (7) 

If the reaction is fast compared to the transport velocity (high Dam-
köhler number), equilibrium is achieved and kinetics of the reaction can be 
neglected. A law of mass action is formulated according to the 
stoichiometric equation for toluene oxidation (Eq. 4): 

K
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9

Otoluene

7
COH

2

32  (8) 

Equilibrium is far on product side, causing a reaction of toluene and 
oxygen until one reaction partner is nearly completely consumed. The ap-
proach requires no fitting of kinetic parameters. 

In order to test the relevance of accurate parameterization of Monod-
kinetics, two parameter sets deviating from the values in table 1 are cho-
sen. The first set of parameters generally overestimates microbial degrada-
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tion by a factor of 2 in all parameters, while the second scenario underes-
timates degradation (table 2). 

The simulated plumes are displayed and analyzed with Surfer®. In addi-
tion to simple optical comparison the following more objective criteria are 
used to compare the simulated plumes. 

1. Contaminant mass in the plume at simulated time steps (measure for 
contaminant degradation) 

2. Plume volume with contaminant concentrations >0.02 mmol·l-1 (meas-
ure for total plume volume) 

3. Plume volume with contaminant concentrations >0.40 mmol·l-1 (meas-
ure for high contaminated areas) 

4. Plume length 

Contaminant mass in the plume is calculated by the simulation program 
TBC. Surfer® determines the areas of high concentrations (>0.40 mmol·l-1)
and total plume area (>0.02 mmol·l-1) in every simulated aquifer layer. 
Multiplication with the layer thicknesses results in plume volumes. The 
limiting values for “high” and “low” concentrations were chosen arbitrar-
ily. Plume length is defined as the distance between downstream boundary 
of the NAPL source zone and the forefront of the plume defined by the 
concentration isoline of 0.02 mmol·l-1.

Table 1. Parameters of Monod-kinetics  

vmax 1.0 d-1 MCtoluene 1E-5 mmol·l-1 Ytoluene 0.100 mol·mol-1

vdec 0.1 d-1 MCO2 1E-5 mmol·l-1 YO2 0.086 mol·mol-1

Table 2. Monod-parameters for over- or underestimation of microbial degradation 

overestimation of microbial degradation 
vmax 2.0 d-1 MCtoluene 0.5E-5 mmol·l-1 Ytoluene 0.200 mol·mol-1

vdec 0.1 d-1 MCO2 0.5E-5 mmol·l-1 YO2 0.172 mol·mol-1

underestimation of microbial degradation 
vmax 0.5 d-1 MCtoluene 2E-5 mmol·l-1 Ytoluene 0.050 mol·mol-1

vdec 0.1 d-1 MCO2 2E-5 mmol·l-1 YO2 0.043 mol·mol-1

Results and discussion 

If Monod kinetics is considered, the highest bacteria population and there-
fore main degradation potential evolves at the upstream boundary of the 
NAPL contamination, where toluene and oxygen are mixed advectively 
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(no figure). Downstream of the source degradation is only found in the 
dispersive mixing zone of the plume fringe. Outside of the plume no deg-
radation occurs due to a lack of toluene, inside of the plume oxygen is de-
pleted.

Fig. 1. Toluene concentrations in the simulated 5 aquifer layers after 2000d of 
simulation time for three different approaches for microbial degradation 

Only toluene concentrations are considered for comparison of different 
simulation approaches. The unknown parameters of the approaches are 
chosen such that the toluene plumes after 2000d are similar to the plume 
calculated with the Monod approach. No simplifying approach was able to 
reproduce this plume exactly in all details (Fig. 1). Hence, we decided to 
choose the parameters such that the plume lengths after 2000d are the 
same. This means, that other criteria like contaminant masses of the 
plumes (see Fig. 4) are different already at t=2000d. Figure 1 shows the 
toluene concentrations after 2000d for Monod-kinetics (Eq. 3), Michaelis-
Menten kinetics (Eq. 5), and first order degradation (Eq. 6). Difference 
plots allow a more detailed comparison of the simulated toluene concentra-
tions after 2000d (Fig. 2). Positive values indicate, that the appropriate ap-
proach overestimates contaminant concentrations compared to the Monod 
approach.

Michaelis-Menten kinetics satisfactorily reproduce the plume simulated 
with Monod-kinetics. Upstream of the contaminant source toluene concen-
trations are overestimated with respect to the Monod approach (up to 
+8.2% Cmax), due to neglecting a high bacteria population and increased 
uptake rates. The same is found for first order degradation, though in pre-
dominant part of the plume concentrations are underestimated (up to 
-37.3% Cmax). Zero order degradation generally overestimates concentra-
tions (up to +9.4% Cmax) in the whole plume regarding the Monod ap-
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proach. Toluene concentrations calculated assuming chemical equilibrium 
agree well with the Monod kinetics, only in the plume front concentrations 
are underestimated (up to -1.0% Cmax) due to neglecting the lag-time of 
bacteria.

chemical equilibrium

1. orderMichaelis-Menten
difference
%Cmax

0. order

-0.40

-0.30

-0.20

-0.10

-0.05

0.00
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0.06

0.08

0.10

Fig. 2. Difference plots toluene concentrations “appropriate approach – Monod-
approach”, detail of the upper two aquifer layers after 2000d simulation time 

While plume shapes agree quite well after a simulation time of 2000d, 
the prognosis of the future plume development shows increasing devia-
tions. Figure 3 shows the toluene concentrations after 6000d for the ap-
proaches discussed above. The plume simulated assuming a Michaelis-
Menten kinetic is shorter and not as wide (horizontally and vertically) as 
the plume simulated for Monod-kinetics. The first order degradation ap-
proach overestimates degradation in high contaminated areas resulting in a 
short and already stationary plume. 

The prognoses of all kinetic approaches are evaluated by calculated 
plume lengths, contaminant masses and plume volumes with toluene con-
centrations >0.40 mmol·l-1 or >0.02 mmol·l-1 (Fig. 4). Compared to 
Monod-kinetics all other approaches generally underestimate the plume 
length. The plume simulated with first order degradation reaches steady 
state after 4000d. The other approaches show increasing plume lengths, 
but slower than under consideration of microbial growth. 
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The mass of toluene in the plume is differs already after 2000d of simu-
lation time (Fig. 3), because the distributions of contaminant concentra-
tions in the plumes are different for most approaches. With spreading of 
the plume contaminant mass increases, but to a different degree for each 
approach. Due to varying toluene distributions the volumes of the plume 
containing toluene concentrations >0.40 mmol·l-1 or >0.02 mmol·l-1 vary 
and develop differently over time (Fig. 4). 

The chosen over- and underestimation of microbial degradation assum-
ing Monod-kinetics has only negligible consequences on plume spreading. 
Plume lengths, masses and volumes are nearly identical to the calculation 
with the original Monod parameters (Fig. 4). 

Fig. 3. Prognosed toluene concentrations in the simulated 5 aquifer layers after 
6000d simulation time for three approaches for microbial degradation 

Conclusions 

As expected the numerical approaches for calculation of microbial degra-
dation result in similar, but not identical plumes after 2000d simulation 
time. Due to sparse observational networks, measuring errors, mixing in 
full screened observation wells or in heterogeneous flow fields it is 
unlikely that concentration differences in the range of ±20% can be de-
tected. Hence, most of the kinetics investigated can sufficiently reproduce 
a single snapshot of measured contaminant concentrations and it seems to 
be impossible to identify the underlying kinetics from one concentration 
distribution only. The only exception is first order degradation with sig-
nificant concentration differences compared to the other approaches. Since 
this approach is quite often used, either degradation in real applications 
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follows first order kinetics (in contrast to our simulation) or even these lar-
ger concentration differences are not detectable in real sites. 

With increasing time the simulated plumes behave different, hence 
measured concentration time series may increase the chance to detect the 
underlying kinetics. If the assumed kinetic is not appropriate, it may be 
able to reproduce the plume at a specific time, but the long term prognosis 
will fail. All investigated simplifying approaches overestimate degradation 
compared to Monod kinetics and forecast shorter or early stationary 
plumes, what is an alarming result with regard to risk assessment. 

The main argument against the more complex Monod approach is the 
large number of unknown parameters, which are often not well-definable. 
The systematic over- and underestimation of microbial degradation by 
changing all parameter values by a factor of 2 has no relevant conse-
quences on contaminant plume behavior, that is the simulation results are 
not very sensitive to these parameter changes. The plumes calculated with 
ill parameterized Monod-kinetics agree better with the original plume than 
the approaches with simplifying kinetics. 

The reason for this insensibility is, that in the simulation aerobic degra-
dation is not limited by microbial kinetics, but by the dispersive mixing of 
aerobic water in the aquifer and toluene contaminated water inside of the 
plume, what is a well known phenomenon for dissolved contaminants and 
electron acceptors (Cirpka et al. 1999, Klenk and Grathwohl 2002). Monod 
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Simulation of microbial degradation on contaminant plume development     137 

kinetics take care, that microbial degradation occurs only if toluene and 
oxygen are present at the same time and at the same place. The same ap-
plies to the assumption of chemical equilibrium. Hence, Monod kinetics 
and chemical equilibrium show very similar plumes as expected from 
Koussis et al. (2003), Borden and Bedient (1986) or Rifai and Bedient 
(1990), though the concentration distribution inside of the plumes is not 
exactly the same (Fig. 3).  

Simplifying kinetic approaches do not consider, that contaminant and 
electron acceptor have to be present. A first order rate law, for example, 
calculates degradation like radioactive decay, depending on contaminant 
concentrations only, and simulates degradation even in the centre of the 
plume, where no oxygen is present (Jean et al. 2002; Newell et al. 1995). 
But the same applies for simple Michaelis-Menten kinetics or zero order 
degradation. All these approaches overestimate degradation, causing non-
conservative prognoses, because the rate limiting step (dispersion) is ne-
glected. Simplifying approaches can only be successful, if they represent 
the kinetics of the degradation limiting step, e.g. if microbial consumption 
of Fe(III)-minerals follows a (pseudo) zero order rate law, the whole proc-
ess of Fe(III)-reduction and contaminant oxidation should be zero order. 

The presented results are based on the simple case of one non-sorbing 
contaminant and a single electron acceptor. For more complex (i.e. most 
natural) systems the assumption of a single degradation rate or the equilib-
rium approach are hardly applicable. If several electron acceptors are pre-
sent, degradation rates will change depending on the redox reaction. In 
chemical equilibrium exclusively the thermodynamically most favorable 
oxidant is consumed, what does not correspond to the observation, that 
more than one degradation reaction can occur at the same time (Lovley and 
Phillips 1987, Lyngkilde and Christensen 1992). Microbial degradation 
can be inhibited by the presence of toxic substances, what is not consid-
ered in simplifying approaches, and some thermodynamically favorable 
reactions simply do not occur, if the catalyzing microorganisms are not 
present. Kinetic effects also have to be considered, if competitive reactions 
occur, e.g. if oxygen is consumed by aerobic bacteria and pyrite oxidation 
or if organic contaminants are adsorbed or degraded simultaneously. 

Hence, simplifying approaches should only be assumed for prognoses, if 
the assumptions required to drive them are in fact fulfilled. E.g. if electron 
acceptors are never limiting degradation, at small contaminant concentra-
tions and sufficient amounts of active microorganisms catalyzing the reac-
tion, the assumption of a first order rate law may be successful. If degrada-
tion is limited by slow mixing of electron acceptor and –donor, the 
simulation approach has to make sure that a reaction only occurs, if both 
reactants are present – what is a trivial but often neglected demand. In aq-
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uifers with one electron acceptor, one donor and high Damköhler numbers 
chemical equilibrium can be an adequate simplifying approach. For more 
complex systems Monod kinetics are recommended. Though we cannot 
conclude from the simulations, that Monod-kinetics simulate the “real” 
degradation processes and plume spreading, it definitely considers many of 
the processes known from extensive laboratory studies. The problem, that 
the Monod parameters cannot be exactly identified, has no significant con-
sequences on the simulated plume at least on the simple system investi-
gated.

Acknowledgments 

This work was partially funded by the German Ministry of Science and 
Education (BMBF) as part of the “Virtual Aquifer” project (02WN0389). 
The stay of the coauthor A. Manconi at the University Kiel was funded by 
the EU student exchange program ERASMUS. 

References 

Alexander M (1994) Biodegradation and Bioremediation. Academic Press Inc., 
San Diego 

Bae W, Rittmann BE (1996) A structured model of dual-limitation kinetics. Bio-
technology Bioengineering 49:683-689 

Bekins BA, Warren E, Godsy EM (1998) A Comparison of Zero-Order, First-
Order, and Monod Biotransformation Models. Ground Water 36:261-268 

Bonomo L, Pastorelli G, Quinto E (2000) Simplified and Monod kinetics in one-
dimensional biofilm reactor modelling: a comparison. Water Science & Tech-
nology 43:295-302 

Borden RC, Bedient PB (1986) Transport of Dissolved Hydrocarbons Influenced 
by Oxygen-Limited Biodegradation, 1. Theoretical Development. Water Re-
sources Research 22:1973-1982 

Chapelle FH (1993) Ground-Water Microbiology and Geochemistry. John Wiley 
& Sons Inc., New York 

Cirpka OA, Frind EO, Helmig R (1999) Numerical simulation of biodegradation 
controlled by transverse mixing. J Cont Hydr 40:159-182 

Jean JS, Tsai CL, Ju SH, Tsao CW, Wang SM (2002) Biodegradation and trans-
port of benzene, toluene, and xylenes in a simulated aquifer: comparison of 
modelled and experimental results. Hydrological Processes 16:3151-3168 

Kelly WR, Hornberger GM, Herman JS, Mills AL (1996) Kinetics of BTX bio-
degradation and mineralization in batch and column systems. J Cont Hydr 
23:113-132 



Simulation of microbial degradation on contaminant plume development     139 

Klenk ID, Grathwohl P (2002) Transverse vertical dispersion in groundwater and 
the capillary fringe. J Cont Hydr 58:11-128 

Koch AL (1998) The Monod model and its alternatives. In: Koch AL, Robinson 
JA, Milliken GA (ed) Mathematical modeling in microbial ecology. Chapman 
& Hall, New York, pp 62-93 

Koussis AD, Pesmajoglou S, Syriopoulou D (2003) Modelling biodegradation of 
hydrocarbons in aquifers: when is the use of the instantaneous reaction ap-
proximation justified? J Cont Hydr 60:287-305 

Lovley DR, Phillips EJP (1987) Competitive mechanisms for inhibition of sulfate 
reduction and methane production in the zone of ferric iron reduction in sedi-
ments. Applied Environmental Microbiology 11:2636-2641 

Lyngkilde J, Christensen TH (1992) Redox zones of a landfill leachate pollution 
plume (Vejen, Denmark). J Cont Hydr 10:273-289 

McNab Jr. WW, Narasimhan TN (1994) Modeling reactive transport of organic 
compounds in groundwater using a partial redox disequilibrium approach. 
Water Resources Research 30:2619-2635 

Newell CJ, Winters JA, Miller RN, Gonzales J, Rifai HS, Wiedemeier TH (1995) 
Modeling Intrinsic Remediation With Multiple Electron Acceptors: Results 
From Seven Sites. Proceedings: Petroleum Hydrocarbons and Organic 
Chemicals in Ground Water. Houston, Texas. www.gsi-
net.com/Publications/meamodel.pdf 

Nielsen PH, Christensen TH (1994) Variability of biological degradation of aro-
matic hydrocarbons in an aerobic aquifer determined by laboratory batch ex-
periments. J Cont Hydr 15:305-320 

Rifai HS, Bedient PB (1990) Comparison of Biodegradation Kinetics With an In-
stantaneous Reaction Model for Groundwater. Water Resources Research 
26:637-645 

Schäfer D, Schäfer W, Kinzelbach W (1998) Simulation of reactive processes re-
lated to biodegradation in aquifers: 1. Structure of the three-dimensional reac-
tive transport model. J Cont Hydr 31:167-186 

Schäfer W (2001) Predicting natural attenuation of xylene in groundwater using a 
numerical model. J. Cont. Hydr. 52:57-83 

Schmidt SK, Simkins S, Alexander M (1985) Models for the Kinetics of Biodeg-
radation of Organic Compounds Not supporting Growth. Applied and Envi-
ronmental Microbiology 50:323-331 

Simkins S, Alexander M (1984) Models for Mineralization Kinetics with the Vari-
ables of Substrate Concentration and Population Density. Applied and Envi-
ronmental Microbiology 47:1299-1306 

Wiedemeier TH, Rifai HS, Newell CJ, Wilson JT (1999) Natural Attenuation of 
Fuels and Chlorinated Solvents in the Subsurface. John Wiley & Sons, Inc., 
New York 



Natural Attenuation in the unsaturated zone and 
shallow groundwater: coupled modeling of vapor 
phase diffusion, biogeochemical processes and 
transport across the capillary fringe 

U. Maier, P. Grathwohl 

Center for Applied Geoscience, University of Tübingen 

Corresponding author: Sigwartstr. 10 – 72076 Tübingen – Germany – Tel.: 
+49.70712975429 – fax: +49.70715059 – e-mail: grathwohl@uni-
tuebingen.de 

Abstract

The unsaturated zone including the capillary fringe is a very dynamic and 
active environment for biogeochemical processes. Modeling of fate and 
transport of organic pollutants has to account for vapor phase and sewage 
water transport coupled to the biogeochemical processes occurring. This 
study presents results from numerical simulations validated with data of a 
well-controlled field experiment on volatilization of a multi-component 
organic mixture in the unsaturated zone. Sensitivity analyses show that the 
overall biodegradation rates depend mainly on properties of the organic 
pollutants such as Henry’s Law constant, the soil water content, and on the 
individual degradation rate constants or temperature. Low Henry's law 
constants result in relatively high biodegradation rates whereas compounds 
with high vapor pressure und low water solubility are lost to the atmos-
phere. The contaminant transfer rates into groundwater are relatively 
small, but lead locally to concentrations above the legal limit in the capil-
lary fringe region. Contaminant transport by seepage water is just minor 
compared to diffusive vapor phase fluxes of volatile compounds. 
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Introduction

Contaminated land poses a serious problem with respect to soil quality and 
the risk of spreading of pollutants into other compartments of the environ-
ment. A major concern at most contaminated sites is the risk of groundwa-
ter pollution by organic and inorganic compounds. Since the remediation 
of all of the contaminated sites is economically not feasible in many coun-
tries, groundwater risk assessment procedures are needed for the ranking 
of sites, decision making on further use and remedial actions. Of special 
interest is Monitored Natural Attenuation (Wiedemeyer 1999), which so 
far, however, is mostly applied in polluted aquifers and only to a very lim-
ited extent in the unsaturated zone.  

At sites where petroleum products are handled or stored, contamination 
of the unsaturated soil zone is frequently found. Hydrocarbons can reach 
the groundwater by transport with percolating water and by spreading in 
the soil-gas. Degradation processes can limit the spreading in the unsatu-
rated soil zone and - in the best case - restrict the contamination to the un-
saturated zone. The objective of this study was to use numerical experi-
ments to elucidate the processes/parameters which are relevant in 
contaminant spreading and thus for groundwater risk assessment. The re-
sults are compared to data from a well controlled field test performed at 
the Værløse Airforce Base, Denmark (Christophersen et al. 2005). Sensi-
tivity analyses were performed accounting for physical-chemical proper-
ties of volatile fuel constituents and properties of the soil.  

Model and base scenario 

The numerical model MIN3P (Mayer 1999) uses the finite volume method 
and allows for the calculation of vapour phase transport and unsaturated 
flow in the vadose zone. Groundwater transport processes and mass trans-
fer across the capillary fringe can be simulated as well and a variable num-
ber of geochemical reactions such as biodegradation processes can be han-
dled (Mayer et al. 2002). Density driven gas advection was not included in 
the simulations. It is often considered a significant transport process for 
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compounds with very high vapour pressures in highly permeable materials 
such as coarse gravel. Hughes-Conant et al. (1996), however, showed that 
in sandy material density induced advection is of moderate importance 
only at high vapour densities.  

The base scenario for the model was adapted to a well controlled field 
test in Denmark, where a small volume (approx. 10.2 l) of a multi-
component NAPL (non-aqueous phase liquid) was buried and monitored 
over a time period of one year (Christophersen et al. 2005). Site character-
istics with respect to grain size distribution, geochemistry, permeability, 
etc. were implemented in the model as precisely as possible. The site has a 
vadose zone of 3.5 meters thickness, consisting of sandy and not too het-
erogeneous material. The source was emplaced in the subsurface at 1 m 
depth. The synthetic hydrocarbon mixture consisted of 13 volatile to semi-
volatile kerosene compounds and one tracer (freon). Volatilization of the 
mixture and vapour phase diffusion of single compounds in disturbed 
samples was investigated independently by Wang et al. (2003). Biodegra-
dation processes were analysed by Höhener et al. (2002) and used as start-
ing values for model calibration . Monitoring of the contaminant spreading 
in soil air and groundwater samples in a one-year measurement campaign 
allowed a comparison to modelled data. A compilation of model input pa-
rameters is given in Tab. 1 and a vertical cross section of the model do-
main in Fig. 1. To reduce computational time, several sensitivity analyses 
were performed in 1D and 2D, whereas the model was fitted to field data 
in 3D. 

Table 1. Compilation of important parameters of the field site model. 

Porosity  34 - 40 %  
Van Genuchten parame-
ters

res = 2.5 – 3.6 %,  = 2.9 – 3.2 m-1,
n = 1.84 – 2.97 (porosity) 

Climatic conditions 
Temperature & precipitation daily means from 
weather station at the site, evapotranspiration ac-
cording to Haude 

Hydraulic properties (aq-
uifer)  

Flow velocity v: 0.2 – 0.3 m day-1,
hydraulic conductivity K: 1.2 10-4 m/s 

Diffusion coefficients  
 Daq and Dair

8.10-10 m2 s-1 (aqueous) and  
7.3.10-6 m2 s-1 (gaseous phase) 

NAPL composition 10.2 l of kerosene with 13 compounds & 1 tracer 
(freon CF113) 
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Fig. 1. Conceptual model, base case used for sensitivity analysis in numerical 
simulations. 

Fig. 2. Soil moisture profile at day 3 and at day 72 of the experiment, simulated 
using MIN3P and experimentally determined from TDR measurements. : volu-
metric soil water content. 

Measured soil temperature profiles were implemented in the model as 
well as precipitation and evapotranspiration at the site, as transient bound-
ary conditions with daily averaged values. That way, infiltration and soil 
water contents were calculated by MIN3P using the Van-Genuchten ap-
proach for variably saturated flow. Potential evapotranspiration ETPot was 
calculated according to Haude (Hölting 1992). Transient behaviour of soil 
water content calculated that way was compared to TDR (time-domain-
reflectometry) measurements close to the site (Fig. 2). Profile (a) was 
found in a dry period in the summer (start of the experiment), whereas (b) 
was observed during a period of rainfall (autumn). TDR signals, however, 
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were found to overestimate soil water contents somewhat compared to ex-
act gravimetric determination.  

Results - sensitivity analyses 

To evaluate the importance of compound properties, soil and meteorologi-
cal parameters for the contaminant behaviour, sensitivity analyses on bio-
degradation rate constants, Henry’s law constant H, aqueous saturation 
concentration CSat for the different compounds, temperature, soil water 
content and possible anaerobic conditions were conducted in 1D and 2D. 

The overall biodegradation rate depends strongly on Henry’s law con-
stant. Highly volatile compounds are slowly degraded (see iso-octane, Fig. 
3) compared to low H compounds such as BTEX (see toluene in Fig. 3), 
because biodegradation takes place only in the aqueous phase. 
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Fig. 3. Sensitivity of total biogegradation after one year on biodegration rate con-
stant in terms of cumulated biodegradation in % of mass volatilized from the 
NAPL source. Compounds differ in Henry’s law constant H: BTEX (upper four) 
about 0.2, alkanes (pentane to iso-octane) between 70 and 300 and lower four 
(cyclo-alkanes and tracer) between 5 and 20. 
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The ratio of the atmospheric escape to biodegraded mass versus H at a 
constant degradation rate constant (pseudo first order) is shown in Fig. 4. It 
demonstrates that low H compounds degrade more efficiently. This can be 
explained by the large fraction of such compounds in the aqueous phase. 

Depletion of the NAPL phase is accelerated by rapid biodegradation as 
shown in Fig. 5. The mass still present after 1 year decreases with increas-
ing degradation rate. This is because the evaporation of the NAPL con-
stituents is enhanced due to steep concentration gradients which are main-
tained by biodegradation. 
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Fig. 4. Fate of organic contaminants in relation to Henry’s Law constant. A uni-
form pseudo-first order biodegradation rate constant =10-5 s-1 was applied for all 
the contaminants. GRACOS- Værløse 2D scenario (14 compound mixture), depth 
of contaminant source 1 m. Henry’s law constants from Pasteris et al. (2001). 

Increasing soil water contents reduce the degassing to the atmosphere 
and thus slightly increase the fraction biodegraded as long as no oxygen 
limitation occurs. Higher temperatures enhance the volatilisation of the 
NAPL constituents in general and therefore lead to both, more rapid de-
gassing to the atmosphere and faster biodegradation. For all the volatile 
compounds involved, groundwater recharge was found to have only minor 
influence on the amount of mass which was transported into the saturated 
zone. An increase in transverse vertical dispersivity in the capillary fringe 
region, on the other hand, significantly enhances transport to groundwater.  
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Fig. 5. Fate of m-xylene in relation to the pseudo first order biodegradation rate 
constant. GRACOS- Værløse 2D scenario (14 compound mixture), depth of con-
taminant source 1 m, elapsed time: 1 a. 

The significance of oxygen depletion at the NAPL source and possible an-
aerobic degradation scenarios were also tested using the model. Three dif-
ferent anaerobic scenarios can be distinguished: (1) degradation by elec-
tron acceptors such as nitrate and sulphate, (2) reduction of iron oxide or 
manganese oxide containing soil minerals and (3) methanogenesis. Nitrate 
and sulphate reduction (1) can be neglected due to the low concentrations 
in rain (Scheffer and Schachtschnabel 1992). Reduction of oxides (2) can 
occur e.g. in iron oxide rich soils, but is kinetically limited. Methanogene-
sis (3) is often observed in heavily contaminated soils if the oxygen supply 
is restricted. The scenarios required to establish anaerobic conditions were 
evaluated further as described below. 

In a 1D scenario there is no lateral possibility for oxygen supply and an-
aerobic conditions can develop quickly, but this scenario is not very realis-
tic for a field case. In a 2D model, the values required for methanogenesis 
at the field site are constant volumetric water content larger than 14 % 
(with a porosity of 35 %, a benzene fermentation rate constant of 7.8 x 10-
6 mg l-1 s-1 (zeroth order), a methane oxidation rate constant of 10-5 s-1

(pseudo first order), and an inhibition threshold of 0.03 mg l-1 oxygen). 
The NAPL source in this scenario contained only benzene, which is highly 
soluble and fast degassing, i.e. rapidly consuming oxygen (Fig. 6). Under 
this condition, small concentrations of methane (< 1 % Vol.) occur at the 
capillary fringe below the NAPL source. If soil water contents approach 
saturation, then the zone of methane formation moves closer to the NAPL 
source due to faster oxygen depletion and restricted diffusive supply of 
oxygen from the atmosphere. 
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Fig. 6. Methane concentration at maximum, 20 days after source installation in a 
2D simulation. 

For the kerosene composition used in the field experiment, however, 
oxygen depletion was neither predicted by the model nor observed at the 
field site. Thus, anaerobic conditions can only be expected for fine grained 
material with high water content or very large, extended NAPL sources, 
especially if they are deep or close to the groundwater table. 

Model validation 

The numerical simulations demonstrated that in the scenario investigated 
most of the contaminant mass in the unsaturated zone will either be trans-
ported to the atmosphere and be subject to biodegradation. Only a very 
small fraction will diffuse across the capillary fringe and end up in the 
groundwater. Parameters, which are not measured independently have to 
be fitted in the model. Those are most likely e.g. the biodegradation rate 
constants in the unsaturated zone. After the contaminant spreading in the 
vadose zone was quantified, the mass transfer to groundwater was evalu-
ated by realistic estimates of transverse vertical dispersion and diffusion in 
the capillary fringe (see also Klenk and Grathwohl 2002, Eberhardt and 
Grathwohl 2002, Gaganis et al. 2002). 

Potential parameters that allow for model validation by comparing them 
to measured field data are the mole fractions of the compounds present in 
the NAPL phase over time, as well as the vapour phase concentrations ob-
served in the unsaturated zone. Simulated NAPL phase contents show very 
good agreement to the field data (Fig. 7). 

The graph depicts that high volatile compounds like methyl-cyclo-pentane 
(MCP) are depleted early after about 100 days, in the meanwhile lower 
volatile components such as octane show a relative increase in their mole 
fraction until they eventually become depleted. Fig. 8 shows the good 
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agreement of field observations with the numerical simulations accounting 
for the processes and parameters discussed above.  

Fig. 7. Comparison of measured and simulated mole fractions within the NAPL 
source for the three selected kerosene compounds n-octane, methyl-cyclo-pentane 
(MCP) and methyl-cyclo-hexane (MCH). 
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Fig. 8. Comparison of measured and simulated concentrations of two selected 
kerosene compounds (n-hexane and iso-octane) at a sampling port 1 m below the 
centre of the kerosene source. 

If the model accounts for a depth and time-dependent temperature field 
(lower vapour pressures in the winter months), then the agreement with 
measured data improves significantly compared to constant temperature 
simulations. A temporally variable unsaturated flow field due to infiltra-
tion events results in elevated concentrations of CO2 during longer pre-
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cipitation periods as shown in Fig. 9. This can be explained by higher pore 
water saturation in the top soil which diminishes the diffusive transport of 
the biodegradation product to the atmosphere. 
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Fig. 9. Comparison of measured and simulated concentrations of the reaction 
product carbon dioxide at a sampling port 1 m below the centre of the kerosene 
source.

Results of the field site model 

As shown above, the contaminant spreading at the field site and the con-
centrations of 13 kerosene compounds and the tracer could be reproduced 
very well by the calibrated model. A view of a vertical cross-section 
through a 2D model domain is shown in Fig. 10 for the concentrations of 
iso-octane, and a time series of the vapour phase plume for the compound 
cyclo-pentane in Fig. 11.  
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Iso-octane is the most concentrated compound in the original NAPL. It 
can be seen that the plume is restricted to the unsaturated zone, only very 
low concentrations in groundwater and the capillary fringe region were ob-
served. The concentration decreases rapidly from the source zone.  

Cyclo-pentane is one of the highest volatile compounds in the artificial 
kerosene mixture with a Henry-constant of 7.6, significantly lower than 
that of iso-octane (123). Therefore it shows considerable biodegradation (~ 
8 % of mass) and is transported into groundwater (0.4 % of mass). Signifi-
cant contamination extends only in an area of 5 m in diameter due to bio-
degradation and volatilisation to the atmosphere. After an initial phase of 
fast spreading, the compound is depleted from the source after about 60 
days but remains present in the subsurface for much longer. Transport to 
groundwater is delayed by slow diffusive and dispersive transport, until a 
significant shallow plume can be observed after 90 days which is dragged 
downgradient by groundwater flow. Due to volatilisation to the atmos-
phere (90 % of mass), the soil air plume has almost disappeared after the 
one year duration of the experiment.  

Ageing of the NAPL source results in the enrichment of the lower vola-
tile compounds on the expense of the components with higher vapour pres-
sure, which escape to the atmosphere. The transient evolution of the com-
position of the NAPL source is shown in Fig. 12, which can be regarded as 
a typical example of kerosene ageing during one year after spill. After 350 
days only 5 compounds remain in the residual phase in significant 
amounts: xylene, tri-methyl-benzene, n-octane, n-decane, n-dodecane and 
methyl-cyclo-hexane.  

The contaminant flux into groundwater is very small compared to vola-
tilisation of source constituents to the atmosphere. As already observed in 
previous studies (Klenk 2000, Pasteris et al. 2001) the results show that for 
VOCs most of contaminant mass will be degassing to the atmosphere or is 
subject to biodegradation, whereas only a small fraction diffuses across the 
capillary fringe into the groundwater, as long as the surface is not sealed. 
Groundwater recharge is a significant contaminant pathway only in soils 
with high water content due to reduced vapour phase diffusion, and for 
compounds with low Henry’s Law constants, e.g. MTBE in silt or clay. 
Maximum transport rates into groundwater occurred for the 2 most volatile 
and soluble compounds toluene and cyclo-pentane. Even in this case only 
about 3% and 0.4%, respectively, of the total mass of each compound was 
transported into the groundwater. Concentrations measured in shallow 
groundwater could be reproduced best applying a vertical dispersivity t of 
2 cm in the model.  

The flux to the atmosphere was most pronounced for the tracer (freon 
113), the light alkanes (n-, iso- and cyclo-alkanes) due to their high vapour 
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pressure and low biodegradation rate constants. Biodegradation was most 
important for the aromatic compounds (low Henry’s law constant) and the 
heavier n-alkanes, which showed high biodegradation rate constants. Ac-
cording to the model a total mass of 5 kg O2 was consumed during one 
year of the experiment leading to production of CO2 and water (oxidation 
of hydrogen contained in the hydrocarbons). No significant depletion of 
O2, however, was observed even at the source location, which coincides 
well with the field measurements. 

The contaminant spreading at the field site and the concentrations of 13 
kerosene compounds and the tracer could be reproduced very well by the 
model calibrated to the biodegradation rate constants. It should be noted, 
however, that for a number of compounds which are not biodegraded 
(tracer CF113) or have only weak sensitivity on biodegradation (hexane, 
iso-octane, e.g.), the results come close to pure forward prediction solely 
based on field and compound parameters. 
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Summary and conclusion 

Measured data at the well controlled field experiment of a kerosene spill at 
Værløse field test site can be well predicted with the numerical model 
MIN3P. Volatilisation to the atmosphere proved as the most important 
Natural Attenuation process in the unsaturated zone for volatile organic 
pollutants from shallow spills, followed by biodegradation. Modelling re-
sults illustrate that the overall biodegradation rates depend mainly on dis-
tribution parameters such as Henry’s Law constant of the fuel constituents, 
on the biological degradation rate constant, on the soil water content and 
temperature. The contaminant transfer into groundwater depends on all of 
these properties and can be determined after quantification of the processes 
in the unsaturated zone. For volatile compounds, transport to groundwater 
was found to be controlled by dispersion-diffusion processes. Results of 
the field investigations allow the validation of the model, which then can 
be used to quantify the risk of groundwater contamination for a variety of 
different scenarios.  
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Abstract

A process-based modelling approach of organic contaminant spreading is 
presented, which allows to quantify the increase of groundwater pollution 
risk due to preferential flow and particle-facilitated transport in the vadose 
zone. Both effects are illustrated by means of a parameter study based on 
realistic input data. When coupled with biodegradation, preferential flow 
and particle-facilitated transport lead to an increase in the long-term con-
centration to be expected at the groundwater table as both processes reduce 
the bioavailability of the contaminant due to either shorter residence times 
(preferential flow) or lower accessibility (particle-facilitated transport). 
Model predictions account for the amount and the velocity of preferential 
flow as well as the potentially kinetic interaction between organic con-
taminant and mobile particles. 

Keywords 

Unsaturated zone; organic contaminants; groundwater pollution risk; proc-
ess-based modelling 

Introduction

Point sources of organic contaminants in the unsaturated zone are a poten-
tial threat to groundwater quality. Groundwater risk assessment therefore 
strongly requires valid information about contaminant concentrations to be 
expected in the vadose zone water and at the unsaturated zone-
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groundwater interface, the latter representing an important point of com-
pliance. The prediction of contaminant concentrations may be supported 
by contaminant transport modelling, which has to account for the relevant 
processes like sorption, biodegradation, preferential flow and particle-
facilitated transport. In particular, it is of major importance to predict the 
interactions of processes which are responsible for an increase (preferential 
flow and particle-facilitated transport) or a decrease of groundwater pollu-
tion risk (sorption and biodegradation). 

This paper is aimed to investigate the influence of preferential flow 
paths and kinetically controlled particle-facilitated transport on the trans-
port behaviour of contaminants by means of scenario calculations. To this 
end, a process-based streamtube modelling approach is employed, which 
takes into account diffusion-limited sorption / desorption kinetics, biodeg-
radation, particle-facilitated transport and preferential flow. 

Modelling Approach 

The transport model used in this study is taken from Bold et al. (2003)  
who apply the Lagrangian framework presented by Dagan and Cvetkovic 
(1996) to describe reactive solute transport. This approach allows for an 
efficient separate treatment of conservative transport and reactive proc-
esses. A generic expression for the total mobile contaminant concentration 
at the point of interest (column outlet) is given by 

0
),()()( dtgtC (1)

where t is time [T] and  represents the travel time of a conservative tracer 
through the model domain [T]. To account for variations in arrival times, 
e.g. due to hydraulic heterogeneities, a probability density function (PDF) 
of travel times g( ) is used. Several theoretical expressions for g( ) are 
given in Jury and Roth (1990). Within this concept, preferential flow can 
be easily incorporated by using a bimodal PDF (Utermann et al. 1990). 
The function ( ,t), which has been termed reaction function by Dagan and 
Cvetkovic (1996), quantifies reactive processes for a continuous injection 
with unit input concentration. 

In order to overcome the restriction of analytical expressions for g( )
and ( ,t), the integral in eq. (1) is replaced by a finite sum yielding C(t) = 

n
l ll tg1 ),()(  where  is the discretisation of the one-dimensional 

streamtube model with respect to travel time  and l is the time step index. 
Based on this relationship, the model SMART (Streamtube Model for Ad-
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vective and Reactive Transport) developed by Finkel et al. (1999) is ap-
plied in this study. The underlying process model is described in the fol-
lowing sections. 

Particle and Contaminant Transport 

Neglecting the influence of immobilised particles on the effective porosity, 
particle transport along a streamtube, which is parametrised with respect to 
travel time, is quantified by 

ccc KCCC
t

(2)

where Cc is the mobile particle concentration [ML-3] and K is the particle 
deposition rate coefficient [T-1]. The right-hand side of eq. (2) indicates 
that particle deposition is modelled by a first-order rate law. 

Contaminants can sorb in the matrix and on mobile and immobile parti-
cles. Taking this into account, contaminant transport is described by 
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where CD is the dissolved contaminant concentration [ML-3], b is the bulk 
density of the porous medium [ML-3], c is the particle dry solid density, c
is the volume of immobile particles per unit volume [-] and  is the first-
order degradation rate constant [T-1]. Smatrix(CD), Scm(CD), Scim(CD) are the 
ratios of sorbed solute mass per unit mass of solid matrix, mobile and im-
mobile particles, respectively. The relationships S(CD) depend on the 
mechanisms being responsible for the contaminant-solid interactions. 

If only the total mobile contaminant concentration CINP entering the 
modelling domain is known instead of dissolved contaminant concentra-
tion CD,INP, the corresponding boundary condition for eq. (3) can be calcu-
lated by CD,INP = CINP where  is the contaminant mass ratio which is not 
subject to particle-facilitated transport [-]. Assuming that contaminant and 
mobile particles entering the modelling domain are pre-equilibrated and 
neglecting the volume of the intra-particle pores of the particles, CD,INP can 
be quantified by solving CD,INP + Scm(CD,INP) Cc,INP = CINP where Cc,INP is the 
concentration of mobile particles entering the model domain [ML-3]. 
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The Intra-particle Diffusion Model 

The intra-particle diffusion model is used to simulate both, the interactions 
of contaminant with the matrix and with mobile and immobile particles 
(Figure 1). Within this approach, the sorption / desorption behaviour of or-
ganic chemicals is regarded as a kinetic process, limited by the diffusive 
transport of the solute through the tortuous pores of the matrix or particles 
to the sorption sites, whereas the actual process of adsorption or desorption 
of a molecule at the sorption site is comparatively fast and can be de-
scribed as equilibrium reaction. 

As the matrix grains / particles are assumed to be spherically symmetric, 
the underlying intra-particle diffusion equation – based on Fick’s 2nd law – 
can be written for a specific matrix grain / particle as 

)(1])()1([ 2
2 r

cr
rr

Dcsc
t eff (4)

with the initial and boundary conditions c/ r( ,r=0,t) = 0 and c( ,r=R,t)
= CD( ,t) where r is the radial coordinate (distance from the centre of the 
sphere) [L], Deff is the effective diffusion coefficient [L2T-1],  is the intra-
particle porosity [-],  is the dry solid density of matrix grains / particles, c
is the dissolved contaminant concentration in the intra-particle pores, R is 
the grain / particle radius and s is the mass of chemical sorbed onto sur-
faces of intra-particle pores per unit mass of the grains / particles. s = s(c)
may represent any type of sorption isotherm, e.g. linear, Freundlich, 
Langmuir or others. 

According to Grathwohl (1998), the effective diffusion coefficient Deff,
accounting for the reduction of diffusion due to the tortuous pores and re-
duced diffusion-effective area, can be empirically estimated by Deff = Daq

m

where Daq is the diffusion coefficient in aqueous solution [L2T-1] and m is 
an empirical exponent [-] found to be close to 2 for many porous rocks 
(Rügner et al. 1999, Boving and Grathwohl 2001). 

From eq. (4) the mass of the contaminant within all grains of the matrix 
Smatrix and within the particles Scm and Scim per unit volume can be obtained, 
which is required for solving the reactive transport equation (3). According 
to Liedl and Ptak (2003), the contaminant mass is given by 

R

DcimDcmDmatrix

drcscr
R

CSCSCS

0

2

3
)()1(4

)1(
3

4
1

)()()(

(5)



Enhancement of solute spreading in soils      161 

tortuosity =

contaminant

diffusion

dissolved

water

immobile phase

tortuosity =

sorbed
contaminant

diffusion

contaminant

(sorbent)

dissolved

mobile phase

intraparticle pore

mobile
particle

contaminant, 
sorbed on particle

immobile
particle

contaminant
sorbed

intraparticle pore
(sorbent)

particle

1

2

3

where the right-hand side is to be evaluated for the matrix material or the 
particles, respectively. 

Fig. 1. SMART concept of particle-facilitated transport using the intra-particle dif-
fusion model (Bold et. al 2003) 

Equilibrium vs. Decoupled Transport 

If the sorption rate of the solute is significantly larger than its mass flow 
rate, sorption / desorption of a contaminant onto / from mobile particles 
can be regarded as an equilibrium reaction. This behaviour may be hy-
pothesised for small particles and will be investigated in Section 5. 

If the equilibrium approximation is valid, Scm(CD) and Scim(CD) in eq. (4) 
can be obtained by Scm(CD) = Scim(CD) = s(CD) where s(CD) represents any 
type of sorption isotherm between dissolved contaminant and particles. 

In contrast, if solute mass transfer between mobile particles and the dis-
solved phase is much slower than advective mass transport, particle-
facilitated transport of contaminants can be regarded as fully decoupled 
from the dissolved phase and the contaminant transport equation reads 
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The Damköhler number (e.g., Jennings and Kirkner 1984) can be used 
to determine whether a reversible chemical reaction is fast enough to as-
sume equilibrium or slow enough to neglect any sorption / desorption of 
the particle-associated contaminants. The Damköhler number is defined as 
the ratio between the transport and the reaction time scales. Within the La-
grangian framework it is given by Da = diff where diff is the rate constant 
for the diffusion-limited mass transfer [T-1] and  is the mean travel time 
of the particles [T], i.e. 0 )( dg . The rate constant diff is propor-
tional to the corresponding diffusion rate constant. To allow for an analyti-
cal definition of this quantity, it is assumed that equilibrium sorption of 
contaminants in the intra-particle pores of mobile particles can be de-
scribed by a linear isotherm. For nonlinear isotherms, a representative lin-
ear isotherm may be used as an approximation. Using this assumption and 
employing an analytical solution of eq. (4) (Crank 1975), the reaction rate 
constant can be quantified as a function of  by (Grathwohl 1998) 
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where Dapp is the corresponding apparent diffusion coefficient [L2T-1], 
which in case of porous mobile particles can be calculated by Dapp = Deff/
( +Kd,c(1- ) ) with Kd,c denoting the partitioning coefficient between con-
taminant and mobile particles [L3M-1]. 

Basic Scenario 

In order to investigate the effect of preferential flow and particle-facilitated 
transport on the transport behaviour of organic contaminants, contaminant 
breakthrough curves (BTCs) at the point of compliance are calculated for 
several realistic scenarios. The basic scenario is outlined in Figure 2 with 
model parameters given in Table 1. 
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Fig. 2. Basic scenario 

Table 1. Model parameters for basic scenario (Figure 2) 

parameter unit value or range 
inflow concentration mg/L 10.0 
mean travel time (matrix) a 1.0 
mean travel time (pref. flow) a 0.1 – 1.0 
amount of pref. flow % 0 – 50 
water content - 0.15 
bulk density kg/m³ 1.90 10-3

solid density kg/m³ 2.73 10-3

grain diameter mm 2.0 
intra-particle porosity - 0.01 
distribution coefficient (immobile solids) L/kg 1.0 
aqueous diffusion coefficient cm²/s 7.68 10-6

half-life a 1.0 
particle concentration mg/L 0.0 – 10.0 
partitioning coefficient (mobile solids) L/kg 10000 
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The Effect of Preferential Flow 

For the general scenario described above, contaminant BTCs are calculated 
with SMART for several bimodal PDFs (Figure 3). For the scenario calcu-
lations both the amount and the mean travel time of water entering the 
preferential flow region is varied. Thereby, particle-facilitated transport is 
neglected.

Fig. 3. Bimodal PDF influenced by preferential flow 

In Figure 4, contaminant BTCs influenced by preferential flow are 
shown. Thereby, in Figure 4a, the effect of the travel time of the preferen-
tial flow component is investigated assuming 10 % preferential flow. In 
order to observe an effect, the preferential flow velocity must be more than 
10 % faster ( pref = 0.9 a) than the matrix flow velocity. With decreasing 
travel time, the time of first arrival of contaminant at the control plane is 
decreasing. In addition, preferential flow results in an increasing long-term 
contaminant concentration. Similar results can be observed by varying the 
amount of preferential flow assuming that water entering the preferential 
flow region reaches the groundwater table after 0.5 a (Figure 4b). 

The increasing long-term contaminant concentration due to preferential 
flow can be explained by a decreasing mean travel time of contaminant 
within the modelling domain, which results in reduced biodegradation. 
Therefore, by neglecting preferential flow, an underestimation of the long-
term contaminant concentrations is introduced. 
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Fig. 4. Effect of preferential flow paths on contaminant BTC at the point of com-
pliance assuming a constant contamination source: a) effect of travel time of pref-
erential flow, b) effect of amount of preferential flow 

The Effect of Particle-facilitated Transport 

In order to investigate the relative importance of sorption kinetics for mod-
elling particle-facilitated transport, three approaches are used to describe 
contaminant-particle interaction: the intra-particle diffusion model taking 
into account kinetics and two simplified models, assuming equilibrium in-
teraction and neglecting any interaction (decoupled model) between con-
taminant and particles. According to the time scale of sorption / desorption 
reactions, the equilibrium and the decoupled model can be viewed as end 
members for the model approach spectrum. 

If not stated otherwise, simulations presented in this section rely on the 
following assumptions: (i) dispersion and preferential flow can be ne-
glected, (ii) particles do not interact with the immobile soil matrix, and (iii) 
in the influent, the interaction of contaminant with particles is assumed to 
be in physico-chemical equilibrium described by a linear sorption isotherm 
with a distribution coefficient Kd,c [L³M-1]. 

In Figure 5, the BTCs of a hydrophobic contaminant for the basic sce-
nario are diagrammed for the three modelling approaches describing con-
taminant-particle interaction. The vertical axis represents the total concen-
tration of mobile contaminants, C = CD + Scm(CD)Cc, normalised by the 
total contaminant input concentration, CINP. Without mobile particles, con-
taminant transport is only influenced by contaminant-matrix interaction 
and biodegradation resulting in a retarded solute spreading (crosses) which 
is affected by kinetically limited sorption / desorption of contaminant on 
the immobile solid phase. With mobile particles, quantifying contaminant-
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particle interaction as physico-chemical equilibrium process, this retarda-
tion is reduced (triangles). For a linear sorption isotherm the decrease of 
the retardation factor can be assessed by a factor of 1/(1+Kd,cCc) if, in addi-
tion, physico-chemical equilibrium between contaminant and matrix is as-
sumed (e.g., Magee et al. 1991). Neglecting contaminant-particle interac-
tion (decoupled transport), the BTC can be seen as a superposition of 
retarded transport of dissolved contaminant and non-retarded transport of 
contaminant bound to particles (circles). Therefore, contaminants can be 
observed at the point of compliance after one pore volume, due to particle-
facilitated transport (provided that the particles undergo conservative 
transport). Using the intra-particle diffusion model to take into account ki-
netic contaminant-particle interaction, BTCs highly depend on the Dam-
köhler number, which provides a measure for the relative importance of 
reaction rates compared to the bulk flow rate (Jennings and Kirkner 1984). 
For a high Damköhler number (Da = 500, solid curve) representing “fast” 
kinetics the BTC is very similar to the BTC assuming equilibrium reaction, 
whereas for a small value (Da = 0.005, dotted curve), which is indicative 
for “slow” kinetics, little differences to the decoupled model can be ob-
served. Only for Da = 1 (dashed curve) discrepancies to both, the equilib-
rium approach and the decoupled model are obvious. 

Fig. 5. Effect of particle-facilitated transport on contaminant BTC for different 
modelling approaches 

In addition, particles cause a reduction in biodegradation indicated by 
higher long-term contaminant concentrations. Moreover, the long-term 
contaminant concentration is lower for “fast” sorption kinetics describing 
contaminant-particle interaction. This can be explained by noting that deg-
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radation of dissolved contaminants results in a desorption of contaminants 
from the particles. The desorbed contaminant is then again available for 
degradation by microorganisms. On the other hand, assuming no interac-
tion between contaminants dissolved in water and contaminants sorbed 
onto the particles, a degradation of dissolved contaminants does not stimu-
late desorption in the uncoupled model. 

The horizontal dash-dotted lines in Figure 5 represent the result of ana-
lytical expressions for the normalised long-term concentration of mobile 
contaminant, C /CINP. Following Bold (2004), these relationships are given 
by 

ccd CK

INP
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for the equilibrium scenario (Da = + ) and by 

e
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for fully uncoupled transport (Da = 0). In addition, Bold (2004) carried out 
a series of numerical simulations for Damköhler numbers between ap-
proximately 10-4 and 106 in order to quantify the relative deviations of the 
long-term concentration from the equilibrium model (8) as a function of Da
(symbols in Figure 6). Equivalently, ordinate values may be interpreted as 
the relative importance of uncoupled transport. 
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Fig. 6. Relative importance of uncoupled particle-facilitated transport as function 
of the Damköhler number. Symbols denote SMART model results obtained by 
Bold (2004) 
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Using these results, long-term concentrations of mobile contaminant can 
be determined for any Damköhler number by a simple arithmetic average 
of eqs. (8) and (9), i.e. 

eDeD
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aCKa
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ccd 11 212
, (10)

where the weighting factor ²(Da) quantifies the relative importance of the 
uncoupled transport. By fitting power laws to the data (solid curve in Fig-
ure 6), ²(Da) can be fairly well approximated by 
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Furthermore, the weighting factor ²(Da) equals 1 for Da  0.01 and 0 for 
Da  100, thus accounting for fully uncoupled and equilibrium transport, 
respectively, which constitute the end members of the spectrum of kinetic 
contaminant uptake / release by mobile particles. 

As a result, eqs. (10) and (11) allow to straightforwardly use simple ana-
lytical expressions in order to assess long-term groundwater pollution in-
cluding the effect of particle-facilitated transport with kinetic contaminant-
particle interaction. Numerical simulations may therefore be avoided if the 
conditions (i) – (iii), which are mentioned at the beginning of this section, 
prevail.

Conclusions 

In order to predict the risk of groundwater pollution by organic contami-
nants, a numerical model was developed which takes into account sorption 
kinetics, biodegradation, particle-facilitated transport and preferential flow. 
This model is used to investigate the effect of preferential flow paths and 
kinetically controlled particle-facilitated transport on the transport behav-
iour of organic contaminants. Scenario calculations show that preferential 
flow paths and particle-facilitated transport not only accelerate solute 
spreading but also reduce biodegradation and therefore increase the long-
term contaminant concentrations at the point of compliance. In many cases 
this increase may be minor, but if it becomes significant, then it is crucial 
to implement such processes in reactive transport models when assessing 
the groundwater risk due to potential pollution with organic contaminants. 
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Abstract

An integrated approach of field and model investigations was implemented 
to an aquifer underlying urban infrastructure. The study focuses on the 
transport of Trichloroethylene (TCE) through the unsaturated-saturated 
zone. Simulations, subject to isothermal conditions, addressed a three-
dimensional continuum involving three interacting mobile phases: aque-
ous, NAPL (Non-Aqueous Phase Liquids) and gaseous. The mathematical 
model considers water, air and TCE as components in equilibrium parti-
tioning between the three mobile fluids, while for the latter we account 
also for sorption on the solid matrix. Predictions of migration patterns 
were due to a continuous spill from a single NAPL source situated at the 
soil surface. 

The specific flux of the gaseous phase proved to be directed to the sur-
face at the vicinity of impervious segments, implying that TCE vapors may 
surround building foundations. We note a vertical, gravity driven, NAPL 
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stem penetrating through the unsaturated-saturated zones. This causes a 
vertical displacement of the gaseous phase the velocity of which is also in-
fluenced by the gaseous pressure gradient. Fluids densities depend on TCE 
concentration, we thus note a density driven flow pattern. As TCE concen-
tration decreases away from the NAPL stem, the gradient of the gas den-
sity yields its horizontal displacement, and vertical outward shift resulting 
from the vanishing capillary pressure. The gaseous velocity far away from 
the stem is associated only with the gas pressure gradient and is dimin-
ished at the unsaturated-saturated boundary, as the relative permeability of 
gaseous phase decreases near the capillary fringe. 

Keywords 

Multiphase; multi-component; urban; modeling 

Introduction

The objective of the study was to examine by means of numerical simula-
tions and available field observations, the temporal and spatial distribution 
of TCE resulting from leakage of NAPL at a prescribed location in the un-
saturated and saturated zones of the Tel Aviv area. To achieve this goal, a 
three-dimensional (3-D) mathematical model of three  phases and three 
p  components l(  n - NAPL, q - aquenous; g - gaseous), p(  w water; a – air; 

cm – contaminants) was used. The flow and transport of this multiphase and 
multi-component problem is a coupled mechanism, as explained in the fol-
lowing. The linear momentum balance equation (Darcy’s law) for each l
phase reads

,V K rl
l l l

l

k P g Z l (1)

where lV [m s-1] denotes the l phase velocity vector, 2[ ]mK  denotes the ab-
solute permeability tensor, rlk  denotes the relative permeability of the l

phase, [ ]l Pa s  denotes the l  phase viscosity, 2[ ]g m s  denotes the gravita-
tional acceleration, [ ]Z m  denotes the altitude above some level and 

3[ ]l kg m  denotes the l  phase mass density. The latter suggests a density 
driven flow as its state function is defined by 

; 1, ,l l p pl pl
p p

M W X X l p (2)
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where 1[ ]pW kg mole  denotes the molecular weight of the p  component, 
3[ ]lM mole m  denotes the l phase molar density and plX  denotes the mole 

fraction of the p  component in the l  phase. The state functions of plX  are 
associated with [ ]lP Pa  the l phase pressure, reading 

* * * *
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*
**

; ;

; 1 , ,

m m
m m m m
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c g g c g g wgq
c g c n c g c q wg wq
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g l
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X P X P
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P PX P

P MM P P l q n
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(3)

in which *[ ]lP Pa  denotes the l phase reference pressure, *
mc lX  denotes the 

mole fraction of TCE in equilibrium with the ,l g q  phases and [ ]wgq Pa

denotes the partial pressure of the water component in the gaseous phase 
which is in equilibrium with the aqueous phase, *

lM  denotes the l phase 
molar density at the *

lP  pressure, 3 1[ ]R Pa m mole K  denotes the ideal gas 
constant and *[ ]T K  denotes a reference temperature and 1[ ]l Pa  denotes 
the l phase pressure compressibility. The phase pressures are related 
through the capillary pressures 

1 2
( )cl lP  in the form 

( ) 1 ( ) ( 1) ; 1, ;

( ) 1 ( 1)

g n c gn g c gq g cnq q l
l

n q cnq q cnq q

P P P S P S P S S l

P P P S P S
(4)

where lS  denotes the saturation of the l  phase, *min 1, n nS S  and *
nS

denotes a blending parameter associated with the NAPL phase. 
Simulations were performed with the COMPFLOW code (Unger et al. 

1996).
The actual contamination problem was solved over a total area of about 

65.6 km2. The study area is part of the Coastal Plain aquifer of Israel 
which is mainly composed of layers of Pleistocene sand, sandstone and silt 
with intercalations of clay and loam. Some of the intercalations are discon-
tinuous lenses; others near the coast are continuous and separate the aqui-
fer into sub-aquifers, the upper is phreatic while the others are confined or 
partially confined towards the sea. The aquifer has 3-D lithological hetero-
geneity both at a macro and micro scale level (Ronen et al. 2000). To in-
corporate into the model the geological structure, 5 available hydro-
geological cross-sections about 2000 m apart were digitized and schema-
tized.

At the study area the depth of the domain is around 155 m and 75 m at 
the western and eastern borders, respectively, parallel to the sea shore. The 
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groundwater level varies from 0 to 1 m above Mean Sea Level (MSL) at 
the western border and from 12 to 15 m at the eastern border. As a result of 
pumping, a groundwater depression was developed in a sub-area of the 
study domain, during the 1950s. The thickness of the unsaturated zone at 
the simulated NAPL spill location is about 20 m. 

Up-scaling

Multiphase simulators are effective tools for the investigation of complex 
processes operative in aquifers contaminated by volatile organic contami-
nants like TCE emerging from spills of NAPL. We followed the model of 
Forsyth et al. (1988, 1989), Slough et al. (1996, 1999) and Unger et al. 
(1996, 1998), and studied different operation scenarios. For the sake of 
comparison of observations at different spatial scales and to scale-up 
model predictions, we rewrite the mathematical model in a nondimen-
sional form.  

We will substitute each ij  scalar, vector or tensor quantity with /
ij ,

where  and /
ij  denote, respectively, the characteristic and dimensionless 

quantities of ij . Accounting for equilibrium partitioning of components 
between the phases, linear adsorption of TCE and isothermal conditions, 
we write (using Einstein’s summation rule concerning repetitive indices) 
respectively, the nondimensional forms of the mass balance equations of
the TCE contaminant the water and air contaminants, and the linear mo-
mentum balance equation (Darcy’s law) for each l  phase 
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In (5),  denotes the porosity, 3[ ]b kg m  denotes the solid matrix mass 
density, 3 1[ ]d m kg  denotes the sorption coefficient, ij  denotes the 
Kronecker delta function, plD denotes the dispersion tensor for the p

component in the l phase, defined by 
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,D V
V

l i l j
l pl l pl lT l ij l L lT

l

V V
S S D l (6)

where 2 1[ ]plD m s  denotes the diffusion coefficient of p  in l , and 
, [ ]lT l L m  denote the transverse and longitudinal dispersivities, respec-

tively, in l .
Note that, 3 1[ ]p mole m sq , a source/sink mass flux of the p component 

is not expressed in (5) for the sake of  simplicity. By virtue of (5) we note 
that the phases and components temporal and spatial distribution is also 
governed by hS , eP , e u)( R EF  and -1e r( R F )F  numbers, where 

h ( )S lL T V  denotes the Strouhal number, eP p l
V D L  denotes 

the Peclet number, eR ( ) lV L denotes the Reynolds number, 

2uE ( )
l

P V  denotes the Euler number, 2rF ( )lV L g denotes the 

Froud number and 2F K L . If the scalar numbers hS , eP , e u)( R EF

and -1e r( R F )F  configured at one spatial scale are made equal to their coun-
terpart numbers obtained at a domain ,say, greater in its spatial scale, one 
can expect similar flow and transport characteristics in both scales.  

Next we will provide examples describing migration patterns resulting 
from the coupled affect between phases and components when subject to a 
variety of influences. 

Implementations and conclusions 

Two Dimensional simulations 

To study the effect of the different boundary and initial conditions, opera-
tion scenarios and geological formation on the migration of the TCE 
plume, simulations using synthetic data were considered for a 2-D cross 
section configuration. The layout of the modelling domain.is depicted in 
Fig. 1. Extending from the domain left boundary are three clay layers with 
assumed absolute permeability of K=10-14 m2 each. The absolute perme-
ability of sand was prescribed to be K=3 10-11 m2.
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Fig. 1. Computational domain for the two-dimensional, layered, problem, x=0 cor-
responds to distance of 1500 m from seashore. 

The annual replenishment was set to 100 mm for 100 (winter) days. 
Segments (0% to 80% coverage of the top boundary) of the soil surface 
were assigned to be impervious to replenishment. Gas was allowed to 
penetrate through the entire soil surface. Note that components (e.g. TCE) 
could be displaced outside the domain, as the impervious segments were 
not assigned a no-flux condition for the fluid phases. The initial aqueous 
and gaseous regime was determined by transient simulation evolving from 
a non-stressed aquifer (zero saturation for the non-aqueous phase) and a 
water table situated at the soil surface. Stabilization of the system took a 
10 years period. Forecast was for the next 50 years. NAPL was deployed 
within one cell of 50 m length (6950 x 7000 m), situated on the surface 
(Z=100 m). Injection into the soil was constant, over a period of 50 years, 
with a flux intensity of qR = 0.001 m3/m2/day. To verify the influence of 
surface coverage we performed five simulations each with a different per-
centage (0, 20, 40, 60, and 80%) of surface cover. 

Fig. 2 depicts the distribution of phases saturation and TCE mole frac-
tion in the gaseous and aqueous phases for 80%, surface coverage. We 
note the generation of a thin vertical column of NAPL under the spill. Due 
to gravity, the NAPL front reached the bottom of the domain in about 10 
years. During 40 years it moved downstream (flow direction of the aque-
ous phase) along the impermeable bottom to a distance of 500 m (460 m 
for 0% coverage) This displacement was under the influence of the NAPL, 
saturation dependent, gradient difference between the downstream aqueous 
pressure and the capillary NAPL pressure. The upstream displacement 
along the bottom was 40 m (70 m for 0 % coverage). 
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Fig. 2. Saturation and TCE mole fraction in the aqueous and gaseous phases, for 
the case of 100 mm replenishment over 80% surface coverage in a cyclic pattern, 
during 100 days per year for 50 years 

After 50 years most of the TCE contaminant mass was accumulated in 
the non-aqueous phase. In the aqueous phase, the concentration profile 
along the vertical direction became practically uniform. The mole fraction 
of the TCE changes dramatically crossing along the Saturated–Unsaturated 
Interface Region. By virtue of Henry’s law, TCE has a continuous mole 
fraction distribution within the aqueous and the gaseous phases yet it is of 
a lower value in the aqueous phase. Downstream displacement of the 
maximum TCE concentration in the aqueous phase (1.8 10-4 mole/mole) 
was 600 m for the uncovered surface (i.e. 0% coverage), and 900 m for the 
80% covered surface. Maximum TCE migration was about 2700-2800 m 
in groundwater and 2600 m in the unsaturated zone. Upstream TCE dis-
placement in groundwater is similar for both possibilities (0% and 80% 
coverage). However, in the unsaturated zone the TCE migration distance is 
to a greater extent for the 80% coverage. Transport of TCE is governed by 
the phases flow regime. The constant hydrostatic pressure conditions at the 
right and left boundaries control the hydraulic gradient. However within 
the domain, the steepness of this gradient is affected by the surface cover-
age conditions.
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The velocity vectors of the aqueous phase are delineated in Fig. 3.A.  

Fig. 3. 100 mm replenishment over 80% surface coverage in a cyclic pattern, dur-
ing 100 days per year for 50 years. (A) Aqueous velocity pattern. (B) Gaseous 
flow through an opening during a rainy season. (C) Gaseous flow near the NAPL 
spill 

The typical gaseous flow pattern through the surface uncovered areas is 
depicted in the snapshot presented in Fig. 3.B. Through these openings in-
filtration of seasonal rain causes an oscillatory displacement of the aque-
ous and gaseous phases. The gaseous phase is displaced away from the 
NAPL phase; its specific flux near the spill is smaller for the uncovered 
surface case than that of the 80% coverage. At the center of the spill (i.e. 
along the NAPL column) the NAPL gravity shift causes a vertical gaseous 
phase velocity also influenced by the gaseous pressure gradient (equal to 
the gradient of NAPL and capillary pressures). As TCE concentration de-
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creases away from the NAPL column and since the phases densities are 
function of TCE concentration, the density gaseous gradient yields its 
horizontal specific flux (the blowup described in Fig. 3.C) and its vertical 
outward shift results from the vanishing capillary pressure. Far away from 
the NAPL column the gaseous velocity is associated with gravity and there 
are no density driven effects (density is constant as TCE vanishes) and it is 
diminished at the gaseous-aqueous interface, as its permeability there is 
zero.

Fig. 4. 100 mm replenishment during 100 days per year over 60% surface cover-
age in a cyclic pattern, with a preferential flow path. (A) TCE plumes after 50 
years. (B) Remediation, due to drainage through an open ditch, for additional 30 
years.

To investigate the roll of a preferential flow path, we added a layer with 
absolute permeability (K=3 10-10 m2) higher than that of the domain. Con-
ditions and replenishment (100 mm per 100 days of each year, over 60% 
coverage in a cyclic pattern of the soil surface), were as before. Fig. 4.A 
depicts the extent of TCE migration, centered at the preferential flow path, 
after a 50 years period. 
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After the 50 years period of contamination we placed within the prefer-
ential flow path an open ditch; Fig. 4.B. describes the extent of the reme-
diation due to the drainage through the ditch. The aqueous flow is aug-
mented at the surroundings of the low permeable layers (Fig. 3.A). This 
flow pattern forces the amplification of TCE advection, its penetration into 
the layers due to the dispersion flux and a sideway concentration kink due 
to the eddy action adjacent to the layers corners (Fig. 4.B). 

Fig. 5. 100 mm replenishment during 100 days per year, over 40 % surface cover-
age in a cyclic pattern. (A) Distribution of TCE due to spills lasting 100 days. (B) 
Distribution of TCE after 50 years. 

We now deployed spills for a short duration (100 days), to mimic the 
notion that there are NAPL residuals in the soil matrix. This can also rep-
resent an accidental spill from different sources. The NAPL sources were 
spread over 10 different locations, uniformly distributed along the soil sur-
face. The previous injection intensity was divided over the 10 locations. 
Fig. 5.A describes the deployment of the NAPL source for a period of 100 
days. Each injection occupied one grid element (50 m), initial and bound-
ary conditions were as for the previous examples, the intensity and distri-
bution of replenishment were as prescribed for the previous example. Dur-
ing the first 100 days (Fig. 5.A), the NAPL occupied an extent of 1 to 3 
grid elements (2 m to 6.5 m) under the injection point, which practically, 
because of the small mass amount, enabled us to consider TCE concentra-
tion in [mass/volume] units. Saturation of NAPL was less then 0.08, there-
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fore as the residual NAPL saturation is 0.05 (for which its relative perme-
ability is zero) we conclude that residual NAPL remains adhered to the soil 
matrix in the unsaturated zone. It is evident (Fig. 5.B) that in contrast to 
the high TCE concentration during the first 100 days, after 10 years TCE 
was significantly dissolved. 

We note (Fig. 5.B) that the neighboring TCE spills joined into a con-
tinuous plume (concentration higher than 0.01 mole/m3), disabling the de-
tection (practically after 10 years) of the individual spill sources. The pro-
nounced aqueous specific flux in between the layers (Fig. 3.A) yields an 
advective flushing of TCE surrounding the layers; yet (Fig. 5.B) due to the 
intense dispersion flux at that vicinity, a residual of higher TCE concentra-
tion was trapped inside one of the low permeability layers.  

Three Dimensional simulations of the study area  

The 5 available hydrogeological cross-sections were schematized delineat-
ing three main clay layers that divide the main aquifer into 4 sub-aquifers. 
Interpolation between the cross sections, on the basis of 10 vertical profiles 
for each cross section enabled an approximate 3-D stratigraphic model of 
lithological properties and cross-section images anywhere within the in-
vestigated domain. A 3-D finite-elements non-uniform mesh (57, 58 and 
20 nodes in the x, y and z-directions, respectively), refined at the location 
of the NAPL source and with vertical variation between 4 to 8 m (depend-
ing on the aquifer thickness) was constructed on the basis of the strati-
graphic model (Fig. 6). 

Fig. 6. The modeling domain with the Finite-Element mesh (66,120 nodes) 

Available data concerning the location of 106 wells, their pumping rate 
during the years 1924 to 2000, was gathered into 20 cluster wells (CW) us-
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ing a partitioning method (Kaufman and Rousseeuw 1990). The CW dis-
tribution and the boundary conditions in the modeling domain are de-
scribed in Fig. 7. Based on results of sensitivity analysis, we chose the 
permeability of sand and sandstone as the parameter which was found to 
be mostly affecting groundwater levels and calibrated the flow model. The 
comparison between observed and simulated groundwater levels for the 
year 1980, is presented in Fig. 8. In reality, the actual total amount of 
NAPL, the size of the discharge area, the discharge intensity and discharge 
continuity are not known. Taking this into account, we considered 3 differ-
ent rates of NAPL discharge: 1, 0.2 and 0.02 mm/day, and simulated the 
multiphase flow and TCE transport during the period 1950 to 2000. In our 
simulations we assumed that NAPL phase consists of TCE only. For all 
three cases the aerial extent of the TCE plumes were found to be mimick-
ing the characteristics of the observed TCE plume, but with different dis-
tribution patterns. The distribution of TCE concentration in the unsaturated 
and saturated zones expressed in mole of TCE per mole of aqueous phase 
is delineated in Fig. 9. Because of the high density of the NAPL phase, its 
migration through the unsaturated and saturated zones is gravity-driven, 
and its general displacement is influenced by the hydraulic conductivity, 
and slope of the different layers. In the unsaturated zone, the NAPL front 
migrates mainly downwards with an average velocity that decreases upon 
entering the saturated zone and further attenuates when it reaches the clay 
layer. Dissolution and volatilization of the NAPL takes place during its 
movement causing the TCE to be transferred to the aqueous and gaseous 
phases. Lateral TCE transport through the unsaturated zone occurs mainly 
in the gaseous phase as the NAPL source is situated within the area cov-
ered by an upper impervious boundary (e.g., pavement; Fig. 7). To the 
west, east and south directions, the velocity of the gaseous phase is higher 
than groundwater velocity; therefore, secondary contamination of ground-
water by TCE dissolving from the gaseous phase is evident.

To the north, groundwater velocity exceeds the velocity of the gaseous 
phase; therefore, secondary contamination of the unsaturated zone occurs 
by volatilization of TCE from groundwater far away from the NAPL 
source (Fig. 8). The transport of TCE in the saturated zone is dominated by 
advection of groundwater flow, which is directed to the north-east, towards 
a local groundwater depression. However, the maximum migration of the 
TCE plume to the south was predicted in the upper part of the aquifer as a 
result of secondary groundwater contamination. Less intensive NAPL dis-
charge yields less penetration depth, yet migration of TCE in the gaseous 
phase in the unsaturated zone is similar to the harshest discharge. Addi-
tional scenario was simulated for a case when the soil surface was not cov-
ered.
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Fig. 7. Schematic representation of boundary conditions in the modeling domain 

Fig. 8. Comparison between observed (numbers above observation points) and 
simulated (lines) groundwater levels for the year 1980 

4.3
-0.6

0.5

1.5

4.7

6.5

-0.6

1.2

1.8

0.5

0.7

1.2

0.7

0.8

3.3

0.7 2.4
1.8

3.6

5.7

9.2

0.3

1.1
2.1

0.7

-0.4

0.2

-0.4
0.8

1.41.61.4
4.6

9.9

0.3

-0.0 -1.1-0.9

-0.5

-1.8

-0.8

4.4-0.9 -0.7
-0.0

-0.9 2.8
2.7

-0.7

-0.3 -0.6 -1.9-2.2
-1.5

-1.7

-1.8-2.1

-1.6
-1.2

0.1

-0.3

1.2
1.8

2.8

-0.4 -0.1
-1.6

-1.4
-1.5

-1.3
-0.7

-0.4

3.3
3.0

8.0 10.7

1.3
0.0

0.8
1.1

0 1000 2000 3000 4000 5000 6000 7000 8000
x(m)

0

1000

2000

3000

4000

5000

6000

7000

8000

y(
m

)

culculated 

observation point

3.2  3.8

-1.9 -2.2

80 year
observed 
calculated 



184      S. Sorek et al.  

Obtained results indicate a significant decrease in the lateral spread of 
TCE through the unsaturated zone as compared to the case where part of 
the surface was covered. This is accounted by the fact that the gaseous 
phase can exit to the atmosphere which also decreases the migration of 
TCE in groundwater. 

Fig. 9. TCE plumes through a South-North cross-section for the year 2000, subject 
to the harshest, simulated, NAPL discharge (1 mm/day) 
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Abstract

A detailed field investigation was performed for studying groundwater re-
charge processes and solute downward migration mechanisms prevailing 
in the unsaturated zone overlying a chalk aquifer in Belgium. Various 
laboratory and field experiments were performed, among others tracer ex-
periments in the unsaturated zone. From the experiments performed in the 
variably saturated chalk, it appears that the migration and retardation of 
solutes is strongly influenced by recharge conditions. Under intense injec-
tion conditions, solutes migrated at high speed along the partially saturated 
fissures, reaching the saturated zone in a few hours. At the same time, they 
were temporarily retarded in the almost immobile water located in the 
chalk matrix. Under normal recharge conditions, fissures were inactive and 
solutes migrated slowly through the chalk matrix, taking about one year to 
reach the water table. The tracer experiments performed in the chalk were 
modelled using the finite element flow and transport simulator SUFT3D. 
The mathematical representation of the unsaturated properties of the fis-
sured chalk is based on a new modified van Genuchten – Mualem relation-
ship that takes into account the dual-porosity characteristics of the rock. 
For modelling the transport of the tracers, an adapted first-order transfer, 
dual-porosity model is used, based on a dynamic partitioning of water be-
tween effective and immobile water porosity according to the water satura-
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tion of the chalk. Conclusions are drawn in terms of recharge mechanisms 
and vulnerability of the chalk to pollutions occurring at the land surface. 

Keywords 

Dual porosity; dual permeability; chalk; unsaturated zone; transport; tracer 

Introduction

The Hesbaye aquifer is located in the Senonian chalk formations of the 
Geer basin in the eastern part of Belgium. Since 1960, nitrate concentra-
tions have risen annually at a rate ranging from 0.1 mg/l (as NO3-) in the 
semi-confined to 1 mg/l in the unconfined part of the aquifer. Presently, 
the mean concentration is around 35 mg/l. To have a better knowledge and 
understanding of groundwater recharge mechanisms and transport proc-
esses in the unsaturated zone of the Hesbaye aquifer, an experimental 
study was performed, funded by the Walloon Ministry of Natural Re-
sources and Environment. The experimental site is located at Bovenistier 
in the Hesbaye region. From top to bottom, the substratum is made of qua-
ternary loess of variable thickness (up to 20 m), locally several meters of 
tertiary sand deposits, a layer of flint conglomerates (maximum 10 m), up 
to 70 m of Senonian chalk and several meters of smectite clay.  Six bore-
holes were drilled. A central well (PC) was drilled down to the aquifer bot-
tom (50 m). An observation well (Pz CS) was drilled and screened in the 
saturated zone (34 m). Four subsequent wells were drilled and screened in 
the unsaturated zone: Pz CNS in the unsaturated chalk (19.2 m), Pz CGL 
in the flint conglomerate (15.8 m) and Pz LB (9.4 m) and LS (5.8 m) in the 
loess formations. For each borehole, core drilling was first performed to 
take undisturbed samples used for performing laboratory experiments such 
as hydraulic conductivity measurements, texture and density analyses, re-
tention curves measurements and pesticides and nitrate analyses. In the 
field, well logging (neutron, gamma-gamma and gamma ray) was per-
formed in each well. Pumping tests were performed in the boreholes 
screened in the saturated zone and infiltration tests in the boreholes 
screened in the unsaturated zone. Tracer experiments were performed in 
both the saturated and the unsaturated zone. Details about the experiments 
can be found in Brouyère et al. (2004). 
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Tracer experiments performed in the variably saturated 
chalk

Two tracer tests were performed in the saturated zone, under radially con-
verging flow conditions, between Pz CS and the central well (tracing dis-
tance: 6 m). For the first injection the pumping rate at the central well was 
1.2 m3/h, for the second, 6.0 m3/h. The breakthrough curves highlighted 
the very fast transit of tracers in the saturated zone, mostly along fissures, 
with a strong asymmetry and tail that reflected tracer dispersion and retar-
dation in the immobile water located in the chalk matrix (results not 
shown). Tracers were also injected in Pz CNS screened in the unsaturated 
chalk. During the two years of monitoring, pumping was maintained al-
most permanently at the central well (3.2 to 6 m3/h). During the period of 
the experiments, the thickness of unsaturated chalk was progressively re-
duced from 11 to 3 m because of a rise of groundwater levels. A first injec-
tion (potassium chloride KCl) was performed under artificial recharge 
conditions created by adding water at a constant rate (~0.1 m3/h). This led 
to enhanced hydraulic gradient between the injection point and the aquifer 
and to a higher degree of saturation in the unsaturated chalk. A second 
tracer injection (potassium iodide KI) was performed without addition of 
water. This configuration better reflects actual seepage conditions in the 
unsaturated chalk. In the first case, the tracer was detected 5h 15min after 
injection, the maximum concentration being reached 11h 30min after in-
jection (Fig. 1a). In the second case, transfer times were very different: the 
tracer was detected only after 340 days while, after 700 days (end of the 
monitoring campaign), the peak was still not reached even if concentra-
tions seemed to stabilize (Fig. 1b).  

To explain the strong contrast in terms of travel times (about three or-
ders of magnitude), the dual porosity – dual permeability of the chalk has 
to be invoked. The chalk matrix is characterised by a high porosity and a 
low hydraulic conductivity at saturation. At Bovenistier, laboratory ex-
periments performed on chalk matrix samples gave a matrix porosity rang-
ing from 38 to 51 %, and a saturated hydraulic conductivity of 1.3×10-8 
m/s. It is made up of a large number of pores having dimensions of the or-
der of m, in which capillary forces are very high. As a direct consequence, 
the�1  matrix remains close to saturation and water is almost immobile. 
On the contrary, the porosity associated with the fissures is very low but 
their contribution to the saturated hydraulic conductivity of the rock is pre-
dominant. Here, pumping tests and infiltration tests show similar orders of 
magnitudes for the hydraulic conductivity of the fissured chalk (10-5-10-4

m/s). Fissures are characterized by larger openings and capillary forces are 
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not so developed. Under natural recharge conditions, they are most often 
empty and inactive in the unsaturated zone. The average velocity of 
downward migration of water and solutes in the unsaturated chalk is very 
low, governed by the low hydraulic conductivity and the large porosity of 
the matrix. During periods of intense water recharge, it may occur that the 
matrix becomes fully saturated. The excess of water is free to infiltrate 
through the fissure network with a quick increase of the chalk hydraulic 
conductivity. Water then flows mostly through the fissure network, the 
role of the matrix being limited to the storage and release of water and sol-
utes. Under such conditions, any contaminant present in the infiltrating 
water is able to reach very quickly the water table by fast downward mi-
gration through the fissure network. 

Fig. 1. Breakthrough curves obtained for the tracer experiments performed in the 
unsaturated chalk and modelled using the SUFT3D (see section 4 for details). 

Mathematical model 

To transcribe mathematically the conceptual model presented here above, 
Brouyère (2001) developed an approach that relies on two main concepts. 
The unsaturated properties of the chalk are modelled using a modified van 
Genuchten relationship that accounts for the bimodal porosity of the rock. 
The retention curve of the chalk is modelled using the combination of two 
van Genuchten relationships, one defined for the matrix, one for the fis-
sures.
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Fig. 2. Retention curve (a) and Hydraulic conductivity curve (b) developed for the 
fissured chalk 

This model differs from that of Ross and Smettem (1993) or Durner 
(1994) by the fact that it forces a continuously derivable transition between 
the relations that describe the matrix and the fissure component respec-
tively (Fig. 2a). Thanks to that, it is possible to derive analytically the hy-
draulic conductivity curve from the retention curve for the whole range of 
water contents (Fig. 2b), using the model of Mualem (1976). The hydraulic 
conductivity curve shows the expected evolution with water content or 
suction head. For a small suction applied, fissures desaturate and the hy-
draulic conductivity of the chalk rock drops by several orders of magni-
tude.

The dual-porosity first order transfer model is a very convenient model 
to compute contaminant transport and retardation in fissured rocks (e.g. 
Brouyère et al. 2000). This model introduces two parameters in the calibra-
tion process: the dual porosity im (no units) and a first order transfer coef-
ficient  (T-1). In its original form, the porosity associated with the immo-
bile water is assumed constant. However, when the rock mass desaturates, 
its hydraulic conductivity is reduced. Water located in the dual porosity 
and initially considered as immobile becomes the only vector of mobility 
of contaminants. In transient variably saturated groundwater flow condi-
tions, the model has to be adapted by distributing dynamically water be-
tween the mobile and the immobile phases, depending of the saturation 
degree. Zurmülh and Durner (1996) suggest considering a constant ratio 
between the immobile water porosity and the total water content cpart = 

im/  or distributing the water according to the ratio of intrinsic hydraulic 
conductivity values associated with the immobile water and the total water 
content cpart = kr( im)/kr( ).
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Fig. 3. Dynamic partitioning of the water content between the mobile and the im-
mobile water according to the saturation degree of the chalk rock: (a) matrix and 
fissures are saturated with water, (b) fissures are empty and the matrix is partially 
saturated. 

Figure 3 illustrates this concept considering a partitioning coefficient of 
cpart = 0.01. At saturation, the effective porosity is small, associated with 
the fissures, and the dual-porosity is important, associated with the matrix 
(Fig. 3a). When fissures desaturate, the effective porosity becomes larger, 
associated with a part of the water in the matrix, and the dual porosity is 
strongly reduced (Fig. 3b). This model was implemented in the SUFT3D 
finite element code (Brouyère 2001). 

Modelling results 

The two tracer experiments performed in the saturated chalk, between Pz 
CS and the central well, were used to calibrate hydrodispersive parameters 
in the saturated zone (Table 1). The calibrated effective porosity is low, 
typical of the porosity associated to fissures in the chalk. The first-order 
transfer coefficient is in a good agreement with values found for the fis-
sured chalk in the Hesbaye aquifer. The immobile water porosity is rela-
tively low. However, the tracers were injected very close from the recov-
ery well and it is likely that a part of the immobile water did not participate 
to the retardation process. The tracer experiment performed in the unsatu-
rated chalk under intense injection conditions was modelled assuming 
steady state groundwater flow conditions, as modified by the injection of 
water in Pz CNS. First, the “classical” dual-porosity model (further called 
the CDPM) was considered, assuming that effective porosity and immobile 
water porosity are constant values independent of the chalk saturation de-
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gree. Second, the dynamic partitioning dual-porosity model (further called 
the DDPM) was considered. In this case, one does not know exactly the 
magnitudes of effective porosity and immobile water porosity, the only in-
formation being the partitioning coefficient considered as a fitting parame-
ter. Figure 1 shows the chloride breakthrough curve measured in the field 
together with the best fit obtained (trial-and-error) considering the two ap-
proaches considered. Fitted parameters obtained using the CDPM ap-
proach are close to those obtained in the saturated zone. This indicates a 
fast, preferential transit of tracers along partially or fully saturated fissures 
with physical retardation in the immobile water located in the matrix. With 
the DDPM approach, the relatively high partitioning coefficient indicates 
that the effective porosity is small and the immobile water porosity large. 
The calibrated first order transfer coefficient is smaller than for the CDPM 
approach because the saturation degree varies spatially. Due to that, there 
are zones in the unsaturated chalk where the hydraulic conductivity is 
smaller, which contribute to retarding the tracer. 

Table 1. Fitted transport parameters for the variably saturated chalk using the 
tracer test results. 

Injection
well

Experimental 
conditions

Modelling 
approach m (-) im (-) L (m) (s-1) 

Pz CS Saturated zone CDPM 0.004 0.05 1.0 2.0 10-7 
CDPM 0.01 0.08 1.0 2.3 10-7 Intense 

recharge DDPM   cpart     =    0.02 1.0 9.0 10-8 

CDPM 0.10 0.15 1.0 2.3 10-7 
PsCNS

Natural
infiltration DDPM no tracer arrival observed during the simulated period 

The second tracer experiment is more representative of natural down-
ward solute contaminants migration in the unsaturated chalk. For several 
reasons, simplifying assumptions were considered. First, the transient 
character of the recharge was neglected because no data were available on 
the evolution of water contents in the unsaturated zone. In addition, steady 
state groundwater flow conditions were assumed, considering the low 
groundwater levels prevailing at the beginning of the tracer experiments. 
The objectives of the transport simulations were thus restricted to verify 
that the strong contrast observed in terms of travel times across the unsatu-
rated chalk could be reproduced and to estimate the effective porosity as-
sociated to the chalk in natural infiltration conditions. Using the DDPM 
approach with the set of hydrodispersive parameters calibrated based on 
the first tracer experiment or with an effective porosity of 35% (all the wa-
ter located in the chalk is mobile) did not give any tracer arrival in the pe-
riod corresponding to the sampling campaign (2 years). Considering an ef-
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fective porosity of 10% and an immobile water porosity of 15% gave a 
tracer first arrival in accordance with the observed one (after almost one 
year).  The value obtained for the effective porosity (10%) is small to be 
representative of the matrix porosity. However, if one considers that the 
travel distance (+/- 10 m) in the model was almost 3 times the actual dis-
tance covered by the tracer (+/- 3 m), a rough estimation of 30% can be as-
sessed for the effective porosity, in better accordance with what is ex-
pected for the chalk matrix porosity. From the analysis of these simplified 
simulations, it can be concluded that in natural infiltration conditions, sol-
ute contaminant downward migration occurs across the chalk matrix, as 
proposed in the conceptual model. 

Conclusions 

Detailed field investigations performed at Bovenistier in the Hesbaye re-
gion have provided a very complete dataset for understanding and quanti-
fying water recharge and solute leaching processes across the unsaturated 
zone overlying the Hesbaye fissured chalk aquifer. In ‘normal’ infiltration 
conditions, the recharge is not sufficient to keep the fissure network at 
saturation. Water infiltrates slowly downward across the matrix and solute 
transport is influenced by the low hydraulic conductivity and the large po-
rosity of the matrix.  As soon as the net infiltration rate is higher than the 
saturated hydraulic conductivity of the matrix, the excess water is free to 
infiltrate rapidly through the fissure network. Compared to that, groundwa-
ter located in the matrix can be assumed as immobile, contributing only to 
storage and release of water and solutes, just like in the saturated zone. 
Based on the results, it can be concluded that the vulnerability of the chalk 
aquifer to contaminations occurring at the land surface is strongly depend-
ent on the existence of a protective cover. Due to that, the recharge rate at 
the top of the unsaturated chalk is attenuated and contaminants migrate 
slowly down through the matrix, enhancing the possibilities for natural at-
tenuation. If the chalk was outcropping, any contaminant present in the in-
filtrating water would be able to reach very quickly the water table.  This 
conceptual and mathematical model could be used to study the impact of 
groundwater table fluctuations on the evolution of contaminant concentra-
tions such as nitrates, for the estimation of groundwater quality trends for 
which this factor has to be considered or as a mathematical translation of 
recent researches, such as those of Price et al. (2000) or Tokunaga et al. 
(2000).
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properties at catchment scale 
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Abstract

The emerging importance of large scale distributed-process modeling has 
generated a pressing need for detailed information on spatial distribution 
of input data, especially the parameters that describe the hydrologic behav-
ior of soils. Traditional methods to determine soil hydraulic parameters at 
large scales are time-consuming and very costly. To carry out a soil hy-
draulic characterization in a cost-effective way, pedotransfer functions 
(PTFs) are profitable tools to estimate soil hydraulic parameters from eas-
ily measurable or already available soil data. Spatial distribution of soil 
properties can be explained, to a certain extent, in the light of the variabil-
ity of landscape attributes. Digital terrain analysis can thus provide a quan-
titative basis for deriving topographic attributes and relating them to soil 
variables in order to improve the prediction of key soil hydraulic parame-
ters. Topographical data have been used to improve the prediction of soil 
water retention by PTFs, whereas statistical indicators of goodness-of-fit 
helped in evaluating the effectiveness of the proposed procedure. 

Keywords 

Soil hydraulic properties; pedotransfer function; Digital Elevation Model; 
terrain analysis; spatial variability 
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Introduction

The use of distributed hydrologic modeling has been proposed to deal with 
environmental and land-use planning problems in a comprehensive way 
(Refsgaard 1997). However, distributed modeling approach has generated 
an urgent need for detailed information on spatial input data. There is the 
awareness that reliable results from distributed hydrologic models rely 
upon the good assessment of the parameters that describe the hydraulic be-
havior of soil. In fact, soil hydraulic properties and their inherent spatial 
variability exert a significant influence on the exchange of water fluxes be-
tween the different parts on the system. Moreover, applications of large-
scale hydrologic models require not only a careful analysis of spatial corre-
lations among soil parameters, but also an assessment of equivalent grid-
scale parameters, which can be defined as areally averaged values over the 
selected numerical grid square. To simulate water flow in soil, distributed 
models usually employ the Richards equation: 

1
z
hK

z
=

t
hhC (1)

In this equation, z is soil depth taken positive downward, t is time,  is 
volumetric water content, h is soil-water pressure head, K is the unsatu-
rated soil hydraulic conductivity, and C(h)=d /dh. Model parameters, the 
so-called unsaturated soil hydraulic properties, are the water retention 
function (h) and the hydraulic conductivity function K( ), which synthe-
size the relationships between h, , and K. 

Unsaturated soil hydraulic properties can be determined by direct meth-
ods under either laboratory or field experimental conditions. It is well 
known that direct procedures are time-consuming, require complex meas-
uring devices and skilled operators, and hence are very costly. To provide 
catchment models with soil hydraulic properties in a cost-effective way, 
pedotransfer functions (PTFs) are being used increasingly to estimate wa-
ter transport parameters from easily measurable or already available soil 
data. Basically, a PTF relates soil hydraulic parameters to some physical-
chemical properties of the soil, such as texture, oven-dry bulk density, or-
ganic carbon content, porosity, etc., that are measured at the same point 
scale of interest (Bouma 1989). 

Several researchers have developed PTFs, based on site-specific field 
campaigns and comprehensive databases developed in Europe (Wösten et 
al. 1999) or in the USA (Nemes et al. 1999). Romano and Santini (1997) 
showed that spatial series of water retention points generated by PTFs led 
to shapes of the probability distribution that differ, in some cases even 
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markedly, from those of the measured water retention data. On the other 
hand, they also found that a PTF could be able to catch efficiently the av-
erage water retention behavior of a certain area. Therefore, a limitation of 
published PTFs is that they should be employed with confidence only 
within restricted ranges of soil types and environmental conditions (Bastet 
et al. 1999). Furthermore, PTFs take only a limited number of explanatory 
static variables into account and, as a result, they will capture with diffi-
culty the inherent dynamic behavior of a soil (Tietje and Hennings 1996). 

Several studies have shown that the spatial horizontal distribution of soil 
properties is often not completely random, but a structure of spatial vari-
ability of such properties can be detected (Burrough 1993). A basic expla-
nation of this occurrence considers that soils form as a result of climate, re-
lief, parent materials, weathering, organisms, and time. Each of these soil-
forming factors shows a peculiar variability in the landscape and acts at 
various spatial-temporal scales producing different soil types and complex 
soil patterns. Among the various soil-forming factors, topography exerts a 
significant control on hydrological processes active in the landscape and 
can explain a good amount of spatial variability at this scale (Famiglietti et 
al. 1998). Topographical features of a certain area can be quantified by the 
mean of terrain attributes. Primary terrain attributes can be calculated em-
ploying digital terrain analysis from a Digital Elevation Model (DEM), and 
include variables such as elevation, slope gradient, plan and profile curva-
ture, flow path lengths, and specific catchment area. With combinations of 
primary attributes we can obtain secondary terrain attributes, that charac-
terize the spatial patterns of specific processes occurring in the landscape 
(Moore et al. 1991). These topographic indices provide a knowledge-based 
approach to specific soil management and can be embedded within the 
data analysis module of a geographical information system (GIS). As 
many GISs are based on a raster structure, grid-based methods of terrain 
analysis can easily provide primary geographic data for GIS applications. 

The focus of the present paper is on using terrain attributes as auxiliary 
variables to determine soil water retention and show that this approach can 
effectively improve the average description of soil hydraulic behavior over 
a certain area. Moreover, developing such a procedure can also give useful 
directions for upscaling more efficiently soil hydraulic parameters from the 
measurement scale to the numerical scale.  
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Methods

Pedotransfer functions 

Several PTFs were used to evaluate the proposed procedure. For the sake 
of brevity, we report here only results from the pedotransfer developed by 
Vereecken (Vereecken et al. 1989), which will be referred to hereinafter as 
PTF-VER. Parameter equations which define this PTF are not illustrated 
here, but readers are directed to the cited publication for details. 

Terrain attributes 

In this study, calculations of terrain attributes were carried out by digital 
terrain analysis using the GRASS-GIS environment. Various GRASS rou-
tines were used to obtain the terrain indices (Mitášová and Hofierka 1993). 
Elevation data were provided in a digital format by IGM (Military Geo-
graphic Institute of Italy) as 25-m grid-based DEM. The primary terrain 
indices employed in this study are: elevation (cm), distance from the mid-
dle stream (cm), slope gradient (degrees), slope aspect (degree counter-
clockwise from East), downward or upward flow-path lengths (cm), spe-
cific contributing area (m2 m-1), profile curvature, and plane curvature. We 
used the following secondary attributes: wetness index, stream power in-
dex, sediment transport index, and direct solar radiation for a given day of 
the year (Moore et al. 1993). Only correlations and relationships between 
topographic indices and soil variables measured at topsoil were explored. 

Site description and measurements 

The study area was "Fiumarella di Corleto" river subcatchment (30 km2)
located about 50 km SW from the city of Potenza, (Italy). The parent mate-
rial mainly consisted of clayey components with soils ranging from Verti-
sols to Mollisols, Inceptisols and Entisols, according to Soil Taxonomy. 
The environment had a very dynamic geomorphology and very interesting 
features from the soil-landscape modeling viewpoint (Santini et al. 1999). 
Two transects were established at the opposite sides of the Fiumarella river 
through distinct soil types (Santini and Romano 1999). Undisturbed soil 
cores were collected along the transects from the uppermost soil horizon at 
88 sites, spaced 50 m apart. The soil cores were subjected to laboratory 
measurements to determine the particle-size distribution, organic carbon 
content, and soil water retention characteristics. The cores were oven-dried 
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at 105 °C to determine dry bulk density. Total porosity was calculated 
from the measured oven-dry bulk density and particle density set at 2.65 
g/cm3. Organic carbon in soil was determined with the dichromate method. 
Sand, silt, and clay contents were expressed as percentage by mass of the 
fine-earth fraction (<2 mm) and soil texture was identified according to the 
USDA soil classification. Drying water retention data points (h) were 
measured at several pressure heads using a suction table apparatus 
(Romano et al. 2002). To allow comparisons between the measured and 
PTF-predicted retention curves, for each soil sample the measured (h) 
values were fitted with the van Genuchten's (van Genuchten et al. 1991) 
closed-form retention relation (hereinafter referred to as the VG model): 

n m-
rsr h+-=h 1 (2)

where s is the saturated water content and r represents residual water 
content, whereas the VG parameters , n, and m control the shape of the 
water retention curve. By imposing the condition m=1-1/n, Eq. (2) is de-
fined by the unknown parameters s, r, , n, which was estimated using 
the RETC software package (van Genuchten et al. 1991). For all of the col-
lected soil cores the VG model fitted the available measured retention data 
very closely, and therefore the fitted water retention curves do represent a 
consistent and relatively unbiased information for comparison purposes. 

Method description 

The soil water retention function (h)VG can be interpreted as a probabilis-
tic process: 

)(VG hhh (3)

where (h)VG is described by Eq. (1) and fitted to the measured soil wa-
ter retention data points. This function represents the observed soil water 
retention property at one generic position of the study transects. We as-
sume for (h)VG an additive model with a deterministic component (h) ,
defined by a pedotransfer rule (for example, the PTF-VER proposed by 
Vereecken et al. 1989) together with terrain information, and a stochastic 
component (h) accounting of both random and systematic errors since 
both measurement errors and model errors contribute to produce noises in 
the data.  The residual (h) can be spatially uncorrelated (white noise) or 
may exhibit explicitly some degrees of spatial correlation. The method 
employed in this paper to incorporate landscape features into pedotransfer 
predictions supposes that the residual between (h)  and the original PTF-
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predicted soil water retention function, (h)PTF, is modeled by the follow-
ing polynomial expression: 

t

j
jjahh

1
PTF (4)

where j denotes independent variable representing the generic terrain 
attribute (for example, slope or plain curvature) and aj is the coefficient of 
variable j. Specifically, as the soil water retention function (Eq. 2) is de-
scribed by the set of four parameters s, r, , and n, we pose: 
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where the subscript PTF means that the specific retention parameter is 
calculate using the pedotransfer algorithm as originally proposed by their 
authors. The unknown coefficient values appearing in Eq. 5 are determined 
by minimizing a performance-based objective function. 

Results and Discussion 

The proposed procedure is evaluated by comparing selected, fitted water 
retention points with respect to the related PTF-predictions, as computed 
by including or not the landscape information. 

The measure of prediction performance is computed in terms of integral 
mean deviation (IMD) and integral root-mean-square deviation (IRMSD), 
defined as follows: 

d1IMD /PTFVG

u

llu
(6)

2
1

2
/PTFVG d1IRMSD

u

llu
(7)

where =log(|h|), ( )VG is the observed soil water retention function, and 
( )PTF/  is the corresponding PTF prediction including or not terrain at-

tributes. We integrated the soil water retention functions between the lower 
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limit l = 0.00 and the upper limit u = 4.20. The IMD index reveals the 
presence of biases in prediction (systematic underprediction, IMD>0, or 
systematic overprediction, IMD<0), whereas IRMSD provides a measure 
of the overall precision, namely the degree of dispersion offered by a pre-
diction method. If small systematic errors occur (i.e., small IMD), the pre-
diction method is accurate; if IRMSD is small, the prediction method has 
good precision. 

Table 1 presents the arithmetic means of percent IMD and IRMSD for 
the whole data set (N=88) for PTF-VER, whether or not including topog-
raphic variables into the original pedotransfer rule. The negative values of 
IMD% indicate that systematic overpredictions, albeit of different magni-
tude, are detected with respect to the observed water retention functions. 

Table 1. Meant of IMD% and IRMSD% for PTF-VER calculated from the whole 
set of soil water retention functions. 

Type of Predicition IMD% IRMSD% 
a) Original PTF - 2.770 4.02 
b) PTF + 1 terrain attribute   
 PTF + slope - 0.024 3.21 
 PTF + aspect - 0.624 3.36 
 PTF + profc - 0.128 3.34 
 PTF + kw - 0.069 3.31 
 PTF + wi - 0.411 3.41 
c) PTF + 2 terrain attributes   
 PTF + (slope & aspect) 0.005 3.18 
 PTF + (slope & profc) 0.074 3.17 
 PTF + (slope & kw) 0.206 3.13 
 PTF + (slope & wi) 0.088 3.20 
 PTF + (aspect & profc) - 0.114 3.31 
 PTF + (aspect & kw) 0.006 3.18 
 PTF + (aspect & wi) - 0.281 3.30 
 PTF + (profc & kw) 0.064 3.20 
 PTF + (kw & wi) - 0.055 3.24 
Terrain attributes: slope is slope gradient; aspect is slope aspect; profc is 
profile curvature; kw is solar radiation; wi is wetness index 

Values of IMD close to zero means that on average there is little differ-
ence between observed and PTF-predicted soil water retention functions. 
While Tietje and Tapkenhinrichs (1993) and Romano and Santini (1997) 
reported an overall satisfactorily behavior of the pedotransfer published by 
Vereecken et al. (1989), for the data collected in the present study the 
original PTF-VER gives the worst result (data regarding other PTFs per-
formance not presented here) in terms of mean IMD% value, with an aver-
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age overprediction of 2.77%. In terms of IRMSD% the original PTF-VER 
shows overall a fair goodness-of-fit (mean IRMSD% is 4.02%), behaving 
slightly worse than PTF HYPRES of Wösten (1999) but fairly better than 
the PTF of Rawls and Brakensiek (1989). On the other hand, PTF-VER 
shows a fair sensitivity to inclusion of primary and secondary terrain at-
tributes. Adding terrain attributes always yields improvement with respect 
to both bias and dispersion characteristics. 
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Fig. 1. Observed soil water retention for one location and comparison with the 
original, (h)PTF, or adjusted, (h)  for PTF-VER 

For PTF-VER, using both slope gradient and slope aspect substantially 
improves the average prediction of soil water retention. Slope gradient and 
slope aspect used together as ancillary information yield a virtually zero 
mean IMD% value (IMD% = 0.0055%) and this is an indication of highly 
unbiased mean water retention predictions. The benefit of considering 
various terrain attributes as ancillary variables does not appear significant 
in terms of the IRMSD% indices. For the case of PTF-VER+slope,kw,wi, 
we obtain the maximum change in the mean IRMSD% value of approxi-
mately -23.6% with respect to the original PTF-VER (i.e., from 4.02% to 
3.07%). As illustrative examples, Fig. 1 examine the effects that refining a 
pedotransfer rule with the proposed method have on predictions of (h)
functions. Specifically, with reference to the sampling point No. 24 located 
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along the right-side transect, Fig. 1 shows the soil water retention charac-
teristics as predicted by the original PTF-VER (thin line) or by adding the 
slope and aspect topographic attributes to this pedotransfer function (thin 
dashed line). The solid lines depict the observed (h) functions. The im-
provement in the description of soil water retention characteristic is evi-
dent.

Fig. 2. Scatter plots of water content at 7 bar as measured and as predicted with 
PTF of Vereecken, original version (a) and including slope and aspect (b) 

To reveal the magnitude of the enhanced prediction capability of PTFs 
when provided with topographic ancillary information, we produced also 
scatter plots of measured values of water content at selected values of ma-
tric potential versus PTF prediction, with and without topographic infor-
mation embedded. For matric potential of 7 bar, Fig. 2 shows scatter plots 
of water content of all position along the transects as measured and as pre-
dicted with PTF of Vereecken, including (Fig. 2b) or not (Fig. 2a) slope 
and aspect as topographic ancillary information. The pedotransfer of 
Vereecken shows a light overprediction of water content (Fig. 2a), whereas 
with the inclusion of slope and aspect (Fig. 2b), linear interpolation curve 
is very close to the 1:1 line. 
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Conclusions 

This study has demonstrated the potential usefulness in improving PTF-
predictions by accounting for landscape information. The research detailed 
in this paper has provided an approach for including terrain attributes into 
a pedotransfer rule to enable a better, but still relatively easy to achieve, 
description of the hydraulic behavior of soils in a region of interest. It is 
important to point out that we did not designed a new pedotransfer func-
tion. Rather, in this study attention was focused on how published, and al-
ready widely tested, PTFs can be suitably and inexpensively calibrated to 
account for site-specific situations. We have proposed to refine a pe-
dotransfer function by a superposition of the original PTF and a linear 
combination of various terrain attributes that can be readily retrieved from 
a DEM. It is apparent that terrain attributes enhance the reliability of an 
original pedotransfer function and, more importantly, work efficiently to 
produce unbiased predictions. This refinement is expected to be more ef-
fective when addressing modeling problems at hillslope and small catch-
ment scales. Both these features have valuable implications in distributed 
hydrologic modeling. Scaling up relies on some weighing techniques and 
thus the use of an unbiased prediction method is of crucial importance to 
compute reliable equivalent soil hydraulic parameters at the numerical grid 
scale. This can be not enough when running a comprehensive hydrologic 
model. A simple averaging of a certain variable could lead to a poor repre-
sentation of the actual patterns of variability, especially if strong spatial 
correlations there exist, and one should make every endeavor to improve 
the description of soil spatial variability. 
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Abstract

We model drainage flow by assuming gravitational regime. Central for the 
present paper is a fairly general analytical solution which is applicable to 
local (typically laboratory) scale. These results are then specified by adopt-
ing the Brooks et al (1964) model for the hydraulic conductivity curve. 

At field scale, we combine our analytical results with the stream tube 
model of Dagan et al. (1979) to derive the ensemble average of the effec-
tive saturation S . This is achieved by regarding the parameters of hydrau-
lic properties as random space functions (RSFs) with given joint density 
distribution. For illustration purposes, we limit to consider the spatial vari-
ability of the saturated conductivity Ks, solely. 

Keywords 

drainage; analytical solutions; heterogeneity; stochastic modelling 

Introduction

Concerns over groundwater recharge, irrigation efficiency, runoff, and 
transport of contaminants, have determined a great interest associated with 
a good understanding of flow processes occurring in the unsaturated zone. 
Usually, several parameters are needed to determine the hydraulic proper-
ties (i.e. retention and conductivity curves) which control such hydrologi-
cal processes. A direct estimation of hydraulic properties is relatively diffi-
cult. More precisely, while the retention curve may be easily measured, 
determining the conductivity curve is not straightforward. For this reason, 
during the past decade many authors have proposed to estimate the con-
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ductivity by means of ad hoc drainage experiments (a recent review may 
be found in Romano and Santini 1999). These procedures are applicable at 
local (typically laboratory) scales, where the hydraulic parameters can be 
regarded as constant. At larger (e.g. field) scales, hydraulic properties may 
vary by several order of magnitudes because of the heterogeneous nature 
of porous formations (see, for instance, Russo and Bouton 1992). 

Common to the estimation (both at local and field scale) of the hydraulic 
parameters is a drainage process that is used in the context of a nonlinear 
least squares procedure for calibration purposes. Most of previous studies 
were based on numerical solution of Richards equation which is used to 
simulate the direct problem. Only recently (see e.g. Severino et al. 2003), 
simplified solutions of Richards equation have been proposed to address 
the identification problem by means of analytical tools. The use of analyti-
cal solutions makes it possible to speed up the optimization procedure as 
well as to obtain more accurate calibrations. 

In the present paper, we model drainage in the unsaturated zone. More 
precisely, we present a fairly general method to derive analytical solutions 
for a gravity-driven flow, and subsequently specify our results by adopting 
the Brooks and Corey (1964) model for the hydraulic conductivity. Under 
ergodic conditions, this solution is then averaged according to the method-
ology of the Dagan and Bresler (1979) column model to derive the field 
scale flow variables. 

General Results 

We consider a drainage flow subsequent to the intrusion of a certain a-
mount of water which determines a constant water content (say W) from 
the soil surface (corresponding to z=0) till to a given depth (say z= zW). For 
simplicity, it is assumed that beneath zW the water content  is equal to its 
irreducible value, i.e. = r. Drainage occurs with zero flux at the surface, 
and we assume that flow is controlled by the gravitational forces, solely. 
Under these assumptions, flow is governed by the following equations 

Kq                   0
z
q

t
(1)

(the vertical coordinate z is positive downwards). Several models express-
ing the dependence of K upon  are available in the literature (e.g. Gardner 
1958, Brooks and Corey 1964, Mualem 1976, van Genuchten 1980), and 
they commonly assume that: 
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K(S)=KsKr(S) (2) 

where Kr and Ks represent the relative and saturation conductivity, respec-

tively. The saturation S appearing into (2) is defined as 
rs

rS , being 

s the saturated water content. Based on the shape of the hydraulic conduc-
tivity curve, Kr is assumed to be an increasing function of S with 

0K r (the "dot" notation represents the derivative with respect S). Equa-
tions (1) can be rearranged into a single first order nonlinear partial differ-
ential equation 

0
z
SKK

t
S rs

rs . (3)

We solve (3) in a semi-infinite domain z>0 with the following initial and 
boundary conditions 

w

www
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zzSS

0,zS      for z>0,   S(0,t) = 0 for t>0. (4)

The solution of problem (3)-(4) is achieved by the method of characteris-
tics (see figure). 
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Fig. 1. Effective saturation in the characteristic plane 
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In the plane (z, t) the saturation S satisfies the ordinary di erential equa-

tion 0
dt
dS provided that 

SKS
dt
dz

. At z=0 we have 0= S(0, 

t)<SW, and therefore the saturation “expands”: starting from the origin the-
re will be "fan-like" characteristics

z= (S) t (5)

with slope  (S) ranging from  (SW) to  (0). The resulting saturation is 
obtained from (5) as S= 1(z/t). Thus, for 0<z<zW, since S(z, 
0)=SW=const, the characteristics are parallel, and S=SW (see figure). For z 
> zW, because (0)< (SW) the characteristic starting from z=zW intersects 
at (z*, t*) the one starting from the origin. As time increases, the distance 
between S=SW and S=0 decreases, and therefore the saturation is "com-
pressing".

As a consequence, a discontinuity curve zs=zs(t) (hereafter termed as 
"draining front") separating the zone where the solution jumps from S>0 to 
0 is present. The equation for the draining front is determined by the 
Rankine-Hugoniot condition, i.e. 

*

*
s

S
K

dt
dz

(6)

where we have introduced the notation [K]  and [S]  for the jumps in K 
and S, respectively.

For given 
1

wwr

wr

w

w*

S
1

SK
SK

SK
z

tt , the saturation S jumps 

from SW to 0, and the draining front is the straight line 
w

w
ws S

tSK
zz . 

At t >t , since the saturation S is reducing, zs is not anymore a straight line 
and it is calculated from (5)-(6) as 

S
SK

dt
dzs S

t
zs . (7)

Elimination of S in the system (7) yields the following initial value prob-
lem 
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t
z

dt
dz ss

1

wwr

wr

w
w

**

S
1

SK
SK

S
11zztz (8)

being

tz
tzK

t
z

s
1

s
1

s . (9)

Beyond (z*,t*) the S-profile overtakes the shock from behind so that the 
saturation on the left side of the shock decreases, while S=0 on the right. 

Furthermore, as 
S
SK  is reducing with the time, the draining front is con-

tinuously decelerating (see the first eq. of (7)). Finally, from the second of 
(8) we recover the following existence condition for zs(t):

S
K

K r
r (10)

that is ensured since 0K r .
So far, we have dealt with a drainage process by regarding the soil as an 

homogeneous medium. These results are primarily applicable at laboratory 
scales. At larger (say field) scales one has also to account for the compli-
cated structure of the flow paths (an exhaustive exposition can be found in 
the monographs of Gelhar 1993, and Zhang 2002). Usually, the horizontal 
extents of a field are characterized by a length scale which may vary quite 
largely. In many applications, we are mainly concerned with depths much 
smaller than the characteristic horizontal length scales, so that the medium 
can be considered vertically homogeneous. However, unlike the laboratory 
scale, we have now to account for the horizontal variations of hydraulic 
properties which are very irregular (e.g. Russo and Bouton 1992, Russo et 
al. 1997), and influence flow to a tremendous extent (see e.g. Bresler and 
Dagan 1979). We have shown that the saturation S (and similarly for the 
other flow variables) depends upon several quantities like: the hydraulic 
parameters (Ks, s, r, ), and initial saturation data (zW, SW ). In order to 
calculate the spatial average S  of the saturation, we use the concept of 
bundle of isolated columns proposed by Dagan and Bresler (1979). More 
precisely, S  is sought as ensemble average by regarding the various pa-
rameters as random variables, and assuming ergodic conditions (Dagan 
and Bresler 1979), i.e. 
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tzHztzHttHfdtzStzS s 0,, *

ztzHtSzHSttHfdtzS sww
*,

ztSHtzHtzS w0,
(11)

being f the joint probability distribution of the parameters (Ks, s, r, , zW,
SW ) . The mean saturation S  is expressed by the aid of three contribu-
tions whose physical meaning is straightforward. The first term accounts 
for the columns where the saturation is below the initial saturated value 
SW. The second represents the contribution of those columns which were 
initially saturated, and are not still reached by the draining front, whereas 
the last term of (11) accounts for the contribution of the upper columns in 
which the saturation has been already reduced. While at local scale the 
spreading of the saturation profile is due to the reduction of the conductiv-
ity, in the heterogeneous collection of columns there will also be a "sto-
chastic spreading" due to the average e ect upon all the columns. 

The large times mean saturation S  is obtained as 

tzSfdtzS ,, . (12)

Like the mean saturation, we can define the mean draining front zs(t)  as 
ensemble average over all the realizations of zs, i.e. 

tzfdtz Ss . (13)

The knowledge of (13) is important especially when designing proper field 
scale experiments aiming to characterize the hydraulic properties of het-
erogeneous soils. 

In general, most of the parameters (like s, r, , zW) appearing into (11) 
exhibit a small variability as compared with that of the others, and there-
fore they may be considered constant over the field (e.g. Indelman et al. 
1998, Lesso  and Indelman 2002, Severino et al. 2003). Thus, based on 
such grounds and toward simplifying the computational aspect, we shall 
focus hereafter on the variability of only one parameter, namely the satu-
rated hydraulic conductivity Ks, since drainage (and more generally flow) 
is highly sensitive to it (e.g. Russo 1993, Severino et al. 2003). As a con-
sequence, the joint probability distribution function appearing in (11) is re-
placed by the probability distribution function of Ks.
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Application

We wish to specify the general results of the previous section in the case of 
the Brooks and Corey (1964) model, i.e. 

1

r SSK (14)

being  a parameter dependent upon the pore-size distribution. Further-
more, without lost of generality (and in line with the current standards of 
the experimental procedures) we shall assume that the soil is initially satu-
rated up to zW, i.e. SW = 1. Under such assumptions, the equation for the 
draining front is easily calculated from (8) 

*
*

*

*s
w

s

tt
t
tz

tt
tK

z
tz (15)

with
1
z

z w* , and 
s

*
*

K
zt . The S-profile in the expansion zone 

writes as: 

1

s tK
zt,zS . (16)

From (15) it is seen that at large times the length of the saturation profile 
grows like t , whereas the intensity (see (16)) decays with time as t- /(1- .
Furthermore, we observe that, even if the initial saturation depth zW does 
not a ect the value of the saturation (see (16)), it strongly influences the 
draining front zs=zs(t), and the rate at which it advances. This has profound 
implications in both the optimal data-collecting (see Severino et al. 2003), 
and into the calibration procedure. 

At field scale the mean value S  is obtained from (11) as (we omit the 
algebraic derivations) 

1
*

2
*

1, kzzHkzzHkFzzHtzS w

t
zzFkFzzH w

w 1

(17)
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being F(x) the cumulative distribution function, whereas 

tzSKfdKa
a

ss , ,
t
zk1 ,

1

*
2 z

zk . (18)

In a similar manner the mean front is calculated as 
k

k
ssssssws KfKdK

k
zKfKdKtkFztz

0

*

(19)

(with k= z*/t). The mean saturation as well as zs(t)  can be computed 
explicitly once the shape of the probability distribution function f is speci-
fied.

Conclusions 

In the present paper we have solved the drainage flow by means of analyti-
cal tools. This has been achieved by adopting the assumption of gravita-
tional regime. In order to obtain the mean value of the effective saturation 
at field scale, we have combined the solution valid at local with the col-
umn model of Dagan and Bresler (1979). The mean saturation is expressed 
via a single quadrature by assuming that the saturated hydraulic conductiv-
ity is the only random variable. 

Our analytical results may serve as tool for many applications, like pre-
diction of the fate of chemicals in agricultural soils as well as groundwater 
recharge.
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Abstract

We demonstrate the potential of geophysical methods, in particular Elec-
trical Resistance Tomography (ERT) in conjuction with tracer experi-
ments, to derive hydraulic variables (e.g. velocity) and solute transport pa-
rameters (e.g. dispersivity) in subsurface environments. For this purpose, 
real tracer experiments were monitored using crosshole time-lapse ERT at 
reference planes at the Krauthausen test site. Numerical inversion of an 
ERT dataset obtained from a numerical tracer experiment in a heterogene-
ous 3D flow domain reveals that the 2D distribution of the bulk electrical 
conductivity field at selected reference planes can be recovered. In 2000, a 
first small-scale tracer experiment at the Krauthausen field site combined 
with ERT was performed to monitor the change in bulk electrical conduc-
tivity at a reference plane.  

The imaged bulk electrical conductivity changes were transformed to 
local concentrations using an empirically derived relation with the tracer 
(bromide) concentration. The spatial variation of the stream tube local dis-
persion and stream tube velocity in the reference plane was then derived. 
This information can also be used to derive inversely the statistical proper-
ties (variance and correlation length) of the hydraulic conductivity field. In 
2002 and 2003, a larger scale ‘positive’ and ‘negative’ tracer experiment 
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was conducted with the tracer electrical conductivity larger and smaller, 
respectively, than the groundwater electrical conductivity. The negative 
tracer experiment was conducted to avoid downward movement of the 
plume such that it passes through the most sensitive part of the ERT-image 
plane.

To improve the imaging of solute concentrations, a new Magnetic-
Electrical-Resitivity-Imaging-Technique (MERIT) is being developed 
which uses the additional information contained in the magnetic field 
strength. In a first step, this technique is being made available at column 
and lysimeter scale. In a further step, MERIT will also be developed for 
field scale applications. 

Keywords 

Hydrogeophysical methods; ERT; Modeling; tracer; MERIT 

Introduction: Upscaling transport in heterogeneous 
aquifers

To describe inert solute transport in a porous medium, the convection dis-
persion equation is commonly used to represent pore scale transport proc-
esses at the continuum scale: 

CC
t
C qDd (1)

where   (L³ L-³)is the volumetric water content, C (M L-3) the concen-
tration, Dd (L2T-1) the local-scale dispersion tensor, and q (L T-1) the water 
flux vector. The local-scale dispersion includes all diffusive and dispersive 
processes happening on scales smaller than the averaging scale of the wa-
ter flow.

In a heterogeneous medium, , q, and Dd vary with location x, and the 
functions  (x), q(x) and Dd(x) can only be specified in a statistical frame-
work and Eq. (1) is a stochastic PDE. As a consequence, concentrations 
can only be predicted at a certain time and location in a statistical frame-
work. In other words, only a probability distribution of concentrations at a 
certain time and location can be predicted. In the upscaled transport equa-
tion, the flow velocity q and (x) are assumed to be deterministic at the 
larger scale. The effect on the transport process of smaller scale velocity 
variations due to small scale hydraulic conductivity variations is lumped in 
an effective dispersion, D. The spatial moments of the solute plume con-



Hydrogeophysical characterization of subsurface solute transport      223 

centrations or the temporal moments of solute fluxes form the basis for the 
definition of the effective dispersion. Two basically different approaches 
can be used to determine moments.  

In the first-approach, moments of expected concentrations or fluxes are 
determined. Expected in this context refers to the average in all realisations 
of the flow or hydraulic conductivity field. The spatial/temporal central-
ized second moments of expected concentrations/fluxes tX ij , )(2 xt are:

dxxxx

dxxdxxdxx

),(),(),(

),(),(),(

tCtCtc

tcxtcxtcxxtX

x

xixixjiij

2
22 ),(),( dttctdttct ttt xxx ; dttJtJtc sst ),(),(),( xxx

(2)

(3)

where <y> represents the expected value of y in all realisations of the 
hydraulic conductivity and flow fields. In real cases, transport is observed 
in one realisation of the conductivity/ velocity field. But, in second-order 
stationary fields and solute plumes with a wide lateral extent, the spatial 
moments of the plume and the temporal moments of the averaged fluxes 
across a reference plane approximate the moments of ensemble averaged 
plumes and fluxes. In this case, the moments tX ij  and )(2 xt quantify the 
spatial spreading of a solute plume at time t (Figure 1) and the temporal 
spreading of the solute flux across a reference surface at a distance x1 from 
the injection surface, respectively, due to local variations in flow velocity. 
In the second approach, the expected values of the spatial moments of a 
locally injected solute plume, tX ij  or temporal moments of locally ob-
served solute breakthrough curves )(2 xt  are determined: 

dxxdxxdxx ),(),(),( tcxtcxtcxxtX xixixjiij

2
22 ),(),()( dtttcdttct ttt xxx

(4)

(5)

tX ij  characterizes the average spreading of a plume resulting from a 
point source injection around its center of mass, whereas )(2 xt  represents 
the average spreading of a locally observed breakthrough curve around the 
local peak arrival time (Figure 2). These moments quantify the mixing or 
dilution of mass that is injected in a heterogeneous aquifer. Apparent dis-
persivity lengths, Leq and s , can be defined so that the moments predicted 
by an ‘upscaled’ or ‘equivalent’ convection dispersion equation in a ho-
mogeneous flow field correspond with those in the heterogeneous one: 
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Fig. 1. Spatial central second moments, Xij(t), of a wide solute plume parameterize 
plume spreading due to spatial variability of flow velocities and correspond with 
those, )(tX ij , of expected concentrations in several realisations of the conductivity 
field

1-D CD process in a
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C(x)

t
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²t= 2 <t>² s /x’

Fig. 2. Locally observed breakthrough curve (BTC) is interpreted as the result of a 
1-D convection dispersion process in a stream tube. The time moments of the BTC 
are used to define stream tube parameters, s  and vs. The stream tube dispersivity 

s  is a measure for the dilution and the spatial variability of the stream tube veloc-
ity, vs, of the advection velocity variability 

The equivalent dispersivity, Leq  = D/v, (v is the mean velocity <q>/
describes the spatial spreading in the flow direction or the temporal spread-
ing of the averaged solute fluxes. The dispersivity s  represents the disper-

X1

X2

C(t=
C

W
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sivity of a 1-D convection dispersion process in a stream tube with a con-
stant stream tube velocity, vs, and describes the dilution of the local con-
centrations in the heterogeneous flow field. The stream tube velocity, vs, is 
defined by the center of mass of the local plume or the average arrival time 
of a locally observed breakthrough curve (Figure 2). 

The spatial heterogeneity of the loge transformed hydraulic conductivity 
is represented by means of a spatial covariance function, ClnK(h). For in-
stance, an exponential covariance function can be used: 

2
3

2
3

2
2

2
2

2
1

2
12

ln
2

ln explnlnln
hhh

KKKC KK hxxh (8)

where 2
ln K  is the variance of lnK and i the spatial correlation scale in 

direction i. By solving the stochastic transport equation Eq. (1), a direct re-
lation between the structure of the aquifer heterogeneity, parameterized by 

2
ln K  and i, the local scale dispersion, Dd, and the equivalent parameters 

eqL and s is obtained. Approximate analytical solutions of the stochastic 
flow and transport equations are obtained by expanding the solution of the 
partial differential equation in an asymptotic series of the input parameter 
perturbations. For small perturbations the asymptotic series may be trun-
cated to obtain closed form approximate analytical solutions (e.g. Vander-
borght and Vereecken, 2002). When the structure of the aquifer heteroge-
neity and local scale processes are parameterized, the equivalent 
parameters may be derived.  

As an alternative, these parameters may be derived from tracer experi-
ments. Finally, the structure of the aquifer heterogeneity may be inferred 
inversely from tracer experiment data. In the paper we first discuss the in-
terpretation of point-scale concentration observations during tracer ex-
periments that were carried out at the test-site Krauthausen (Germany). In 
the second part, the use of non-invasive imaging techniques to obtain spa-
tially continuous information of subsurface transport processes is illus-
trated. How this information can be used for inverse characterization of 
aquifer heterogeneity is discussed. 

Point-scale monitoring of tracer experiment 

At the test-site Krauthausen (Vereecken et al., 2000) multi-level ground-
water samplers (MLS) were installed. At each well, the groundwater can 
be locally sampled at 24 depths between 3 and 10 m below the soil surface. 
The movement of a Br- tracer during a tracer experiment was monitored 
with the MLS. In Figure 3, the spatial extent of the solute plume, derived 
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from spatial interpolation of concentration measurement in the MLS, is 
shown together with the breakthrough curves observed in different local 
samplers that are located at approximately the same distance from the in-
jection wells. Both plots illustrate a large spatial variability of the transport 
process. Especially to capture the spatial extent and inner structure, a dense 
network of MLS is required. From the spatial distribution, the spatial mo-
ments were calculated and effective dispersion coefficients, Leq, were de-
rived (Vereecken et al., 2000). The breakthrough curves (BTCs) in differ-
ent MLS at similar distances from the injection wells were grouped and 
averaged from which Leq were derived (Vanderborght and Vereecken, 
2001). Stream tube dispersivities, s, were derived from locally measured 
BTCs (Figure 4). 
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Fig. 3. Left panel: spatial extent of the Br- tracer plume at the test site Krauthausen 
at 85 days after plume injection (small crosses: multi-level samplers (MLS), large 
crosses: tracer injection wells). Right panels: local BTCs (top) and averaged BTC 
(bottom) in MLS at 55 m from the injection wells 

The heterogeneity of the hydraulic conductivity at the test-site 
Krauthausen was derived from sediment analyses of sediment cores from 
the locations where the MLS were installed (Vereecken et al., 2000). The 
parameters 2

ln K  and i derived from the experimental covariogram were 
uncertain because the hydraulic conductivity was derived indirectly from 
grain-size distributions and the horizontal distance between two MLS was 
relatively large. A comparison between first-order estimates of Leq based 
on the experimentally derived 2

ln K  and i and Leq derived from averaged 
BTCs showed a relatively good agreement (Figure 4). The first-order ap-
proximate relations show that Leq or spreading is relative insensitive to the 
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local scale dispersion, Dd. The stream tube dispersivity, s, is strongly de-
termined by the local dispersion Dd, especially by the transverse compo-
nent of the local dispersion tensor.  
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Fig. 4. stream tube, s, (top), and equivalent dispersivity, Leq (bottom). (symbols: 
estimates from measured BTCs; lines: first-order approximate predictions for dif-
ferent transverse Peclet numbers: PeT = 3/ dT where 3 is correlation length in 
vertical direction and dT local scale transverse dispersivity) 

From fitting the first-order expression to s derived from local break-
through curves, Vanderborght and Vereecken (2002) derived the trans-
verse local scale dispersion coefficient. In order to verify the first-order 
approximate estimates of Leq and s, a numerical experiment in a gener-
ated heterogeneous aquifer was carried out using the 3-D flow and trans-
port simulation code TRACE/PARTRACE (Vereecken et al.,1994). More 
details about the numerical experiment are given in section (3.1). A tracer 
was injected in a planar source perpendicular to the mean flow direction. 
Time moments of BTCs of averaged solute fluxes Eq. (3) and of local con-
centrations Eq. (5) in reference planes were calculated from which Leq Eq. 
(6) and s Eq. (7) were derived. Figure 5 illustrates a close agreement be-
tween Leq and s derived from the numerical experiment and from first-
order approximations. The stream tube dispersivity, s, which parameter-
izes mixing and dilution in a heterogeneous flow field, is considerably lar-
ger than the pore scale dispersion. As a consequence, due to the heteroge-
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neous flow field, which distorts the solute plume, mixing is increased 
compared with mixing in a homogeneous flow field. 
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Fig. 5. stream tube, s and equivalent dispersivity, Leq, derived from numerically 
simulated BTCs in a synthetically generated heterogeneous conductivity field 
(symbols) and from first-order approximate solutions (lines) 

Hydrogeophysical Imaging Using Electrical Resistivity 
Tomography (ERT) 

Imaging of subsurface flow and transport processes using geophysical 
techniques represents an attractive approach for an improved characteriza-
tion of many hydrological and environmental problems. In particular elec-
trical resistivity tomography (ERT) has proven significant value in this re-
gard if applied in a time-lapse manner, for instance to map water 
movement in the vadose zone (Daily et al. 1992) or to monitor solute 
transport in soils (Binley et al. 1996) and aquifers (Kemna et al. 2002). 

In the following we demonstrate the potential of ERT for solute trans-
port imaging by showing results from a synthetic experiment as well as 
from real field applications at the Krauthausen test site. For methodologi-
cal aspects of time-lapse ERT as applied in these examples, including elec-
trical modelling and inversion approaches, it is referred to Kemna et al. 
(2002) and Kemna et al. (2004). 
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Synthetic Tracer Experiment 

A synthetic model was set up to study the potential of 2D time-lapse ERT 
for quantitative imaging of 3D solute transport in a heterogeneous aquifer. 
The experimental design followed a typical field-scale application involv-
ing crosshole ERT. A 3D hydraulic conductivity field was generated as-
suming that the log-transformed hydraulic conductivity structure is repre-
sented as a second-order stationary random field (spatial stochastic 
process) with mean and variance values ( 2

ln K =1) and an exponential spa-
tial covariance structure ( 1= 2 = 5 m, 3 = 1 m). The employed realization 
in the considered domain is shown in Figure 6.  

Imposing a hydraulic gradient in y direction on the domain, and assum-
ing constant porosity and constant longitudinal and transverse dispersivi-
ties ( dL  = 0.1 m; dT  = 0.01 m), transport of a solute plume was modelled 
on the basis of the 3D convection-dispersion equation. Initially (day 0), a 
constant solute concentration was assumed in a rectangular region 
( m7525 x , m155 z ) at y = 20 m, and a zero concentration elsewhere. 
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Fig. 6. 3D hydraulic conductivity field used for solute transport simulation 

Down-gradient of the tracer “injection” plane, a fictive ERT image 
plane was defined at y = 50 m, comprising several equally separated bore-
holes, each equipped with electrodes. For the simulation of the ERT sur-
vey, a change in solute concentration was assumed to be linearly related to 
a change in bulk electrical conductivity (EC). Details on the simulation 
(e.g., data collection scheme, 3D electrical modelling, data noise) are given 
in Kemna et al. (2004). 
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Fig. 7. Relative changes of electrical conductivity (in %) associated with the 
breakthrough of a synthetic solute plume in a cross-section perpendicular to the 
mean flow direction: Original distribution (top) and 2D ERT imaging result (bot-
tom). Solid circles indicate the position of electrodes used for fictive 3D ERT data 
collection

Figure 7 shows an exemplary 2D ERT imaging result (day 31) together 
with the corresponding original distribution, demonstrating the general ca-
pability of the approach to reconstruct the solute plume in the image plane. 
Given the inherent resolution limits of ERT, the heterogeneity of transport 
is fairly well captured. 

Field-Scale Tracer Experiments 

In order to investigate solute transport in heterogeneous aquifers, ground-
water tracer experiments conducted at the Krauthausen test site in the years 
2000, 2002 and 2003 were monitored using time-lapse ERT. Figure 8 pro-
vides an overview of the test site showing the position of monitoring wells 
and the two regions selected for the tracer tests. 

In Sep-Dec 2000, a first study was carried out using 2,000 l of a NaBr 
solution with a concentration of 15 g/l as an electrically conductive tracer. 
The tracer was injected between 6 and 7 m depth in the filtered section of a 
monitoring well (at a rate of 500 l/h), and monitored down-gradient in an 
ERT image plane perpendicular to the anticipated mean flow direction (see 
Figure 8). The image plane was spanned by electrodes in three boreholes 
and additional electrodes at the surface. 
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Fig. 8. Map view of the Krauthausen test site showing the position of monitoring 
wells. The two areas zoomed in on the right-hand side were selected for tracer ex-
periments carried out in conjunction with ERT monitoring in the years 2000 (bot-
tom) and 2002/2003 (top). Crosses indicate the position of respective injection 
wells; open circles indicate the position of ERT boreholes defining, respectively, 
one (2003) and three (2002/2003) vertical image planes 

Although – mainly because of gravitational sinking of the tracer plume 
– solute breakthrough occurred in a less sensitive region of the ERT image 
plane, the principal part of the plume could be detected (Figure 9). Calibra-
tion relations between water EC and tracer concentration obtained from 
multi-level sampling results provided the basis for a quantitative analysis 
of transport characteristics (Kemna et al. 2002). 
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As a continuation of the smaller-scale tracer test conducted in 2000, two 

larger-scale experiments were carried out in the years 2002 and 2003, re-

spectively. “Up-scaling” was accomplished by (i) injecting larger tracer 

volumes over longer time periods (140,000 l over 7 d), (ii) injecting tracer 

solution over almost the entire aquifer depth (between -3 to -10 m), and 

(iii) monitoring tracer breakthrough at crosshole reference planes further 

away from the injection well (see Figure 8). 

In both experiments the same amount of tracer solution was injected in 

the same well and at the same time of the year (Sep-Dec) to ensure similar 

hydrological boundary conditions. In the first experiment (2002), a CaCl2 

tracer solution (2.9 g/l) with a higher EC than the groundwater was in-

jected, whereas a “negative” tracer solution with a lower EC than the 

groundwater was injected in the second experiment (2003). During both 

tracer experiments, multi-level groundwater samples were taken to com-

pare local groundwater EC measurements with ERT results. Calibration re-

lations between bulk EC and groundwater EC were determined in the labo-

ratory on columns packed with aquifer material. 
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Fig. 9. ERT imaging result showing relative changes of electrical conductivity as-

sociated with the breakthrough of a NaBr tracer in a cross-section perpendicular to 

the mean flow direction at the Krauthausen test site. Solid circles indicate the posi-

tion of electrodes used for ERT data collection 

First results indicate a distinctly different behaviour of the two tracer 

plumes. A density driven downward drift was observed for the CaCl2 

plume which led to a more lateral spreading on top of the aquifer basis. 

First comparisons between ERT imaging results and multi-level sampler 

measurements show a good agreement (Figure 10). 
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Fig. 10. ERT imaging result showing relative changes of electrical resistivity (in 

%) associated with the breakthrough of a “negative” tracer in a cross-section per-

pendicular to the mean flow direction at the Krauthausen test site. Solid rhombi 

indicate the position of electrodes used for ERT data collection; overlain colour 

bars show the corresponding results obtained from conventional multi-level sam-

pling after application of proven calibration relations 

Interpretation of subsurface transport imaging of using 
stochastic models 

The images obtained with ERT provide us with information on temporal 

and spatial variation of solute concentrations. The next important step is to 

parametrize subsurface transport from these data. In a first phase, we used 

data from the synthetic tracer experiment that was discussed in section 3.1 

to demonstrate the feasibility of ERT for imaging and parameterizing sub-

surface transport.  

From the simulated and ERT recovered tracer distributions, time mo-

ments of averaged and local BTCs were derived. Besides the equivalent 

dispersivities, Leq and s, the spatial distribution of the stream tube veloci-

ties, vs, was derived (Figure11). The structure of the spatial vs distribution 

was characterized by a spatial covariance function, Cvs(h): 

2

sssv
vvvC

s

hxxh   (9) 

and was relatively well recovered by ERT. Using first- order approxi-

mate solutions of the stochastic flow and transport equation, Cvs(h) can be 

predicted from ClnK(h) and Dd. 
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Fig. 11. Left panels: spatial distribution of stream tube velocities, vs, on a refer-

ence plane perpendicular to the image plane derived from simulated (top) and 

ERT recovered BTCs (bottom). Right panels: spatial covariance of vs in horizontal 

(top) and vertical direction (bottom) derived from simulated (blue line) and ERT 

recovered BTCs (red line) and from first-order approximate solutions (full black 

line) 
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Fig. 12. First-order predictions of the spatial correlation of the stream tube veloc-

ity, vs, in reference planes at different distances from the injection surface and for 

different local scale dispersions Dd (Pe = dL/ 1) 

Using first- order approximate solutions of the stochastic flow and 

transport equation, Cvs(h) can be predicted from ClnK(h) and Dd. A sensitiv-
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ity analysis indicates that Cvs(h) is relatively insensitive to the distance of 
the image plane from the injection surface or from the travel time and from 
the local scale dispersion (Figure 12). This suggests that the spatial corre-
lation of the stream tube velocities is relatively robust against smearing 
due to local scale dispersion, so that the spatial correlation lengths, 2 and 

3 of the hydraulic conductivity may be inferred inversely from the spatial 
correlation of vs without knowing Dd. Since also Leq is relatively inde-
pendent of Dd (Figure 4), the variance of lnK may be inferred from Leq

when it is assumed that 1= 2. Finally, the local scale dispersion may be 
derived from s. To get a better estimate of the parameters, this parameter 
estimation loop may be repeated using parameter estimates from the previ-
ous loop. 

Magneto-Electrical Resistivity Imaging Technique (MERIT) 

Fig. 13. Left: MERIT scanning system for imaging flow and transport in soil col-
umns. Right: Magnetic field data on a dry sand column (top) and magnetic field 
changes due to partial water saturation (bottom) for a current injection between 
two diametrically positioned electrodes (red circles) 

The novel Magneto-Electrical Resistivity Imaging Technique (MERIT) 
aims at combining conventional ERT with magnetic field measurements in 
order to improve the capabilities for flow and transport imaging. Recently, 
first imaging approaches for magnetic field data were presented (Kulessa 
et al. 2002, Kemna et al. 2003). Numerical studies proved the enhanced 
resolution of MERIT compared to standard ERT (Tillmann et al. 2003), 
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and yielded information about magnetic sensor sensitivity and measure-
ment configuration requirements. For the investigation of soil columns and 
lysimeters, a specifically designed MERIT system was developed 
(Zimmermann et al. 2004). The fully computer-controlled system consists 
of a vertically moving ring with 24 three-component anisotropic magneto-
resistive sensors for magnetic sensing (Figure 13, left), and additional elec-
trodes mounted on the object under investigation for electric current injec-
tion and potential measurement. Synthetic experiments proved the capabil-
ity of the system to detect spatio-temporal water content variations 
(Figure 13, right) as well as structural heterogeneities (Tillmann et al. 
2004).

Conclusions 

We presented the potential of combining Electrical Resistivity Tomogra-
phy (ERT), tracer experiments and stochastic transport theories to quantify 
the hydraulic and transport properties of surface-near groundwater. Nu-
merical ERT inversions using a simulated tracer experiment in a heteroge-
neous 3D flow field showed that the 2D distribution of the bulk electrical 
conductivity can be recovered at selected references planes. The approach 
was tested in a small scale tracer experiment at Krauthausen, 2000. We 
showed that the spatial variation of the stream tube local dispersion and 
velocity can be derived at selected reference planes using ERT and exist-
ing transport theories. The information obtained at the reference planes can 
be used to derive inversely the statistical properties of the hydraulic con-
ductivity field. Two tracer tests were conducted in 2002 and 2003 to fur-
ther test the potential of the presented approach. In addition the ERT 
method is further developed to MERIT (Magnetic-Electrical-Resistivity-
Imaging-Technique) by simultaneously measuring potential differences 
and the 3D magnetic field strengths. We expect improved imaging of the 
solute concentrations in the aquifer. 

References 

Binley A, Henry-Poulter S, Shaw B (1996) Examination of solute transport in an 
undisturbed soil column using electrical resistance tomography. Water Re-
sources Res, 32:763-769 

Daily WD, Ramirez AL, LaBrecque DJ, Nitao J (1992) Electrical resistivity to-
mography of vadose water movement. Water Resources Res 28:1429-1442 



Hydrogeophysical characterization of subsurface solute transport      237 

Kemna A, Vanderborght J, Kulessa B, Vereecken H (2002) Imaging and charac-
terisation of subsurface solute transport using electrical resistivity tomography 
(ERT) and equivalent transport models. J Hydrology 267:125-146 

Kemna A, Tillmann A, Verweerd A, Zimmermann E, Vereecken H (2003) 
MERIT – a new magneto-electrical resistivity imaging technique: 1) Model-
ling and tomographic reconstruction. Proc. 3rd World Congress on Industrial 
Tomography, Univ. of Calgary / VCIPT / UMIST / Univ. of Leeds, pp 256-
261 

Kemna A, Vanderborght J, Hardelauf, H, Vereeecken H (2004) Quantitative imag-
ing of 3D solute transport using 2D time-lapse ERT: A synthetic feasibility 
study. Proc. Symp. Application of Geophysics to Engineering and Environ-
mental Problems (SAGEEP), Environ Eng Geophys Soc pp 342-353 

Kulessa B, Jaekel U, Kemna A, Vereecken H (2002) Magnetometric resistivity 
(MMR) imaging of subsurface solute flow – inversion framework and labora-
tory tests. J Environ Eng Geophys 7:111-118 

Tillmann A, Verweerd A, Kemna A, Zimmermann E, Vereecken H (2003) Non-
invasive 3D conductivity measurements with MERIT. Proc. Symp. Applica-
tion of Geophysics to Engineering and Environmental Problems (SAGEEP), 
Environ Eng Geophys Soc pp 516-522 

Tillmann A, Kasteel R, Verweerd A, Zimmermann E, Kemna A, Vereecken H 
(2004) Non-invasive 3D conductivity measurements during flow experiments 
in columns with MERIT: Proc. Symp. Application of Geophysics to Engineer-
ing and Environmental Problems (SAGEEP), Environ Eng Geophys Soc pp 
618-624 

Vanderborght J, Vereecken H (2001) Analyses of locally measured bromide 
breakthrough curves from a natural gradient tracer experiment at Krauthausen. 
J Contam Hydrology 48:23-43 

Vanderborght J, Vereecken H (2002) Estimation of local scale dispersion from lo-
cal breakthrough curves from a natural gradient tracer experiment at 
Krauthausen: the Langrangian approach. J Contam Hydrology 54:141-171 

Vereecken H, Lindenmayr G, Neuendorf O, Döring U, Seidemann R (1994) 
TRACE – A mathematical model for reactive transport in 3D variably satu-
rated porous media. KFA/ICG-4 Internal report No. 501494, pp 67 

Vereecken H, Döring U, Hardelauf H, Jaekel U, Hashagen U, Neuendorf O, 
Schwarze H, Seidemann R (2000) Analysis of solute transport in a heteroge-
neous aquifer: The Krauthausen field experiment. J Contaminant Hydrology 
45:329-358 

Zimmermann E, Verweerd A, Glaas W, Tillmann A, Kemna A (2004) A new 
AMR sensor based magneto-electrical resistivity imaging system. IEEE Sen-
sors, submitted



Tracer Experiments on Field Scale for Parameter 
Estimation to calibrate Numerical Transport 
Models

J. Fank, G. Rock 

JOANNEUM RESEARCH, 
Institute for Water Resources Management –  
Hydrogeology and Geophysics,  
Elisabethstraße 16 / II 
A-8010 Graz – Austria 

Abstract

In September 2001 a tracing experiment has been worked out at the 
groundwater test field “Wagna” (400 * 300 m in the Mur valley aquifer 
system) using 75 kg of sodium bromide as tracer and injected during 20 
minutes at the groundwater table (pulse injection). Due to the density of 
the solute the tracer has been distributed over the whole aquifer depth in a 
very short time. 

For estimating the longitudinal dispersivity an analytical model for cali-
brating Peclet’ Typecurves on measured tracer breakthrough curves has 
been used. Transversal dispersivity was estimated using 2D-analytical 
model calibration. The results of parameter estimation on the field scale 
are compared to the results of a 2D-numerical bromide transport model for 
the test field based on a transient groundwater flow model. 
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Introduction

In 2001 at the research test field “Wagna” a new type of groundwater sam-
pling site has been implemented for monitoring 3D ground water quality in 
shallow phreatic aquifers (Berg, 2003). The agricultural research area with 
a scale of 400 * 300 m is situated in the Murtal River Aquifer system in 
the southern part of Austria. In the saturated zone of the aquifer with a 
thickness ob about 3 m 36 sampling sites has been installed (Fig. 1), where 
samples can be taken in different depths and the hydraulic head was meas-
ured in short time intervals. From the cores of the bore holes the boundary 
between tertiary and quaternary sediments as aquiclude has been esti-
mated. Groundwater recharge from infiltrating precipitation was measured 
at a lysimeter nearby. 

Fig. 1. Groundwater test field “Wagna”: distribution of hydraulic conductivity and 
observation wells for 3D groundwater quality monitoring. 
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Tracing experiment 

In September 2001 a tracing experiment has been worked out using 75 kg 
of Sodium bromide as tracer diluted in 300 l of local groundwater and in-
jected during 20 minutes at bore hole “wb30” (location see Fig. 1). The 
tracer solution has been injected at piezometer No. 3 10 cm below the ac-
tual groundwater table elevation (Fig. 2). The hydraulic reaction of the 
groundwater table on input has been observed at piezometer No. 4 and has 
been noted to be lower than 0.005 m. Due to the duration a pulse injection 
can be assumed. Vertical tracer distribution at injection place and tracer di-
lution was measured at piezometers No. 4 and No. 5. As visible in Fig. 2 
the tracer concentration at injection point was lower than 1 ppm a week af-
ter injection. 

Fig. 2. Tracer (Br) injection at piezometer WB30_3 (September, 3rd 2001) 10 cm 
below ground water table. Control of tracer distribution with depth and dilution in 
piezometer WB30_4 and WB30_5 (concentration / time – diagram). Arrival time 
of tracer peak and peak concentration in the flow field downstream injection pie-
zometer. 
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In Fig. 2 the distribution of the tracer cloud at the groundwater test field 
is shown as well, showing the arrival time of the tracer concentration peak 
and the measured peak concentration at the different observation wells. As 
expected the measured data indicate a movement of the tracer in ground 
water flow direction and a decrease of tracer concentration due to dilution 
and dispersion effects. 

Due to aquifer geometry we assume 2D-groundwater flow and transport 
in horizontal direction. The homogeneity of vertical tracer distribution is 
visible in Fig. 3, where measured tracer concentration over time in differ-
ent depths in the centre of the test field (“wb19”, location see Fig. 1) are il-
lustrated. In correlation to aquifer depth WB19_3 is situated close to the 
groundwater table, WB19_5 close to the aquiclude and WB19_4 in the 
middle between them in the center of the aquifer. 
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Fig. 3. Tracer (Br) distribution with depth in piezometers WB19_3, WB19_4 and 
WB19_5 in the center of the flow field (location see Fig. 1) 

Parameter Estimation 

The tracer breakthrough at the different measuring points has been used to 
estimate mean groundwater flow velocity (va) from the center of gravity of 
tracer concentration over time. The local hydraulic gradient (I) was esti-
mated from hydraulic head measurement and interpolated contour lines of 
groundwater table elevation. From lysimeter investigations at the test field 
and evaluating groundwater table fluctuation (Fank, 1999) we assume a 
drain- and fillable pore volume (ne) of about 0.15. Darcy’s law led us to 
the estimation of hydraulic conductivity: kf = (va * ne) / I. The resulting set 
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of hydraulic parameters for the different observation wells is shown in 
Table 1. 

Table 1. Estimation of hydraulic and tracer transport parameters resulting from 
tracer test evaluation with: D = Distance between injection point and observation 
point, va = groundwater flow velocity, I = local hydraulic gradient, 

L = longitudinal dispersivity, T = transversal dispersivity, kf = hydraulic con-
ductivity (location of observation points see Fig. 1) 

observation
point D [m] 

va
[m/d] I [ ] L [m] T [m] L/ T kf [m/s] L/D [ ] T/D [ ] 

WB01  312 3.00 0.004  18.35 1.08 17.00 0.002 0.059 0.003 
WB03  275 4.52 0.003  19.64 1.03 19.00 0.003 0.071 0.004 
WB11  227 3.23 0.003  12.61 0.63 20.00 0.002 0.056 0.003 
WB12  220 3.69 0.003  14.67 0.73 20.00 0.002 0.067 0.003 
WB18  155 4.44 0.004  10.33 0.34 30.00 0.002 0.067 0.002 
WB19  146 2.92 0.004  9.13 0.37 25.00 0.001 0.063 0.003 
WB20  135 3.55 0.004  9.00 0.36 25.00 0.002 0.067 0.003 
WB36  110 4.02 0.003  8.46 0.42 20.00 0.002 0.077 0.004 
WB33  23 2.76 0.001  4.66 0.17 28.00 0.006 0.200 0.007 
WB34  51 4.70 0.003  5.67 0.27 21.00 0.004 0.111 0.005 

The estimated spatially distributed hydraulic conductivity was used as 
initial value for the calibration of a transient groundwater flow model for 
the test field. The boundary conditions have been taken as time series of 
potential head from a regional groundwater flow model. The calibrated 
distribution of hydraulic conductivity is shown in Fig. 1. Fig. 4 demon-
strates the quality of calibration comparing measured and calculated hy-
draulic head at different observation points (location see Fig. 1).  

The horizontal black line in Fig. 4 indicates the duration of tracing ex-
periment at the test field. We assume the groundwater flow direction and 
velocity as well described by the groundwater flow model for the whole 
time scale of the tracing experiment.  

To describe the spreading of solutes from the flow paths in saturated 
groundwater flow the concept of dispersion is mostly used. To estimate the 
coefficient of dispersion from tracing experiments the calculation of “Pe-
clet typecurves” may be used (Sauty 1977). For one-dimensional tracer 
transport from injection point (wb30 in Fig. 1) in groundwater flow direc-
tion normalized time – concentration curves were calculated and fitted to 
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measured tracer breakthrough curves varying the Peclet number (Fig. 5). 
Using the fitted Peclet number longitudinal dispersion coefficient is calcu-
lated using the equation: DL = (va * D) / Pe, where DL = longitudinal dis-
persion coefficient, va = flow velocity, D = flow Distance (Table 1) and 
Pe = Peclet number. Longitudinal dispersivity ( L) is estimated from 
(DL/va).

Assuming the tracer application at wb30 a pulse injection comparing the 
injection time to the tracer velocity and assuming 2D parallel groundwater 
flow in an homogeneous and isotropic porous medium the partial differen-
tial advection-dispersion transport equation has an analytical solution. Us-
ing the analytical model of Schulz (1992) transversal dispersivity ( T) may 
be calibrated on measured tracer distribution over time (Fig. 6 shows cali-
bration quality on WB19_4 and resulting T for example). Calibrated val-
ues for T on all observation points which are tangent to the tracer cloud 
are shown in Table 1. 
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Fig. 1) and duration of tracing experiment (indicated with the horizontal black 
line). 
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Fig. 5. Calibration of the Peclet’s type curve evaluation (Sauty, 1977) at observa-
tion point WB19_4 (location see Fig. 1) and calculated transport parameters in 
groundwater flow direction using the analytical model.

tracer mass [kg] M Br 58.243
aquifer thickness [m] m borehole logging 3
effective porosity [-] nf evaluation of groundwater hydrograph 0.17
longitudinal dispersivity [m] L PECLET - evaluation 9.73
transversal dispersivity [m] T Kalibration 0.61
flow distance x - direction [m] x flow net 146.00
flow distance y - direction [m] y flow net 15.00
mean groundwater flow velocity [m/d] va Tracer breakthrough - center of gravity 3.25
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Fig. 6. Calibration of a 2D groundwater transport model (Schulz 1992) at observa-
tion point WB19_4 (location of “wb19” see Fig. 1) and calculated groundwater 
transport (dispersivity) parameter perpendicular to flow direction using the ana-
lytical model. 
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Schulz (1992) remarks a wide variety for longitudinal dispersivity in 
sandy and gravely porous aquifer systems. In field experiments values be-
tween 0.1 and 100 m for L have been investigated. Transversal dispersiv-
ity in most cases is much lower than L. A very wide variety of the relation 

L: T between 2:1 and 400:1 is given. For most cases a relation of 5:1 to 
10:1 is assumed. In our experiment values of L in the range between 5 to 
20 m were calculated with a relation of L: T from 17:1 to 30:1. The val-
ues shown in Table 1 agree very well with literature data. 

A dependency of L on flow length is stated as well (Schulz, 1992). The 
same effect has been observed at the tracing experiment in Wagna. The 
dependency of L on the distance of the observation point from the injec-
tion point is shown in Fig. 7. At the observed distances between 25 and 
300 m a linear correlation with high significance was found for L. A simi-
lar correlation has been investigated for T (Fig. 7). The concept of disper-
sivity assumes  to describe the in-homogeneity of the aquifer and be 
sediment constant. In most numerical models dispersivity is implemented 
as a material constant. Looking on literature data (Schulz, 1992) and on the 
results of the presented experiment a parameter like /D (Table 1) describ-
ing solute distribution as a material parameter will give better information 
for the interpretation of tracer distribution from point source at field scale. 
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Fig. 7. Estimation of longitudinal and transversal dispersivity from tracing ex-
periment using analytical modeling. 
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Calibration of a numerical tracer transport model 

The results of analytical modelling to determine L and T were used as 
initial conditions for the calibration of a 2D horizontal numerical tracer 
transport model. Measured tracer breakthrough was used for calibration of 
the model. As shown in Fig. 8 the calibration of the model is well done on 
the central flow line of tracer transport with only few modification of lon-
gitudinal dispersivity: the spatial distribution of L show values between 
2 m near injection point and 20 m at the end of the test field in a flow dis-
tance of about 300 m downstream “wb30”. 

Problems arise in calibrating the transport model on observation points 
beside the central flow line as shown in Fig. 9: Although the results of ana-
lytical modeling T have been modified in some regions to values higher 
than 3 m it was not possible to fit measured tracer breakthrough and nu-
merical modeling results at observation points “wb02” and “wb03”. Calcu-
lated tracer concentration values are much higher than the measured ones. 
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tion of observation points see Fig. 1) 
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Fig. 9. Measured Bromide concentration breakthrough curves compared to the re-
sults of numerical modeling at observation points perpendicular to flow direction 
(location of observation points see Fig. 1) 

Conclusion

The evaluation of a tracing experiment and the attempts to calculate tracer 
breakthrough using a 2D horizontal Finite Element transport model at dif-
ferent observation points in an intensively monitored groundwater test 
field in a shallow phreatic aquifer system led us to some conclusions: 

Monitoring tracer concentration data gives the possibility to visualize 
transport processes in groundwater 
The results of analytical modeling to estimate longitudinal dispersivity 
are well comparable to calibrated values used in a 2D horizontal Finite 
Element transport model 
Using the values of transversal dispersivity gathered from analytical 
modeling for calibrating a numerical transport model gives an over-
estimation of tracer concentration at observation points beside the cen-
tral groundwater flow line in the test field 
The transversal dispersivity parameter in numerical modeling is ex-
tremely sensitive to unobserved transient groundwater flow processes. 
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Abstract

Within the PHREEQC framework, a dual Monod kinetics formulation has 
been included, which allows rate dependencies of both substrates, terminal 
electron acceptors and inhibitors. In this way, PHREEQC will simulate the 
redox processes under concern both with regard to kinetics and thermody-
namics. Furthermore, PHREEQC allows one-dimensional reactive trans-
port to be simulated.  

The biogeochemical processes involved in transport and biodegradation 
of dissolved jet-fuel were simulated for two cases by PHREEQC with this 
Monod kinetics scheme. The column studies of Knudsen (2003) exploring 
dissolved jet-fuel transport and biodegradation within initially pristine aq-
uifer sediments dominated by pyrite oxidation and calcite dissolution. Py-
rite oxidation will compete with aerobic biodegradation, thereby reducing 
the efficiency of aerobic bioremediation. The 1D column simulations gave 
reasonable agreement with measured biodegradation, mineralization and 
pyrite oxidation rate, and reproduced the overall microbial processes well, 
but they failed to mimic the observed ferrous iron. A dual porosity ap-
proach should be included. 

The second case with a jet-fuel contaminated plume under monitoring 
was simulated with a 1D PHREEQC column from a plume cross section 
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along the flow direction. The biogeochemical reactions themselves were 
described reasonably well, but dispersional/diffusional transport effects 
could not be simulated sufficiently with a 1D column of PHREEQC alone. 
Here truly coupled models of 3D flow and biogeochemical reactions must 
be applied. 

Keywords 

Groundwater contamination; jet-fuel; bioremediation; modeling 

Introduction

Laboratory and field studies on biodegradation and transport of de-icing 
chemicals and the water soluble part of jet-fuel with relevance to aviation 
activity on the Gardermoen aquifer in southeastern Norway, have accumu-
lated a large data-set during the last ten years (Aagaard and Tuttle 1996). 
This research has been applied in subsurface treatment plants used in the 
daily operation of Oslo International Airport, located directly above the 
Gardermoen phreatic aquifer (Breedveld et al. 1997, 1999). 

Various modeling efforts have been taken in the analysis of the observa-
tional data (Kitterød and Finsterle 2000, French et al. 2001, Søvik et al. 
2002, Alfnes et al. 2003 a,b, Wong 2003). However, in order to integrate 
microbial degradation kinetics with abiotic processes in groundwater, we 
have found the PHREEQC model to be quite useful in both the process in-
terpretation and transport predictions (Aagaard et al. 2001, Zheng et al. 
2002, Knudsen 2003). There is a large variation in scale of the studies, the 
soils have been both pristine and previously contaminated, substrate con-
centrations have varied considerably, and microbial degradation has taken 
place under changing aerobic and anaerobic conditions. The aim of this 
communication is give some examples of biogeochemical simulations by 
PHREEQC to demonstrate its applicability. 

The scenario of concern is pollution of dissolved jet-fuel in the Garder-
moen aquifer. Two cases are considered: one relates to biodegradation un-
der aerobic/anaerobic conditions created by hypothetical minor spills of 
jet-fuel, the second to anaerobic biodegradation of methylated benzenes 
and naphthalene in a plume where natural attenuation is presently moni-
tored.



Biogeochemical modeling of reactive transport studies on jet-fuel      253 

The model

Within the PHREEQC framework, a dual Monod formulation (Essaid et al. 
1995) has been included, which allows rate dependencies of substrates, 
terminal electron acceptors and inhibitors. We have applied maximum mi-
crobial density to limit growth of aerobic bacteria, and the inhibi-
tion/switch functions by the terminal electron acceptors. In this way, 
PHREEQC will simulate the redox processes under concern both with re-
gard to kinetics of biodegradation and the partial equilibrium conditions 
imposed by PHREEQC, as the code calculates the simultaneous conse-
quences of aqueous complexation, mineral equilibrium and surface com-
plexation/ion exchange. Additional kinetic formulations of mineral disso-
lution/precipitation may also be added. And not least, PHREEQC allows 
one-dimensional reactive transport to be simulated. 

The growth of bacteria from the mineralization of organic carbon was 
described by Monod kinetics. Its general expression is shown for one arbi-
trary microbial group: 
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Xr is the concentration of the microbial species that is growing or decay-
ing by the respirative pathway r. max,r, dec, r, and Yr are the corresponding 
maximum specific growth rate, constant decay rate (1·day-1) and yield co-
efficient (mol org. Ccell/mol org. Cdegraded). nrmonod and nrinhib are the 
Monod growth and inhibition terms that affect microbial growth. Cm and 
Ci are the concentration of species (substrate and terminal electron accep-
tors) that affect microbial growth or inhibition. Km and dinhibi are the cor-
responding half saturation and inhibition constant (mmol·L-1). The half 
saturation constant is defined as the substrate concentration at which the 
microbial growth rate X/ t is half of the maximum growth rate ( max,). It 
indicates the affinity of the microbial population for the substrate. Thus, 
increasing half saturation decreases the substrate utilization and growth 
rate. For each respirative pathway microbial growth depends on two 
Monod terms. One is the organic carbon substrate term, and the other the 
electron acceptor (either O2, Fe(III) or SO4

2-) term. Inhibition terms of the 
type shown above were first developed by Widdowson et al. (1988).  They 
are used to approximate inhibition processes such as the suppression of 
strictly anaerobic bacteria by dissolved oxygen (DO), or the unlimited 
growth of bacteria and consequent clogging of the column (Kindred and 
Celia 1989). In this experiment the maximum microbial density limited the 
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growth of aerobic bacteria at the column inlet, whereas the presence of DO 
limited the growth of anaerobic bacteria (i.e. iron and sulfate reducers). 

From the changes in biomass concentrations according to (1), the 
changes in organic carbon substrate concentration were calculated as fol-
lows,
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Where COC is the organic substrate concentration and the remaining 
symbols (Xr, max, r, Cm and Km) are defined from the preceding discussion. 
The consumption of electron acceptors and the release of reduced species 
are calculated internally from the defined reaction stoichiometry. 

Microbial populations responsible for biodegradation of the hydrocar-
bons were assumed to be heterotrophic bacteria with a uniform initial dis-
tribution. The microbial activity was approximated by the bacterial bio-
mass. The Monod equations assume biodegradation to start immediately 
without any lag period. Lack of organic substrate and the terminal electron 
acceptor were assumed to control microbial metabolism, as nutrient limita-
tions due to lack of nitrate or phosphate were not assumed to occur. We 
also assumed complete mineralization of the organic compounds to CO2
and water. All physical parameters were assumed to be constant during the 
calculations.

Parameter estimations 

The Monod formulation offers advantages over traditional 0. or 1. order 
degradation kinetics, as it can be applied to the wide range of substrate 
concentrations encountered in organic contaminant plumes. However, it 
also requires a large set of model parameters to be estimated. This is often 
not straight forward, and it may not be be possible to obtain unique pa-
rameter sets based on limited experimental data. We have adopted litera-
ture data (Essaid et al. 1995), and parameter constraints (Schäfer et al. 
1998) to limit the numbers of parameters to be estimated.  

Simulations

Case 1: Biodegradation under aerobic/anaerobic conditions by hy-
pothetical minor spills of jet-fuel. 
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The scenario is dissolved jet-fuel transport and biodegradation within ini-
tially pristine aquifer sediments dominated by pyrite oxidation and calcite 
dissolution. Pyrite oxidation will compete with aerobic biodegradation, 
thereby reducing the efficiency of remediation schemes which rely on 
aerobic bioremediation (Thullner and Schäfer 1999). The observational ba-
sis for the simulation is a laboratory column experiment (Knudsen 2003) 
where a mixture of methylated benzenes and naphthalene was passed 
trough a column reactor consisting of sandy aquifer material. The pristine 
aquifer sand was collected as an undisturbed drill core at 8-9 meters depth 
on the outer part of the Gardermoen ice-contact delta (Tuttle 1997). Influ-
ent and effluent concentrations of organic and inorganic species were 
monitored at fixed time intervals for 40 days. 

A cumulative carbon balance (Figure 1), based on influent/effluent 
chemistry, shows that of the total of 40 mmol organic carbon loaded into 
the column, 7 mmol was sorbed, 4 mmol (10%) passed through without 
being affected by biodegradation, 14 mmol was completely mineralized, 
while 3 mmol turned into biomass and the rest 13 mmol were organic in-
termediates. A corresponding mass balance of dissolved inorganic carbon 
(DIC), shows that a sulfate reduction contribution is questionable, but can-
not totally be excluded. The contribution to DIC from aerobic biodegrada-
tion, omitting sulfate reduction, corresponds to a 90%. If sulfate reduction 
is included, anaerobic microbial processes account for a larger part, ap-
proximately 40%. 

Fig. 1. Cumulative carbon balance based on influent/effluent chemistry. Of the to-
tal load of 40 mmol organic carbon, 3 mmol passed through the column, 7 mmol 
was sorbed and the rest partially or completely removed by biodegradation. The 
complete mineralization to dissolved inorganic carbon (DIC) accounted for 14 
mmol. 
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The PHREEQC computer code (Parkhurst and Appelo 1999) was used 
with cation exchange and anion surface adsorption processes included. 
Specific kinetic formulations of pyrite oxidation and calcite dissolu-
tion/precipitation were written based on Williamson and Rimstidt (1994) 
and Plummer et al. (1978). Other mineral water reactions occuring are thus 
modeled as equilibrium reactions, with mass-transfer caused by other reac-
tions. The organic solute, i.e. the mixture of toluene, o-xylene, 1,2,4 
trimethyl benzene and naphthalene, was lumped into one weighted organic 
carbon compound with 8.30 carbons and 9.74 hydrogen respectively. This 
was justified, based on a biodegradation kinetics in the column reactor that 
could be described with a common first order kinetics per organic carbon 
(Knudsen 2003). Retardation of organic solute was described by linear in-
stantaneous sorption with an average Kd of 1.5. Biodegradation of the or-
ganic substrate was expressed by Monod kinetics with appropriate growth, 
inhibition and decay terms for the microbial population. In our case, the 
maximum microbial density limited the growth of aerobic bacteria at the 
column inlet, whereas the presence of dissolved oxygen limited the growth 
of anaerobic bacteria (i.e. iron and sulfate reducers). 
A low value of initial biomass of 1 10-6 mol L-1 was used, similar to other 
reactive transport simulations (Schäfer et al. 1998, Zheng et al. 2002). We 
assigned yield coefficients according to the method of Schäfer et al. 
(1998). The remaining parameters were fitted with PEST, while the Km
values for TEAP's were taken from Schäfer et al. (1998).  To maintain a 
similar specific turnover rate for all three microbial groups, the ratio of the 
maximum growth rate and yield coefficient was held constant. This also 
simplifies parameter estimation since only one maximum growth rate 
( max) needs to be optimized with PEST. The decay rate ( dec) was set 
equal to ( max/100), which is consistent with that used by Schäfer et al. 
(1998). In addition, initial amounts of reactive pyrite, Fe(III)-hydroxide 
and calcite, as well as surface to volume (A/V) ratio of pyrite and calcite, 
were also estimated by PEST. To enable the growth of iron reducing bacte-
ria with the consequent release of Fe(II) it was necessary to specify a 
rather high supersaturation for ferrihydrate (i.e. a saturation index, SI: 3). 
This was justified based on the fact that bacteria have been observed to use 
extracellular complexing agents to increase the solubility of the solid 
Fe(III) in the sediment (Lovley et al. 1994). 

The contribution to dissolved inorganic carbon (DIC) from aerobic bio-
degradation corresponded to 80-90%, with iron reduction dominating the 
anaerobic degradation. This was also evident in the simulations where the 
temporal evolution in solid and bacterial species is depicted in Figures 2a. 
The transient changes in the vicinity of the column outlet, there is a slight 
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increase in Fe(OH)3(a) precipitated from pyrite oxidation, but as condi-
tions become anaerobic and the aerobic bacteria start to decay at about 14 
pore volumes, Fe(OH)3(a) decreases rapidly. At the same time the Fe(III)-
reducers grow and reach maximum density at 34 pore volumes, after 
which point they decay due to lack of Fe(OH)3(a). The increase in sulfate 
reducers is very small, and is nearly negligible compared to the aerobes 
and Fe(III)-reducers. 

Fig. 2. Simulated profiles of the evolution in solid and bacterial species with time 
at the column effluent in (a) and along the length of the column at 6 and 33 pore 
volumes in (b) and at the end of column operation in (c). X-axis in (b) and (c) de-
notes distance from column inlet. 

The spatial distribution is illustrated in Figure 2b,c. Along the length of 
the column in Figure 2c, the aerobes initially dominate. The aerobic bacte-
ria reach a maximum density of 0.9 mmol kg-1 organic cell carbon at the 
inlet and quickly decay, as dissolved oxygen decreases, at which point the 
Fe(III)- and sulfate reducers start to grow. Due to their lower yield coeffi-
cient (Yi), their density is significantly smaller than the aerobes. The 
Fe(III)-reducers increase near the inlet due to the added amount of 
Fe(OH)3(a) from pyrite oxidation. 

0.00 10.00 20.00 30.00 40.00 50.00
Pore volumes

0.000

2.000

4.000

(m
m

ol
) S

ol
id

a) Solid and bacterial species

0.000

0.004

0.008

(m
m

ol
) B

ac
te

ria Aerobes

Fe(III)-reducers

SO4-2-reducers

Fe(OH)3a

Pyrite

0.00 0.20 0.40 0.60 0.80 1.00
Distance (meter)

0

0.2

0.4

0.6

0.8

A
er

ob
ic

 (m
m

ol
es

)

0

0.002

0.004

0.006

A
na

er
ob

ic
 (m

m
ol

es
)

0.000

2.000

4.000

(m
m

ol
es

) Pyrite 33 pv

Fe(III): 6 pv

Fe(III): 33 pv

Pyrite and Fe(OH)3ab)

c) Bacteria Aerobes

Fe(III)-reducers

SO4-2-reducers



258      P. Aagaard et al. 

Aerobic processes clearly dominate close to the inlet (the first 10 cm of 
the column); this is also where the major part of the biodegradation takes 
place. There is initially a rapid pyrite oxidation in this part of the column, 
However, with time the bacterial biomass builds up, causing the aerobic 
biodegradation nearly to out-compete pyrite oxidation. The anaerobic bio-
degradation is dominated by Fe(III) reduction. However, as reactive Fe(III) 
hydroxide decreases, some sulfate reduction, also appears to take place 
towards the column outlet. 

The simulations demonstrated reasonable agreement with measured 
biodegradation, mineralization and pyrite oxidation rate, and reproduced 
the overall microbial processes well, but they failed to mimic the observed 
ferrous iron. In the experiments, the release of ferrous iron starts early be-
fore the depletion of dissolved oxygen in the effluent and in concentrations 
greatly exceeding that expected from pyrite oxidation. This demonstrates 
that aerobic pyrite oxidation occurs at the same time as reductive dissolu-
tion of ferric hydroxide. The calculated Fe2+ release, however, is retarded 
until pyrite oxidation ceases. This strongly indicates simultaneous aero-
bic/anaerobic reactions in adjacent micro-domains in the column. Our ini-
tially homogeneous column model is thus not able to simulate such appar-
ent heterogeneity in physical/ chemical/ microbial properties. This would 
call for dual porosity approaches (Van Genuchten 1985). 

Case 2 Anaerobic biodegradation of methylated benzenes 
The study site is situated at the fire fighting training facility of the 
Gardermoen airport, about 60 km NE of Oslo, SE Norway (Fig 1). The as-
sumed source of pollution, (a leaking oil skimmer) was removed in autumn 
1998, and simultaneously 17.5 litres of hydrocarbons as free phase and 
about 6000 litres of polluted groundwater was recovered and treated (Aa-
gaard et al. 2001). A network of piezo-meters was installed to monitor the 
groundwater movement. Based on initial observation of groundwater 
chemistry, remediation using natural degradation of the groundwater con-
taminants was suggested (Rudolph-Lund and Sparrevik, 1999). This was 
approved by the Norwegian State Pollution Control Agency as a pilot 
study on natural attenuation. To be able to document the fate and transport 
of the contaminants in the plume an extensive network of multilevel moni-
toring points was established (Klonowski et al. 2002, Klonowski 2005). 
An elongated plume of residual free phase jet-fuel of m is associated with 
the groundwater table, and seems to have been divided vertically into mo-
bile and immobile zones because of vertical smearing due to groundwater 
table fluctuations. Directly below the residual free phase, there is a pollu-
tion plume of the dissolved aromatic fraction and associated inorganic 
zonations. The horizontal extent of this plume has remained rather stable 
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during a 3 years monitoring (Klonowski 2005), indicating that a strong in-
trinsic bioremediation has taken place. 

Among the dissolved hydrocarbons, toluene is only found centrally in 
the plume at very low concentrations, indicating a rapid biodegradation. 
Naphthalene is the most recalcitrant of all the jet fuel components followed 
by trimethylbenzenes, whereas m/p-xylene, ethyl benzene and o-xylene 
showed a distribution which indicated an increasing biodegradation from 
m/p-xylene to ethyl benzene and finally o-xylene. A TEAP mass balance 
of the plume indicates that both aerobic and anaerobic biodegradation 
takes place, with sulfate reduction and iron reduction to be dominant in the 
core of the plume. 

Fig. 3. Initial delination of the pollution plume at fire-fighter training ground at 
Gardermoen, mapped by drillings and observation of groundwater chemistry (Ru-
dolph-Lund and Sparrevik, 1999). 

Zheng et al. (2002) performed laboratory batch and column experiments 
with contaminated aquifer sediments, local groundwater and four soluble 
aromatic components in order to study biodegradation under anaerobic 
conditions. Terminal electron acceptor processes (TEAPs) observed were 
iron reduction, sulfate reduction and, at later stage of incubation and/or 
electron acceptor consumption, also methanogenesis. Monod parameters 
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used to simulate these experiments were fitted from a base of those listed 
by Essaid et al. (1995), and were in a similar range for both batch and col-
umn condition (Zheng et al. 2002). Zheng also used the same parameter set 
to simulate field conditions at the fire-fighting training facility, he only re-
duced the initial biomass in the field case. In his simulations, Zheng used 
one common biomass to characterize the activity of all active bacteria 
groups and he had no upper boundary of biomass growth. We have thus 
adopted the approach of Knudsen (2003) with separate group biomass and 
asymptotical limits to bacterial growth, and used his rate parameters. They 
are consistent with those of Zheng for iron and sulfate reduction. We have 
also included the parameters for methanogenesis from Zheng (2002). 

Fig. 4. Contaminant plume at the fire-fighter training ground at Gardermoen: 
Monitored (2003) profiles of ferrous iron and sulfate with dotted line showing the 
extent of the dissolved aromates (TDHC). Lower profile depicts result of 1D 
Phreeqc simulation of toluene transport and biodegradation from a constant source 
entering the field column from the right. Simulation period is 300 days. A stable 
dissolved toluene plume of 4-5 m length has been established within 30 days. 
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lel with the groundwater flow direction is located from the plume center 
and outwards. Anaerobic toluene contaminated groundwater enters the 
column at the center, and displaces and reacts with the original pristine 
groundwater and sediments. Within a month a stable degradation pattern of 
toluene was established, where it was degraded within 4-5 meters down-
stream (see Fig. 4). This is in reasonable agreement with the field condi-
tion, knowing that toluene degrades rapidly and is only found in the plume 
core. The other alkylated benzenes are found further downstream, and with 
naphthalene as the most recalcitrant defining the outer boundary of the dis-
solved hydrocarbon plume. At the same time the simulation gave the ex-
pected plume development with an outer zone of ferrous iron (Fe 2+), and 
an inner zone of sulfate reduction and some methanogenesis. However, the 
width of these zones did not stabilize but continued to expand with time. 
Monitoring in the field has shown a rather stable plume size and zonation 
over a 3 years period (Klonowski 2005), with a small tendency to shrink-
age. The main reasons for this discrepancy, appears to be the difference be-
tween a 1D column and a true 3D field situation. Under the column con-
straints, only longitudinal dispersion can take place, while in the field, the 
transverse dispersion and diffusion will greatly influence the concentration 
of electro-active dissolved species. In the column case, the influent con-
taminant solution will fill the column cross section, while in the real field 
condition the contaminant plume is only occupying a rather limited vol-
ume, thus increasing the transverse dispersion/diffusion transport. To in-
clude these effects of a 3D geometry, true 3D reactive transport simula-
tions should be carried out, eg with models like PHAST (Parkhurst et al. 
2004).

Conclusions 

Explicit formulation of microbiological degradation reactions within the 
PHREEQC framework, offers potentials for simulating intricate biogeo-
chemical processes in nature well. However, there are some real limita-
tions as shown by the two simulation cases presented above. Even in labo-
ratory column studies where more homogeneous and well defined flow 
conditions to a large extent are approximated, one may have local changes 
in redox conditions and pore water chemistry in adjacent domains. Effluent 
sampling may then be composite, and interpreting the geochemistry may 
then need to involve exchange processes in a dual porosity framework. 

Biogeochemical reactions may also be described well in a 3D field 
situation, but dispersional/diffusional transport effects cannot be simulated 
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sufficiently with the 1D column of PHREEQC alone. To fully benefit from 
the biogeochemical capabilities of PHREEQC, one needs to couple the 
model with adequate flow models. 
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Abstract

Groundwater and soil contamination by chlorinated hydrocarbons has re-
cently become of increasing concern and extensive researches have been 
conducted to develop technologies for remediating both contaminated 
groundwaters and soils. In this framework in-situ technologies are promis-
ing for remediating contaminated groundwater in that they would keep the 
ecosystem largely undisturbed and would be cost effective.  

The aim of the present study is the assessment of natural attenuation po-
tential at a TCE-contaminated site in Northern Italy. This site has a long 
history of contamination (approximately 50 years) mainly due to industrial 
activities.

The study illustrates the steps involved in implementing natural or en-
hanced attenuation screening protocols at this site and represent an out-
standing example of effective coupling of process analysis and modeling. 
In fact microcosm studies properly integrated with modeling results might 
suggest the feasibility for enhancing in-situ reductive dechlorination at the 
investigated site in order to achieve the stringent legislation limits. Such 
promising results will be verified through a field test performance before 
implementing the process at full-scale. 
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Introduction

In-situ enhanced anaerobic reductive dechlorination (RD) is a promising 
technology for remediation of chloroethane and chloroethene contaminated 
groundwater. Indeed it is ideally suited for integration into long-term site 
management programs to address chlorinated solvents dissolved in 
groundwater. That is because such contaminants often are encountered in 
the form of DNAPL, which is characterized by a slow release, thus requir-
ing long-term decontamination activities. Consequently active processes 
(e.g., conventional groundwater pumping and treating) often result costly 
and quickly reach a point of diminishing returns. 

In situ enhanced RD can be accomplished by either enhancing halo res-
piratory activity of native microbial dechlorinating population (e.g. 
through the addition of electron donors and/or nutrients to produce favor-
able reducing conditions), or by inoculating the aquifer with microorgan-
isms that are capable of degrading the target pollutants. 

This work is aimed at the implementation of a technical protocol for as-
sessing the suitability of sites for bioremediation of chlorinated solvents. 
The protocol will be applied at a contaminated site located in Northern It-
aly where contamination of aquifers by TeCA, PCE, and TCE has been 
documented. 

The protocol to be developed will describe a phased-approach for the 
assessment of the feasibility of bioremediation, either enhanced or as a part 
of a natural attenuation objective, at a contaminated site. The “Technical 
protocol for evaluating natural attenuation of chlorinated solvents in 
ground water” (EPA/600/R-98/128) and the “Treatability test for evaluat-
ing the potential applicability of the reductive anaerobic biological in situ 
treatment technology (RABITT) to remediate chloroethenes” (US Depart-
ment of Defence) will be the reference reports for the implementation of 
this new protocol. The phase-approach will include chemical, hydro-
geological, and microbiological characterization of the site, monitoring 
and modelling of the contamination plume, and field tests. 
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Site description and characterization 

The protocol is currently being applied at a chlorinated solvent contami-
nated site located in Northern Italy (Figure 1). This site has a long history 
of contamination (approximately 50 years) mainly due to industrial activi-
ties.

Railway

Olona river

Railway

Olona riverOlona river

Fig. 1. Aerial view of the tested site 

In the first phase an extensive review of existing site data (hydro-
geological information and aquifer parameters), and sampling and analyses 
of groundwater at existing wells (20 monitoring wells located in different 
parts of the plume) has been carried out. 

The subsurface below the site shows two clayey layers at different 
depths which allow to define two aquifer up to about 50 m (Figure 2). The 
contaminant concentration data collected at the site show that majority of 
contaminant mass is present in the deep permeable zone named first aqui-
fer  probably due to the small thickness of the first clayey layer (0.5-3.5 m) 
and possible hydraulic connection between the two aquifer. The second as 
well as the deep aquifers are still not involved in the contamination. Gen-
erally in each sampling point two wells were installed at different depth in 
order to investigate both the shallow and the first aquifer. Groundwater 
collected from the well located about 20 m down-gradient the contamina-
tion source area was mainly contaminated by TeCA (13435 g/l), PCE 
(1300 g/l ), TCE (1970 g/l), along with cis-DCE (290 g/l and VC at 13 
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g/l. The presence of TCE reductive dechlorination daughter products 
along with an hydraulic conductivity > 10-3 cm/sec indicated that the site 
has the potential for natural or enhanced bioremediation. 

Fig. 2. Section of the aquifer system 

The second phase of the approach relied on the implementation of a 
network of monitoring wells (12 piezometers have been installed) close to 
the source of contamination along groundwater flow direction. This was 
aimed at increasing the number of groundwater sampling points in order to 
better monitoring contaminant transport and biodegradation. During this 
phase aquifer material has been also collected for microcosm studies. The 
high concentrations detected in the wells all trough the long-term monitor-
ing have suggested the possibility of a DNAPL. Numerical simulations 
based on different source hypotheses have confirmed that such high levels 
of contamination could be only explained by the presence of a DNAPL. 
Future steps will be the implementation of a packer-test monitoring cam-
paign.

Microcosms studies 

The microcosm study was designed to assess the potential for microbial in-
situ anaerobic reductive dechlorination (RD) at the contaminated site.  
In particular, this study was aimed at evaluating if RD by native popula-
tions could be enhanced by the addition of substrates (i.e. yeast extract, 

second aquifer

deep aquifer

first aquifer

shallow aquifer

Chemical Industry

40/45 m

7/10 m

wellscontaminant
dispersion
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B12) and if it could proceed past cis-DCE; at evaluating the influence on 
RD of competitive metabolisms (i.e. nitrate reduction and sulfate reduc-
tion); and at evaluating the application of a Dehalococcoides spp. contain-
ing inoculum for the treatment of the TeCA, PCE and TCE contaminated 
groundwater. 

Microcosms were prepared by using soil and groundwater samples 
taken from the contaminated site, near the contamination source. Ground-
water used for microcosm studies contained TeCA, PCE, TCE at concen-
tration levels previously indicated, nitrate (0.6 mmol/l), and sulfate (5.1 
mmol/l) along with trace levels of other chlorinated aliphatic and aromatic 
compounds (overall COD approx. 30 mg/l). Soil samples were collected 
by following the procedures described by Fennell et al. (2001), and by 
Morse et al. (1998). After collection, soil and groundwater were stored in 
glass jars and maintained in coolers at 4°C until use. For microcosm prepa-
ration, the soil samples, groundwater, autoclaved 250-ml serum bottles, 
gray butyl Teflon-faced stoppers, spatulas, and other material were placed 
inside an anaerobic glovebox, under nitrogen atmosphere. Thirteen micro-
cosm treatments were set up and triplicate bottles were prepared for each 
treatment. The experimental conditions for the bottle microcosms are 
shown in Table 1.  

For treatment 1 to 10 (Table 1), 60 g (dry weight) of soil was dispensed 
in a 250 ml serum bottle, and added with 150 ml of groundwater. Ground-
water was previously added with 1 mg/l resazurin (as a redox indicators). 
After preparation, the bottles were sealed with Teflon-faced butyl rubber 
stoppers and spiked with the selected electron donor (yeast extract, lactate, 
butyrate, hydrogen, or none). Each electron donor was added either along 
with growth factors (i.e. yeast extract at 20 mg/l and vitamin B12 at 0.05 
mg/l) or without. Yeast extract, lactate, butyrate, and growth factors, were 
added from a stock solution by using syringes. Hydrogen gas was added in 
the headspace of the serum bottles, by using gas-tight syringe. After prepa-
ration, treatment 1 was autoclaved at 121°C for 1 h (abiotic control). For 
treatment 11 (bioaugmentation microcosm), 35 ml of a H2-utilizing, PCE-
dechlorinating culture containing Dehalococccoides spp. (Aulenta et al. 
2002; Aulenta et al. 2004) was dispensed in a 250-ml serum bottle and 
added with 150 ml of groundwater (in the absence of soil). Thereafter, the 
bottle was sealed and spiked with H2 and growth factors. For treatment 12 
and 13, 60 g (dry weight) of soil was dispensed in a 250 ml serum bottle, 
and diluted with 150 ml reduced anaerobic mineral medium (RAMM). 
RAMM composition and preparation is that reported by Tandoi et al. 
(1994). Thereafter the bottle was sealed and spiked with TCE and H2
(treatment 12) or TCE and butyrate (treatment 13). All the microcosms 
were incubated statically in the dark at room temperature. 
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Table 1. Bottle microcosms experimental conditions and dechlorinating activity 
observed after 98 days of incubation 

Treat.  Soil and groundwater  
added with:

Cumulative released 
chloride1 ( mol/l) 

Dechlorination 
past cis-DCE  

 1 None (abiotic control) 0.0 (0.7) No 
 2 None (biotic control) 12.6 (1.9) No
 3 None + g.f.1 32.1 (1.6) No 
 4 YE (200 mg/l) + g.f. 54.2 (3.0) No 

 5 Lactate (3 mmol/l) 110.0 (11.7) Yes (mainly 
VC)

 6 Lactate (3 mmol/l) + g.f. 157.8 (9.8) Yes (mainly 
VC)

 7 Butyrate (3 mmol/l) 48.7 (20.8) Yes (mainly 
VC)

 8 Butyrate (3 mmol/l)+ g.f. 106.7 (20.2) Yes (mainly 
VC)

 9 Hydrogen (3 mmol/l) 12.9 (0.5) No 
 10 Hydrogen (3 mmol/l) + g.f. 60.3 (6.2) No 

Groundwater added with: 

 11 Hydrogen (3 mmol/l) + Inoculum2 +
g.f. 167.8 (14.5) Yes (VC, ETH) 

Soil added with: 

 12 RAMM3 + TCE + Hydrogen 
(3mmol/l) + g.f. 10.6 (0.7) No 

 13 RAMM3 + TCE + Butyrate 
(3mmol/l) + g.f. 48.6 (2.7) Yes (ETH) 

1 the chloride cumulative release is the amount of chloride released by the dechlorina-
tion processes as calculated (at any time) from the sum of all the measured (by gas-
chromatography) dechlorination intermediates, by taking into account their initial and 
residual chlorination degree. Mean values and standard deviations (in parentheses) of 
three replicates are shown. 
2 g.f. (growth factors): yeast extract (20 mg/l) and vitamin B12 (0.05 mg/l) 
3 the inoculum is a H2-utilizing PCE dechlorinating culture containing Dehalococ-
coides spp.  
4 RAMM: reduced anaerobic mineral medium 

All the electron donors enhanced dechlorination with respect to the bi-
otic control, with butyrate- and lactate- amended microcosms performing 
the best. For all the tested donors, the addition of trace elements had a 
beneficial effect on the dechlorinating activity. Evidence for dechlorination 
past cis-DCE was present only in lactate- and butyrate- amended micro-
cosms where VC was the main product along with ethene (ETH) at trace 
levels.

It is noteworthy that dechlorination was observed also in the presence of 
nitrate and sulfate. However, added electron donors also promoted the re-
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duction of nitrate and sulfate, with the exception of H2 that did not promote 
sulfate reduction.  

In the microcosm where groundwater was bioaugmented with a PCE-
dechlorinating mixed culture containing Dehalococcoides spp. chlorinated 
contaminants (TeCA, PCE, and TCE) were degraded at high rate, and 
mainly converted to VC, cis-DCE and ETH. 

In conclusion, results from the microcosm study indicate the potential 
for enhancing full dechlorination at the chlorinated solvent contaminated 
site, through a proper addition of a suitable electron donor (e.g. lactate or 
butyrate) and/or through bioaugmentation with a Dehalococcoides-
containing culture (Aulenta et al. 2003). 

All the microcosms, with the only exception of the abiotic control, 
showed dechlorinating activity, suggesting the presence of native dechlori-
nating populations in soil. All the electron donors enhanced dechlorination 
with respect to the biotic control, with butyrate- and lactate- amended mi-
crocosms performing the best. In particular the lactate-amended micro-
cosms showed the shortest lag phase prior to the onset of dechlorination 
and the highest initial dechlorination rate. For all the tested donors, the ad-
dition of growth factors (i.e. yeast extract 20 mg/l and vitamin B12) had a 
beneficial effect on the dechlorinating activity. This suggests that the activ-
ity of soil microorganisms was probably limited by the lack of micronutri-
ents.  Evidence for dechlorination past cis-DCE was present only in lac-
tate- and butyrate- amended microcosms where VC was the main product 
along with ethene (ETH) at trace levels.  

It is noteworthy that dechlorination was observed also in the presence of 
nitrate and sulfate. However, added electron donors also promoted the re-
duction of nitrate and sulfate, with the exception of H2 that did not promote 
sulfate reduction. The finding that in the present study dechlorination oc-
curred in the presence of sulfate and nitrate could be due to that sufficient 
electron donor was added so minimizing the competition between dechlo-
rination and competing metabolic processes. 

All added electron donors promoted the rapid reduction of nitrate, 
whereas sulfate reduction was promoted only by lactate and butyrate. Nei-
ther sulfate nor nitrate reduction was observed in the non-amended biotic 
control (treatment 2), likely indicating that soil organic carbon was proba-
bly not enough to support activity of native microorganisms. Nevertheless, 
added substrates were effectively utilized by native soil microorganisms. 
In particular, lactate and butyrate were rapidly converted to acetate, which 
accumulated up to 6 mM, (and also propionate for lactate), whereas only 
little acetate was produced from hydrogen (< 0.4 mM). Methanogenic ac-
tivity was not observed in any microcosms probably because of the inhibi-
tory effect of the chlorinated solvents on methanogenic populations. Nev-
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ertheless, it is also possible that methanogens were present initially in the 
soil at such low number (also considering the low soil organic carbon con-
tent), hence the development of significant methanogenic activity would 
have required longer incubation time. 

In the microcosm where groundwater was bioaugmented with a PCE-
dechlorinating mixed culture containing Dehalococcoides spp., chlorinated 
contaminants (TeCA, PCE, and TCE) were degraded at high rate, and 
mainly converted to VC, cis-DCE and ETH. 

In conclusion, results from the microcosm study indicate the potential 
for enhancing full dechlorination at the chlorinated solvent contaminated 
site, through a proper addition of a suitable electron donor (e.g. lactate or 
butyrate) and/or through bioaugmentation with a Dehalococcoides-
containing culture (Aulenta et al. 2004). 

In conclusion, the results of the microcosm study suggest that the poten-
tial exists for enhancing full dechlorination at the chlorinated solvent con-
taminated site, through a proper addition of a suitable electron donor (e.g. 
lactate or butyrate) and/or through bioaugmentation with a Dehalococ-
coides-containing culture. 

Field test 

Final steps of protocol application are the design and execution of a field 
test for an in situ evaluation of the remediation strategy for the contami-
nated site. 

This implies first selecting a testing location, which meets all technical 
and administrative screening criteria. Based on the results of the charac-
terization different viable locations have been hypothesized and 
VISUALMODFLOW simulations have been carried out in order to select 
the most suitable configuration of the well and monitoring system.

In order to obtain an easier regulatory approval it was decided that the 
test be located in the hot spot area, which had previously been horizontally 
confined by a low permeability cement barrier.  

The selected area results then completely isolated from the aquifer sys-
tem; the barrier in fact provides lack of hydraulic connection with the shal-
low aquifer while the first clayey layer serves as the aquitard.  

The proposed field treatability testing system, illustrated in Figure 3, 
distributes feed solution by forcibly injecting amended groundwater at the 
head of the testing zone while extracting groundwater near the end of the 
zone. This technique creates a hydraulic gradient designed to direct the 
flow of amended groundwater through the test plot. 
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Fig. 3. Field test layout (adapted from RABITT) 

VISUALMODFLOW simulation (Figure 4) have been carried out in or-
der to determine the size of the area interested by the forced water circula-
tion system. This is necessary in order to calculate the amount of  electron 
donor to be supplied for effectively enhancing the biological activity, thus 
ensuring a proper process performance. 

Based on the site geosystem resulting from investigations evaluation it 
was decided that the site be represented as a three layered system. Differ-
ent system configuration have been simulated in order to depict the one 
more likely able to produce an effective hydraulic control while homoge-
neously distributing the electron donor. 

The behavior of the system has also been investigated, in terms of elec-
tron donor dispersion in the system. No consumption from biomass was 
considered in order to have a conservative estimate of the dispersion area. 

Results of the simulations, referred to 150 days continuous injection of 
lactate in the system, are reported in Figure 5. It is noteworthy that lactate 
dispersion is confined to a quite limited volume. 

The field test project has been completed and realized as shown in Fig-
ure 6, after regulatory approval was accomplished. 

The results of the simulations are being verified by performing a con-
servative forced gradient tracer test. The objectives of such test are, in fact, 
to check the actual hydraulic functioning of the system and to determine 
the average subsurface tracer residence time.
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Fig. 4. Simulated flow field 
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Fig. 6. Overview of the aboveground equipment at sample site. 

A concentrated Sodium Chloride solution (200g/l) was used as a tracer 
and mixed with recirculating water before reinjection in the system. A pre-
injection water flood started 24 hours before tracer injection to establish 
steady-state flow regime in the well field; it was followed by a 3 hours 
pulse injection. Tests were performed at different recirculation flow rates 
(13 l/min, 11 l/min, 9 l/min). 
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Fig. 7. Comparison between simulated and observed BTCs (Q = 9 l/min, C0 =
10.000 mg/l) 

Quantifiable concentrations of Chloride appeared at all monitoring loca-
tions in a rather short period of time. Observed BTCs for each of the moni-
toring wells were fitted with VISUALMODFLOW and first results are 
represented in Figure 7. 
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Parameters derived from tracer studies proved to be reasonably homo-
geneous; such information will allow a more realistic simulation of the ac-
tual field activity to be performed. In fact protocol application at the sam-
ple site will be completed with a field realization aimed at enhancing full 
dechlorination through a proper addition of a suitable electron donor. 

Conclusions 

Assessing the potential for in-situ ENA of chorinated contaminants re-
quires real knowledge of both the processes involved and of the hy-
drogoelogical behavior of the aquifer. This can only be accomplished by 
means of a proper coupling of process analysis and modeling with respect 
to standardized procedures. The development of a protocol has been dis-
cussed in this paper and an application has been presented. First results 
prove that, at the investigated site, ENA has the potential for effectively 
reducing the level of contamination by chlorinated solvents. However the 
effectiveness of such a strategy relies on a correct design and management 
of the treatment system at the field scale. Such aspects are being investi-
gated by performing a field test. The field test is the result of an extensive 
previous work based on both lab tests and 3D numerical simulations of 
groundwater flow as well as tracer and substrate transport which have been 
carried out using standard software such as MODFLOW  and MT3D.  
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Abstract

Removal of contaminant sources or associated residual free phase pools 
often suffers from a combination of inefficiency, increased risk of con-
taminant spreading due to uncontrolled mobilization, and/or high treatment 
costs. The paper gives a brief overview of results from laboratory and field 
studies where chemical and biochemical in-situ source control actions are 
evaluated with respect to their efficiency on changes of source emission. 
The studies focused on the contaminant group of chlorinated ethenes. 
Chemical approaches aim to mobilize contaminant phases. By now these 
studies have been mainly executed in the laboratory and only few pilot-
scale field studies exist. The results indicate large emission rates at the be-
ginning of the phase displacement but give less information on long-term 
emission rates. Biostimulation and bioaugmentation approaches revealed 
increased emission on short time scales and accumulation of cis-
Dichloroethylene and Vinylchloride due to incomplete degradation of 
higher chlorinated solvents in the source zone. On long-term scales emis-
sion rates decreased and groundwater plumes were shrinking. 
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Introduction

Remediation of sites contaminated with organic pollutants often bear the 
problem of long-term site management or no site-closure due to failures in 
reaching final cleanup goals. Chlorinated aliphatic hydrocarbons (CAH) 
are by far the most prevalent organic contaminants in groundwater in 
Germany (Arneth et al. 1989) and are among the most difficult contami-
nants to clean up, particularly, when their dense-nonaqueous-phase-liquid 
(DNAPL) sources remain in the subsurface (Stroo et al. 2003). Advantages 
of a complete source removal are evident however practical efforts have 
failed in most cases due to a number of reasons. The localization of the 
source if at all is possible short time (days to weeks) after the damage oc-
curred, which is hardly the case for most former industrial sites. There, 
large uncertainties in source delineation exist as even minor subsurface 
heterogeneities can lead to extremely complex migration pathways and lo-
calized entrapment of blobs, ganglia or residual DNAPL (Pankow and 
Cherry 1996, Poulson and Kueper 1992, Parker et al. 2003). Detection and 
characterization of DNAPL by point investigations is therefore limited. 
But even when sources can be located, position and size of the source of-
ten hinder complete removal because of financial aspects or technical limi-
tations in consequence partial source treatment is achieved at the best. 

In this context innovative in-situ source remediation technologies, 
which are based on physical, chemical or biological approaches, are dis-
cussed as alternative or additional options to conventional measures. How-
ever their efficiency (optimization of time, energy, and cost) and effective-
ness (ability to reach remediation goals) are hard to assess. Current 
applications indicate mass removal and/or mass discharge reduction, yet 
confidential predictions whether and on what time scales they are effective 
are rare (Stroo et al. 2003). This is reflected by an on-going intense and 
controversial discussion whether and how to use these in-situ approaches 
and by which performance goals and metrics they can be assessed in the 
field (ITRC 2004; U.S.EPA 2003). 

This paper aims to give an overview of the current status on perform-
ance assessment and application of innovative in-situ source treatment 
technologies to treat DNAPL in the saturated zone. It represents a litera-
ture study, compiling about 100 publications from the U.S. Environmental 
Protection Agency (EPA), the U.S. Interstate Technology & Regulatory 
Council (ITRC), and international research journals primarily from the 
years 2000-2004. After a summary on the current discussion about defini-
tion and evaluation of in-situ source treatment benefits, the various tech-
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nologies are discussed in terms of their applicability, estimated effective-
ness, and compatibility with other remediation approaches. 

Source zone characterization and treatment 

Source treatment benefits – expectations versus reality 

Sources are described as "contaminated material that acts as a reservoir (ei-
ther stationary or mobile) for the continued migration of contamination to 
surrounding environmental media" (U.S.EPA 2003). The designation of 
source treatment benefits has been subject of significant on-going techni-
cal, scientific and policy debates. Benefits include (1) mitigating future po-
tential for human health through long-term reduction of volume, toxicity 
and mobility of the DNAPL, (2) mitigating future environmental impacts, 
(3) reducing the duration and cost of subsequent remediation technologies, 
(4) reducing the life-cycle cost of site cleanup (U.S.EPA 2003, ITRC 
2004). These benefits are achieved if the source treatment results in reduc-
tion of (1) DNAPL mobility, (2) longevity of groundwater remediation, 
and/or (3) of the rate of mass discharge from the source zone. Adverse im-
pacts may result in undesirable changes in DNAPL architecture, increase 
in solubility of dissolved-phase constituents, production of more soluble 
(toxic) daughter products, or undesirable changes in the physical, geo-
chemical or microbial conditions of the source or adjacent plume zone 
(ITRC 2004).  

Assessment of magnitude and probability of desired or adverse effects 
during in-situ DNAPL treatment is challenging, due to the inherent uncer-
tainties on DNAPL architecture and inventory. Even small amounts of re-
sidual DNAPL can act as long-term sources of the groundwater, indicating 
that removal of the vast majority of the DNAPL will be necessary to 
achieve significant near-term improvements in groundwater quality (Sale 
and McWhorter 2001, Eberhardt and Grathwohl 2002, Grathwohl 2001, 
Johnson and Pankow 1992). Reduction of source discharge by factors of 2-
10 may thus have little impact on the net present value of a site due to a 
still existing plume for hundreds of years (Stroo et al. 2003), which might 
be rated as no real benefit with respect to future land use. Apart from ac-
tive source treatment composition and mass of source discharge can vary 
naturally, e.g. DNAPL wettability is changed by aging (Dwarakanath et al. 
2002, Tuck et al. 1998), or fluctuations in groundwater levels (Aral and 
Liao 2002, Broholm et al. 1999).  
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A decrease in source discharge as a direct consequence of source treat-
ment is only achieved by a distinct reduction of the reactive surface of the 
contaminant phase. This has been observed in lab experiments (e.g. 
Schwille 1988) but can badly be predicted by means of models particularly 
in terms of long-term releases and large NAPL volumes (Imhoff et al. 
2003a). Current models used for predictions on DNAPL migration and 
quantitative remediation impacts are often not sufficiently robust or require 
data that are difficult to obtain, e.g. long-term performance data (Stroo et 
al. 2003). Hence model assumptions of a constant contaminant discharge 
from the source often used in model approaches to simulate plume behav-
ior are at the most a simple, not necessarily conservative but in most cases 
not at all a correct boundary condition. Sensitivity analyses indicate that 
source-zone architecture is a primary factor governing mass bulk transfer 
and source longevity (e.g. Sale and McWhorter 2001). Despite the fact that 
the importance of physical factors or chemical processes on NAPL move-
ment are theoretically known, and physico-chemical constants are avail-
able (e.g. Pankow and Cherry 1996, Mackay et al. 1991), simulation of 
DNAPL migration on a field scale is hampered by missing descriptions of 
subscale distributions and up-scaling “routines” (Khachikian and Harmon 
2000). In this context first results from a model approach using a modified 
form of inspectional analysis to scale NAPL movement observed in labo-
ratory models to much larger field scales seem to be promising (Imhoff et 
al. 2003a).

All these mentioned “scientific” uncertainties are regarded as significant 
barriers in decision making and legal acceptance of in-situ source treat-
ment options (U.S.EPA 2003). Potential metrics for performance assess-
ment and monitoring tools are proposed by the ITRC (2004), they include 
assessment of treatment progress, but also evaluation of mass reduction 
and source treatment impact (Table 1). Evaluation of the two latter is the 
critical feature due to the inherent problems already mentioned and me-
thodical limitations (see Table 1 and following section) however compara-
ble uncertainties exist for performance assessment of conventional ap-
proaches.

Methods for source zone delineation and characterization 

Source zone detection and delineation is the major challenge to character-
ize the volume and extent of DNAPL releases to the subsurface and hence 
to design and assess in-situ source treatment measures. This is hard enough 
in unconsolidated materials but extremely complex in bedrock aquifers, 
which is reflected by the comparable small amount of bedrock sites where 
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source remediation is applied (11%, Navy Survey Study published by 
Lebron (2004), cited in ITRC (2004)). A key practical observation is that 
NAPL in the surface environment cannot be effectively located using the 
“1% of solubility” rule-of-thumb (U.S.EPA 1992) and observed aqueous 
concentrations (Khachikian and Harmon 2000, Kram et al. 2001). Given 
the heterogeneity typical of field sites, the probability of catching the 
DNAPL by few point values is quite small, which is the weakness of ex-
pensive conventional investigation methods via soil-gas analyses, core or 
well sampling (Table 1). In addition, like all intrusive investigation meth-
ods, drilling may cause cross-contamination or establish new migration-
pathways. As source investigation has always been an important issue, 
new investigation technologies are continually being developed and tested 
(ITRC 2003a, Kram et al. 2001, 2002, U.S.EPA 2004b, Parker et al. 2003).  

Geophysical techniques i.e. ground penetrating radar, cross-well radar, 
electrical resistance tomography, vertical induction profiling, or high reso-
lution seismic 3D reflection (Kram et al. 2001; Temples et al. 2001) pro-
vide information on changes in the matrix and geologic structure, but not 
on the matrix itself and are thus not able to detect DNAPL directly. Corre-
lation to geologic information by means of e.g. borehole data enables a 
spatial delineation on stratigraphics or preferential flow paths (Kausar 
2003). Typical spatial resolution is in the order of meters to tens of meters 
(Kram et al. 2001), which might preclude determination of ganglia loca-
tion for most cases.  

The various direct-push techniques like e.g. Geoprobe systems, Preci-
sion Sampling Multichannel Sampler, cone penetrometer etc. (Kram et al. 
2001) opened up the chance for a more cost-effective, faster and numerous 
sampling of groundwater and soil compared to conventional drilling tech-
niques. These techniques enable discrete sampling or supply in-situ read-
ings of groundwater or soil quality by combining the direct push-apparatus 
with probe or sensor techniques. This allows for direct using e.g. video im-
aging, or Raman spectroscopy or indirect using e.g. permeable membrane 
sensors, hydro sparge, or fluorescence techniques evidence of DNAPL 
(ITRC 2003a, U.S.EPA 2004b). The approaches are limited by subsurface 
features (bedrocks, boulders) and comprise the uncertainties connected to 
point measurements regarding spatial integration. 
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Table 1. Potential categories of performance metrics and methods to assess 
DNAPL zone treatment (according to ITRC (2004)).  

Source treatment progress 
decrease in soil concentration (drilling, direct-push) 
=> need for large numbers of samples, measurement errors, potential errors in 
interpolation, changes may not be due to treatment 
decrease in groundwater concentration (wells, multi-level-sampling, passive 
diffuse sampling) 
=> potential for high variability, measurement errors, interpolation errors, 
changes may not be due to treatment 
decrease in soil vapor concentration (soil vapor extraction) 
=> changes may not be due to treatment 

Source mass reduction 
mass extracted (ex-situ measurement of waste streams) 
mass destroyed in-situ (indicators of breakdown products: Cl-concentration., 
C-14 isotopes) 
=> background Cl-conc. often too high to detect differences, isotope signals 
often too weak, data set too small for mass balances 
mass remaining (soil cores, PITT) 
=> uncertainties connected to source detection and delineation 

Source treatment impact 
decrease in toxicity (contaminant analyses) 
=> prediction of long-term effects, availability and interpretation of tox-tests 
decrease in mobility (determine NAPL saturation e.g. via PITT) 
=> limitations in measuring saturation or source discharge in the field 
decrease in plume loading (mass flux via transects or integrated pump test) 
=> so far few field applications, sophisticated technologies 

Partitioning tracer tests (PITT) are discussed as an option to determine 
mass and volume of a DNAPL (Table 1). Alcohols or sulfur hexafluorid 
(SF6) have been used to determine DNAPL residual saturations in labora-
tory tests (Istok et al. 2002, Wilson and Mackay 1995). Another potential 
tracer is the naturally occurring Radon-222, which is retarded by organic 
phases and is sensitive to changes in DNAPL saturation in space and time 
(Davis et al. 2002, 2003, Kram et al. 2001). However, quantitative esti-
mates of DNAPL volume in the field may be subject to large errors, due to 
uncertainties regarding tracer interaction effects (Imhoff et al. 2003b), 
sorption or degradation of tracers (Brooks et al. 2002), and differing sub-
surface behavior of tracers and contaminants (Brooks et al. 2004). In addi-
tion uncertainties in prediction of residual saturation arise from misleading 
assumptions of homogeneous NAPL distribution, or linear equilibrium 
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partitioning of tracers (Istok et al. 2002). This is also to be considered 
when PITT are used for assessment of remediation performance (Brooks et 
al. 2004, Cain et al. 2000, Dugan et al. 2003, Meinardus et al. 2002, 
Noordman et al. 2000). Currently field experiences on tracer tests are 
rather restricted and questions on test design under field conditions warrant 
further investigation (Field 2003).  

In summary there are numerous techniques for source investigation 
(Kram et al. 2001), which should be used complementary to raise the 
probability of a successful source location and delineation. The advantage 
of the combined direct-push & probe techniques lies in their speed of ad-
vance and sensitivity to the type of soil matrix but bear the disadvantage of 
point information. Geophysical methods give an integrated picture of the 
subsurface, but do measure changes in matrix properties rather than 
chemical makeup (U.S.EPA 2004b), so confirmation by data from intru-
sive methods is required. Cost comparisons based on model simulations 
indicate that innovative approaches are generally more efficient than con-
ventional baseline approaches, with direct-push techniques being less ex-
pensive than PITT or geophysical techniques (Kram et al. 2002).  

Innovative in-situ source treatment technologies 

Innovative in-situ source treatment techniques include thermal treatment, 
chemical extraction, chemical oxidation, chemical reduction, or enhanced 
bioremediation. In-situ source treatment has been primarily applied in the 
United States, with 364 projects reported till 2002 (U.S.EPA 2004c), 
thereby established technologies i.e. soil vapor extraction were used at 
60% and innovative techniques at about 30% of the sites (thermal treat-
ment <7%, bioremediation 13%, flushing 4%, and chemical treatment 7%).  

In-situ thermal treatment technologies are used to increase the mobility 
of DNAPL. The major types are steam injection (SEE), electrical resistive 
heating (ERH), and thermal conductive heating. They differ in terms of the 
process used to deliver thermal energy to the subsurface (Table 2) and are 
based on the fact that VOC under pressure and immersed in water have 
boiling points below the one of water (ITRC 2004). Vapors formed by 
heating are generally captured by a soil vapor extraction system, which 
should be designed to prevent lateral displacement of contaminated fluids 
outside of the treatment zone. Application is limited by the ability to de-
liver the heat source below ground surface, reported applications range 
from 3-48m (U.S.EPA 2004a). Case studies have been reported for about 
40 sites, more than 50% were full scale, 50% ERH types, and energy costs 
accounted typically for <30% of the total project costs (U.S.EPA 2004a).  
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Table 2. Types and principles of innovative in-situ source treatment technologies. 
(References: 1) U.S.EPA (2004a), 2) ITRC (2003b), 3) Crimi and Siegrist (2003), 4)

Seol et al. (2003), 5) AFCEE and NFESC (2004)). 

Thermally enhanced remediation 1)

Steam enhanced extraction: direct heating by injection of steam or hot air, 
most effective in zones of moderate to high permeability (Kf 10-5 m/s)  
Electrical resistance heating: heating results from natural resistance of a geo-
logic medium to passage of an electrical current (Kf 10-5 to10-10 m/s) 
Thermal conduction heating: heating by conduction from electrically powered 
thermal wells, mainly applied in soils, up to 500°C can be reached  

Chemical extraction 
surfactant flushing: anionic or nonionic chemical compounds, (1) solubilizing 
surfactant flooding (i.e. increase of apparent aqueous solubility of the con-
taminant), (2) mobilizing surfactant flooding (lowering of DNAPL-water in-
terfacial tension) 2)

cosolvent flushing: generally alcohols, alter properties of solution interfaces 
and are often combined with surfactants, while surfactants result in micellar 
solubilization (emulsions), addition of cosolvents produces “true” solutions 2)

Chemical oxidation 
Permanganate: commercially available, used as KMnO4 or Na MnO4, might 
include metal impurities 3, 4)

Fenton’s reagent: mixture of hydrogen peroxide, a catalyst (ferrous sulphate) 
and an optimum pH adjuster (sulphuric acid) 4)

Substrates used for enhanced bioremediation 5)

Soluble: lactate, butyrate, methanol, ethanol, sodium benzoate, molasses, high 
fructose corn syrup 
Viscous fluids: HRC® (Hydrogen Release Compounds), vegetable oils  
Low-viscosity fluids: vegetable oil emulsions 
Experimental: whey (soluble), chitin (solid), hydrogen (gas), humic acids 
(electron shuttle) 

Chemical extraction approaches include surfactant-enhanced aquifer 
remediation (SEAR) or cosolvent (alcohol) flushing, which differ in the 
mechanisms of extraction provided by the solutions (Table 2), but result 
both in mobilization and/or solubilization of the DNAPL (ITRC 2003b). A 
selected alcohol is not as effective as a carefully selected surfactant at dis-
solving DNAPL, an alcohol flood thus requires many more pore volumes 
of flushing solution (ITRC 2003b). Solubilization can be increased by 
linker-molecules which augment interactions between surfactant and oil or 
water phase (Acosta et al. 2002), or combined cosolvent/air-injection to 
enhance contact of cosolvent and DNAPL (Jeong et al. 2002). Downward 
migration of mobilized DNAPL should be prevented by extraction design, 
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artificial walls or natural barriers. Another option deals with density modi-
fication (Kostarelos et al. 1998, Shook et al. 1998), where buoyancy forces 
of the DNAPL are modified by flushing the subsurface with emulsions 
(Ramsburg and Pennell 2002, Ramsburg et al. 2003, Yan et al. 2003) or 
dense brine solutions (Hill III et al. 2001, Miller et al. 2000). Chemical ex-
traction techniques are mainly applied in laboratory (e.g. Jayanti et al. 
2002, Taylor et al. 2001, 2004) and pilot-scale studies. The latter showed 
enhanced solubilization, e.g. aqueous PCE-concentrations were up to 22 
times higher compared to pure water flushing, and removal effectiveness 
ranged from 48-64% (Jawitz et al. 2000, Brooks et al. 2004, Tick et al. 
2003). Field application require detailed preliminary information e.g. cap-
illary desaturation tests for selection of appropriate surfactant (Sabatini et 
al. 2000), or information on background concentrations of anions or 
cations which might significantly alter the behavior of the surfactant for-
mulation (Field et al. 2000, ITRC 2003b). Primary factors that have lim-
ited field demonstrations from proceeding to full-scale applications have 
been concerns regarding costs of disposal of the effluent and regulatory 
permitting concerns (ITRC 2003b). 

Reduction of source mass can be achieved by in-situ chemical oxida-
tion, chemical reduction or enhanced anaerobic bioremediation. The poten-
tial benefit of an in-situ chemical oxidation (ISCO) approach is the rapid 
and extensive reaction of the oxidant i.e. Fenton’s reagent, potassium per-
manganate, or ozone (Table 2) with various organic contaminants of con-
cern (U.S.EPA 1998). This in turn might result in a need for large quanti-
ties of oxidant chemicals due to an unproductive consumption with other 
available aquifer reductants. ISCO is furthermore limited by process-
induced geochemical effects like altered pH-, Eh-values or changes in aq-
uifer permeability caused by Mn oxide precipitation. The latter was ob-
served in laboratory and small field cell tests by Lee et al. (2003), Li and 
Schwartz (2004b) in contrast to Crimi and Siegrist (2003). Results from 
Nelson et al. (2001) suggest that decrease in porosity and permeability is 
unlikely in a neutral or near-neutral carbonate aquifer. Mn oxides could be 
dissolved by a combined oxidant/organic acid (e.g. EDTA, oxalate and cit-
rate acid) treatment, tested in a tank experiment by Li and Schwartz 
(2004a). They observed a 100% contaminant removal after 4 flushings. 
Other ISCO lab studies indicate CAH mass removal of 40-60% (Lee et al. 
2003, Schnarr et al. 1998), which was determined by mass balance calcula-
tions. This seems not applicable in the same line for field applications, 
where the measurement of Cl- concentrations as reaction tracer 
(MacKinnon and Thomson 2002, Schnarr et al. 1998), or isotope fractiona-
tion factors are suggested (Hunkeler et al. 2003, Poulson and Naraoka 
2002). Currently this technique is restricted to few small field applications. 
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Applications suffer mainly from efficiency problems (Seol et al. 2003), i.e. 
oxidants are consumed during delivery, or reaction products tend to plug 
the porous medium, suggesting that ISCO performs better in removing re-
sidual than pooled DNAPL (e.g. Li and Schwartz 2004a).  

Nanoscale zero-valent iron (NZVI), bimetallic (Pb/Fe) nanoscale parti-
cles (Lien and Zhang 2001, Zhang 2003), emulsified nanoscale iron parti-
cles (EZVI), i.e. nanoscale Fe0 in an aqueous media, surrounded by a hy-
drophobic oil-membrane (Cho et al. 2002, Geiger et al. 2003), or granular 
iron (Wadley et al., accepted) may be used for chemical reduction of 
DNAPL. Although promising these approaches have so far mainly been 
tested in laboratory studies. No or few information is available on their 
long-term stability, clogging or passivation effects during field application. 
Similar to the other injection techniques, design and evaluation of Fe0 col-
loid distribution under field conditions is challenging. Direct subsurface 
injection can be achieved under gravity-feed or pressurized conditions, e.g. 
pressure pulsing techniques, pneumatic fracturing, hydraulic fracturing or 
direct-push injection (Elliott and Zhang 2001, Quinn et al. 2004). Direct 
push-injection seems feasible for small sites, whereas pressure techniques 
might deform EZVI (Quinn et al. 2004). A first field demonstration indi-
cates that TCE was reduced where EZVI was present, but DNAPL mobili-
zation could not be excluded (O'Hara et al. 2004).  

Source mass removal might be also achieved by accelerating DNAPL 
dissolution and then stimulating biodegradation of the dissolved contami-
nants, which is recorded under “ENA - Enhanced Natural Attenuation” 
(AFCEE and NFESC 2004, DiStefano et al. 2001, McNab Jr. et al. 2000, 
Vera et al. 2001, Yang and McCarty 2002). ENA includes injection of 
electron donors in terms of fermentable substrates or hydrogen release 
compounds (Table 2), furthermore nutrients or dechlorinating bacteria 
(bioaugmentation) can be added to the subsurface. The latter has been dis-
cussed as an option both for groundwater and source remediation, since 
CAH degrading cultures showed no or few inhibitory effects under satu-
rated PCE or TCE concentrations (Adamson et al. 2003, Yang and 
McCarty 2000). Anaerobic dechlorination takes place in the aqueous phase 
and does not directly attack DNAPL mass however injected organic sub-
strates may lower the interfacial tension between DNAPL and groundwater 
(AFCEE and NFESC 2004). Laboratory studies indicate that ENA causes 
enhanced PCE removal by up to a factor of 16 compared to effects of dis-
solution alone in abiotic reactors (Carr et al. 2000, Cope and Hughes 
2001). Dechlorination beyond cis-DCE may be limited to regions down 
gradient of the source zone as degradation of PCE is thermodynamically 
and kinetically more favorable (Adamson et al. 2003, Maymo-Gatell et al. 
2001, Zheng et al. 2001). Despite the technical basis and reported occur-
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rence of ENA at a limited number of sites (Payne et al. 2001, Sorenson 
2003), the real significance of this technique and the potential to engineer 
it are not fully understood and may be limited (for more details see: 
AFCEE and NFESC (2004)). 

Apart from uncertainties with respect to the effectiveness of in-situ 
source treatment techniques, their compatibility with subsequent passive 
plume remediation actions, like monitored natural attenuation (MNA) or 
reactive barriers is hardly known or investigated although source treatment 
in general is a legally recommended precondition to apply MNA (U.S.EPA 
1999). Looney and Vangelas (2004) or Wiedemeier and Haas (2002) sug-
gest a benefit or enhancement of the designated NA processes in conjunc-
tion with in-situ source treatment, except for a negative impact of chemical 
oxidation on the degradation of highly chlorinated CAH. According to cal-
culations by Christ et al. (in press) source longevity may be reduced by as 
much as an order-of-magnitude when physical-chemical source-zone 
treatment is coupled with reductive dechlorination. These assumptions are 
supported by few field investigations. TCE degradation was inhibited by 
the lowered pH-value due to treatment with Fenton’s reagent (Kastner et 
al. 2000). O'Hara et al. (2004) report of stimulated TCE degradation after 
EZVI-injection where the oil served as electron donor, yet abiotic and bio-
logical proportions in degradation could not be distinguished. Ethanol 
which remained to some extent in the subsurface after a cosolvent flushing 
field test also stimulated biodegradation processes (Jawitz et al. 2000, 
Mravik et al. 2003, Tick et al. 2003). Examinations of microbial activity 
after 6 weeks of steam enhanced extraction showed high levels of micro-
bial activity following cooling, including mesophilic populations capable 
of biodegradation (Richardson et al. 2002).  

Summary and Conclusions 

Rising costs and uncertainties associated with long-term management of 
DNAPL sites have resulted in a reassessment to whether or not source 
remediation is efficient and possible. Due to the innovation of more rapid 
and cost-effective field investigation techniques and their suitable combi-
nations, detection and delineation of source location and architecture and 
thus in-situ source remediation became more feasible. Most associated 
processes are theoretically understood, yet transferability to field condi-
tions and reliable model prognoses require more knowledge about the rela-
tive importance of rate-limiting mechanisms compared to scaling effects 
and aquifer heterogeneities. All in-situ approaches indicate an increase in 
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source discharge on short time scales. Long term prognoses for the chemi-
cal approaches are by now not available. First results from biochemical 
studies indicate a decrease in source discharge on longer time scales, 
which would result in the reduction of groundwater plume longevity. This 
in return is a relevant regulatory criterion for the acceptance of natural at-
tenuation concepts. However the effects of in-situ source treatment on such 
subsequent measures have to be better understood.

Knowledge on the strengths and weaknesses of the various in-situ 
treatment approaches and corresponding performance assessment is grow-
ing along with the increasing number of field experiences. Remaining 
questions exist in terms of assessment of long-term effects of source treat-
ment, tools to measure mass fluxes and mass release rates, and tools to as-
sess and predict performance. Research to address these questions is in 
progress at least for sites located in unconsolidated aquifers (U.S.EPA 
2004d), whereas deep and/or fractured aquifers are to a large extent under-
represented.
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