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Preface

Nonholonomic systems are control systems which depend linearly on the control.
Their underlying geometry is the sub-Riemannian geometry, which plays for these
systems the same role as Euclidean geometry does for linear systems. In particular
the usual notions of approximations at the first order, that are essential for control
purposes, have to be defined in terms of this geometry. The aim of these notes is to
present these notions of approximation and their application to the motion plan-
ning problem for nonholonomic systems.

The notes are divided into three chapters and two appendices. In Chap. 1, we
introduce the basic definitions on nonholonomic systems and sub-Riemannian
geometry, and give the main result on controllability, namely the Chow–Rashevsky
Theorem. Chapter 2 provides a detailed exposition of the notions of first-order
approximation, including nonholonomic orders, privileged coordinates, nilpotent
approximations, and distance estimates such as the Ball-Box Theorem. As an
application, we show how these notions allow us to describe the tangent structure to
a Carnot-Carathéodory space (the metric space defined by a sub-Riemannian dis-
tance). The chapter ends with the presentation of desingularization procedures that
are necessary to recover uniformity in approximations and distance estimates.
Chapter 3 is devoted to the motion planning problem for nonholonomic systems.
We show in particular how to apply the tools from sub-Riemannian geometry in
order to give solutions to this problem, first in the case where the system is nil-
potent, and then in the general case. An overview of the existing methods for
nonholonomic motion planning conclude this chapter. Finally, we present some
results on composition of flows in connection with the Campbell-Hausdorff formula
in Appendix A, and some complements on the different systems of privileged
coordinates in Appendix B.

From the point of view of the sub-Riemannian geometry, this book is intended
to be complementary to that of Ludovic Rifford in the same collection [1]. As a
consequence, the subjects that are extensively talked about in the latter (for
instance sub-Riemannian geodesics) are not discussed here.

Notice finally that the main theoretical part about controllability and first-order
theory is self-contained, all the results being proved. However for some
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applications, we took the liberty of stating some results without demonstration.
They concern either developments beyond the scope of these notes (Theorem 2.4
called the Uniform Ball-Box Theorem, Theorem 2.5 on the metric tangent cone) or
technical results on algorithmic procedures (Theorem 2.9 on the desingularization
procedure, the fact that the formula (3.17) on sinusoidal controls may be inverted).

These notes grew out of a series of lectures given at the Trimester on
Dynamical and Control Systems in Trieste in 2003, and more recently at the
CIMPA Schools Géométrie sous-riemannienne in Beirut, Lebanon, in 2012, and
Contrôle géométrique, stochastique et des équations aux dérivées partielles in
Tlemcen, Algeria, in 2014. I am most grateful to the organizers of these events,
Andrei Agrachev and Ugo Boscain for the first one, Fernand Pelletier, Ali Far-
doun, and Mohamad Mehdi for the second one, and Sidi Mohammed Bouguima,
Benmiloud Mebkhout, and Yacine Chitour for the third one. The materials of the
third chapter mostly come from a collaboration with Yacine Chitour and Ruixing
Long, during the Ph.D. thesis of the latter. This book is also thanks to them.

Paris, April 2014 Frédéric Jean
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Chapter 1
Geometry of Nonholonomic Systems

Abstract This first chapter presents the basic definitions and results on nonholo-
nomic systems and sub-Riemannian distance. We begin in Sect. 1.1 with a discus-
sion on linearization of control systems, which is an underlying theme of this book.
We then introduce in Sect. 1.2 the definition of nonholonomic systems and of the
associated sub-Riemannian distances, that we distinguish from the ones associated
with sub-Riemannian manifolds defined in Sect. 1.3. Finally we state and prove in
Sect. 1.4 Chow-Rashevsky’s theorem as well as rough estimates for sub-Riemannian
distances.

Keywords Control theory · Sub-Riemannian geometry · Nonholonomic systems

Throughout these notes we work in a smooth n-dimensional manifold M .

1.1 Introduction

Let us introduce these notes by some considerations on control theory. Consider a
nonlinear control system in Rn ,

ẋ = f (x, u),

where x ∈ R
n is the state and u ∈ R

m is the control. Given a control law u(t),
t ∈ [0, T ], a trajectory associated with u(·) is defined as a solution of the non-
autonomous ordinary differential equation ẋ = f (x, u(t)). The first question is the
one of the controllability: for any pair of points, does there exist a control law u(t),
t ∈ [0, T ], such that the associated trajectory joins one point to the other? In the case
where the answer is positive, next issues are notably the motion planning (i.e. find
a solution u(·) to the previous question) and the stabilization (i.e. design the control
as a function u(t) = k(x(t)) of the state in such a way that the resulting differential
equation ẋ = f (x, k(x)) is stable).

The usual way to deal with these problems locally is to use a first-order approx-
imation of the system. The underlying idea is the following. Consider a pair
(x̄, ū) ∈ R

m+n such that f (x̄, ū) = 0. The linearized system around this equilibrium

© The Author(s) 2014
F. Jean, Control of Nonholonomic Systems: From Sub-Riemannian Geometry to
Motion Planning, SpringerBriefs in Mathematics, DOI 10.1007/978-3-319-08690-3_1
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2 1 Geometry of Nonholonomic Systems

pair is defined to be the linear control system,

δ̇x = ∂ f

∂x
(x̄, ū)δx + ∂ f

∂u
(x̄, ū)δu,

where δx ∈ R
n is the state and δu ∈ R

m is the control. If this linearized system is
controllable, so is the nonlinear one near x̄ . In this case the solutions to the motion
planning and stabilizationproblems for the linearized systemmaybeused to construct
solutions of the corresponding problems for the nonlinear system. Thus, locally, the
study of the control system amounts to the one of the linearized system.

Assume now that the control system depends linearly on u [but a priori not on
(x, u)], that is,

ẋ =
m∑

i=1
ui Xi (x). (1.1)

Does the strategy above apply? For every x̄ ∈ R
n , the pair (x̄, 0) is an equilibrium

pair and the corresponding linearized system is

δ̇x =
m∑

i=1
δui Xi (x̄), δx ∈ R

n, δu ∈ R
m .

For this linearized system, the reachable set from a point δx is obviously the affine
subset δx + Δ(x̄), where Δ(x̄) = span {X1(x̄), . . . , Xm(x̄)}. We distinguish two
cases depending on the dimension of Δ(x̄):

• if dimΔ(x̄) = n, then the linearized system is controllable and the strategy by
linearization may be usefully applied. Note that in this case the original sys-
tem (1.1) is also locally controllable since it admits as trajectory every C1 curve
near x̄ ;

• if dimΔ(x̄) < n, then the linearized system is not controllable. However System
(1.1) may be controllable (and generically it is), as we will see in Sect. 1.4. Hence
the strategy by linearization does not apply, the linearized system does not reflect
the local behaviour of the nonlinear system.

Nonholonomic systems are precisely the systems of the form (1.1) which belong
to the second category. The fact that for such systems the linearized system is useless,
may be understood as follows. The linearization is a first-order approximation with
respect to a Euclidean (or a Riemannian) distance. However for nonholonomic sys-
tems the underlying distance is a sub-Riemannian one and it behaves very differently
from a Euclidean one. Thus, the local behaviour should be understood through the
study of a first-order approximation with respect to this sub-Riemannian distance,
not through the linearized system.

Let us illustrate these ideas with an example, the Brockett integrator. Consider
the nonholonomic system in R3,



1.1 Introduction 3

ẋ = u1, ẏ = u2, ż = xu2, (1.2)

defined by the vector fields X1(q) = (1, 0, 0) and X2(q) = (0, 1, x), where q =
(x, y, z). The linearized system around (q = 0, u = 0) writes as,

δ̇x = δu1, δ̇y = δu2, δ̇z = 0,

and is non controllable since no motion in the δz direction is allowed. On the other
hand, (1.2) is clearly controllable; in particular, one can move in the z direction by
using the following control law,

u∗(t) =

⎧
⎪⎪⎨

⎪⎪⎩

(1, 0) for t ∈ [0, ε],
(0, 1) for t ∈ [ε, 2ε],
(−1, 0) for t ∈ [2ε, 3ε],
(0,−1) for t ∈ [3ε, 4ε],

which allows to steer the system from 0 to q1 = (0, 0, ε2) in time 4ε. The fact that
‖q1‖ is of order 2 in function of the time, and not of order 1, explains why the control
u∗(·) has no effect on the linearized system, and so why the latter is not controllable.

Let us try to quantify the relation between the duration of amotion and the attained
point. For every q ∈ R

3 we denote by T (q) the minimal time needed to go from 0
to q with controls such that ‖u(t)‖ ≤ 1. By using the control u∗(·) on the one hand,
and direct upper bounds on Eq. (1.2) on the other hand, we easily obtain

1

3

(
|x | + |y| + |z|1/2

)
≤ T (q) ≤ 4

(
|x | + |y| + |z|1/2

)
.

Thus T (q) has to be compared with the weighted pseudo-norm |x |+ |y|+ |z|1/2 and
not with the usual Euclidean norm, and first-order approximations should be taken
with respect to such a pseudo-norm.

We introduce now in a proper way nonholonomic systems and sub-Riemannian
distances. We will come back to the notions of first-order approximations and
weighted pseudo-norms in Chap. 2.

1.2 Nonholonomic Systems and Sub-Riemannian Distances

Definition 1.1 A nonholonomic system on M is a control system which is of the
form

q̇ = u1X1(q)+ · · · + um Xm(q), q ∈ M, u = (u1, . . . , um) ∈ R
m, (1.3)

where m > 1 is an integer and X1, . . . , Xm are C∞ vector fields on M .

http://dx.doi.org/10.1007/978-3-319-08690-3_2


4 1 Geometry of Nonholonomic Systems

The system (1.3) determines a family of vector spaces,

Δ(q) = span {X1(q), . . . , Xm(q)} ⊂ Tq M, q ∈ M.

The dimension ofΔ(q) is a function of q, andmay be non constant. If it is constant,Δ
defines a distribution on M , that is, a subbundle of TM. Although we deal in general
with systems such that the dimension of Δ(q) is smaller than n, we do not exclude
the particular case where Δ(q) = Tq M for every q ∈ M . Strictly speaking in the
latter case the system should be called a holonomic system, but for convenience we
keep the vocable nonholonomic whatever the dimension of Δ(q).

To give a meaning to the control system above, we have to define what are its
solutions, or trajectories.

Definition 1.2 A trajectory of (1.3) is a path γ : [0, T ] → M for which there exists
a function u(·) ∈ L1([0, T ],Rm) such that γ is a solution of the ordinary differential
equation,

q̇(t) =
m∑

i=1
ui (t)Xi (q(t)), for a.e. t ∈ [0, T ].

Such a function u(·) is called a control associated with γ .

In particular, every trajectory is an absolutely continuous path γ on M such that
γ̇ (t) ∈ Δ(γ (t)) for almost every t ∈ [0, T ].
Example 1.1 (unicycle) The most typical example of nonholonomic system is the
simplified kinematicmodel of a unicycle. In thismodel, a configuration q = (x, y, θ)

of the unicycle is described by the planar coordinates (x, y) of the contact point of
the wheel with the ground, and by the angle θ of orientation of the wheel with respect
to the x-axis. The space of configurations is then the manifold R

2 ×S 1.
The wheel is subject to the constraint of rolling without slipping, which writes

as ẋ sin θ − ẏ cos θ = 0, or, equivalently as q̇ ∈ ker ω(q), where ω is the one-form
sin θ dx − cos θ dy. Hence the set Δ defined by the system is ker ω.

Choosing as controls the tangential velocity u1 and the angular velocity u2, we
obtain the nonholonomic system q̇ = u1X1(q) + u2X2(q) on R

2 × S 1, where
X1 = cos θ∂x + sin θ∂y , and X2 = ∂θ .

Let us mention here a few properties of the trajectories of (1.3) (for more details,
see [4]).

• Fix p ∈ M and T > 0. For every control u(·) ∈ L1([0, T ],Rm), there exists
τ ∈ (0, T ] such that the Cauchy problem

⎡
q̇(t) = ⎣m

i=1 ui (t)Xi (q(t)) for a.e. t ∈ [0, τ ],
q(0) = p,

(1.4)

has a unique solution denoted by γu or γ (·; p, u). It is called the trajectory issued
from p associated with u.
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• Any time-reparameterization of a trajectory is still a trajectory: if γ : [0, T ] →
M is a trajectory associated with a control u, and α: [0, S] → [0, T ] is a C1-
diffeomorphism, then γ ◦α: [0, S] → M is a trajectory associated with the control
α′(s)u (α(s)). In particular, one can reverse time along γ : the resulting path γ (T −
s), s ∈ [0, T ], is a trajectory associated with the control −u(T − s).

Sub-Riemannian Distance

Anonholonomic system induces a distance on M in the followingway.Wefirst define
the sub-Riemannian metric associatedwith (1.3) to be the function g: T M → Rgiven
by

g(q, v) = inf

⎤
u2
1 + · · · + u2

m :
m∑

i=1
ui Xi (q) = v

⎦
, (1.5)

for q ∈ M and v ∈ Tq M , where we adopt the convention that inf ∅ = +∞. This
function g satisfies:

• if v �∈ Δ(q), then g(q, v) = +∞;
• if v ∈ Δ(q), then the infimum in (1.5) is attained at a unique value u∗ ∈ R

m , and
thus g(q, v) = ‖u∗‖2 where ‖ · ‖ denotes the Euclidean norm on R

m .

Such a metric allows to define a distance in the same way as in Riemannian
geometry.

Definition 1.3 The length of an absolutely continuous path γ (t), t ∈ [0, T ], is

length(γ ) =
T⎛

0

⎝
g (γ (t), γ̇ (t)) dt

(the integral is well-defined since g (γ (t), γ̇ (t)) is measurable, being the compo-
sition of the lower semi-continuous function g with measurable functions). The
sub-Riemannian distance on M associated with the nonholonomic system (1.3) is
defined by

d(p, q) = inf length(γ ),

where the infimum is taken over all absolutely continuous paths γ joining p to q.

Consider an absolutely continuous path γ having finite length. It necessarily
satisfies γ̇ (t) ∈ Δ(γ (t)) for almost every t ∈ [0, T ]. Denote by u∗(t), t ∈ [0, T ],
the measurable function defined by g (γ (t), γ̇ (t)) = ‖u∗(t)‖2. The finiteness of
length(γ ) implies that u∗(·) belongs to L1([0, T ],Rm), and therefore that γ is a
trajectory of (1.3) having u∗(·) as an associated control.

Thus only trajectories of (1.3) may have a finite length. As a consequence, if no
trajectory connects p with q, then d(p, q) = +∞. We will see below in Corollary
1.1 that, under an extra assumption on the nonholonomic system, d is actually finite
and satisfies the properties of a distance function.
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Remark 1.1 If the rank of X1, . . . , Xm is constant and equal to m on M , every
trajectory γ is associated with a unique control, otherwise different controls are
associated with γ . However it results from the discussion above that the length of γ

is equal to the L1 norm ‖u∗‖L1 of the unique control u∗(·) defined by g (γ (t), γ̇ (t)) =
‖u∗(t)‖2. We sometimes refer to u∗(·) as the control associated with γ . Note that
length(γ ) = ‖u∗‖L1 is also the minimum of ‖u‖L1 over all controls u(·) associated
with γ .

An important feature of the length of a path is that it is independent of the parame-
trization of the path. As a consequence, the sub-Riemannian distance d(p, q) may
also be understood as the minimal time needed for the nonholonomic system to go
from p to q with bounded controls, that is,

d(p, q) = inf

⎧
⎨

⎩T ≥ 0 :
∃ a trajectory γu : [0, T ] → M s.t.

γu(0) = p, γu(T ) = q,

and ‖u(t)‖ ≤ 1 for a.e. t ∈ [0, T ]

⎫
⎬

⎭ . (1.6)

This formulation justifies the assertion made in Sect. 1.1: for nonholonomic systems,
first-order approximationswith respect to the time should be understood as first-order
approximations with respect to the sub-Riemannian distance.

Another consequence of (1.6) is that d(p, q) is the solution of a time-optimal
control problem. It then results from standard existence theorems (see for instance [2]
or [4]) that, when p and q are sufficiently close and d(p, q) < ∞, there exists a
trajectory γ connecting p with q such that

length(γ ) = d(p, q).

Such a trajectory is called a minimizing trajectory.

Remark 1.2 Any reparameterization of a minimizing trajectory is also minimizing.
Therefore any pair of close enough points can be joined by a minimizing trajectory
of velocity one, that is, a trajectory γ such that g(γ (t), γ̇ (t)) = 1 for a.e. t . As a
consequence, there exists a control u(·) associated with γ such that ‖u(t)‖ = 1 a.e.
Every sub-arc of such a trajectory γ is also clearly minimizing, hence the equality
d(p, γ (t)) = t holds along γ .

1.3 Sub-Riemannian Manifolds

The distance d of Definition 1.3 does not always meet the classical notion of sub-
Riemannian distance arising from a sub-Riemannianmanifold. Let us recall the latter
definition.
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A sub-Riemannian manifold (M, D, gR) is a smooth manifold M endowed with
a sub-Riemannian structure (D, gR), where:

• D is a distribution on M , that is a subbundle of T M ;
• gR is a Riemannian metric on D, that is a smooth function gR : D → R whose
restrictions to D(q) are positive definite quadratic forms.

The sub-Riemannian metric associated with (D, gR) is the function gS R : T M → R

given by

gS R(q, v) =
⎡

gR(q, v) if v ∈ D(q),

+∞ otherwise.
(1.7)

The sub-Riemannian distance dS R on M is then defined from the metric gSR as d is
defined from the metric g in Definition 1.3.

What is the difference between the two constructions, that is, between the Defin-
itions (1.5) and (1.7) of a sub-Riemannian metric?

Consider a sub-Riemannian structure (D, gR). Locally, on some open subset
U , there exist vector fields X1, . . . , Xm whose values at each point q ∈ U form an
orthonormal basis of D(q) for the quadratic form gR . Themetric gS R associated with
(D, gR) then coincides with the metric g associated with X1, . . . , Xm . Thus, locally,
there is a one-to-one correspondence between sub-Riemannian structures and non-
holonomic systems for which the dimension of Δ(q) = span {X1(q), . . . , Xm(q)}
is constantly equal to m.

However this correspondence does not hold globally since, for topological rea-
sons, a distribution of rank m may not always be generated by m vector fields on the
whole M . Conversely, the vector fields X1, . . . , Xm of a nonholonomic system do not
always generate a linear space Δ(q) of constant dimension equal to m. It may even
be impossible, again for topological reasons (for instance, on an even dimensional
sphere).

A way to conciliate both notions is to generalize the definition of sub-Riemannian
structure.

Definition 1.4 A generalized sub-Riemannian structure on M is a triple (E, σ, gR)

where

• E is a vector bundle over M ;
• σ : E → T M is a morphism of vector bundles;
• gR is a Riemannian metric on E .

With a generalized sub-Riemannian structure is associated a metric which is
defined by

gS R(q, v) = inf{gR(q, u):u ∈ E(q), σ (u) = v}, for q ∈ M, v ∈ Tq M.

The generalized sub-Riemannian distance dS R on M is then defined from this metric
gS R as d is defined from the metric g.

This definition of sub-Riemannian distance actually contains the two notions of
distance we have introduced before.
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• Take E = M×R
m , σ : E → T M , σ(q, u) = ⎣m

i=1 ui Xi (q) and gR the Euclidean
metric on R

m . The resulting generalized sub-Riemannian distance is the distance
associated with the nonholonomic system (1.3).

• Take E = D, where D is a distribution on M , σ : D ↪→ T M the inclusion, and
gR a Riemannian metric on D. We recover the distance associated with the sub-
Riemannian structure (D, gR).

Locally, a generalized sub-Riemannian structure can always be defined by a single
finite family X1, . . . , Xm of vector fields, and so by a nonholonomic system (without
rank condition). It actually appears that this is also true globally (see [1], or [8] for the
fact that a submodule of T M is finitely generated): any generalized sub-Riemannian
distance may be associated with a nonholonomic system.

In these notes, we will always consider a sub-Riemannian distance d associated
with a nonholonomic system. However, as we just noticed, all the results actually
hold for a generalized sub-Riemannian distance.

1.4 Controllability

Given a nonholonomic system,

q̇ =
m∑

i=1
ui Xi (q), q ∈ M, (1.8)

the first question from control theory is the one of the controllability: can we join
any two points by a trajectory?

Definition 1.5 The reachable set from p ∈ M is defined to be the set Rp of points
reached by a trajectory of (1.3) issued from p.

The question above then becomes: is the reachable set from any point equal to the
whole manifold M? When it is the case the system is said to be controllable.

It appears that the controllability of the nonholonomic system (1.3) is mainly
characterized by the properties of the Lie algebra generated by X1, . . . , Xm . We first
introduce notions and definitions on this topic.

Let V F(M) denote the set of smooth vector fields on M . We define Δ1 to be the
linear subspace of V F(M) generated by X1, . . . , Xm ,

Δ1 = span{X1, . . . , Xm}.

For s ≥ 1, define Δs+1 = Δs + [Δ1,Δs], where we have set [Δ1,Δs] =
span{[X, Y ]:X ∈ Δ1, Y ∈ Δs}. TheLie algebra generated by X1, . . . , Xm is defined
to be Lie(X1, . . . , Xm) = ⋃

s≥1 Δs . Due to the Jacobi identity, Lie(X1, . . . , Xm) is
the smallest linear subspace of V F(M) which both contains X1, . . . , Xm and is
invariant by Lie brackets.
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Let us denote by L (1, . . . , m) the free Lie algebra generated by the elements
{1, . . . , m}. Recall thatL (1, . . . , m) is the R-vector space generated by {1, . . . , m}
and their formal brackets [,], together with the relations of skew-symmetry and
the Jacobi identity enforced. The length of an element I of L (1, . . . , m), denoted
by |I |, is defined inductively by |I | = 1 for I = 1, . . . , m, |I | = |I1| + |I2|
for I = [I1, I2]. With every element I ∈ L (1, . . . , m) we associate the vector
field X I ∈ Lie(X1, . . . , Xm) obtained by plugging in Xi , i = 1, . . . , m, for the
corresponding letter i in I . For instance, X[1,2] = [X1, X2]. Due to the Jacobi
identity, Δs = span{X I : |I | ≤ s}.

For q ∈ M , we set Lie(X1, . . . , Xm)(q) = {X (q) : X ∈ Lie(X1, . . . , Xm)}, and,
for s ≥ 1, Δs(q) = {X (q) : X ∈ Δs}. By definition these sets are linear subspaces
of Tq M .

Definition 1.6 We say that (1.3) (or the vector fields X1, . . . , Xm) satisfies Chow’s
Condition if

Lie(X1, . . . , Xm)(q) = Tq M, ∀q ∈ M.

Equivalently, for any q ∈ M , there exists an integer r = r(q) such that dimΔr (q) =
n.

This property is also known as the Lie algebra rank condition (LARC) in control
theory, and as the Hörmander condition in the context of PDEs.

Lemma 1.1 If (1.3) satisfies Chow’s Condition, then for every p ∈ M, the reachable
set Rp is a neighbourhood of p.

Proof We work in a small neighbourhood U ⊂ M of p that we identify with a
neighbourhood of 0 in Rn .

Let φi
t = exp(t Xi ) be the flow of the vector field Xi , i = 1, . . . , m. Every curve

t �→ φi
t (q) is a trajectory of (1.3) and we have

φi
t = id + t Xi + o(t).

For every element I ∈ L (1, . . . , m), we define the local diffeomorphisms φ I
t on U

by induction on the length |I | of I : if I = [I1, I2], then

φ I
t = [φ I1

t , φ
I2
t ] := φ

I2−t ◦ φ
I1−t ◦ φ

I2
t ◦ φ

I1
t .

By construction, φ I
t may be expanded as a composition of flows of the vector field

Xi , i = 1, . . . , m. As a consequence, φ I
t (q) is the endpoint of a trajectory of (1.3)

issued from q. Moreover, on a neighbourhood of p there holds

φ I
t = id + t |I |X I + o(t |I |). (1.9)

We postpone the proof of this formula to the appendix (Proposition A.1).
To obtain a diffeomorphism whose derivative with respect to the time is exactly

X I , we set
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ψ I
t =

⎧
⎪⎨

⎪⎩

φ I
t1/|I | if t ≥ 0,

φ I
−|t |1/|I | if t < 0 and |I | is odd,
[φ I2
|t |1/|I |, φ

I1
|t |1/|I | ] if t < 0 and |I | is even,

where I = [I1, I2]. Thus

ψ I
t = id + t X I + o(t), (1.10)

and ψ I
t (q) is the endpoint of a trajectory of (1.3) issued from q.

Let us choose now commutators X I1 , . . . , X In whose values at p span Tp M . This
is possible thanks to Chow’s Condition. We introduce the map ϕ defined on a small
neighbourhood Ω of 0 in Rn by

ϕ(t1, . . . , tn) = ψ
In
tn ◦ · · · ◦ ψ

I1
t1 (p) ∈ M.

We conclude from (1.10) that this map is C1 near 0 and has an invertible derivative
at 0, which implies that it is a local C1-diffeomorphism. Therefore ϕ(Ω) contains a
neighbourhood of p.

Now, for every t ∈ Ω , ϕ(t) is the endpoint of a concatenation of trajectories of
(1.3), the first one being issued from p. It is then the endpoint of a trajectory starting
from p. Therefore ϕ(Ω) ⊂ Rp, which implies that Rp is a neighbourhood of p. ⊕�
Theorem 1.1 (Chow-Rashevsky’s theorem) If M is connected and if (1.3) satisfies
Chow’s Condition, then any two points of M can be joined by a trajectory of (1.3).

Proof Let p ∈ M . If q ∈ Rp, then p ∈ Rq . As a consequence, Rp = Rq for any
q ∈ M and the lemma above implies that Rp is an open set. Hence the manifold
M is covered by the union of the sets Rp that are pairwise disjointed. Since M is
connected, there is only one such open set. ⊕�
Remark 1.3 There exist other proofs of Chow-Rashevsky’s theorem, either by using
regular controls as in [4], or by imitating the proof of the Krener Theorem as in
[1]. Ours is not the more elegant but it has two advantages. First it provides some
rough estimates on the sub-Riemannian distance d (see Theorem 1.2 below). Second
it is almost constructive, in the sense that the map ϕ can be used to design a control
steering (1.3) from p to ϕ(t). This may lead to solutions to the motion planning
problem (see Chap. 3 and more particularly Sect. 3.2.3).

Remark 1.4 This theorem appears also as a consequence of the Orbit Theorem
(Stefan [5], Sussmann [6]) since the latter asserts that each set Rp is a connected
immersed submanifold of M whose tangent spaceTqRp at anypointq ∈ Rp contains
Lie(X1, . . . , Xm)(q). Note that when the dimension of that Lie algebra is constant
on M , we have Lie(X1, . . . , Xm)(q) = TqRp for every q ∈ Rp. Thus in this case
the vector fields X1, . . . , Xm restricted to the manifold Rp always satisfy Chow’s
Condition.

http://dx.doi.org/10.1007/978-3-319-08690-3_3
http://dx.doi.org/10.1007/978-3-319-08690-3_3
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Remark 1.5 The converse of Chow’s theorem is false in general. Consider for
instance the nonholonomic system in R

3 defined by X1 = ∂x , X2 = ∂y + f (x)∂z

where f (x) = e−1/x2 for positive x and f (x) = 0 otherwise. The associated sub-
Riemannian distance is finite whereas X1, . . . , Xm do not satisfy Chow’s Condition.
However, for an analytic nonholonomic system (i.e. when M and the vector fields
X1, . . . , Xm are in the analytic category), Chow’s Condition is equivalent to the
controllability of (1.3) (see [3, 7]).

Remark 1.6 Our proof of Theorem 1.1 also shows that, under the assumptions of
the theorem, for every point p ∈ M the set

{
exp(ti1 Xi1) ◦ · · · ◦ exp(tik Xik )(p):k ∈ N, ti j ∈ R, i j ∈ {1, . . . , m}}

is equal to the whole M . This set is often called the orbit at p of the vector fields
X1, . . . , Xm .

The proof of Lemma 1.1 gives a little bit more than the openness of Rp. For ε

small enough, any φi
t (q), 0 ≤ t ≤ ε, is a trajectory of length ε. Thus ϕ(t1, . . . , tn) is

the endpoint of a trajectory of length less than N
(|t1|1/|I1| + · · · + |tn|1/|In |), where

N counts the maximal number of concatenations involved in the ψ
Ii
t ’s. This gives

an upper bound for the distance,

d
(

p, ϕ(t)
) ≤ N

(|t1|1/|I1| + · · · + |tn|1/|In |). (1.11)

This kind of estimates of the distance in terms of local coordinates plays an
important role in sub-Riemannian geometry, as we will see in Sect. 2.2.1. However
here (t1, . . . , tn) are not smooth local coordinates, as ϕ is only aC1-diffeomorphism,
not a smooth diffeomorphism.

Let us try to replace (t1, . . . , tn) by smooth local coordinates. Choose local coor-
dinates (y1, . . . , yn) centered at p such that ∂

∂yi
|p = X Ii (p). The map ϕy = y ◦ ϕ

is a C1-diffeomorphism between neighbourhoods of 0 in R
n , and its differential at

0 is dϕ
y
0 = IdRn .

Denoting by ‖·‖Rn the Euclidean norm onRn we obtain, for ‖t‖Rn small enough,
yi (t) = ti + o(‖t‖Rn ). The inequality (1.11) becomes

d(p, q y) ≤ N ′‖y‖1/r
Rn ,

where q y denotes the point of coordinates y, and r = maxi |Ii |. This inequality
allows to compare d to a Riemannian distance.

Let gR be a Riemannian metric on M , and dR be the associated Riemannian
distance. On a compact neighbourhood of p, there exists a constant c > 0 such
that gR(Xi , Xi )(q) ≤ c−1, which implies cdR(p, q) ≤ d(p, q). Moreover we have
dR(p, q y) ≥ Cst‖y‖Rn .Wehave then obtained a first estimate to the sub-Riemannian
distance.

http://dx.doi.org/10.1007/978-3-319-08690-3_2
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Theorem 1.2 Assume (1.3) satisfies Chow’s Condition. For any Riemannian metric
gR we have, for q close enough to p,

cdR(p, q) ≤ d(p, q) ≤ CdR(p, q)1/r ,

where c, C are positive constants and r is an integer such that Δr
p = Tp M.

Remark 1.7 If we choose for gR a Riemannian metric which is compatible with g,
that is, which satisfies gR |Δ = g, then by construction dR(p, q) ≤ d(p, q).

Corollary 1.1 Under the hypotheses of Theorem 1.1, d is a distance function on M,
i.e.,

(i) d is a function from M × M to [0,∞);
(ii) d(p, q) = d(q, p) (symmetry);
(iii) d(p, q) = 0 if and only if p = q;
(iv) d(p, q)+ d(q, q ′) ≤ d(p, q ′) (triangle inequality).

Proof By Chow-Rashevsky’s theorem (Theorem 1.1), the distance between any pair
of points is finite, which gives (i). The symmetry of the distance results from the
fact that, if γ (s), s ∈ [0, T ], is a trajectory joining p to q, then s �→ γ (T − s) is a
trajectory of same length joining q to p. Point (iii) follows directly from Theorem
1.2. Finally, the triangle inequality is a consequence of the following remark. If γ (s),
s ∈ [0, T ], is a trajectory joining p to q and γ ′(s), s ∈ [0, T ′], is a trajectory joining
q to q ′, then the concatenation γ ∗ γ ′, defined by

γ ∗ γ ′(s) =
⎡

γ (s) if s ∈ [0, T ],
γ ′(s − T ) if s ∈ [T, T + T ′],

is a trajectory joining p to q ′ whose length satisfies

length(γ ∗ γ ′) = length(γ )+ length(γ ′). ⊕�
A second consequence of Theorem 1.2 is that the sub-Riemannian distance d is

1/r -Hölder with respect to any Riemannian distance, and so continuous.

Corollary 1.2 If (1.3) satisfies Chow’s Condition, then the topology of the metric
space (M, d) coincides with the topology of M as a smooth manifold.
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Chapter 2
First-Order Theory

Abstract Consider a nonholonomic system q̇ = ∑m
i=1 ui Xi (q), on a manifold M

satisfying Chow’s Condition, and denote by d the induced sub-Riemannian distance.
As we have seen in Sect. 1.1, the infinitesimal behaviour of this system should be
captured by an approximation to the first-order with respect to d. In this chapter we
will then provide a notion of first-order approximation and construct the basis of
an infinitesimal calculus adapted to nonholonomic systems. To this aim, a funda-
mental role will be played by the concept of nonholonomic order of a function at
a point, which is introduced in Sect. 2.1. We will then see that approximations to
the first-order appear as nilpotent approximations, in the sense that X1, . . . , Xm are
approximated by vector fields that generate a nilpotent Lie algebra. In Sect. 2.2 we
will use these approximations to obtain estimates of the sub-Riemannian distance
in terms of privileged coordinates. We will give a purely metric interpretation of
this first-order theory in Sect. 2.3, and show how the distance estimates allow us to
compute Hausdorff dimensions. Finally, it will appear along the chapter that singu-
larities of the Lie algebra generated by the vector fields X1, . . . , Xm cause qualitative
changes in the approximations. We will then show in Sect. 2.4 how to get rid of these
singularities by a process of lifting.

Keywords Sub-Riemanniangeometry ·Nonholonomic systems ·Nilpotent systems ·
Carnot-Carathéodory metric spaces

2.1 First-Order Approximations

Thewhole section is concernedwith local objects.Henceforth, throughout the chapter
we fix a point p ∈ M and an open neighbourhood U of p that we identify, when
necessary, with a neighbourhood of 0 in R

n through some local coordinates.

2.1.1 Nonholonomic Orders

Definition 2.1 Let f : M ∗ R be a continuous function. The nonholonomic order
of f at p, denoted by ordp( f ), is the real number defined by
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ordp( f ) = sup
⎧
s ∈ R : f (q) = O

⎪
d(p, q)s⎨⎩ .

This order is always nonnegative. Moreover ordp( f ) = 0 if f (p) �= 0, and
ordp( f ) = +≤ if f (p) ∞ 0.

Example 2.1 (Euclidean case) When M = R
n , m = n, and Xi = δxi , the sub-

Riemannian distance is simply the Euclidean distance on R
n . In this case, non-

holonomic orders coincide with the standard ones. Namely, for a smooth function
f , ord0( f ) is the smallest degree of monomials having nonzero coefficient in the
Taylor series

f (x) ⊂
∑

c∂x∂1
1 . . . x∂n

n

of f at 0.We will see below that there exists in general an analogous characterization
of nonholonomic orders.

Let C≤(p) denote the set of germs of smooth functions at p. For f ∈ C≤(p),
we call nonholonomic derivatives of order 1 of f the Lie derivatives X1 f, . . . , Xm f .
We call further Xi (X j f ), Xi (X j (Xk f )),… the nonholonomic derivatives of f of
order 2, 3,… The nonholonomic derivative of order 0 of f at p is f (p).

Proposition 2.1 Let f ∈ C≤(p). Then ordp( f ) is equal to the biggest integer k
such that all nonholonomic derivatives of f of order smaller than k vanish at p.
Moreover,

f (q) = O
⎪
d(p, q)ordp( f )

⎨
.

Proof The proposition results from the following two assertions:

(i) if Δ is an integer such that Δ < ordp( f ), then all nonholonomic derivatives of f
of order → Δ vanish at p;

(ii) if Δ is an integer such that all nonholonomic derivatives of f of order→ Δ vanish
at p, then f (q) = O

⎪
d(p, q)Δ+1

⎨
.

Let us first prove point (i). Let Δ be an integer such that Δ < ordp( f ). We write a
nonholonomic derivative of f of order k → Δ as

(Xi1 . . . Xik f )(p) = δk

δt1 . . . δtk
f
⎪
exp(tk Xik ) ◦ · · · ◦ exp(t1Xi1)(p)

⎨∣∣∣
t=0.

The point q = exp(tk Xik ) ◦ · · · ◦ exp(t1Xi1)(p) is the endpoint of a trajectory of
length |t1| + · · · + |tn|. Therefore, d(p, q) → |t1| + · · · + |tn|.

Since k → Δ < ordp( f ), there exists a real number s > 0 such that f (q) =
O

⎪
(|t1| + · · · + |tn|)k+s

⎨
. This implies that

(Xi1 . . . Xik f )(p) = δk

δt1 . . . δtk
f (q)

∣∣∣
t=0 = 0.

Thus point (i) is proved.
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The proof of point (ii) goes by induction on Δ. For Δ = 0, assume that all non-
holonomic derivatives of f of order → 0 vanish at p, that is f (p) = 0. Choose any
Riemannian metric on M and denote by dR the associated Riemannian distance on
M . Since f is smooth, there holds f (q) → Cst dR(p, q) near p. By Theorem 1.2,
this implies f (q) → Cst d(p, q), and so property (ii) for Δ = 0.

Assume that, for a given Δ ≥ 0, (ii) holds for any function f (induction hypothesis)
and take a function f such that all its nonholonomic derivatives of order < Δ + 1
vanish at p.

Observe that, for i = 1, . . . , m, all the nonholonomic derivatives of Xi f of
order < Δ vanish at p. Indeed, Xi1 . . . Xik (Xi f ) = Xi1 . . . Xik Xi f . Applying the
induction hypothesis to Xi f leads to Xi f (q) = O

⎪
d(p, q)Δ

⎨
. In other words, there

exist positive constants C1, . . . , Cm such that, for q close enough to p,

Xi f (q) → Ci d(p, q)Δ.

Fix now a point q near p. By Remark 1.2, there exists a minimizing curve ε (·)
of velocity one joining p to q. Therefore ε satisfies

ε̇ (t) =
m∑

i=1
ui (t)Xi

⎪
ε (t)

⎨
for a.e. t ∈ [0, T ], ε (0) = p, ε (T ) = q,

with
∑

i u2
i (t) = 1 a.e. and d

⎪
p, ε (t)

⎨ = t for any t ∈ [0, T ]. In particular
d(p, q) = T .

To estimate f (q) = f
⎪
ε (T )

⎨
, we compute the derivative of f

⎪
ε (t)

⎨
with respect

to t ,

d

dt
f
⎪
ε (t)

⎨ =
m∑

i=1
ui (t)Xi f

⎪
ε (t)

⎨
,

∅
∣∣∣∣

d

dt
f
⎪
ε (t)

⎨∣∣∣∣ →
m∑

i=1
|ui (t)|Ci d

⎪
p, ε (t)

⎨Δ → CtΔ,

where C = C1 + · · · + Cm . Integrating this inequality between 0 and t gives

∣∣ f
⎪
ε (t)

⎨∣∣ → | f (p)| + C

Δ+ 1
tΔ+1.

Note that f (p) = 0 since the nonholonomic derivative of f of order 0 at p vanishes.
Finally, at t = T = d(p, q) we obtain

| f (q)| → C

Δ+ 1
T Δ+1,

which concludes the proof of (ii). �

http://dx.doi.org/10.1007/978-3-319-08690-3_1
http://dx.doi.org/10.1007/978-3-319-08690-3_1
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As a consequence, the nonholonomic order of a smooth (germ of) function is
given by the formula

ordp( f ) = min
⎧
s ∈ N : ∃ i1, . . . , is ∈ {1, . . . , m} s.t. (Xi1 . . . Xis f )(p) �= 0

⎩
,

where as usual we adopt the convention that min ≥ = +≤.
It is clear now that any function inC≤(p) vanishing at p is of order≥ 1.Moreover,

the following basic computation rules are satisfied: for every f, g inC≤(p) and every
γ ∈ R \ {0},

ordp( f g) ≥ ordp( f )+ ordp(g),

ordp(γ f ) = ordp( f ),

ordp( f + g) ≥ min
⎪
ordp( f ), ordp(g)

⎨
.

Note that the first inequality is actually an equality. However the proof of this fact
requires an additional result (see Proposition 2.2).

The notion of nonholonomic order extends to vector fields. Let V F(p) denote
the set of germs of smooth vector fields at p.

Definition 2.2 Let X ∈ V F(p). The nonholonomic order of X at p, denoted by
ordp(X), is the real number defined by:

ordp(X) = sup
⎧
θ ∈ R : ordp(X f ) ≥ θ + ordp( f ), ∃ f ∈ C≤(p)

⎩
.

The order of a differential operator is defined in the same way.

Note that ordp(X) ∈ Z since the order of a smooth function is an integer.Moreover
the null vector field X ∞ 0 has infinite order, ordp(0) = +≤.

Since the order of a function coincides with its order as a differential operator
acting by multiplication, we have the following properties. For every X, Y ∈ V F(p)

and every f ∈ C≤(p),

ordp([X, Y ]) ≥ ordp(X)+ ordp(Y ),

ordp( f X) ≥ ordp( f )+ ordp(X),

ordp(X) → ordp(X f )− ordp( f ),

ordp(X + Y ) ≥ min
⎪
ordp(X), ordp(Y )

⎨
.

(2.1)

As already noticed for functions, the second inequality is in fact an equality. This
is not the case for the first inequality (take for instance X = Y ). As a consequence
of (2.1), X1, . . . , Xm are of order≥ −1, [Xi , X j ] of order≥ −2, andmore generally,
every X in the set ωk is of order ≥ −k.

Example 2.2 (Euclidean case) In the Euclidean case (see Example 2.1), the non-
holonomic order of a constant differential operator is the negative of its usual order.
For instance δxi is of nonholonomic order −1. Actually, in this case, every vector
field that does not vanish at p is of nonholonomic order −1.
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Example 2.3 (Heisenberg case) Consider the following vector fields on R
3:

X1 = δx − y

2
δz and X2 = δy + x

2
δz .

The coordinate functions x and y have order 1 at 0, whereas z has order 2 at 0,
since X1x(0) = X2y(0) = 1, X1z(0) = X2z(0) = 0, and X1X2z(0) = 1/2.
These relations also imply ord0(X1) = ord0(X2) = −1. Finally, the Lie bracket
[X1, X2] = δz is of order −2 at 0 since [X1, X2]z = 1.

We are now in a position to give a meaning to first-order approximations.

Definition 2.3 A family of m vector fields (⎡X1, . . . , ⎡Xm) defined near p is called
a first-order approximation of (X1, . . . , Xm) at p if the vector fields Xi − ⎡Xi , i =
1, . . . , m, are of order ≥ 0 at p.

A consequence of this definition is that the order at p defined by the vector fields
⎡X1, . . . , ⎡Xm coincides with the one defined by X1, . . . , Xm . Hence for any f ∈
C≤(p) of order greater than s − 1,

(Xi1 . . . Xis f )(q) = (⎡Xi1 . . . ⎡Xis f )(q)+ O
⎣

d(p, q)ordp( f )−s+1⎤ .

To go further in the characterization of orders and approximations, we need suit-
able systems of coordinates.

2.1.2 Privileged Coordinates

We have introduced in Sect. 1.4 the sets of vector fields ωs , defined by ωs =
span{X I : |I | → s}. Since X1, . . . , Xm satisfy Chow’s Condition, the values of
these sets at p form a flag of subspaces of Tp M , that is,

ω1(p) ∀ ω2(p) ∀ · · · ∀ ωr−1(p) � ωr (p) = Tp M, (2.2)

where r = r(p) is called the degree of nonholonomy at p.
Set ni (p) = dimωi (p). The r -tuple of integers (n1(p), . . . , nr (p)) is called the

growth vector at p. The first integer in the growth vector is the rank n1(p) → m of
the family X1(p), . . . , Xm(p), and the last one nr (p) = n is the dimension of the
manifold M .

Let s ≥ 1. By abuse of notations, we continue towriteωs for themap q �∗ ωs(q).
Thismapωs is a distribution if and only if ns(q) is constant on M .We then distinguish
two kind of points.

Definition 2.4 The point p is a regular point (w.r.t. X1, . . . , Xm) if the growth vector
is constant in a neighbourhood of p. Otherwise, p is a singular point.

http://dx.doi.org/10.1007/978-3-319-08690-3_1
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Thus, near a regular point, all maps ωs are locally distributions.
The structure of the flag (2.2) may also be described by another sequence of

integers. We define the weights at p, wi = wi (p), i = 1, . . . , n, by setting w j = s
if ns−1(p) < j → ns(p), where n0 = 0. In other words, we have

w1 = · · · = wn1 = 1, wn1+1 = · · · = wn2 = 2, . . . , wnr−1+1 = · · · = wnr = r.

The weights at p form an increasing sequence w1(p) → · · · → wn(p) which is
constant near p if and only if p is a regular point.

Example 2.4 (Heisenberg case) The Heisenberg case in R
3 given in Example 2.3

has a growth vector which is equal to (2, 3) at every point. Therefore all points of
R
3 are regular. The weights at any point are w1 = w2 = 1, w3 = 2.

Example 2.5 (Martinet case) Consider the following vector fields on R
3,

X1 = δx and X2 = δy + x2

2
δz .

The only nonzero brackets are

[X1, X2] = xδz and [X1, [X1, X2]] = δz .

Thus the growth vector is equal to (2, 2, 3) on the plane {x = 0}, and to (2, 3)
elsewhere. As a consequence, the set of singular points is the plane {x = 0}. The
weights are w1 = w2 = 1, w3 = 2 at regular points, and w1 = w2 = 1, w3 = 3 at
singular ones.

Example 2.6 Consider the vector fields on R
3

X1 = δx and X2 = δy + f (x)δz,

where f is a smooth function on R which admits every positive integer n ∈ N as
a zero with multiplicity n (such a function exists and can even be chosen in the
analytic class thanks to the Weierstrass factorization theorem [23, Theorem 15.9]).
Every point (n, y, z) is singular and the weights at this point are w1 = w2 = 1,
w3 = n + 1. As a consequence the degree of nonholonomy w3 is unbounded on R

3.

Let us give some basic properties of the growth vector and of the weights.

• At a regular point, the growth vector is a strictly increasing sequence: n1(p) <

· · · < nr (p). Indeed, if ns(q) = ns+1(q) in a neighbourhood of p, then ωs is
locally an involutive distribution and so s = r . As a consequence, at a regular point
p, the jump between two successiveweights is never greater than 1,wi+1−wi → 1,
and there holds r(p) → n − m + 1.

• For every s, the map q �∗ ns(q) is a lower semi-continuous function from M to
N. Similarly, for every i = 1, . . . , n, the weight wi (·) is an upper semi-continuous
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function. This is in particular the case for the degree of nonholonomy r(·) = wn(·),
that is, r(q) → r(p) for q near p. As a consequence r(·) is bounded on any compact
subset of M .

• The set of regular points is open and dense in M . The openness results from the
very definition of regular points. As for the density, take any point p in M and
consider an open neighbourhood V of p small enough so that r(q) → r(p) for
q ∈ V . For every s, the set of point Vs where ns reaches its maximal value on V
is an open and nonempty subset of V due to the lower semi-continuity of ns . The
intersection of all Vs for s → r(p) is an open subset of V and contains only regular
points since the growth vector is constant on this subset. The density of the set of
regular points follows.

• The degree of nonholonomy may be unbounded on M (see Example 2.6 above).
Thus determining if a nonholonomic system is controllable is a non decidable
problem: the computation of an infinite number of brackets may be needed to
decide if Chow’s Condition is satisfied. However, in the case of polynomial vector
fields onR

n (relevant in practice), it can be shown that the degree of nonholonomy
is bounded by a universal function of the degree k of the polynomials (see [8, 14]):

r(x) → 23n2n2nk2n .

The meaning of the sequence of weights is best understood in terms of basis
of Tp M . Choose first vector fields Y1, . . . , Yn1 in ω1 whose values at p form a
basis of ω1(p). Choose then vector fields Yn1+1, . . . , Yn2 in ω2 such that the values
Y1(p), . . . , Yn2(p) form a basis ofω2(p). For each s, choose Yns−1+1, . . . , Yns inωs

such that Y1(p), . . . , Yns (p) form a basis of ωs(p). We obtain in this way a family
of vector fields Y1, . . . , Yn such that

⎦
Y1(p), . . . , Yn(p) is a basis of Tp M,

Yi ∈ ωwi , i = 1, . . . , n.
(2.3)

A family of n vector fields satisfying (2.3) is called an adapted frame at p. The word
“adapted” means here “adapted to the flag (2.2)”, since the values at p of an adapted
frame contain a basis Y1(p), . . . , Yns (p) of each subspace ωs(p) of the flag. By
continuity, at a point q close enough to p the values of Y1, . . . , Yn still form a basis
of Tq M . However, if p is singular this basis may not be adapted to the flag (2.2) at q.

Let us explain now the relation between weights and orders. We write first the
tangent space as a direct sum,

Tp M = ω1(p)⊕ω2(p)/ω1(p)⊕ · · · ⊕ωr (p)/ωr−1(p),

whereωs(p)/ωs−1(p) denotes a supplementary ofωs−1(p) inωs(p). Let us choose
local coordinates (y1, . . . , yn). The dimension of each spaceωs(p)/ωs−1(p) is equal
to ns − ns−1, so we can assume that, up to a reordering, the local coordinates satisfy
dy j (ω

s(p)/ωs−1(p)) �= 0 for ns−1 < j → ns .
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Take an integer j such that 0 < j → n1. From the assumption above, there
holds dy j (ω

1(p)) �= 0, and consequently there exists Xi such that dy j (Xi (p)) �= 0.
Since dy j (Xi ) = Xi y j is a first-order nonholonomic derivative of y j , we have
ordp(y j ) → 1 = w j .

Take now an integer j such that ns−1 < j → ns for s > 1, that is, w j = s. Since
dy j (ω

s(p)/ωs−1(p)) �= 0, there exists a vector field Y inωs such that dy j (Y (p)) =
(Y y j )(p) �= 0. By definition of ωs , the Lie derivative Y y j is a linear combination
of nonholonomic derivatives of y j of order not greater than s. One of them must be
nonzero, and so ordp(y j ) → s = w j .

Finally, any system of local coordinates (y1, . . . , yn) satisfies ordp(y j ) → w j up
to a reordering (or

∑n
i=1 ordp(yi ) → ∑n

i=1 wi without reordering). The coordinates
with the maximal possible order will play an important role.

Definition 2.5 A system of privileged coordinates at p is a system of local coordi-
nates (z1, . . . , zn) such that ordp(z j ) = w j for j = 1, . . . , n.

Notice that privileged coordinates (z1, . . . , zn) satisfy

dzi (ω
wi (p)) �= 0, dzi (ω

wi−1(p)) = 0, i = 1, . . . , n, (2.4)

or, equivalently, δzi |p belongs toωwi (p) but not toωwi−1(p). Local coordinates sat-
isfying (2.4) are called linearly adapted coordinates (“adapted” because the differ-
entials at p of the coordinates form a basis of T ∗p M dual to the values of an adapted
frame). Thus privileged coordinates are always linearly adapted coordinates. The
converse is false, as shown in the example below.

Example 2.7 Take X1 = δx , X2 = δy + (x2 + y)δz in R
3. The weights at 0 are

(1, 1, 3) and (x, y, z) are adapted at 0. But they are not privileged: indeed, the coor-
dinate z is of order 2 at 0 since (X2X2z)(0) = 1.

Remark 2.1 Let us define privileged functions at p to be smooth functions f on U
such that

ordp( f ) = max{s ∈ N : d f (ωs(p)/ωs−1(p)) �= 0},

(a similar notion has been suggested by Kupka [17]). It results from the discussion
above that some local coordinates (z1, . . . , zn) are privileged at p if and only if each
zi is a privileged function at p.

Let us now show how to compute orders using privileged coordinates. We fix
a system of privileged coordinates (z1, . . . , zn) at p. Given a sequence of integers
∂ = (∂1, . . . , ∂n), we define the weighted degree of the monomial z∂ = z∂1

1 . . . z∂n
n

to be w(∂) = w1∂1 + · · · + wn∂n and the weighted degree of the monomial vector
field z∂δz j to be w(∂) − w j . The weighted degrees allow to compute the orders of
functions and vector fields in a purely algebraic way.

Proposition 2.2 For a smooth function f with a Taylor expansion
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f (z) ⊂
∑

∂

c∂z∂,

the order of f is the least weighted degree of monomials having a nonzero coefficient
in the Taylor series.

For a vector field X with a Taylor expansion

X (z) ⊂
∑

∂, j

a∂, j z
∂δz j ,

the order of X is the least weighted degree of a monomial vector fields having a
nonzero coefficient in the Taylor series.

In other words, when using privileged coordinates, the notion of nonholonomic order
amounts to the usual notion of vanishing order at some point, only assigning weights
to the variables.

Proof For i = 1, . . . , n, we have δzi |p ∈ ωwi (p). Then there exist n vector fields
Y1, . . . , Yn which form an adapted frame at p and such that Y1(p) = δz1 |p, …,
Yn(p) = δzn |p. For every i , the vector field Yi is of order≥ −wi at p since it belongs
toωwi . Moreover we have (Yi zi )(p) = 1 and ordp(zi ) = wi . Thus ordp(Yi ) = −wi .

Take a sequence of integers ∂ = (∂1, . . . , ∂n). The monomial z∂ is of order
≥ w(∂) at p and the differential operator Y ∂ = Y ∂1

1 . . . Y ∂n
n is of order ≥ −w(∂).

Observing that (Yi z j )(p) = 0 if j �= i , we easily see that (Y ∂z∂)(p) = 1
∂1!...∂n ! �= 0,

whence ordp(z∂) = w(∂).
In the same way, we obtain that, if z∂ , zτ are two different monomials and γ, μ

two nonzero real numbers, then ordp(γz∂ + μzτ) = min
⎪
w(∂), w(τ)

⎨
. Thus the

order of a series is the least weighted degree of monomials actually appearing in the
series itself. This shows the statement on order of functions.

As a consequence, for any smooth function f , the order at p of δzi f is≥ ordp( f )−
wi . Since moreover δzi zi = 1, we obtain that ordp(δzi ) is equal to −wi . The second
part of the statement follows. �

A notion of homogeneity is also naturally associated with a system of privileged
coordinates (z1, . . . , zn) defined on an open neighbourhood U of the point p. We
define first the one-parameter family of dilations

αt : (z1, . . . , zn) �∗ (tw1 z1, . . . , twn zn), t ≥ 0.

Each dilation αt is a map from R
n to R

n . By abuse of notations, for q ∈ U and t
small enough we write αt (q) instead of αt (z(q)), where z(q) are the coordinates of
q. A dilation αt acts also on functions and vector fields by pull-back: α∗t f = f ◦ αt

and α∗t X is the vector field such that (α∗t X)(α∗t f ) = α∗t (X f ).

Definition 2.6 A function f is homogeneous of degree s if α∗t f = t s f . A vector
field X is homogeneous of degree θ if α∗t X = tθ X .
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For a smooth function (resp. a smooth vector field), this is the same as being a
finite sum of monomials (resp. monomial vector fields) of weighted degree s. As a
consequence, if a function f is homogeneous of degree s, then it is of order s at p.

A typical degree 1 homogeneous function is the so-called pseudo-norm at p,
defined by:

z �∗ ‖z‖p = |z1|1/w1 + · · · + |zn|1/wn . (2.5)

When composed with the coordinates function, the pseudo-norm at p is a (non
smooth) function of order 1, that is,

‖z(q)‖p = O
⎪
d(p, q)

⎨
.

Actually, it results from Proposition 2.2 that the order of a function f ∈ C≤(p) is
the least integer s such that f (q) = O(‖z(q)‖s

p).

Examples of Privileged Coordinates

Of course all the results above on algebraic computation of orders hold only if
privileged coordinates do exist. Two types of privileged coordinates are commonly
used in the literature.

a. Exponential coordinates
Choose an adapted frame Y1, . . . , Yn at p. The inverse of the local diffeomorphism

(z1, . . . , zn) �∗ exp(z1Y1 + · · · + znYn)(p)

defines a system of local privileged coordinates at p, called canonical coordinates
of the first kind. These coordinates are mainly used in the context of hypoelliptic
operator and for nilpotent Lie groups with right (or left) invariant sub-Riemannian
structure.

The inverse of the local diffeomorphism

(z1, . . . , zn) �∗ exp(znYn) ◦ · · · ◦ exp(z1Y1)(p)

also defines privileged coordinates at p, called canonical coordinates of the second
kind. They are easier to work with than the one of the first kind. For instance, in
these coordinates, the vector field Yn read as δzn . One can also exchange the order
of the flows in the definition to obtain any of the Yi as δzi . The fact that canonical
coordinates of first and second kind are privileged is proved in Appendix (Sects. B.1
and B.2).

We leave it to the reader to verify that the diffeomorphism
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(z1, . . . , zn) �∗ exp(znYn + · · · + zs+1Ys+1) ◦ exp(zsYs) · · · ◦ exp(z1Y1)(p)

also induces privileged coordinates. As a matter of fact, any “mix" between first and
second kind canonical coordinates defines privileged coordinates.

b. Algebraic coordinates
There exist also effective constructions of privileged coordinates (the construction of
exponential coordinates is not effective in general since it requires to integrate flows
of vector fields). We present here Bellaïche’s algorithm, but other constructions exist
(see [2, 24]).

1. Choose an adapted frame Y1, . . . , Yn at p.
2. Choose coordinates (y1, . . . , yn) centered at p such that δyi |p = Yi (p).
3. For j = 1, . . . , n, set

z j = y j −
w j−1∑

k=2
hk(y1, . . . , y j−1),

where, for k = 2, . . . , w j − 1,

hk(y1, . . . , y j−1) =
∑

|∂|=k
w(∂)<w j

Y ∂1
1 . . . Y

∂ j−1
j−1

⎣
y j −

k−1∑

q=2
hq(y)

⎤
(p)

y∂1
1

∂1! · · ·
y
∂ j−1
j−1

∂ j−1! ,

with |∂| = ∂1 + · · · + ∂n .

The fact that coordinates (z1, . . . , zn) are privileged at p will be proved in
Sect. B.3.

Coordinates (y1, . . . , yn) are linearly adapted coordinates. They can be obtained
from any original system of coordinates by an affine change. The privileged coor-
dinates (z1, . . . , zn) are then obtained from (y1, . . . , yn) by an expression of the
form

z1 = y1,
z2 = y2 + pol(y1),

...

zn = yn + pol(y1, . . . , yn−1),

where each pol is a polynomial function without constant nor linear terms. The
inverse change of coordinates takes the same triangular form, which makes the use
of these coordinates easy for computations.
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2.1.3 Nilpotent Approximation

Fix a system of privileged coordinates (z1, . . . , zn) at p. Every vector field Xi is of
order ≥ −1, hence it has, in z coordinates, a Taylor expansion

Xi (z) ⊂
∑

∂, j

a∂, j z
∂δz j ,

where w(∂) ≥ w j − 1 if a∂, j �= 0. Grouping together the monomial vector fields of
same weighted degree we express Xi as a series

Xi = X (−1)
i + X (0)

i + X (1)
i + · · · ,

where X (s)
i is a homogeneous vector field of degree s.

Proposition 2.3 Set ⎡Xi = X (−1)
i , i = 1, . . . , m. The family of vector fields

(⎡X1, . . . , ⎡Xm) is a first-order approximation of (X1, . . . , Xm) at p and generates
a nilpotent Lie algebra of step r = wn.

Recall that a Lie algebra Lie(X1, . . . , Xm) is said to be nilpotent of step s if all
brackets X I of length |I | greater than s are zero.

Proof The fact that the vector fields ⎡X1, . . . , ⎡Xm form a first-order approximation
of X1, . . . , Xm results from their construction. Note further that any homogeneous
vector field of degree smaller than −wn is zero, as it is easy to check in privileged
coordinates. Moreover, if X and Y are homogeneous of degree respectively k and
l, then the bracket [X, Y ] is homogeneous of degree k + l because α∗t [X, Y ] =
[α∗t X, α∗t Y ] = tk+l [X, Y ].

It follows that every iterated bracket of the vector fields ⎡X1, . . . , ⎡Xm of length k
is homogeneous of degree −k and is zero if k > wn . �

Definition 2.7 The family (⎡X1, . . . , ⎡Xm) is called the (homogeneous) nilpotent
approximation of (X1, . . . , Xm) at p associated with the coordinates z.

Example 2.8 (unicycle)Consider the vector fields onR
2×S 1 defining the kinematic

model of a unicycle (see Example 1.1), that is, X1 = cos σδx + sin σδy , X2 = δσ .
We have [X1, X2] = sin σδx −cos σδy , so the weights are (1, 1, 2) at every point. At
p = 0, the coordinates (x, σ) have order 1 and y has order 2, consequently (x, σ, y)

is a system of privileged coordinates at 0. Taking the Taylor expansion of X1 and X2
in the latter coordinates, we obtain the homogeneous components:

X (−1)
1 = δx + σδy, X (0)

1 = 0, X (1)
1 = −σ2

2
δx − σ3

3! δy, . . .

and X (−1)
2 = X2 = δσ . Therefore the homogeneous nilpotent approximation of

(X1, X2) at 0 in coordinates (x, σ, y) is

http://dx.doi.org/10.1007/978-3-319-08690-3_1
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⎡X1 = δx + σδy, ⎡X2 = δσ .

We easily check that the Lie brackets of length 3 of these vectors are zero, that
is, [⎡X1, [⎡X1, ⎡X2]] = [⎡X2, [⎡X1, ⎡X2]] = 0, and so the Lie algebra Lie(⎡X1, ⎡X2) is
nilpotent of step 2.

The homogeneous nilpotent approximation is not uniquely defined by the m-tuple
(X1, . . . , Xm), since it depends on the chosen system of privileged coordinates.
However, if ⎡X1, . . . , ⎡Xm and ⎡X ′1, . . . , ⎡X ′m are the nilpotent approximations associated
with two different systems of coordinates, then their Lie algebras Lie(⎡X1, . . . , ⎡Xm)

and Lie(⎡X ′1, . . . , ⎡X ′m) are isomorphic. If moreover p is a regular point, then Lie
(⎡X1, . . . , ⎡Xm) is isomorphic to the graded nilpotent Lie algebra

Gr(ω)p = ω(p)⊕ (ω2/ω1)(p)⊕ · · · ⊕ (ωr−1/ωr )(p).

Remark 2.2 The nilpotent approximation denotes in fact two different objects. Each
⎡Xi may be seen as a vector field on R

n or as the representation in z coordinates of
the vector field z∗⎡Xi defined on a neighbourhood of p in M (recall that z∗⎡Xi denotes
the pullback d(z−1) ◦ ⎡Xi ◦ z of ⎡Xi by the local diffeomorphism z). This will cause
no confusion since the nilpotent approximation is associated with a given system of
privileged coordinates.

It isworth to notice the particular formof the nilpotent approximation in privileged
coordinates. Write ⎡Xi = ∑n

j=1 fi j (z)δz j , i = 1, . . . , m. Since ⎡Xi is homogeneous
of degree−1 and δz j of degree−w j , the function fi j is a homogeneous polynomial
of weighted degree w j −1. In particular it can not involve variables of weight greater
than w j − 1, that is,

⎡Xi (z) =
n∑

j=1
fi j (z1, . . . , znw j−1)δz j .

The nonholonomic system ż = ∑m
i=1 ui ⎡Xi (z) associated with the nilpotent approx-

imation is then polynomial and in a triangular form,

ż j =
m∑

i=1
ui fi j (z1, . . . , znw j−1). (2.6)

Computing the trajectories of a system in such a form is rather easy: given the input
function (u1(t), . . . , um(t)), it is possible to compute the coordinates z j one after the
other, only by integration. As a consequence, for every input function the associated
differential Eq. (2.6) is complete and every ⎡Xi is a complete vector field on R

n .
As vector fields on R

n , ⎡X1, . . . , ⎡Xm generate a sub-Riemannian distance on R
n

which is homogeneous with respect to the dilation αt .
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Lemma 2.1 (i) The family (⎡X1, . . . , ⎡Xm) satisfies Chow’s Condition on R
n.

(ii) The growth vector at0 of (⎡X1, . . . , ⎡Xm) is equal to the one at p of (X1, . . . , Xm).
(iii) Let ⎡d be the sub-Riemannian distance on R

n associated with (⎡X1, . . . , ⎡Xm).
The distance ⎡d is homogeneous of degree 1,

⎡d(αt x, αt y) = t⎡d(x, y).

(iv) There exists a constant C > 0 such that, for all z ∈ R
n,

1

C
‖z‖p → ⎡d(0, z) → C‖z‖p,

where the pseudo-norm ‖ · ‖p at p is defined by (2.5).

Proof Through the coordinates z we identify the neighbourhood U of p in M with
a neighbourhood of 0 in R

n .
For every element I ∈ L (1, . . . , m), we denote by ⎡X I ∈ Lie(⎡X1, . . . , ⎡Xm) the

vector field that is obtained by plugging in ⎡Xi , i = 1, . . . , m, for the corresponding
letter i in I . For k ≥ 1 we set ⎡ωk = span{⎡X I : |I | → k}. As noticed in the proof of
Proposition 2.3, a bracket ⎡X I of length |I | = k is homogeneous of weighted degree
−k, and by construction of the nilpotent approximation, there holds X I = ⎡X I+
terms of order > −k. Therefore,

⎡X I (0) = X I (p)mod span{δz j

∣∣
p : w j < k} = X I (p)modωk−1(p).

As a consequence, for any integer k ≥ 1, we have

dim ⎡ωk(0) = dimωk(p), (2.7)

and property (ii) follows. Moreover, let us choose an adapted frame X I1 , . . . , X In at
p. The family (⎡X I1(0), . . . , ⎡X In (0)) is of rank n, which implies that its determinant
is nonzero. Since the determinant of ⎡X I1 , . . . ,

⎡X In is an homogeneous polynomial
of weighted degree 0, and so a constant, it is nonzero everywhere. This implies (i).

As for the property (iii), consider the nonholonomic system defined by the nilpo-
tent approximation, that is, ż = ∑m

i=1 ui ⎡Xi (z). Observe that, if ⎡ε is a trajectory of
this system, that is, if

⎡̇ε (t) =
m∑

i=1
ui ⎡Xi

⎪
⎡ε (t)

⎨
, t ∈ [0, T ],

then the dilated curve αγ⎡ε satisfies

d

dt
αγ⎡ε (t) =

m∑

i=1
γui ⎡Xi

⎪
αγ⎡ε (t)

⎨
, t ∈ [0, T ].
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Thus αγ⎡ε is a trajectory of the same system, with extremities (αγ⎡ε )(0) = αγ(⎡ε (0))
and (αγ⎡ε )(T ) = αγ(⎡ε (T )), and its length equals γlength(⎡ε ). This proves the homo-
geneity of ⎡d .

Finally, since (⎡X1, . . . , ⎡Xm) satisfies Chow’s Condition, the distance ⎡d(0, ·) is
continuous on R

n by Corollary 1.2. We can then choose a real number C > 0 such
that, on the compact set {‖z‖ = 1}, we have 1/C → ⎡d(0, z) → C . Both functions
⎡d(0, z) and ‖z‖ being homogeneous of degree 1, the inequality of Property (iv)
follows. �

2.2 Distance Estimates

2.2.1 Local Distance Estimates

As it is the case for Riemannian distances, in general it is impossible to compute
analytically a sub-Riemannian distance (it would require to determine all minimizing
curves). Therefore it is very important to obtain estimates of the distance, at least
locally. In a Riemannian manifold (M, g), the situation is rather simple: in local
coordinates x centered at a point p, the Riemannian distance dR satisfies:

dR(q, q ′) = ‖x(q)− x(q ′)‖gp + o(‖x(q)‖gp + ‖x(q ′)‖gp ),

where ‖·‖gp is the Euclidean norm induced by the value gp of the metric g at p. This
formula has two consequences: first, it shows that the Riemannian distance behaves
at the first-order as the Euclidean distance associated with ‖ ·‖gp ; secondly, the norm
‖ · ‖gp gives explicit estimates of dR near p, such as

1

C
‖x(q)‖gp → dR(p, q) → C‖x(q)‖gp .

In sub-Riemannian geometry, the two properties above hold, but do not depend on
the same function: the first-order behaviour near p is characterized by the distance
⎡dp defined by a nilpotent approximation at p, whereas explicit local estimates of
d(p, ·) are given by the pseudo-norm ‖ · ‖p at p defined in (2.5). We first present the
latter estimates, often referred to as the “Ball-Box Theorem”, and then the first-order
expansion of d in Theorem 2.2.

Theorem 2.1 The following statement holds if and only if z = (z1, . . . , zn) is a
system of privileged coordinates at p: there exist constants C p and εp > 0 such that,
if d(p, q) < εp, then

1

C p
‖z(q)‖p → d(p, q) → C p‖z(q)‖p, (2.8)

where z(q) denotes the coordinates of q and ‖ · ‖p the pseudo-norm at p.

http://dx.doi.org/10.1007/978-3-319-08690-3_1
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Corollary 2.1 (Ball-Box Theorem) Expressed in a given system of privileged coor-
dinates, the sub-Riemannian balls B(p, ε) satisfy, for ε < εp,

Box
⎪ 1

C p
ε
⎨ ∀ B(p, ε) ∀ Box

⎪
C pε

⎨
,

where Box(ε) = [−εw1 , εw1 ] × · · · × [−εwn , εwn ].
The Ball-Box Theorem is stated in different papers, often under the hypothesis

that the point p is regular. To our knowledge, two valid proofs exist, the ones in [22]
and in [4]. The result also appears without proof in [15] and in [9], andwith erroneous
proofs in [19] and in [21].

We present here a proof adapted from the one of Bellaïche [(our is much simpler
because Bellaïche actually proves a more general result, namely (2.16)]. Basically,
the idea is to compare the distances d and ⎡d . The main step is Lemma 2.2 below,
which is essential in other respects to explain the role of nilpotent approximations in
control theory.

Fix a point p ∈ M , and a system of privileged coordinates z = (z1, . . . , zn)

at p. Through these coordinates we identify a neighbourhood of p in M with a
neighbourhood of 0 in R

n . As in the previous section we denote by ⎡X1, . . . , ⎡Xm the
homogeneous nilpotent approximation of X1, . . . , Xm at p (associatedwith the given
system of privileged coordinates) and by ⎡d the induced sub-Riemannian distance on
R

n . Recall also that r = wn denotes the degree of nonholonomy at p.

Lemma 2.2 There exist constants C and ε > 0 such that, for any z0 ∈ R
n and any

t ∈ R
+ satisfying φ = max(‖z0‖p, t) < ε, we have

‖z(t)−⎡z(t)‖p → Cφ t1/r ,

where z(·) and⎡z(·) are trajectories of the nonholonomic systems defined respectively
by X1, . . . , Xm and ⎡X1, . . . , ⎡Xm, starting at the same point z0, associated with the
same control function u(·), and satisfying ‖u(t)‖ = 1 a.e.

Proof The first step is to prove that ‖z(t)‖p and ‖⎡z(t)‖p → Cst φ for small enough
φ , where Cst is a constant. Let us do it for z(t), the proof being exactly the same for
⎡z(t).

The equation of the control system associated with X1, . . . , Xm is

ż j =
m∑

i=1
ui

⎪
fi j (z)+ ri j (z)

⎨
, j = 1, . . . , n,

where fi j (z) + ri j (z) is of order → w j − 1 at 0. Thus, for j = 1, . . . , n and i =
1, . . . , m, | fi j (z) + ri j (z)| → Cst ‖z‖w j−1

p when ‖z‖p is small enough. Note that,
along the trajectory z(t), ‖z‖p is small when φ is. Since ‖u(t)‖ = 1 a.e., we get:
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|ż j | → Cst ‖z‖w j−1
p . (2.9)

To integrate this inequality, choose an integer N such that all N/w j are even

integers and set ‖z‖N = ⎪ ∑n
i=1 |zi |N/wi

⎨1/N . The function ‖z‖N is equivalent to
‖z‖p in the norm sense, and it is differentiable except at the origin. Inequality (2.9)
implies d

dt ‖z‖N → Cst , and then, by integration,

‖z(t)‖N → Cst t + ‖z(0)‖N → Cst φ.

The functions ‖z‖N and ‖z‖p being equivalent, we obtain, for a trajectory starting
at z0, ‖z(t)‖p → Cst φ when φ is small enough.

The second step is to prove |z j (t) −⎡z j (t)| → Cst φw j t . The function z j −⎡z j

satisfies the differential equation

ż j −⎡̇z j =
m∑

i=1
ui

⎪
fi j (z)− fi j (⎡z)+ ri j (z)

⎨
,

=
m∑

i=1
ui

⎛

⎝
∑

{k :wk<w j }
(zk −⎡zk)Qi jk(z,⎡z)+ ri j (z)

⎫

⎬ ,

where Qi jk(z,⎡z) is a homogeneous polynomial of weighted degree w j − wk − 1.
For ‖z‖p and ‖⎡z‖p small enough, we have

|ri j (z)| → Cst ‖z‖w j
p and |Qi jk(z,⎡z)| → Cst (‖z‖p + ‖⎡z‖p)

w j−wk−1.

Using the inequalities of the first step, we obtain finally, for φ small enough,

|ż j (t)−⎡̇z j (t)| → Cst
∑

{k :wk<w j }
|zk(t)−⎡zk(t)|φw j−wk−1 + Cst φw j . (2.10)

This system of inequalities has a triangular form, hence it can be integrated itera-
tively. For w j = 1, the inequality is |ż j (t)−⎡̇z j (t)| → Cst φ , and so |z j (t)−⎡z j (t)| →
Cst φ t . By induction, let j > n1 and assume |zk(t) −⎡zk(t)| → Cst φwk t for k < j .
Inequality (2.10) implies

|ż j (t)−⎡̇z j (t)| → Cst φw j−1t + Cst φw j → Cst φw j ,

and so |z j (t)−⎡z j (t)| → Cst φw j t .
Finally,

‖z(t)−⎡z(t)‖p → Cst φ(t1/w1 + · · · + t1/wn ) → Cst φ t1/r ,

which completes the proof of the lemma. �
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Proof [of Theorem 2.1] Observe first that, by definition of the order, a system of
coordinates z is privileged if and only if d(p, q) ≥ Cst ‖z(q)‖p. What remains to
prove is that, if z are privileged coordinates, then d(p, q) → Cst ‖z(q)‖p.

As above, we identify a neighbourhood of p in M with a neighbourhood of 0 in
R

n through the coordinates z. We will show that, for ‖z0‖p small enough,

d(0, z0) → 2⎡d(0, z0),

and so d(0, z0) → Cst ‖z0‖p by Lemma 2.1. This will prove Theorem 2.1.

Fix z0 ∈ R
n , ‖z0‖p < ε. Let⎡z0(t), t ∈ [0, T0], be a minimizing curve for ⎡d,

having velocity one, and joining z0 to 0. According to Remark 1.2, such a curve
exists, and there exists a control u0(·) associated with⎡z0 such that ‖u0(t)‖ = 1 a.e.
Moreover, T0 = ⎡d(0, z0).

Let z0(t), t ∈ [0, T0], be the trajectory of the control system associated with
X1, . . . , Xm starting at z0 and defined by u0(·). We have length

⎪
z0(·)

⎨ → T0. Set
z1 = z0(T0). By Lemma 2.2,

‖z1‖p = ‖z0(T0)−⎡z0(T0)‖p → CφT 1/r
0 ,

where φ = max(‖z0‖p, T0). By Lemma 2.1, T0 = ⎡d(0, z0) satisfies T0 ≥ ‖z0‖p/C ′,
so φ → C ′T0, and

⎡d(0, z1) → C ′‖z1‖p → C ′′⎡d(0, z0)1+1/r ,

with C ′′ = C ′2C .
Choose now⎡z1(t), t ∈ [0, T1], a minimizing curve for ⎡d of velocity one join-

ing z1 to 0. There exists a control u1(·) associated with⎡z1 such that ‖u1(t)‖ = 1
a.e. Let z1(t), t ∈ [0, T1], be the trajectory of the control system associated with
X1, . . . , Xm starting at z1 and defined by u1(·). Set z2 = z1(T1). As previously, we
have length

⎪
z1(·)

⎨ = ⎡d(0, z1) and ⎡d(0, z2) → C ′′⎡d(0, z1)1+1/r .
Repeating this construction, we obtain a sequence of points z0, z1, z2, . . . such

that ⎡d(0, zk+1) → C ′′⎡d(0, zk)1+1/r , and a sequence of trajectories zk(·) joining zk to
zk+1 of length equal to ⎡d(0, zk).

Taking ‖z0‖p small enough, we can assume C ′′⎡d(0, z0)1/r → 1/2. We have then
⎡d(0, z1) → ⎡d(0, z0)/2, …, ⎡d(0, zk) → ⎡d(0, z0)/2k ,… Consequently, zk tends to 0 as
k ∗ +≤. Putting end to end the curves zk(·) gives a trajectory joining z0 to 0 of
length ⎡d(0, z0)+⎡d(0, z1)+· · · → 2⎡d(0, z0). This implies d(0, z0) → 2⎡d(0, z0), and
the proof is complete. �

Now, the distance ⎡d on R
n induces a distance ⎡dp on a neighbourhood of p in M

by setting ⎡dp(q, q ′) = ⎡d(z(q), z(q ′)). This distance gives the first-order term in the
expansion of d(p, ·).
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Theorem 2.2 On a neighbourhood of p in M there holds

d(p, q) = ⎡dp(p, q)
⎪
1+ O

⎪⎡dp(p, q)
⎨⎨

.

Remark 2.3 By Theorem 2.1 and Lemma 2.1, when d(p, q) is small enough we get
the estimate

1

C
⎡dp(p, q) → d(p, q) → C⎡dp(p, q), (2.11)

where C is some positive constant. Theorem 2.2 essentially states that this constant
can be chosen arbitrarily close to 1.

Proof Fix α > 0. We have to prove that there exists ε > 0 such that, if d(p, q) < ε,
then

(1− α)⎡dp(p, q) → d(p, q) → (1+ α)⎡dp(p, q). (2.12)

Let q be a point in M . Setting z0 = z(q) in the proof of Theorem 2.1 furnishes a
trajectory joining q to 0 whose length is equal to

∑≤
k=0 ⎡d(0, zk), the points zk being

such that ⎡d(0, zk+1) → C ′′⎡d(0, zk)1+1/r .
From (2.11), there exists ε > 0 such that d(p, q) < ε implies C ′′⎡d(0, z0)1/r →

α/(1 + α). In this case the length of the trajectory from q to 0 is not greater than
(1+ α)⎡d(0, z0) and we have

d(p, q) → (1+ α)⎡dp(p, q),

since ⎡d(0, z0) = ⎡dp(p, q).
To prove the other inequality in (2.12), we use the same argument but reverse the

role of d and⎡d. Again, we identify a neighbourhood of p in M with a neighbourhood
of 0 inR

n through the coordinates z. Let z0(t), t ∈ [0, T0], be a minimizing curve for
d of velocity one joining z0 to 0, and let u0(·) be a control associated with z0(·) such
that ‖u0(t)‖ = 1 a.e. We have T0 = d(0, z0). Let⎡z0(t), t ∈ [0, T0], be the trajectory
of the control system associated with ⎡X1, . . . , ⎡Xm starting at z0 and defined by the
control u0(·). In particular, length

⎪
z0(·)

⎨ → T0.
Set z1 = z0(T0). By Lemma 2.2,

‖z1‖p = ‖z0(T0)−⎡z0(T0)‖p → CφT 1/r
0 ,

where φ = max(‖z0‖p, T0). Theorem 2.1 implies φ → C pT0, and

d(0, z1) → C p‖z1‖p → C ′′d(0, z0)1+1/r ,

with C ′′ = C2
pC .

Repeating this construction gives a trajectory of ⎡X1, . . . , ⎡Xm joining q to p whose
length is equal to

∑≤
k=0 d(0, zk), where d(0, zk+1) → C ′′d(0, zk)1+1/r .
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For d(p, q) small enough, we have C ′′d(0, z0)1/r → α/(1− α) and the trajectory
from q to 0 is of length → 1/(1− α)d(0, z0), which leads to

⎡dp(p, q) → 1

(1− α)
d(p, q).

This completes the proof. �

2.2.2 Uniform Estimates

In the preceding sectionswe have built notions of privileged coordinates and nilpotent
approximations at a given point p, as well as distance estimates from this point. We
now study in which extent these quantities vary continuously as the point p varies.

Let first define what we mean by continuity of a system of privileged coordinates.

Definition 2.8 A continuously varying system of privileged coordinates on an open
subset ψ of M is a mapping ϕ taking values in R

n , defined and continuous on a
neighbourhood of the set {(q, q), q ∈ ψ} ∀ ψ ×ψ , and so that the partial mapping
ϕ(p, ·) is a system of privileged coordinates at p.

In a neighbourhood of a regular point p̄, such a continuously varying system
of privileged coordinates always exist. Indeed, all the examples of construction of
privileged coordinates given in Sect. 2.1.2 are based on adapted frames. And, the
point p̄ being regular, an adapted frame Y1, . . . , Yn at p̄ will be an adapted frame at
every p in a neighbourhoodψ of p̄. It is then easy to see that using the same adapted
frame at every p ∈ ψ will give privileged coordinates ϕ(p, ·) varying continuously
with p. For instance, if ϕ(p, q) = z is defined by

q = exp(z1Y1 + · · · + znYn)(p),

the continuity of ϕ results from the Implicit Function Theorem.
On the other hand, the existence of a continuous varying system of privileged

coordinates is not ensured near a singular point. It is not excluded either, as shown
by the following example.

Example 2.9 (Martinet case) Consider the Martinet case, described in Example 2.5.
There exists singular points, those are the points of the plane {x = 0}. It is however
easy to check that the following map ϕ defines a continuous varying system of
privileged coordinates on R

3,

ϕ ((x̄, ȳ, z̄), (x, y, z)) =
⎭

x − x̄, y − ȳ, z − z̄ − x̄2

2
(y − ȳ)

)
,

the third coordinate being of order 2 if x̄ �= 0, and of order 3 if x̄ = 0.



2.2 Distance Estimates 35

Definition 2.9 A nilpotent approximation of (X1, . . . , Xm) on an open subset ψ of
M is a mapping A which associates, with every p ∈ ψ , a nilpotent approximation
of (X1, . . . , Xm) at p,

A (p) = (⎡X p
1 , . . . , ⎡X p

m).

We say thatA is continuous if the mapping (p, q) �∗ A (p)(q) is well-defined and
continuous on a neighbourhood of the set {(p, p), p ∈ ψ} ∀ ψ ×ψ .

Recall (Definition 2.7) that a nilpotent approximation (⎡X p
1 , . . . , ⎡X p

m) at p is the
homogeneous nilpotent approximation at p associated with some privileged coor-
dinates z at p, that is, ⎡X p

i is the homogeneous part of weighted degree −1 in the
Taylor expansion of Xi expressed in coordinates z. Now, if the weights are con-
stant on ψ and if there exists a continuous varying system of privileged coordinates
on ψ , the resulting nilpotent approximation on ψ is continuous. For every regular
point p ∈ M both conditions are satisfied near p, which ensures the existence of a
continuous nilpotent approximation in a neighbourhood of p.

Near a singular point on the contrary, the weights are not constants and a priori
there do not exist continuous nilpotent approximations.

Assume now that a continuous varying system of privileged coordinates and a
continuous nilpotent approximation are given on an open set ψ ∀ M containing
only regular points. It is just a matter of routine to check in the computations of
Sect. 2.2.1 that the constants C p, εp of Theorem 2.1 and C, ε of Lemma 2.2 may be
chosen as continuous functions of p. More precisely, we have the following result,
which summarizes the discussion above.

Theorem 2.3 Let p̄ ∈ M be a regular point. There exists an open neighbourhood
ψ of p̄, a continuous varying system of privileged coordinates ϕ on ψ , a continuous
nilpotent approximation A on ψ , and two positive continuous functions ε(·), C(·),
such that the following properties are satisfied.

For every pair (p, q) ∈ ψ ×ψ with d(p, q) < ε(p), there holds,

1

C(p)
‖z(q)‖p → d(p, q) → C(p)‖z(q)‖p, (2.13)

where z = ϕ(p, ·). Moreover, for every control u(·) satisfying ‖u‖L1 < ε(p), we
have

‖z(ε (T ; q, u))− z(ε̂ (T ; q, u))‖p → C(p)max
⎪‖z(q)‖p, ‖u‖L1

⎨ ‖u‖1/r
L1 , (2.14)

where r is the degree of nonholonomy at p, and ε̂ (·; q, u) is a trajectory of the
nonholonomic system defined by A (p) = (⎡X p

1 , . . . , ⎡X p
m).

This result underlines the importance of the case where there are no singular
points.
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Definition 2.10 A manifold M equipped with vector fields X1, . . . , Xm is said to
be equiregular if every point in M is regular w.r.t. X1, . . . , Xm .

As a direct consequence of Theorem 2.3 we have an estimate of the volume of
small sub-Riemannian balls in equiregular manifolds. Assume that M is an oriented
manifold with a volume form Ω and let volΩ be the measure on M associated with
Ω, i.e. volΩ(A) = ∫

A Ω for any measurable subset A ∀ M .

Corollary 2.2 Assume that M is equiregular. Given a compact set K ∀ M there
exist positive constants C and ε0 such that, for all q ∈ K and ε < ε0,

1

C
εQ → volΩ(B(q, ε)) → CεQ, (2.15)

where Q = ∑n
i=1 wi (q) does not depend on q.

Uniform Ball-Box Theorem

Near a singular point, it is no longer possible to have continuous functions ε(·), C(·)
like the ones of Theorem 2.3. In particular, if (pn) is a sequence of regular points
converging to a singular point p (this is possible since regular points are dense in
M), the sequence ε(pn) tends to zero whereas the constant εp of Theorem 2.1 is
not equal to zero. It is however possible to obtain some uniform estimates through
a process of desingularization. We just mention here the results, we refer the reader
to [16] for the proofs.

Let K ∀ M be a compact set and rmax be the maximum of the degree of non-
holonomy on K (as noticed in Sect. 2.1.2 rmax is finite). We assume that M is an
oriented manifold with a volume form Ω.

LetX be the set of n-tuples X = (X I1 , . . . , X In ) of brackets of length |Ii | → rmax.
It is a finite subset of Lie(X1, . . . , Xm)n . Given q ∈ K and ε > 0we define a function
fq,ε : X∗ R by

fq,ε(X) =
∣∣∣Ωq

⎪
X I1(q)ε|I1|, . . . , X In (q)ε|In |⎨

∣∣∣ .

We say that X ∈ X is an adapted frame at (q, ε) if it achieves the maximum of fq,ε

on X.
The values at q of an adapted frame at (q, ε) clearly form a basis of Tq M . More-

over, q being fixed, the adapted frames at (q, ε) are adapted frames at q for ε small
enough.

Theorem 2.4 (Uniform Ball-Box theorem [16]) There exist positive constants C
and ε0 such that, for q ∈ K , ε < ε0, and any adapted frame X at (q, ε), there holds

BoxX(q,
1

C
ε) ∀ B(q, ε) ∀ BoxX(q, Cε),

where BoxX(q, ε) = {exp(x1X I1) ◦ · · · ◦ exp(xn X In )(q) : |xi | → ε|Ii |, 1 → i → n}.
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Of course, when the point q is fixed, the estimate above is equivalent to the one
of the Ball-Box theorem for ε smaller than some ε1(q) > 0. However, the main
difference is that here ε0 does not depend on q, whereas in the Ball-Box theorem
ε1 = ε1(q) can be infinitely close to 0 as q varies.

As a consequence of the Uniform Ball-Box theorem, we obtain an estimate of the
volume of small sub-Riemannian balls that generalizes Corollary 2.2.

Corollary 2.3 There exist positive constants C and ε0 such that, for all q ∈ K and
ε < ε0,

1

C
max

X
fq,ε(X) → volΩ(B(q, ε)) → C max

X
fq,ε(X),

the maximum of fq,ε(X) = ∣∣Ωq
⎪
X I1(q)ε|I1|, . . . , X In (q)ε|In |⎨∣∣ being taken over all

n-tuples X = (X I1 , . . . , X In ) of brackets of length |Ii | → rmax.

2.3 Application to Carnot-Carathéodory Spaces

The manifold M endowed with the sub-Riemannian distance d defines a metric
space (M, d) which is called a Carnot-Carathéodory space. The first-order theory
introduced previously has a metric interpretation and will allow us to describe the
local structure of a Carnot-Carathéodory space.

2.3.1 Tangent Structure to Carnot-Carathéodory Spaces

In describing the tangent space to a manifold, we essentially look at smaller and
smaller neighbourhoods of a given point, the manifold being fixed. Equivalently,
we can look at a fixed neighbourhood, but expanding the manifold. As noticed by
Gromov, this idea can be used to define a notion of tangent space for a general metric
space.

If X is a metric space with distance d, we define γX, for γ > 0, to be the metric
space with same underlying set as X and distance γd. A pointed metric space (X, x)

is a metric space with a distinguished point x .
Loosely speaking, a metric tangent space to the metric space X at x is a pointed

metric space (CxX, y) such that

(CxX, y) = lim
γ∗+≤(γX, x).

Of course, for this definition to make sense, we have to define the limit of pointed
metric spaces.

Let us first define the Gromov-Hausdorff distance between metric spaces. Recall
that, in a metric space X, the Hausdorff distance H−dist(A, B) between two subsets
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A and B of X is the infimum of ρ > 0 such that any point of A is within a distance ρ

of B and any point of B is within a distance ρ of A. The Gromov-Hausdorff distance
GH − dist(X, Y ) between two metric spaces X and Y is the infimum of Hausdorff
distances H−dist(i(X), j (Y)) over all metric spaces Z and all isometric embeddings
i : X ∗ Z, j : Y ∗ Z.

Thanks to Gromov-Hausdorff distance, one can define the notion of limit of a
sequence of pointed metric spaces: (Xn, xn) converge to (X, x) if, for any positive r ,

GH− dist
⎪
BXn (xn, r), BX(x, r)

⎨ ∗ 0 as n ∗+≤

where BY(y, r) endowed with the distance of Y is considered as a metric space.
Note that all pointed metric spaces isometric to (X, x) are also limit of (Xn, xn).
However the limit is unique up to an isometry provided the closed balls around the
distinguished point are compact [3, Sect. 7.4].

Finally, one says that (Xγ, xγ) converge to (X, x) when γ ∗ ≤ if, for every
sequence γn , (Xγn , xγn ) converge to (X, x).

Definition 2.11 A pointed metric space (CxX, y) is a metric tangent space to the
metric space X at x if (γX, x) converge to (Cx X, y) as γ ∗ +≤. If it exists, it is
unique up to an isometry provided the closed balls around x in (γX, x) are compact.

For a Riemannian metric space (M, dR) induced by a Riemannian metric g on
a manifold M , metric tangent spaces at a point p exist and are isometric to the
Euclidean space (Tp M, gp), that is, the standard tangent space endowed with the
scalar product defined by the quadratic form gp.

For a Carnot-Carathéodory space (M, d), the metric tangent space is given by the
nilpotent approximation.

Theorem 2.5 A Carnot-Carathéodory space (M, d) admits metric tangent spaces
(C p M, y) at every point p ∈ M. The space C p M is itself a Carnot-Carathéodory
space isometric to (Rn, ⎡d), where ⎡d is the sub-Riemannian distance associated with
a homogeneous nilpotent approximation at p.

This theorem, due to Bellaïche, is a consequence of a strong version of Theorem
2.1: for q and q ′ in a neighbourhood of p,

|d(q, q ′)− ⎡d(q, q ′)| → Cst ⎡d(p, q)d(q, q ′)1/r . (2.16)

In these notes, we present neither the proof of this result, nor the one of Theorem
2.5, and we refer the reader to [4, 21].

Remark 2.4 Recall that ⎡d is not intrinsic to the frame (X1, . . . , Xm). Thus Theorem
2.5 does not provide an intrinsic characterization of the metric tangent space. Such
characterizations exist for sub-Riemannian manifolds (M, D, gR) in [7, 20], and the
latter could easily be adapted to the case of a sub-Riemannian geometry associated
with a nonholonomic system. However these constructions are intrinsic to the dif-
ferentiable manifold M equipped with the sub-Riemannian structure (D, gR), or to
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M equipped with the frame (X1, . . . , Xm), not to the metric space (M, d). To our
knowledge, the problem of finding a characterization of the metric tangent space
C p M depending only on the Carnot-Carathéodory space (M, d) is still open.

What is the algebraic structure of C p M? Of course C p M is not a linear space in
general: for instance, ⎡d is homogeneous of degree 1, but with respect to dilations
αt and not with respect to the usual Euclidean dilations. It appears that C p M has
actually a natural structure of group, or at least of quotient of groups.

Let us introduce the group G p generated by the diffeomorphisms exp(t ⎡Xi ) acting
on the left on R

n (note that every exp(t ⎡Xi ) is a global diffeomorphism on R
n since

⎡Xi is a complete vector field). Since gp = Lie(⎡X1, . . . , ⎡Xm) is a nilpotent Lie
algebra, G p is a simply connected Lie group and has gp as its Lie algebra, that is
G p = exp(gp). This Lie algebra gp splits into homogeneous components

gp = g−1 ⊕ · · · ⊕ g−r ,

where g−s is the set of homogeneous vector fields of degree−s, and so gp is a graded
Lie algebra. The first component g−1 = span〈⎡X1, . . . , ⎡Xm〉 generates gp as a Lie
algebra. All these properties imply that G p is what we call a Carnot group.

Definition 2.12 A Carnot group is a simply connected Lie group, such that the
associated Lie algebra is graded, nilpotent, and generated by its first component.

Note that the dilations αt act on gp as a multiplication by t−s on g−s . This action
extends to G p by the exponential mapping.

Example 2.10 (Heisenberg group) The simplest non Abelian Carnot group is the
Heisenberg group H

3 which is the connected and simply connected Lie group whose
Lie algebra satisfies

g = g−1 ⊕ g−2, with dim g−1 = 2.

As a consequence, dimH
3 = 3. Choosing a basis X , Y , Z = [X, Y ] of g, we define

coordinates on H
3 by the exponential mapping

(x, y, z) �∗ exp(x X + yY + zZ).

By the Campbell-Hausdorff formula (see Sect. A.1), the law group on H
3 in these

coordinates is

(x, y, z) · (x ′, y′, z′) = (x + x ′, y + y′, z + z′ + 1

2
(xy′ − x ′y)),

which is homogeneous with respect to the dilation αt (x, y, z) = (t x, t y, t2z).
Finally, denote by X1, X2 the left-invariant vector fields on H

3 whose values at
the identity are respectively X and Y . In coordinates (x, y, z), these vector fields
write as
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X1 = δx − y

2
δz and X2 = δy + x

2
δz,

which are the vector fields ofwhatwehave called theHeisenberg case inExamples 2.3
and 2.4.

Let⎡ξ1, . . . ,⎡ξm be the right-invariant vector fields on G p such that⎡ξi (id) = ⎡Xi ,
where id is the identity of G p. Equivalently,

⎡ξi (g) = d

dt

[
exp(t ⎡Xi )g

]∣∣
t=0.

With (⎡ξ1, . . . ,⎡ξm) is associated a right-invariant sub-Riemannian metric and a sub-
Riemannian distance dG p on G p.

The action of G p on R
n is smooth and transitive. Indeed, for every x ∈ R

n , the
orbit of x under the action of G p is the set

⎧
exp(ti1 ⎡Xi1) ◦ · · · ◦ exp(tik

⎡Xik )(x) : k ∈ N, ti j ∈ R, i j ∈ {1, . . . , m}⎩ .

By Chow-Rashevsky’s theorem (or more precisely by Remark 1.6), this set is the
whole R

n since (⎡X1, . . . , ⎡Xm) satisfies Chow’s Condition on R
n (Lemma 2.1).

To understand the algebraic structure of C p M we will use the following standard
result on transitive action of Lie groups (see for instance [18, Theorem 9.24]).

Theorem 2.6 Let G be a Lie group acting on the left smoothly and transitively on
a manifold M. Let q ∈ M and H be the isotropy subgroup of q which is defined by
H = {g ∈ G : g · q = q}. Then H is a closed subgroup of G, the left coset space
G/H is a manifold of dimension dim G − dim H, and the map F : G/H ∗ M
defined by F(gH) = g · q is an equivariant diffeomorphism.

Let Hp be the isotropy subgroup of 0 ∈ R
n under the action of G p. According to

Theorem 2.6, the map Λp : G p ∗ R
n , Λp(g) = g(0), induces a diffeomorphism

ηp : G p/Hp ∗ R
n, ηp(gHp) = g(0).

Observe that Hp is invariant under dilations, since αt g(αt x) = αt (g(x)). Hence
Hp is connected and simply connected, and so Hp = exp(hp), where hp is the Lie
sub-algebra of gp containing the vector fields vanishing at 0,

hp = {Z ∈ gp : Z(0) = 0}.

As gp, hp is invariant under dilations and splits into homogeneous components.
Now, the elements ⎡X1, . . . , ⎡Xm of gp act on the left on G p/Hp with the notation

ξ1, . . . , ξm ,

ξ i (gHp) = d

dt

[
exp(t ⎡Xi )gHp

]∣∣
t=0.

http://dx.doi.org/10.1007/978-3-319-08690-3_1
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These vector fields define a sub-Riemannianmetric and a sub-Riemannian distance d
on G p/Hp. We clearly haveηp∗ξ i = ⎡Xi , soηp maps the sub-Riemannian metric on
G p/Hp associatedwith (ξ1, . . . , ξm) to the one onR

n associatedwith (⎡X1, . . . , ⎡Xm).
We summarize this construction by the following result.

Theorem 2.7 The metric tangent space C p M and (Rn, ⎡d) are isometric to the coset
space G p/Hp endowed with the sub-Riemannian distance d.

Example 2.11 (Grušin plane) Consider the vector fields X1 = δx and X2 = xδy

on R
2. The Carnot-Carathéodory space defined by these vector fields is called the

Grušin plane.
The only nonzero bracket is X[1,2] = [X1, X2] = δy . Thus, at p = 0, the weights

are (1, 2), and (x, y) are privileged coordinates. Since X1 and X2 are homogeneous
with respect to this system of coordinates, we have ⎡X1 = X1 and ⎡X2 = X2. The Lie
algebra they generate is

g0 = span(X1, X2, X[1,2])

which is of dimension 3, and the group exp(g0) is actually the Heisenberg group
H

3 (see Example 2.10). The Lie sub-algebra h0 of g0 containing the vector fields
vanishing at 0 is

h0 = span(X2),

which is one-dimensional. Thus the Grušin plane is isometric to H
3/ exp(h0)

endowed with the distance d.

Example 2.12 (Martinet case) Consider the Martinet case, defined on R
3 by

X1 = δx and X2 = δy + x2

2
δz .

As noticed in Example 2.5, at p = 0 the coordinates (x, y, z) are privileged and
by homogeneity ⎡X1 = X1 and ⎡X2 = X2. Moreover the only nonzero bracket are
X[1,2] = xδz and X[1,[1,2]] = δz . Thus,

g0 = span(X1, X2, X[1,2], X[1,[1,2]])

which is of dimension 4. The group exp(g0) is called the Engel group, and is denoted
by E

4. The Lie sub-algebra h0 of g0 containing the vector fields vanishing at 0 is

h0 = span(X[1,2]).

When the point p is regular, Theorem 2.7 can be refined thanks to the following
result.

Lemma 2.3 If p is a regular point, then dim G p = n.
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Proof Let X I1 , . . . , X In be an adapted frame at p. Since p is regular, X I1 , . . . , X In

is also an adapted frame near p, and any bracket X J can be written as

X J (z) =
∑

{i : |Ii |→|J |}
ai (z)X Ii (z),

where each ai is a function of order ≥ |Ii | − |J |. Taking the homogeneous terms of
degree −|J | in this expression, we obtain

⎡X J (z) =
∑

{i : |Ii |=|J |}
ai (0)⎡X Ii (z),

and so ⎡X J ∈ span〈⎡X I1 , . . . ,
⎡X In 〉. Thus ⎡X I1 , . . . ,

⎡X In is a basis of gp, and so
dim G p = n. �

As a consequence Hp is of dimension zero in this case. Since Hp is invariant
under dilations, Hp = {id}, and hence the mapping Λp : G p ∗ R

n , Λp(g) = g(0),
is a diffeomorphism. Moreover Λp∗⎡ξi = ⎡Xi , which implies that Λp maps the sub-
Riemannian metric on G p associated with (⎡ξ1, . . . ,⎡ξm) to the one on R

n associated
with (⎡X1, . . . , ⎡Xm). This gives the following result.1

Proposition 2.4 When p is a regular point, the metric tangent space C p M and the
Carnot-Carathéodory space (Rn, ⎡d) are isometric to the Carnot group G p endowed
with the right-invariant sub-Riemannian distance dG p .

Thus Carnot groups have the same role in sub-Riemannian geometry as Euclidean
spaces have in Riemannian geometry. For this reason they are sometimes referred
to as “non Abelian linear spaces”: the internal operation—addition—is replaced by
the law group and the external operation—multiplication by a real number—by the
dilations. Note that, when G p is Abelian (i.e. commutative) then G p has a linear
structure and the sub-Riemannian metric on G p is a Euclidean metric.

Example 2.13 (unicycle) In the case of the distance d associated with the unicycle
(Examples 1.1 and 2.8), the growth vector is (2, 3) at every point. Hence every point
p ∈ R

2×S 1 is regular, and the Lie algebra generated by the nilpotent approximation
satisfies

gp = g−1 ⊕ g−2, with dim g−1 = 2.

As a consequence, G p = H
3 (see Example 2.10), and so the metric tangent space to

(R2 ×S 1, d) at every point p has the structure of the Heisenberg group.

1 This result appeared first in [19], but with an erroneous proof. The presentation given here is
inspired from the one of [4].

http://dx.doi.org/10.1007/978-3-319-08690-3_1
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2.3.2 Hausdorff Dimension

Consider a metric space (M, d) and denote by diam S the diameter of a set S ∀ M .
Let k ≥ 0 be a real number. For every subset A ∀ M , we define the k-dimensional
Hausdorff measure H k of A as H k(A) = limε∗0+ H

k
ε (A), where

H k
ε (A) = inf

{ ≤∑

i=1
(diam Si )

k : A ∀
≤⋃

i=1
Si , Si closed set, diam Si → ε

⎜
.

Wealso define the k-dimensional spherical Hausdorff measureS k of A asS k(A) =
limε∗0+ S

k
ε (A), where

S k
ε (A) = inf

{ ≤∑

i=1
(diam Si )

k : A ∀
≤⋃

i=1
Si , Si is a ball, diam Si → ε

⎜
.

In the Euclidean space R
n , k-dimensional Hausdorff measures are often defined

as 2−k∂(k)H k and 2−k∂(k)S k , where ∂(k) is defined from the usual gamma func-
tion as ∂(k) = Γ ( 12 )

k/Γ ( k
2 + 1). This normalization factor is necessary for the

n-dimensional Hausdorff measure and the Lebesgue measure to coincide on R
n .

For a given set A ∀ M , H k(A) is a decreasing function of k, infinite when k
is smaller than a certain value, and zero when k is greater than this value. We call
Hausdorff dimension of A the real number

dimH A = sup{k : H k(A) = ≤} = inf{k : H k(A) = 0}.

Note that H k → S k → 2kH k , so the Hausdorff dimension can be defined equiva-
lently from Hausdorff or spherical Hausdorff measures.

In the case where the metric space (M, d) is a Carnot-Carathéodory space, only
few results exist on Hausdorff measures, except for specific cases [1, 12]. The most
general result is the following one.

Theorem 2.8 Let (M, d) be an equiregular Carnot-Carathéodory space and p a
point in M. Then the Hausdorff dimension of a small enough ball

B(p, r) is dimH B(p, r) = Q, where

Q =
n∑

i=1
wi (p) =

∑

i≥1
i
⎣
dimωi (p)− dimωi−1(p)

⎤

does not depend on p. Moreover H Q(B(p, r)) is finite.

Proof Fix a volume formΩ on B(p, r) (it is possible for a small enough r ), and denote
by volΩ the associated measure. It results from Corollary 2.2 that, for q ∈ B(p, r)

and ε small enough,
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1

C
εQ → volΩ(B(q, ε)) → CεQ . (2.17)

Define Nε to be the maximal number of disjoints balls of radius ε included
in B(p, r), and consider such a family B(qi , ε), i =, . . . , Nε, of disjoints balls.
By (2.17),

1

C
εQ Nε → volΩ(B(p, r)) ∅ Nε → Cε−QvolΩ(B(p, r)).

On the other hand the union
⎟

i B(qi , 2ε) covers B(p, r), and by Theorem 2.4 every
ball B(qi , 2ε) is of diameter ≥ 4

C ε if ε is small enough. This implies

S Q(B(p, r)) → lim inf
ε∗0

Nε

⎭
4ε

C

)Q

< ≤.

Therefore dimH B(p, r) → Q.
Conversely, let

⎟
i B(qi , ri ) be a covering of B(p, r) with balls of diameter not

greater than ε. If ε is small enough, every ri is smaller than ε0 and there holds

volΩ(B(p, r)) →
∑

i

volΩ(B(qi , ri )) → C
∑

i

r Q
i .

As a consequence, we haveS Q(B(p, r)) ≥ volΩ(B(p, r))/C , which in turn implies
dimH B(p, r) ≥ Q. This ends the proof. �

When (M, d) is not equiregular, the Hausdorff dimension of balls centered at
singular points behaves in a different way. Let us show it on an example.

Consider the Martinet space (Example 2.5), that is, R
3 endowed with the sub-

Riemannian distance associated with the vector fields

X1 = δx and X2 = δy + x2

2
δz .

A point q = (x, y, z) is regular if x �= 0 and in this case
∑

i wi (q) = 4, otherwise
it is singular and

∑
i wi (q) = 5.

Lemma 2.4 Let p a point in the Martinet space.

• If p is regular, then dimH B(p, r) = 4, and H 4(B(p, r)) is finite.
• If p is singular, then dimH B(p, r) = 4, but H 4(B(p, r)) is not finite.

Proof When p is regular, the result is a direct consequence of Theorem 2.8. Let us
consider a singular point p and a radius r > 0. Since regular points form an open set,
B(p, r) contains small balls centered at regular points, and thus dimH B(p, r) ≥ 4.

Let us apply Corollary 2.3. We choose as a volume form Ω = dx ∧ dy ∧ dz, the
associated measure volΩ being the Lebesgue measure μ on R

3. The function fq,ε
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takes only two values, fq,ε(X) = |x |ε4 if X = (X1, X2, X[1,2]) and fq,ε(X) = ε5 if
X = (X1, X2, X[1,[1,2]]). Thus, for q = (x, y, z) close enough to p and for ε > 0
small enough,

1

C
ε4 max(|x |, ε) → μ(B(q, ε)) → Cε4 max(|x |, ε). (2.18)

We proceed as in the proof of Theorem 2.8. Define Nε to be the maximal number
of disjoints balls of radius ε included in B(p, r), and consider such a family B(qi , ε),
i =, . . . , Nε, of disjoints balls, with qi = (xi , yi , zi ). Notice that the first coordinate
x is of nonholonomic order→ 1 at any point. This implies that there exists a constant
C ′ > 0 such that

B(qi , ε) ∀ B(p, r) ∩ {q = (x, y, z) : |x − xi | → C ′ε}.

As a consequence, for an integer k, every ball B(qi , ε) such that (k−1)ε → |xi | < kε

is included in the set B(p, r) ∩ {q = (x, y, z) : |x | ∈ ((k − 1− C ′)ε, (k + C ′)ε]}.
The volume of the latter set is smaller than C ′′ε, where C ′′ is a constant (depending
neither on k nor ε). Then it results from (2.18) that

1

C
Nε(k)kε5 → C ′′ε,

where Nε(k) is the number of points qi such that (k−1)ε → |xi | < kε. The Ball-Box
Theorem implies that Nε(k) = 0 when k > C ′r/ε, and hence

Nε =
�C ′r/ε�∑

k=1
Nε(k) → const

ε4

�C ′r/ε�∑

k=1

1

k
→ const

ε4
log

⎭
1

ε

)
,

where �t� denotes the integer part of a number t . Now the union
⎟

i B(qi , 2ε) covers
B(p, r) and every ball B(qi , 2ε) is of diameter ≥ 4

C ε if ε is small enough. This
implies that, for any real number s > 4,

S s(B(p, r)) → lim
ε∗0

⎭
4ε

C

)s

Nε → lim
ε∗0

const εs−4 log
⎭
1

ε

)
= 0.

Consequently dimH B(p, r) → 4, and hence dimH B(p, r) = 4, since the converse
inequality holds.

We are left to show thatH 4(B(p, r)), or equivalentlyS 4(B(p, r)), is not finite.
Let

⎟
i B(qi , ri ) be a covering of B(p, r) with balls of diameter not greater than ε.

For an integer k ≥ 1, denote by Ik the set of indices such that
⎟

i∈Ik
B(qi , ri ) is a

covering of the set B(p, r) ∩ {q = (x, y, z) : |x | ∈ ((k − 1)ε, kε]}. Thus
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∑

i∈Ik

μ(B(qi , ri )) ≥ const ε.

On the other hand i ∈ Ik implies μ(B(qi , ri )) → const r4i kε, and so

∑

i∈Ik

r4i ≥
const

k
.

Summing up over k, we obtain, for a small enough ε,

∑

i

r4i ≥ const log

⎭
1

ε

)
.

As a consequence, S 4
ε (B(p, r)) ≥ const log( 1

ε
), and so S 4

ε (B(p, r)) = ≤. This
ends the proof. �

Note that after the writing of these notes, new results on Hausdorff measures and
dimensions in Carnot-Carathéodory spaces have been published (see [13]).

2.4 Desingularization

We have seen in the previous sections that the key feature of regular points is unifor-
mity:

• uniformity of the flag (2.2);
• uniformity w.r.t. p of the convergence (γ(M, d), p) ∗ C p M (as explained by
Bellaïche [4, Sect. 8], this uniformity is responsible for the group structure of the
metric tangent space);

• uniformity of distance estimates (see Sect. 2.2.2).

All these uniformity properties are lost at singular points.We can however recover
some of these properties by a process of desingularization.

2.4.1 Lifting of a Nonholonomic System

In order to desingularize a mathematical structure, the usual way is to consider a
singularity as the projection of a regular object. We will then try to construct a
manifold M̃ = M × R

k and vector fields ξ1, . . . , ξm such that:

• for i = 1, . . . , m, Xi is the pushforward π∗ξi of ξi by the canonical projection
π : M̃ ∗ M , that is,
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dπ p̃(ξ( p̃)) = Xi (π( p̃)) for every p̃ ∈ M̃;

when it is the case, we say that (ξ1, . . . , ξm) is a lifting of (X1, . . . , Xm) to M̃ ;
• M̃ equipped with ξ1, . . . , ξm is equiregular (see Definition 2.10).

The algebraic structure of the metric tangent space provides a good indication on
how to obtain such a lifting. Indeed, let us consider the particular case of vector fields
⎡X1, . . . , ⎡Xm on R

n which are a nilpotent approximation of X1, . . . , Xm at a singular
point p. Keeping the notations and definitions of Sect. 2.3.1, we have the following
diagram between Carnot-Carathéodory spaces,

(G p, dG p )

π↓ Λp↘
(G p/Hp, d)

ηp

−̃∗ (Rn, ⎡d)

Thus up to an isomorphism (Rn, ⎡d) is the projection of (G p, dG p ), which is an
equiregular Carnot-Carathéodory space since the sub-Riemannian metric on G p

is right-invariant. Recall now that ⎡ξ1, . . . ,⎡ξm (resp. ξ1, . . . , ξm) are mapped to
⎡X1, . . . , ⎡Xm by Λp (resp. ηp). Working in a system of coordinates, we identify
G p/Hp with R

n and ξ i with ⎡Xi . These coordinates on R
n � G p/Hp, denoted by x ,

induce coordinates (x, y) ∈ R
N on G p for which we have

⎡ξi (x, y) = ⎡Xi (x)+
N∑

j=n+1
bi j (x, y)δy j . (2.19)

Hence R
N equipped with⎡ξ1, . . . ,⎡ξm is an equiregular lifting of R

n equipped with
⎡X1, . . . , ⎡Xm .

We will use this idea to desingularize the original space (M, d). Choose for x
privileged coordinates at p, so that

Xi (x) = ⎡Xi (x)+ Ri (x) with ordp Ri ≥ 0.

Set M̃ = M × R
N−n , and in local coordinates (x, y) on M̃ , define vector fields on

a neighbourhood of (p, 0) by

ξi (x, y) = Xi (x)+
N∑

j=n+1
bi j (x, y)δy j ,

with the same functions bi j as in (2.19). These vector fields realize locally a lifting
of the vector fields X1, . . . , Xm to M̃ : denoting by π : M̃ ∗ M the canonical
projection, we have Xi = π∗ξi for i = 1, . . . , m.
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We define in this way a nonholonomic system on an open set Ũ ∀ M̃ whose
nilpotent approximation at (p, 0) is by construction (⎡ξ1, . . . ,⎡ξm). Unfortunately,
(p, 0) can be itself a singular point. Indeed, a point can be singular for a system and
regular for the nilpotent approximation taken at this point.

Example 2.14 Take the vector fields X1 = δx1 , X2 = δx2 + x1δx3 + x21δx4 and
X3 = δx5 + x1001 δx4 on R

5. The origin 0 is a singular point. However the nilpotent
approximation at 0 is ⎡X1 = X1, ⎡X2 = X2, ⎡X3 = δx5 , for which 0 is not singular.

To avoid this difficulty, we need a group bigger than G p, namely the free nilpotent
group Nr of step r with m generators. Let us first recall some general facts on free
Lie algebras (see [5] for more details).

Let L = L (1, . . . , m) be the free Lie algebra generated by {1, . . . , m}. We use
L s to denote the subspace generated by elements ofL of length not greater than s,
and ñs to denote the dimension of L s .

Definition 2.13 Let ξ1, . . . , ξm be m vector fields on a manifold M̃ , and r be a
positive integer. The Lie algebra Lie(ξ1, . . . , ξm) is said to be free up to step r if,
for every x ∈ M̃ , the elements n1(x), . . . , nr (x) of the growth vector are equal to
ñ1, . . . , ñr .

Remark 2.5 Consider a manifold M̃ of dimension ñr . If Lie(ξ1, . . . , ξm) is free up
to step r , then every point in M̃ is regular. It is in particular the case when the degree
of nonholonomy of (ξ1, . . . , ξm) equals r at every point of M̃ .

LetL (s) be the subspace ofL generated by elements of length equal to s. Then
nr = L /L (r+1) is nilpotent of step r and is called the free nilpotent Lie algebra
of step r generated by {1, . . . , m}. The corresponding simply connected Lie group
Nr = exp(nr ) is the free nilpotent group of step r . It is a Carnot group, and the
generators ∂1, . . . , ∂m (∂i = i mod L (r+1)) of nr define on Nr a right-invariant
sub-Riemannian distance dN .

Now, the group Nr defines a left action onR
n : given g ∈ Nr , we have g = exp(I )

where I ∈ nr , and the action is defined by

g : q ∈ R
n �∗ g · q = exp(⎡X I )(q),

where ⎡X I ∈ Lie(⎡X1, . . . , ⎡Xm) is obtained by plugging in ⎡Xi , i = 1, . . . , m, for
the corresponding letter i in I . Denoting by K the isotropy subgroup of 0 for this
action, we obtain that (Rn, ⎡d) is isometric to Nr/K endowed with the restriction of
the distance dN .

Reasoning as we did above with (G p, dG p ), we are able to lift locally the vector
fields X1, . . . , Xm on M to vector fields on M × R

ñr−n having ∂1, . . . , ∂m for
nilpotent approximation at (p, 0).Moreover (p, 0) is a regular point for the associated
nonholonomic system in M ×R

ñr−n since Nr is free up to step r . We obtain in this
way a result of desingularization.
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Lemma 2.5 Let p be a point in M, r the degree of nonholonomy at p, and M̃ =
M × R

ñr−n. Then there exist a neighbourhood Ũ ∀ M̃ of (p, 0), a neighbourhood
U ∀ M of p with U × {0} ∀ Ũ , local coordinates (x, y) on Ũ , and smooth vector
fields on Ũ ,

ξi (x, y) = Xi (x)+
N∑

j=n+1
bi j (x, y)δy j , i = 1, . . . , m, (2.20)

such that:

• ξ1, . . . , ξm satisfy Chow’s Condition and have r for degree of nonholonomy every-
where (so the Lie algebra they generate is free up to step r);

• every q̃ in Ũ is regular;
• denoting by π : M̃ ∗ M the canonical projection, and by d̃ the sub-Riemannian

distance defined by ξ1, . . . , ξm on Ũ , we have π∗ξi = Xi , and for q ∈ U and
ε > 0 small enough,

B(q, ε) = π
⎣

Bd̃⎪
(q, 0), ε

⎨⎤
,

or, equivalently,
d(q1, q2) = inf

q̃2 ∈π−1(q2)
d̃
⎪
(q1, 0), q̃2

⎨
.

Proof The only things that remain to prove are the last equalities. Let (x(·), y(·)) be
a trajectory of the nonholonomic system in Ũ defined by ξ1, . . . , ξm . Then, for every
control u(·) associated with the trajectory,

(ẋ(t), ẏ(t)) =
m∑

i=1
ui (t)ξi (x, y).

It follows from (2.20) that x(·) is a trajectory in U of the system defined by
X1, . . . , Xm , which is associated with the same controls u(·), so that

length
⎪
x(·)⎨ = length

⎪
(x, y)(·)⎨.

The relation between d and d̃ follows. �

Remark 2.6 The lemma still holds if we replace r by any integer greater than the
degree of nonholonomy at p.

Thus any Carnot-Carathéodory space (M, d) is locally the projection of an
equiregular Carnot-Carathéodory space (M̃, d̃). This projection preserves the tra-
jectories, the minimizers, and the distance.

Example 2.15 (Martinet case) Consider the vector fields of the Martinet case (see
Example 2.5), defined on R

3 by:
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X1 = δx and X2 = δy + x2

2
δz .

Let π : R4 ∗ R
3 be the projection with respect to the last coordinates, π(x, y, z, w)

= (x, y, z). Then X1 and X2 are the projections of the vector fields defining the
Engel group E

4 (see Example 2.12),

ξ1 = δx and ξ2 = δy + x2

2
δz + xδw,

that is π∗ξi = Xi . Thus, for every pair of points q1, q2 ∈ R
3,

dMart(q1, q2) = inf
w∈R

dE4
⎪
(q1, 0), (q2, w)

⎨
,

where dMart and dE4 are the sub-Riemannian distance in respectively the Martinet
space and the Engel group.

Example 2.16 (Grušin plane) Consider the vector fields

X1 = δx , X2 = xδy,

on R
2, which define the Grušin plane (see Example 2.11). Let π : R

3 ∗ R
2 be the

projection with respect to the last coordinates, π(x, y, z) = (x, y). Then X1 = π∗ξ1
and X2 = π∗ξ2, where

ξ1 = δx and ξ2 = δz + xδy,

are, up to a change of coordinates, the vector fields defining the Heisenberg case (see
Example 2.3).

2.4.2 Desingularization Procedure

Lemma 2.5 states the existence of a desingularized lifting of the vector fields
X1, . . . , Xm . Our aim now is to give an effective construction involving only explicit
(and purely algebraic) changes of coordinates and intermediate constructions. We
will also obtain, as a byproduct, a nilpotent approximation of the lifting in a “canon-
ical form”. We begin with the presentation of this canonical form.
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P. Hall Basis and Canonical Form

Recall that we use L = L (1, . . . , m) to denote the free Lie algebra generated by
the elements {1, . . . , m}. The P. Hall basis of L is a subset H = {I j } j∈N of L ,
endowed with a total order ≺, that satisfies the following:
(H1) if |Ii | < |I j |, then Ii ≺ I j ;
(H2) {1, . . . , m} ∀H , and we impose that 1 ≺ 2 ≺ · · · ≺ m;
(H3) every element of length 2 inH is in the form [Ii , I j ]with Ii , I j ∈ {1, . . . , m}

and Ii ≺ I j ;
(H4) an element Ik ∈ L of length greater than 3 belongs to H if Ik =

[Ik1 , [Ik2 , Ik3 ]] with Ik1 , Ik2 , Ik3 ∈ H , and (i) [Ik2 , Ik3 ] belongs to H ,
(ii) Ik2 ≺ Ik3 , (iii) Ik2 ≺ Ik1 or Ik2 = Ik1 , and (iv) Ik1 ≺ [Ik2 , Ik3 ].

The elements ofH form a basis ofL , and≺ defines a strict and total order over
the set H . In the sequel, we use Ik to denote the kth element of H with respect to
that order. LetH s be the subset ofH of all the elements of length not greater than
s. The elements of H s form a basis of L s and Card(H s) = ñs .

By (H1)−(H4), every element I j ∈H can be expanded in a unique way as

I j = [Ik1 , [Ik2 , . . . , [Iki , Ik] . . .]], (2.21)

with k1 ≥ · · · ≥ ki , ki < k, and k ∈ {1, . . . , ñ1}. We set Λ(I j ) = k. For I j ∈ H r ,
the expansion (2.21) also associates with I j ∈H a sequence ∂ j = (∂1

j , . . . , ∂
ñr
j ) in

Z
ñr where ∂Δ

j is the number of occurrences of Δ among k1, . . . , ki . By construction,

one has ∂Δ
j = 0 for Δ ≥ j , and ∂ j = (0, . . . , 0) for 1 → j → ñ1.

Let us give now the construction of a canonical form for free nilpotent Lie algebras
of step r . The construction takes place in R

ñr , where r is a positive integer and ñr

the dimension of L r . Let I1, . . . , Iñr be the elements of H r sorted by increasing
order with respect to ≺. We define the monomials Pj (x), j = 1, . . . , ñr , by

Pj (x) = x
∂1

j
1 . . . x

∂
j−1
j

j−1
∂1

j ! . . . ∂ j−1
j !

, (2.22)

where ∂ j is the sequence associated with I j .

Definition 2.14 Let X1, . . . , Xm be m vector fields on an open subset ψ of R
ñr and

x be a local system of coordinates on ψ . The family (X1, . . . , Xm) is said to be in
canonical form in the coordinates x if one has

x∗X1 = δx1,

x∗Xi = δxi +
∑

2→|I j |→r
Λ(I j )=i

Pj (x)δx j , i = 2, . . . , m.
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In this case, Lie(X1, . . . , Xm) is a free nilpotent Lie algebra of step r , and one has

X I j (0) = δx j , for I j ∈H r ,

where the vector field X I j ∈ Lie(X1, . . . , Xm) is obtained by plugging in Xi , i =
1, . . . , m, for the corresponding letter i in I j (see [10, 11] for a complete development
on this canonical form).

Reasoning by induction on the coefficients Pj , one can show that the nonholo-
nomic system ẋ = ∑m

i=1 ui Xi (x) associated with a canonical form may be written
component by component as,

ẋ j = 1

k! x
k
j1 ẋ j2 , if I j = adk

I j1
I j2 , (2.23)

where adk
I j1

I j2 = [I j1, [I j1 , . . . , [I j1︸ ︷︷ ︸
k times

, I j2 ], with I j2 = [I j3 , I j4 ] and I j3 ≺ I j1 .

Remark 2.7 Note that the canonical coordinates of the second kind (see Sect. B.1)
allows one to obtain canonical forms. Indeed, assume that X1, . . . , Xm generate a
free nilpotent Lie algebra of step r . Then (X I1 , . . . , X Ĩnr

) form an adapted basis at
every point and (X1, . . . , Xm) is in canonical form in the canonical coordinates of
the second kind associated with that basis (see [25]).

Construction of a Desingularized Lifting

As we are concerned here with algorithmic issues, we work on an open subset ψ of
R

n rather than on a general manifold. We denote by x the canonical coordinates on
ψ .

Consider m vector fields X1, . . . , Xm on ψ satisfying Chow’s Condition, and
fix a point p ∈ ψ . Choose also an integer r greater than or equal to the degree of
nonholonomy at p, and a n-tupleJ = (I1, . . . , In) of elements ofH r such that the
vectors X I1(p), . . . , X In (p) form a basis ofR

n .We define an open domainVJ ∀ ψ

containing p by

VJ = { x ∈ ψ : det(X I1(x), . . . , X In (x)) �= 0 }.

We are going to construct a family of m vector fields (ξ1, . . . , ξm) defined on
VJ × R

ñr−n , which is a lifting of (X1, . . . , Xm), and which generates a free up
to step r Lie algebra. At the same time, we will give a nilpotent approximation of
(ξ1, . . . , ξm) at p̃ = (p, 0) ∈ VJ × R

ñr−n in canonical form.
Define
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J s = {I j ∈J , with |I j | = s}, for s ≥ 1,

G s =H s \H s−1, for s ≥ 2.

We denote by ks the cardinal of J s , and by k̃s the cardinal of G s . We also define
w̃1, . . . , w̃ñr , called the free weights of step r , by w̃ j = s if ñs−1 < j → ñs . We are
now ready to describe our procedure.

Desingularization Algorithm

Initialization step

(i) Set V 1 := VJ × R
k̃1−k1 , p1 := (p, 0) ∈ V 1, K 1 :=H 1 ∪ (J \J 1).

Denote by v1 the points in R
k̃1−k1 .

(ii) Define the vector fields ξ11 , . . . , ξ1m on V 1 by:

∃(x, v1) ∈ V 1, ξ1i (x, v1) := Xi (x)+
{
0, for i ∈J 1,

δv1i
, for i ∈ G 1 \J 1.

(iii) Compute the affine coordinates y1 on V 1 satisfying

δy1j
= ξ1I j

(p1) for I j ∈ K 1, and y1(p1) = 0.

(iv) Construct the coordinates z1 on V 1 by

z1j := y1j , for j ∈H 1,

z1j := y1j −
ñ1∑

k=1
(ξ1k · y1k )(y1)|y1=0 y1k , for I j ∈ K 1 \H 1,

where I j denotes the j th element inK 1.

Iteration steps

For s = 2, . . . , r :

(i) SetV s := V s−1×R
k̃s−ks , ps := (p, 0) ∈ V s, andK s := K s−1∪(G s\J s).

Denote by vs the points in R
k̃s−ks .

(ii) Define the vector fields ξ s
1 , . . . , ξ

s
m on V s by:

∃(zs−1, vs) ∈ V s, ξ s
i (zs−1, vs) = ξ s−1

i (zs−1)+
∑

Ik∈G s\J s

Λ(Ik )=i

Pk(z
s−1)δvs

k
.
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(iii) Compute the linear change of coordinates (zs−1, vs) �∗ ys on V s by

δys
j
= ξ s

I j
(ps) for every I j ∈ K s .

(iv) Construct the coordinates z̃s on V s by the following recursive formulas:

• for I j ∈H s ,

z̃s
j := ys

j −
|I j |−1∑

k=2
rk(ys

1, . . . , ys
j−1), (2.24)

where, for k = 2, . . . , |I j | − 1,

rk(ys
1, . . . , ys

j−1)

=
∑

|τ|=k
w̃(τ)<|I j |

[
(ξ s

I1 )
τ1 · · · (ξ s

I j−1 )
τ j−1 · (ys

j −
k−1∑

q=2
rq )

]
(ys)|ys=0

(ys
1)

τ1

τ1! · · · (ys
j−1)τ j−1

τ j−1! ;

• for I j ∈ K s \H s ,

z̃s
j := ys

j −
s∑

k=2
rk(ys

1, . . . , ys
ñs

), (2.25)

where, for k = 2, . . . , s,

rk(ys
1, . . . , ys

ñs
)

=
∑

|τ|=k
w̃(τ)→s

[
(ξ s

I1)
τ1 · · · (ξ s

Ĩns
)τñs · (ys

j −
s∑

q=2
rq)

]
(ys)|ys=0

(ys
1)

τ1

τ1! · · · (ys
j−1)τñs

τñs !
.

(v) Construct the coordinates zs as:

⎦
zs

j := z̃s
j + Ψ s

j (z̃
s
1, . . . , z̃s

j−1) for j = 1, . . . , ñs,

zs
j := z̃s

j for j > ñs,

where the functions Ψ s
j are determined by the following properties:

• for j = 1, . . . , ñs , Ψ s
j is an homogeneous polynomial of weighted degree equal

to w̃ j , the weight of a coordinate z̃s
k being w̃k ;

• denoting by ords
ps (·) the nonholonomic order at ps defined by (ξ s

1 , . . . , ξ
s
m), one

has
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ξ s
i · zs

j = αi,Λ(I j ) Pj (z
s
1, . . . , zs

j−1)+ Ri, j (z
s), j = 1, . . . , ñs, (2.26)

where ords
ps (Ri, j ) ≥ w̃ j and αi,k denotes the Kronecker symbol (note that by

construction ords
ps (Pj ) = w̃ j − 1).

Remark 2.8 The polynomials (Ψ s
j ) j=1,...,̃ns are computed by identification. Indeed,

the first property above implies that Ψ s
j is a finite sum of the form,

Ψ s
j (z̃

s) =
∑

w̃(∂)=w̃ j

c∂
j (z̃

s
1)

∂1 . . . (z̃s
j−1)

∂ j−1 , (2.27)

where every c∂
j is a real number. One can then put this expression in (2.26), and so

obtain by identification the scalar coefficients c∂
j , provided they exist. Actually it is

possible to show that these coefficients do exist (see [6, Claim 9 of Sect. 3.4]).

Let us illustrate the previous remark with an example.

Example 2.17 Assume m = 2, I1 = 1, I2 = 2, and I3 = [1, 2], and consider the
previous algorithm at the step s = 2. Item (iv) produces coordinates z̃ and vector
fields ξ1, ξ2 which are necessarily of the form:

ξ1 =
[
1+ R1,1(z̃)

]
δz̃1 + R1,2(z̃)δz̃2 + [∂1 z̃1 + ∂2 z̃2 + R1,3(z̃)]δz̃3 + · · ·

ξ2 = R2,1(z̃)δz̃1 + [1+ R2,2(z̃)]δz̃2 + [τ1 z̃1 + τ2 z̃2 + R2,3(z̃)]δz̃3 + · · ·

where the real numbers ∂1, ∂2, τ1, τ2 verify τ1 − ∂2 = 1, and where every Ri, j is a
sum of homogeneous polynomials of weighted degree greater than w̃ j − 1.

The coordinates z of item (v) satisfy (z1, z2) = (z̃1, z̃2), z3 = z̃3 + Ψ3(z̃), and
z j = z̃ j for j > 3. We look for Ψ3 as a linear combination,

Ψ3(z̃) = az̃1 z̃2 + bz̃21 + cz̃22,

with a, b, c to be determined. The constraints (2.26) imply ξ1 · z3 = 0 and ξ2 · z3 = z1
up to higher orders terms, that is,

(∂1 + 2b)z̃1 + (∂2 + a)z̃2 = 0,

(τ1 + a)z̃1 + (τ2 + 2c)z̃2 = z1 = z̃1.

By identification, one gets a = −∂2, b = −∂1
2 , c = −τ2

2 and τ1 + a = 1. Since
τ1 − ∂2 = 1 the last equation is automatically verified. Then

Ψ3(z̃) = −∂2 z̃1 z̃2 − ∂1

2
z̃21 −

τ2

2
z̃2.

The outputs of this Desingularization Algorithm are the coordinates zr defined
on VJ ×R

ñr−n , and the vector fields ξ r
1 , . . . , ξ r

m defined on this domain. Note that
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zr are global coordinates on VJ × R
ñr−n since they are obtained from the original

coordinates (x, v) by a triangular change of coordinates.

Theorem 2.9 The outputs ξi := ξ r
i , i = 1, . . . , m, and z := zr of the Desingular-

ization Algorithm satisfy the following properties:

• the vector fields ξ1, . . . , ξm realize a lifting of X1, . . . , Xm to VJ × R
ñr−n;

• ξ1, . . . , ξm generate a Lie algebra which is free up to step r;
• z = (z1, . . . , zñr ) is a system of privileged coordinates at p̃ for (ξ1, . . . , ξm);
• the vector fields (⎡ξ1, . . . ,⎡ξm) defined in the coordinates z by the canonical form,

⎡ξi = δzi +
∑

2→|I j |→ñr
Λ(I j )=i

Pj (z1, . . . , z j−1)δz j , for i = 1, . . . , m, (2.28)

form a nilpotent approximation of (ξ1, . . . , ξm) at p̃.

We refer to [6, Sect. 3.4] for a proof of this result.

Remark 2.9 A very nice feature of the Desingularization Algorithm is that, if the
original Lie algebra Lie(X1, . . . , Xm) is nilpotent, then the lifting (ξ1, . . . , ξm) gen-
erates also a nilpotent Lie algebra. In fact, (ξ1, . . . , ξm) is equal to its nilpotent
approximation (⎡ξ1, . . . ,⎡ξm) at p̃, and so is in the canonical form in the coordinates
z, which implies in particular that Lie(ξ1, . . . , ξm) is a free nilpotent algebra of step
r . Note that in that case r may be chosen as the nilpotency step of (X1, . . . , Xm).

Remark 2.10 As a consequence of the Remark 2.7, the coordinates z are the canon-
ical coordinates of the second kind on VJ × R

ñr−n associated with the basis
(⎡ξI1, . . . ,

⎡ξ Ĩnr
). Thus the algorithm above provides an algebraic construction of these

canonical coordinates.
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Chapter 3
Nonholonomic Motion Planning

Abstract This last chapter addresses one of the most basic control issue: how to
construct a control law steering a control system from a given state to another one?
This problem is known as the motion planning problem. In the case of nonholonomic
systems it can be solved exactly for specific classes of systems, in particular for
nilpotent systems (Sect. 3.2). However for a general nonholonomic systems it is
hopeless to look for exact solutions to the problem. Thus a solution must be thought
as an algorithm which steers the system to an arbitrarily small neighbourhood of
the goal. In this context a key notion is the one of approximation and we will see
in Sect. 3.3 how the concepts introduced in the previous chapter allow to construct
such an algorithm. We will also discuss two other methods in Sect. 3.4 and give an
overview of the literature in Sect. 3.5.

Keywords Control theory · Nonholonomic systems ·Motion planning · Nilpotent
systems

As we are concerned here with algorithmic issues, we will not work in a general
manifold but rather on an open subset of Rn . Thus we consider a nonholonomic
system

ẋ =
m∑

i=1
ui Xi (x), (3.1)

defined on an open subset δ of Rn .

3.1 Nonholonomic Motion Planning

Definition 3.1 Themotion planning problem for (3.1) is defined as follows: for each
pair of points (x initial, xfinal) ∈ δ × δ , find a control u(·) ∈ L1([0, T ],Rm) with
T > 0 such that the corresponding trajectory of (3.1) starting from x initial at t = 0
reaches xfinal at t = T , that is,

∂ (T ; x initial, u) = xfinal.

© The Author(s) 2014
F. Jean, Control of Nonholonomic Systems: From Sub-Riemannian Geometry to
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60 3 Nonholonomic Motion Planning

We will always assume thatδ is connected and that (3.1) satisfies the Chow Con-
dition. The existence of a solution to the motion planning problem is then guaranteed
by Chow-Rashevsky’s theorem (Theorem 1.1). Note that in practice the vector fields
X1, . . . , Xm generally belong to the analytic category, and in this case our assump-
tions are equivalent to the existence of a solution (see Remark 1.5).

Remark 3.1 It is worth to notice here that the presence of additional state constraints
does not prevent the existence of solutions, provided the connectivity of the admissi-
ble state space is preserved. This is particularly important for applications in robotics.
Indeed, assume that the system (3.1) models the dynamics of a robot whose space
of configurations is δ . When the robot moves amid obstacles, one represents the
configurations of the robot in collision with an obstacle as closed subsets O of δ . If
the open set δ\O remains connected, the motion planning problem in that set has a
solution, which means that it is possible to steer the robot from one configuration to
another by avoiding the obstacles. Note that sinceδ\O is an open set, connectivity is
equivalent to arc connectivity. The motion planning problem is then usually tackled
in two steps (see [22]):

• find a curve in the free space δ\O connecting x initial to xfinal (this curve is in
general not a trajectory of (3.1));

• approximate the curve by a trajectory of (3.1) close enough to be contained in the
free space.

This strategy separates global topological problems from local dynamic ones. The
first step is independent of the control system, it only depends on the topology
of δ and of the obstacles. It is a well modelled and understood problem of algo-
rithmic geometry (see for instance [5, 32]). The second step may be considered as a
motionplanningproblemwithout state constraints providedweuse amotionplanning
method with a good local behaviour, namely the resulting trajectory ∂ (·; x initial, u)

converge to x initial for theC0 topology when x initial converges to xfinal. The drawback
is that, imposing this property complicates the design of a motion planning method.

Strictly speaking, a solution to themotion planning problem (also called a steering
method) is a function which associates with any pair (x initial, xfinal) a control u
steering the system from x initial to xfinal. When the design of such an exact solution
seems to be out of reach, one will rather look for an approximate solution, that is
for an algorithm whose inputs are the points (x initial, xfinal) and a tolerance e > 0,
and whose output is a control u steering the system from x initial to a point e-close to
xfinal.

We investigate in the next section the class of nilpotent systems, a class for which
exact solutions are known, andwepresent in the following sections approximate solu-
tions valid for any nonholonomic system. Before these presentations let us present
some ways of reducing the class of investigated systems.
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Reduction of the Problem

To simplify the problem we can replace the considered nonholonomic system
by another one simpler to handle, and for which the motion planning problem
is equivalent. The first way to do this is to use the notion of feedback equiva-
lence. We say that two nonholonomic systems ẋ = ⎧m

i=1 ui Xi (x), x ∈ δ , and
˙̄x = ⎧m

i=1 ūi X̄i (x̄), x̄ ∈ δ̄ , are feedback equivalent if there exists a diffeomor-
phism Δ : δ × R

m ∗ δ̄ × R
m of the form,

Δ(x, u) = (ε(x), γ(x)u), whereγ(x) an invertible matrix,

which transforms the first system into the second, that is

dε(x)

⎪
m∑

i=1
ui Xi (x)

⎨
=

m∑

i=1
ūi X̄i (ε(x)), with ū = γ(x)u.

This is equivalent to require that the sets of vector fields θ = span{X1, . . . , Xm}
and θ̄ = span{X̄1, . . . , X̄m} are diffeomorphic, or that the trajectories of both sys-
tems are diffeomorphic to each other. As a consequence of the definition, a method
solving the motion planning problem for a given nonholonomic system also solves
the problem for any feedback equivalent system (provided the diffeomorphism Δ is
known explicitly).

A second way to simplify the problem is to desingularize the system. Assume
first we want to solve the motion planning problem for (3.1) on a domain VJ ⊂ δ

defined by

VJ = {p ∈ δ such that det(X I1(p), . . . , X In (p)) ≤= 0 },

where J = (I1, . . . , In) is an n-tuple of elements of the the P. Hall basis
H . Let x initial and xfinal ∈ VJ be the initial and final points. Applying the
Desingularization Algorithm presented in Sect. 2.4.2 at the point xfinal, we obtain
vector fields ω1, . . . , ωm onVJ×Rñr−n such that, first theLie algebraLie(ω1, . . . , ωm)

is free up to step r , and second Xi = τ∞ωi for i = 1, . . . , m, where τ :
VJ × R

⎩nr−n ∗ VJ denotes the canonical projection. As a consequence, the
projection by τ of a trajectory ⎩∂ (·;⎩x initial, u) of the control system

⎩̇x =
m∑

i=1
uiωi (⎩x), ⎩x ∈ VJ × R

⎩nr−n, (3.2)

is a trajectory of

ẋ =
m∑

i=1
ui Xi (x), x ∈ VJ , (3.3)

http://dx.doi.org/10.1007/978-3-319-08690-3_2
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associated with the same input, i.e., τ
(
⎩∂ (·;⎩x initial, u)

) = ∂ (·;τ(⎩x initial), u). There-
fore, any control u steering (3.2) from⎩x initial = (x initial, 0) to⎩xfinal = (xfinal, 0) also
steers (3.3) from x initial to xfinal. It is then sufficient to solve the motion planning
problem for the lifted system (3.2).

Assume now that we want to solve the motion planning problem for (3.3) on
a compact set K ⊂ δ which is not included in one single domain VJ . Let us
denote by r the maximal value of the degree of nonholonomy on K (as mentioned in
Sect. 2.1.2, this maximum exists). For every n-tuple J = (I1, . . . , In) of elements
of H r , the domain VJ is open in δ (possibly empty) and for every p ∈ VJ , the
vectors X I1(p), . . . , X In (p) form a basis of Rn . Since K is compact, there exist a
finite number of n-tuplesJ1, . . . ,JM of elements ofH r and connected compact
sets K1, . . . , KM such that Ki ⊂ VJi for i = 1, . . . , M , and

K ⊂
M⎡

i=1
Ki . (3.4)

It is clearly sufficient to solve the motion planning on each of these compact sets
Ki ⊂ VJi , where we can apply the method by lifting described above.

As a conclusion, we can reduce the motion planning problem to systems (3.1)
such that the vectors fields X1, . . . , Xm generate a free up to step r Lie algebra. If
moreover (3.1) is nilpotent, by Remark 2.9 we can also assume that (X1, . . . , Xm)

is given in the canonical form.

3.2 Nilpotent Systems

A nilpotent system is a nonholonomic systems (3.1) such that the vector fields
X1, . . . , Xm generate a nilpotent Lie algebra. A system (3.1) is nilpotentizable if
it is feedback equivalent to a nilpotent system.

Nilpotent systems play a very important role for motion planning purposes. First,
nilpotentizable systems form the widest class of nonholonomic system for which an
exact solution to the motion planning problem is known. Second, we have seen in
Sect. 2.1.3 that every nonholonomic system admits first-order approximations which
are nilpotent systems. Thus when using Newton like methods to solve the problem,
we have to deal with these nilpotent systems.

Note however that most of the nonholonomic systems are not nilpotent, and not
nilpotentizable either. In fact, the class of nilpotentizable systems is clearly a non
generic class of nonholonomic systems when the dimension of the state space is
large enough. In addition, there are no criteria for deciding whether a system is
nilpotentizable.

We give in this section a solution to the motion planning problem for nilpotent
systems which uses sinusoidal controls. We present first the method in the simple
case of chained systems in Sect. 3.2.1, and then in the general case in Sect. 3.2.2. We
finally discuss other methods in Sect. 3.2.3.

http://dx.doi.org/10.1007/978-3-319-08690-3_2
http://dx.doi.org/10.1007/978-3-319-08690-3_2
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3.2.1 The Case of Chained Systems

In order to better understand the use of sinusoidal controls, we consider first the
particular case of a chained system, which is a nonholonomic system on R

n in the
following form,

ẋ1 = u1
ẋ2 = u2
ẋ3 = x2u1
ẋ4 = x3u1

...

ẋn = xn−1u1.

(3.5)

Equivalently, ẋ = u1X1(x) + u2X2(x), where the vector fields X1 and X2 are
given by

X1 = αx1 +
n∑

i=3
xi−1αxi , X2 = αx2 .

Such a system is clearly nilpotent, the only nonzero brackets of X1 and X2 being

(adX1)
i X2 = (−1)iαxi+2 , i = 1, . . . , n − 2,

where we write (adX1)X2 for [X1, X2], (adX1)
2X2 for (adX1)((adX1)X2), etc. It

also satisfies the Chow Condition.
The particular structure of (3.5) suggests to control the system one component

after the other. The crucial point of this strategy is to ensure that if a component xk is
moved during a period [0, T ], then none of the components xi with i < k is moved,
that is xi (0) = xi (T ). The use of sinusoidal controls with integer frequencies is well
suited to such a strategy because of the usual properties:

2τ⎣

0

sinσt dt = 0 for all σ ∈ Z, (3.6)

2τ⎣

0

cosσt dt =
⎤
0 if σ ∈ Z and σ ≤= 0,
1 if σ = 0.

(3.7)

Consider then a control u(t) = (u1(t), u2(t)), t ∈ [0, 2τ ], of the form

u1(t) = a sinσ1t, u2(t) = b cosσ2t.
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Due to the particular structure of (3.5), for every i ⊂ 3 the dynamics ẋi is a linear
combination of sinusoids whose frequencies are

σ2 + N σ1, where N ∈ Z, |N | → i − 2. (3.8)

Moreover the sinusoid with frequency σ2 + (i − 2) σ1 appears with a nonzero
coefficient (if a and b are nonzero).

Assume that we want to move xk to its desired value without changing the values
of xi , for every i < k. The relations (3.6) and (3.7) imply that we must choose σ1
and σ2 so that one cosine term with null frequency (i.e. a constant term) appears
in the dynamic component ẋk . In addition, no component xi with i < k should
verify this condition in order to ensure xi (0) = xi (2τ). For instance, a simple choice
guaranteeing both properties is σ1 = 1 et σ2 = k − 2.

The argument above translates to a complete algorithm (Algorithm 3.1) which
gives an exact solution to the motion planning problem for the system (3.5).

Algorithm 3.1 Steering method for chained systems

1: move x1 and x2 to their final positions (in straight line for instance);

2: for every k ⊂ 1, move xk+2 from its current value xk
k+2 to its target value xfinalk+2 by using

u(t) = (a sin t, b cos kt), t ∈ [0, 2τ ],
where the parameters a and b verify

xfinalk+2 − xk
k+2 =

(a/2)kb

k! 2τ.

3.2.2 Sinusoidal Controls

Consider a nilpotent system onRn defined by vector fields (X1, . . . , Xm). As noticed
in Sect. 3.1, up to a desingularizationwe can reduce the problem to a system satisfying
the following three assumptions (all notions have been introduced in Sect. 2.4):

• the Lie algebra Lie(X1, . . . , Xm) is free up to step r , where r is its nilpotency step;
as a consequence, n =⎩nr ;

• (X1, . . . , Xm) is given in the canonical form in some coordinates x , i.e. the control
system is written as follows,

ẋi = ui , if i = 1, . . . , m;
ẋ I = 1

k! xI j1
ẋ I j2

, if I = adk
I j1

I j2 , I j1 , I j2 ∈H r ,
(3.9)

where the components of x are numbered by the elements ofH r ;

http://dx.doi.org/10.1007/978-3-319-08690-3_2
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• the goal point xfinal in the motion planning problem is always the origin 0 of R⎩nr

in coordinates x .

As we did for chained systems, we will choose control functions in the form of
linear combinations of sinusoids with integer frequencies.

We first note that if every component ui of the control u in (3.9) is a linear
combination of sinusoids with integer frequencies, then every component xI of a
solution of (3.9) is also a linear combination of sinusoidswith integer frequencies, the
latter being linear combinations of the frequencies involved in u. One may therefore
expect to move some components during a 2τ time-period without modifying others
if the frequencies in u are properly chosen.

Due to the triangular form of (3.9), it is reasonable to expect to move the
components of x one after another according to the order ◦ induced by the P. Hall
basis. In that case, one must ensure that, after each 2τ -period of control process, the
component under consideration arrives to its preassigned position, and all “smaller”
(w.r.t. ◦) components return to their initial values. However, it appears that all the
components cannot be moved independently by using sinusoids. To take this into
account, we introduce the following notion of equivalence.

Definition 3.2 For I ∈ L (1, . . . , m) and i ∈ {1, . . . , m}, we denote by |I |i the
number of times i occurs in I . Two components xI and xJ , I, J ∈ H r , are said to
be equivalent if |I |i = |J |i for i = 1, . . . , m. The equivalent classes of components
will be denoted by

E (�1, . . . , �m) = {xI : |I |i = �i , for i = 1, . . . , m}.

Wewill see below that the frequencies occurring in the dynamics of xI only depend on
the equivalence class of xI , and not on the structure of the bracket I ∈H r . Therefore,
the equivalent components cannot be moved separately by using sinusoids.

The equivalences classes inherit an order from the one of the P. Hall basis. A class
E (�1, . . . , �m) is said to be smaller than E (�̃1, . . . , �̃m) if the smallest element
(w.r.t. ◦) in E (�1, . . . , �m) is smaller than the smallest one in E (�̃1, . . . , �̃m), and
we write (by abuse of notation) E (�1, . . . , �m) ◦ E (�̃1, . . . , �̃m).

The components of x may be partitioned in equivalent classes E 1,E 2, . . . ,E
⎩N ,

sorted by increasing order. Our control strategy consists in displacing these equiva-
lence classes one after another according to the order ◦ by using sinusoidal inputs.
For every i = 1, . . . , ⎩N , the key point is to determine how to construct an input ui

defined on [0, 2τ ] such that the two following conditions are verified:

(C1) under the action of ui , every element of E i reaches its preassigned value at
t = 2τ ;

(C2) under the action of ui , for all j < i , every element of E j returns at t = 2τ to
its value taken at t = 0.

Once one knows how to construct an input ui verifying (C1) and (C2) for every
i = 1, . . . , ⎩N , it suffices to take the concatenation of these inputs in order to steer the
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complete system to the goal. The resulting control is defined on the interval [0, 2⎩Nτ ]
by

u1 ∞ · · · ∞ u
⎩N (t) = ui (t − 2(i − 1)τ), (3.10)

for t ∈ [2(i − 1)τ, 2iτ ] and i ∈ {1, . . . , ⎩N }.

Choice of Frequencies for a Class E i

Let us fix an equivalence class E i . According to the strategy described just above,
we have to choose the frequencies appearing in the sinusoidal control ui in such a
way that Conditions (C1) and (C2) are verified. For sake of clarity, we only treat the
case m = 2, the reader is referred to [9] on how to adapt the method to greater values
of m.

Assume first that E i contains only one component, denoted by xI . Set m1 = |I |1,
and m2 = |I |2, so that E i = E (m1, m2). We look for the control ui under the form,

ui
1(t) = cosσ1t, ui

2(t) = cosσ2t + a cos(σ∞2 t − φ
τ

2
), t ∈ [0, 2τ ], (3.11)

where σ1, σ2, σ∞2 are positive integers, φ ∈ {0, 1}, and a is a real number.
By induction, one obtains that, for every J ∈H r such that J 
 I , the dynamics

ẋ J is a linear combination of cosine functions,

cos
⎦(

�1σ1 + �2σ2 + �3σ
∞
2

)
t − (�3φ + �1 + �2 + �3 − 1)

τ

2

⎛
, (3.12)

where �1, �2, �3 ∈ Z satisfy |�1| → m1, |�2| + |�3| → m2. In particular, the term

cos
⎦(

m1σ1 + (m2 − 1)σ2 − σ∞2
)

t − (−φ + m1 + m2 − 1)
τ

2

⎛

occurs in ẋ I with a nonzero coefficient that depends linearly on a.
Now, note that integrating between 0 and 2τ a function of the form cos(σt+ φ τ

2 )

with σ ∈ Z and φ ∈ N always gives 0 except if σ = 0 and φ = 0 mod 2. Therefore,
in order to obtain a non trivial contribution in the component xI , its derivative ẋ I must
contain some cosine functions of the form (3.12) verifying the following condition

⎤
�1σ1 + �2σ2 + �3σ

∞
2 = 0,

�3φ + �1 + m2 + �3 − 1 ∅ 0 mod 2.
(3.13)

Moreover this condition shall not be satisfied by any cosine function appearing in
ẋ J , J ◦ I , so as to prevent non trivial contributions in the component xJ . A way to
ensure both properties is to impose
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⎤
σ∞2 = m1σ1 + (m2 − 1)σ2,

φ = m1 + m2 − 1 mod 2,
(3.14)

and

σ2 > (m1 + m2)m1σ1. (3.15)

In that case,

• Condition (3.13) is never satisfied by a cosine function appearing in ẋ J , J ◦ I ;
• among the cosine function of the form (3.12) appearing in ẋ I , the function with

�1 = m1, �2 = m2 − 1, and �3 = −1 is the only one that verifies (3.13);
• xI (2τ)− xI (0) is proportional to a with a ratio f I = f I (σ1, σ2).

Let us precise the last point. For every element J 
 I , we setm J
1 = |J |1,m J

2 = |J |2,
and, in the decomposition of ẋ J as a linear combination of cosine functions,wedenote
by FJ the coefficient in front of the term

cos
⎦
(m J

1σ1 + (m J
2 − 1)σ2 − σ∞2)t − (m J

1 + m J
2 − 1− φ)

τ

2

⎛
,

and by gJ the one in front of the term

cos
⎦
(m J

1σ1 + m J
2σ2)t − (m J

1 + m J
2 − 1)

τ

2

⎛
.

Then FJ is proportional to a and we write FJ = a f J (σ1, σ2). Moreover gJ =
gJ (σ1, σ2) is a never vanishing function of (σ1, σ2) and the quotient ψJ = f J /gJ

verifies the following inductive formula:

• ψ1 = 0, ψ2 = 1;
• if J = [J1, J2], then

ψJ = m J1
1 σ1 + m J1

2 σ2

m J1
1 σ1 + (m J1

2 − 1)σ2 − σ∞2
ψJ1 + ψJ2 .

This formula implies that ψI is a rational function of (σ1, σ2)which can be proved to
be non identically zero. Hence ψI , and so f I , is nonzero onR2 minus a finite number
of algebraic hypersurfaces. In other words, for almost all σ1, σ2 satisfying (3.15),
xI (2τ)− xI (0) is proportional to a with a nonzero ratio.

As a consequence, by choosing properly σ1, σ2 and a, the control ui steers,
during [0, 2τ ], the component xI from any initial value to any preassigned final
value without modifying any component xJ with J ◦ I .

Assume now that the equivalence class E i = E (m1, m2) contains two compo-
nents xI1 and xI2 . This situation first occurs for Lie brackets of length 5, for instance
in E (2, 3) with I1 = [2, [1, [1, [1, 2]]]] and I2 = [[1, 2], [1, [1, 2]]]. If one chooses
frequencies verifying the resonance condition (3.14) for ẋ I1 , the same resonance
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occurs in ẋ I2 . Such two components cannot be independently steered by using reso-
nance. The idea is then to move simultaneously these components. For instance, one
can choose ui as follows,

ui
1(t) = cosσ1t,

ui
2(t) = cosσ2t + aI cosσ∞2 t + cosσ3t + aJ cosσ∞3 t,

with σ1 = 1, σ2 satisfying (3.15),

σ∞2 = (m2 − 1)σ2 + m1σ1, σ∞3 = (m2 − 1)σ3 + m1σ1,

and σ3 large enough to guarantee Condition (C2). After explicit integration of (3.9),
one obtains

⎝
xI1(2τ)− xI1(0)
xI2(2τ)− xI2(0)

⎫
=

⎝
f I1(σ1, σ2) f I1(σ1, σ3)

f I2(σ1, σ2) f I2(σ1, σ3)

⎫⎝
aI1
aI2

⎫
= A

⎝
aI1
aI2

⎫
,

where f I1 and f I2 are two rational functions. Thus, ui controls exactly and simulta-
neously xI1 and xI2 , provided that the matrix A is invertible.

Let us generalize this strategy. Let xI1 , . . . , xIN be the elements of the equivalence
class E i = E (m1, m2). We look for a control ui of the form

⎬
⎭⎭⎭⎭⎭

⎭⎭⎭⎭⎭

ui
1 =

N∑

k=1

m1∑

j=1
cosσ

j
1k t,

ui
2 =

N∑

k=1




m2−1∑

j=1
cosσ

j
2k t + ak cos(σ

∞
2k t − φ

τ

2
)



 ,

t ∈ [0, 2τ ], (3.16)

where all the frequenciesσ j
lk , σ

∞
lk are positive integers, φ equals 0 or 1, anda1, . . . , aN

are real numbers. We impose “resonance relations",

⎬
⎭

⎭
σ∞2k =

m1∑

j=1
σ

j
1k +

m2−1∑

j=1
σ

j
2k, for k = 1, . . . , N ,

φ = m1 + m2 − 1 mod 2,

(3.17)

and the following inequalities, for k = 1, . . . , N − 1,

⎬
⎭⎭⎭⎭

⎭⎭⎭⎭

σ
j+1
1k > m1σ

j
1k, j = 1, . . . , m1,

σ1
2k > m1σ

m1
1k ,

σ
j
2k > m2σ

j−1
2k + m1σ

m1
1k , j = 2, . . . , m2 − 1,

σ1
1k+1 > m2σ

m2−1
2k + m1σ

m1
1k .

(3.18)
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We then obtain that, if xJ ∈ E j with j < i , then xJ (2τ)− xJ (0) = 0. Moreover,



⎜
xI1(2τ)− xI1(0)

...

xIN (2τ)− xIN (0)



⎟ = A(σ1
11, . . . , σ

m2−1
2N )



⎜
a1
...

aN



⎟ (3.19)

where A(σ1
11, . . . , σ

m2−1
2N ) is a (N × N ) matrix whose coefficients are rational func-

tions of the frequencies. One can then show that, for almost all1 frequencies σ
j
lk

satisfying (3.18), the matrix A(σ1
11, . . . , σ

m2−1
2N ) is invertible (see [9] for the proof).

As a consequence, we can choose a1, . . . , aN so that the corresponding control ui

steers, during [0, 2τ ], the components xI1 , . . . , xIN of E i from any initial values to
any preassigned final values without modifying any component xJ in E j with j < i .

Let us summarize the discussion above.Wehave seen that it is possible to construct
a control ui in the form (3.16) that satisfy Conditions (C1) and (C2). Our construction
involves N (m1+m2) integer frequencies that are widely spaced (condition (3.18)) in
order to prevent contributions in components xI belonging to “smaller” equivalence
classes, and that verify a resonance condition (equation (3.17)) which implies the
linear relation (3.19).

However this construction tends to produce high frequencies while it is desirable
to find smaller ones for practical use. Therefore, the solution we recommend is
to implement an algorithm that will search for the frequencies appearing in the
expression (3.16) of the control ui . This algorithm would test iteratively all N (m1+
m2)-tuple of integer satisfying the resonance condition (3.17), and would search for
the smallest ones which prevent contributions in components xI belonging to classes
E j with j < i , and which produce an invertible matrix A. The discussion above
guarantees the finiteness of such an algorithm.

Note also thatwe could test in that algorithmcontrolsui involving less frequencies.
We have seen that 3 frequencies are enough when N = 1 whatever the values of
m1, m2. We conjecture that, for N ⊂ 1, 3N frequencies suffice, instead of N (m1 +
m2), and more generally N (m + 1) when m is greater than 2.

Anyway, for each equivalence class E i = {I1, . . . , IN }, the result of these off-line
computations will be a control law ui [a] : [0, 2τ ] ∗ R

m depending on a parameter
a ∈ R

N , and an invertible matrix Ai such that:

• ui [a] is a linear combination of cosine functions with integer frequencies (ui [a]
is defined by (3.16) in the above construction);

• the trajectory associated with ui [a] satisfy xJ (2τ) = xJ (0) if J ∈ E j with j < i ,
and

1 More precisely, for all points with integer coordinates in R
N (m1+m2) minus a finite number of

algebraic hypersurfaces, that number being a function of N , m1 and m2.
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⎜
xI1(2τ)− xI1(0)

...

xIN (2τ)− xIN (0)



⎟ = Ai a.

Design of the Steering Law

We are now in a position to construct a steering method for the nilpotent system
defined by X1, . . . , Xm . Note that since X1, . . . , Xm are assumed to be given in
canonical form, the method only depends on the number of controlled vector fields
m and on the degree of nonholonomy r . The method is devised so that the produced
trajectories satisfy the topological property of Remark3.1, namely the resulting tra-
jectory ∂ (·; x initial, u) converge to x initial for the C0 topology when x initial converges
to xfinal. Note that we have assumed that xfinal is always the origin.

Let us fix first some notations. Remind that the components of x ∈ R
⎩nr are

partitioned in equivalent classes E 1,E 2, . . . ,E
⎩N , sorted by increasing order. With

every equivalence class E i is associated a parameterized control law ui [a] and an
invertible matrix Ai . We set Bi = A−1i and Ni = Card(E i ), i = 1, . . . , ⎩N . For
x ∈ R

⎩nr , we will use [x] j,...,k with 1 → j < k →⎩nr to denote the vector (x j , . . . , xk),
and ‖x‖0 to denote the pseudo-norm of x defined by the free weights. We also use
ϕΩ(x) = (Ωw1x1, . . . , Ωwn xn) to denote the weighted dilation with parameter Ω.

Algorithm 3.2 produces a control Steerm,r (x initial) that steers the canonical form
from an initial point x initial ∈ R

⎩nr to the origin.

Algorithm 3.2 Construction of the control law Steerm,r (x initial)
Require: B1, . . . , B⎩N , and N1, . . . , N⎩N ;

1: Ω := ‖x initial‖0;
2: xnew := ϕ 1

Ω
(x initial);

3: unorm := 0;

4: j := 0;

5: for i = 1, . . . , ⎩N do
6: x := [xnew] j+1,..., j+Ni ;

7: ai := Bi x ;

8: construct ui = ui [ai ] by Formula (3.16);

9: xnew := ∂ (2τ; xnew, ui );

10: unorm := unorm ∞ ui ;

11: j = j + Ni ;

12: return u := Ωûnorm.
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Remark 3.2 Once the frequencies and matrices are obtained by an off-line computa-
tion, the on-line computationSteerm,r contains only a series ofmatrixmultiplications,
and the computations of ∂ (2τ; xnew, ui ). The latter do not require to solve differen-
tial equations but are obtained simply by successive integrations of ui , because the
system is in triangular form. Thus all computations in Steerm,r can be performed
quickly on-line without any numerical difficulty.

Proposition 3.1 For every x initial ∈ R
⎩nr , the control Steerm,r (x initial) steers Sys-

tem (3.9) from x initial to xfinal = 0. Moreover, there exists a constant C > 0 such
that

‖Steerm,r (x initial)‖L1 → Cd0(0, x initial), ≥ x initial ∈ R
⎩nr , (3.20)

where we use d0 to denote the sub-Riemannian distance onR⎩nr defined by X1, . . . , Xm.

Note that the length of the trajectory ∂ (·; x initial, u) associated with the control
u = Steerm,r (x initial) is

length
⎦
∂ (·; x initial, u)

⎛
= ‖Steerm,r (x initial)‖L1 .

Hence (3.20) implies that this length tends to 0 as x initial ∗ 0,which is the topological
property required in Remark3.1. We will see in Sect. 3.3 that this property is also
related to the notion of sub-optimal laws.

Proof The fact that the procedure described by the Lines 5–12 in Algorithm 3.2
produces an input ûnorm steering System (3.9) from ϕ 1

Ω
(x initial) to 0 results from the

choice of frequencies discussed previously.We also note that, due to the homogeneity
of System (3.9), if an input u steers this system from x to 0, then, for every Ω > 0,
the input Ωu steers it from ϕΩ(x) to 0. Therefore, the input Steerm,r (x initial) steers
(3.9) from x initial to 0.

Let us now show (3.20). Let x ∈ R
⎩nr and setΩ = ‖x‖0. Then x = ϕΩ(xnorm)where

xnorm belongs to the sphere S(0, 1) = {y : ‖y‖0 = 1}. Setting u(x) = Steerm,r (x)

we have

‖u(x)‖L1 = ‖Ωu(xnorm)‖L1 = Ω‖u(xnorm)‖L1 → Ω sup
y∈S(0,1)

‖u(y)‖L1 .

Note that d0(0, ·) and ‖ · ‖0 at 0 are both homogeneous of degree 1 with respect to
the dilation ϕt (·), so there exists a constant ⎩C > 0 such that Ω → ⎩Cd(0, x). Moreover
supy∈S(0,1) ‖u(y)‖L1 is bounded since y ∃∗ u(y) is continuous and S(0, 1) compact.
Inequality (3.20) follows. �

Remark 3.3 The control we constructed are C∀ during each time interval [2iτ, 2
(i + 1)τ], for i = 1, . . . , ⎩N − 1, but not globally continuous on [0, 2⎩Nτ ] due to
discontinuity at t = 2τ, 4τ, . . . , 2(⎩N − 1)τ . It is however not difficult to devise
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continuous controls by using interpolation techniques. We illustrate the idea with a
simple example. Assume that we use ui and u j defined by

ui
1(t) = cosσ1i t,

ui
2(t) = cosσ2i t + ai cos(σ∞2I t + φi τ

2
), t ∈ [2(i − 1)τ, 2iτ ],

u j
1(t) = cosσ1 j t,

u j
2(t) = cosσ2 j t + a j cos(σ∞2 j t + φ j τ

2
), t ∈ [2( j − 1)τ, 2 jτ ],

to steer two consecutive classes E i and E j (i.e. j = i + 1) which are both of
cardinal equal to 1. The concatenation ui ∞u j is not continuous, so we will construct
a modification⎩u j of u j in such a way that ui ∞⎩u j is continuous, i.e.

ui
1(2τ) = ⎩u j

1(2τ), (3.21)

ui
2(2τ) = ⎩u j

2(2τ). (3.22)

To ensure (3.21), we take

⎩u j
1(t) = ui

1(2τ) cosσ1J t. (3.23)

For (3.22), we distinguish two cases:

• if φ j = 1, we can take

⎩u j
2(t) = ui

2(2τ) cosσ2 j t + a j cos(σ∞2 j t −
τ

2
); (3.24)

• if φ j = 0, we add to u j
2 a frequency σc which is large enough to avoid any

additional resonances,

⎩u j
2(t) = cosσ2 j t + a j cosσ∞2 j t + (ui

2(2τ)− a j − 1) cosσct. (3.25)

By construction, the new input ui ∞⎩u j is continuous over the time interval [2iτ, 2 jτ ],
and steers the components in E i and E j to the same values as ui ∞ u j does.

It is clear that this idea of interpolation by adding suitable frequencies can be used
to construct continuous inputs over the entire control period [0, 2⎩Nτ ]. In fact, by
using more refined interpolations, one can get inputs of class Ck for any arbitrary
finite integer k.



3.2 Nilpotent Systems 73

3.2.3 Other Methods for Nilpotent Systems

Besides sinusoids, other classes of functions may be used to give exact solutions to
the motion planning problem for nilpotent systems, in particular polynomials and
piecewise constants functions.

Polynomial Inputs

Assume that the nilpotent system ẋ = ⎧m
i=1 ui Xi (x) is polynomial and in triangular

form, that is,

ẋ j =
∑

i

ui fi j (x1, . . . , x j−1), j = 1, . . . , n,

where every function fi j is polynomial. Chained systems and systems in canonical
form satisfy this assumption, as well as nilpotent approximations expressed in priv-
ileged coordinates (see (2.6) in Sect. 2.1.3). Actually, any analytic nilpotent system
can be put locally in this form [17].

This structure allows to compute easily the trajectories: given a control function
u(t), the coordinates x j (t) may be computed by integration one after the other. Let
us choose the controls as parameterized polynomial functions, for instance,

ui (t) =
N∑

k=0
aik tk, i = 1, . . . , m, (3.26)

with a parameter a = (a10, . . . , am0, . . . , a1N , . . . , am N ) ∈ R
(N+1)m , N being a

large enough integer. With such a control every coordinate x j (t) is a polynomial
function of t , of the parameter a, and of the initial values x1(0), . . . , x j (0). In par-
ticular there holds,

x j (1) = Pj (a, x(0)), where Pj is a polynomial function.

Thus, in order to obtain a control of the form (3.26) steering the system from x initial

to xfinal, it is necessary to solve the algebraic system,

Pj (a, x initial)− xfinalj = 0, j = 1, . . . , n,

where the unknown is the parameter a ∈ R
(N+1)m (of course one must choose N

such that (N + 1)m ⊂ n). Unfortunately the size and the degree of this algebraic
system increase exponentially with respect to the dimension n and to the degree of
nilpotency r , and there does not exist a general efficient method to solve it. Even

http://dx.doi.org/10.1007/978-3-319-08690-3_2
http://dx.doi.org/10.1007/978-3-319-08690-3_2
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the existence of solutions is a non trivial issue. However this method may be useful
when n or r is rather small (seemingly when n → 5 or r = 2).

Piecewise Constant Controls

Consider a nilpotent system of step r on R
n defined by analytic vector fields

(X1, . . . , Xm). We fix an initial point x initial ∈ R
n and an open neighbourhood

U of this point. We make the following assumption.

Assumption (A) The system is provided with:

(i) a family of brackets X I1 , . . . , X I⎩n ,⎩n ⊂ n, whose values at x initial generates the
linear space Lie(X1, . . . , Xm)(x initial);

(ii) a mapping x ∈ U ∃∗ q = q(x) ∈ R
⎩n such that

x = exp(q⎩n X I⎩n ) ◦ · · · ◦ exp(q1X I1)(x initial). (3.27)

Let xfinal be the goal point and q = q(xfinal). Given a control function u, we denote
by Su(t) the flow of the time-dependant vector field

⎧
i ui Xi . The principle of the

method is to produce separately and sequentially, for i = 1, . . . ,⎩n, control functions
ui defined on [0, T ] such that Sui

(T ) equals exp(qi X Ii ) up to flows of brackets of
bigger length, the latter modifying the remaining factors exp(q j X I j ) with j > i (the
I j are ordered by increasing length). This is not difficult to achieve with piecewise
constant controls thanks to the Campbell-Hausdorff formula (see Sect. A.1). We
illustrate this idea with an example.

Assume m = 2, I1 = 1, I2 = 2 and I3 = [1, 2]. For simplicity we also suppose
q3 > 0. Define the controls u1(t) = (q1, 0) and u2(t) = (0, q2), t ∈ [0, 1]. The asso-
ciated flows at time t = 1 satisfy Su1(1) = exp(q1X I1) and Su2(1) = exp(q2X I2).
Define the piecewise control u3 as,

u3(t) =

⎬
⎭⎭

⎭⎭

(
⊕

q3, 0) for t ∈ [0, 1],
(0,
⊕

q3) for t ∈ [1, 2],
(−⊕q3, 0) for t ∈ [2, 3],
(0,−⊕q3) for t ∈ [3, 4].

The flow at time t = 4 Su3(4) equals ε
[1,2]
q3 = exp(R) ◦ exp(q3[X1, X2]), where R

is a Lie polynomial that involves Lie brackets of length greater than 2 (see Remark
A.1).

If the degree of nilpotency r is equal to 2 (and so n = 3), then R = 0 and the
concatenation of the controls u1 ∞ u2 ∞ u3 steers the system from x initial to

exp(q3X I3) ◦ exp(q2X I2) ◦ exp(q1X I1)(x initial) = xfinal.
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If r > 2, we can rewrite the product exp(q⎩n X I⎩n ) ◦ · · · ◦ exp(q4X I4) ◦ exp(R) as
exp(q⎩n X I⎩n ) ◦ · · · ◦ exp(q4X I4), and we can iterate the construction to generate the
term exp(q4X I4). This procedure finishes in a finite number of steps and produces
an exact solution to the motion planning problem for the nilpotent system.

Remark 3.4 It is also possible to produce piecewise controls ui such that Sui
(T )

exactly equals exp(qi X Ii ), as explained in [15]. Such a control avoids the computation
of qi+1, . . . , qn at each step.

Of course the key point for this method is Assumption (A). It holds for instance
in the following cases:

• the coordinates x in which the system is given, are the canonical coordinates of
the second kind centered at x initial = 0 and associated with an adapted basis
X I1 , . . . , X In at 0; in this case⎩n = n and q(x) = x ;

• (X1, . . . , Xm) is in canonical form in the coordinates x and x initial = 0; as noticed
in Remark 2.7, this is a particular case of the previous one when one choose
{I1, . . . , I⎩n} =H r .

There is however a general method to construct the mapping x ∃∗ q(x), and so to
show that (A) holds for any real analytic nilpotent system. This method, that have
been introduced in [21], works as follows.

We choose first a family of brackets X I1 , . . . , X I⎩n that generates the Lie algebra
Lie(X1, . . . , Xm) (which is finite dimensional since the system is nilpotent). In par-
ticular this family satisfy (i). For instance I1, . . . , I⎩n may be chosen as elements of
the P. Hall basis H r (see Sect. 2.4.2).

The second step is to construct for every xfinal ∈ U a ⎩n-tuple (q1, . . . , q⎩n) such
that

xfinal = exp(q⎩n X I⎩n ) ◦ · · · ◦ exp(q1X I1)(x initial).

Let us introduce the extended control system,

ẋ = v1X I1(x)+ · · · + v⎩n X I⎩n (x), (3.28)

where v = (v1, . . . , v⎩n) is the control. It is easy to find a control v which steers the
system (3.28) from x initial to xfinal. Indeed, we choose a C1 path ∂ : [0, T ] ∗ R

n

connecting x initial to xfinal (a segment for example), and, for all t ∈ [0, T ], we
express the tangent vector ∂̇ (t) as a linear combination of X I1(t), . . . , X I⎩n (t). The
coefficients of this combination are exactly v1(t), . . . , v⎩n(t).

Denote by Sv(t) the flow of the time-dependent vector field
⎧

i vi X Ii . By con-
struction xfinal = Sv(T )(x initial). Since X I1 , . . . , X I⎩n generate Lie(X1, . . . , Xm), one
can show that there exist⎩n functions hv

1, . . . , hv
⎩n defined on [0, T ] such as

Sv(t) = exp(hv
⎩n(t)X I⎩n ) ◦ · · · ◦ exp(hv

1(t)X I1), (3.29)

http://dx.doi.org/10.1007/978-3-319-08690-3_2
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To compute these functions hv
i (·), we replace Sv(t) by its expression (3.29) in the

differential equation,

Ṡv(t) =
⎩n∑

i=1
vi (t)X Ii (Sv(t)), Sv(0) = Id.

It appears that, once expressed in terms of hv
1, . . . , hv

⎩n , this differential equation is a
triangular system of the form,

ḣv
k = Qk(h

v
1, . . . , hv

k−1, v1, . . . , vk), k = 1, . . . ,⎩n, (3.30)

with h1(0) = · · · = h⎩n(0) = 0. We then compute the functions hv
1, . . . , hv

⎩n by a
direct integration. Since xfinal = Sv(T )(x initial), we obtain q = q(xfinal) by setting
qi = hi (T ) for i = 1, . . . ,⎩n.We have constructed in thisway themapping x ∃∗ q(x)

of (ii), and hence ensured that Assumption (A) holds.

3.3 Method by Approximation

When the nonholonomic system is non nilpotentizable, we will look for an approxi-
mate solution to the motion planning problem rather than an exact one. The notion of
first-order approximation for nonholonomic systems we have introduced in Chap. 2
suggests the use of a Newton type iterative method. Such a method works on the
following scheme: solve first the motion planning problem for a first-order approxi-
mation of the system, and apply the so obtained control to the original system; iterate
then the procedure from the resulting point. Taking this idea as a starting point, we
present in this section a complete procedure for solving themotion planning problem.
This procedure, which is inspired by the one in [16], has been introduced in [9].

3.3.1 Steering by Approximation

Let us first explain informally the principle of a method by approximation.
Given an initial point x initial and a final point xfinal, one first solves the motion

planning problem for a nilpotent approximation of (3.1) at xfinal by using one of the
methods described in Sect. 3.2; then, one applies the resulting input û to (3.1) and
iterates the procedure from the current point. If we use ∂̂ (t; p, u), t ∈ [0, T ], to
denote the trajectory of the nilpotent approximation associated with the control u
and starting at p, a local version of this algorithm is summarized in Algorithm 3.3,
where d is the sub-Riemannian distance associated with (3.1) and e is a fixed positive
real number.

http://dx.doi.org/10.1007/978-3-319-08690-3_2
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Algorithm 3.3 Local Steering Algorithm
Require: x initial, xfinal, e

k := 0;
xk := x initial;
while d(xk , xfinal) > e do
Compute ûk such that xfinal = ∂̂ (T ; xk , ûk);
Set xk+1 := ∂ (T ; xk , ûk);
k := k + 1;

The “while” loop in Algorithm 3.3 defines a mapping AppSteer : (xk, xfinal) ∃∗
∂ (T ; xk, ûk). The algorithm converges locally provided that AppSteer is locally
contractivewith respect to the distance d , i.e., for xfinal ∈ δ , there exists φ(xfinal) > 0
and c(xfinal) ∈ (0, 1) such that

d(xfinal,AppSteer(x, xfinal)) → c(xfinal)d(xfinal, x), (3.31)

for x ∈ δ and d(xfinal, x) < φ(xfinal).
Assume now that we have a uniformly locally contractive mapping AppSteer on

a connected compact set K ⊂ δ , i.e. that there exists φK > 0 and cK ∈ (0, 1) such
that

d(xfinal,AppSteer(x, xfinal)) → cK d(xfinal, x), (3.32)

for x , xfinal ∈ K and d(xfinal, x) < φK . In this case the local algorithm above can be
transformed into a global one (on K ), for instance by using the following idea.Choose
a path ρ ⊂ K connecting x initial to xfinal and pick a finite sequence of intermediate
goals {xd

0 = x initial, xd
1 , . . . , xd

j = xfinal} on ρ such that d(xd
i−1, xd

i ) < φK /2,
i = 0, . . . , j . It is then clear that the iterated application of a uniformly locally
contractive AppSteer(xi−1, xd

i ) from the current state to the next subgoal (having
set xd

i = xfinal for i ⊂ j) yields a sequence xi converging to xfinal.
To turn the above idea into a practically efficient algorithm, two issues must be

successfully addressed:

• construct a mapping AppSteer which is uniformly locally contractive;
• devise a globally convergent algorithm that do not use explicitly the “critical
distance" φK , the knowledge of the latter being not available in practice.

3.3.2 Local Steering Method

In this section and the next one we will assume that the vectors fields X1, . . . , Xm

generate a free up to step r Lie algebra. We have seen in Sect. 3.1 that, up to a
desingularization, we can always reduce the problem to that case. Recall that with
that assumption every point x ∈ δ is regular, the growth vector is constant on δ ,
and the weights at every point are equal to the free weights, that is w j = ⎩w j for
j = 1, . . . , n. Moreover the dimension n is equal to the dimension⎩nr of L r .
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Our aim now is to design a mapping AppSteer which is uniformly locally contrac-
tive, so that the corresponding steering Algorithm 3.3 is locally convergent. The first
ingredient is the construction of a continuous nilpotent approximation, which itself
requires the construction of a continuous varying system of privileged coordinates.
For the latter we adapt the algebraic coordinates given in Sect. 2.1.2.

Construction of the nilpotent approximation A
Denote by x = (x1, . . . , xn) the canonical coordinates in R

n . For every point p in
δ , we construct the nilpotent approximationA (p) of (X1, . . . , Xm) at p as follows.

(i) Take {X I j : I j ∈H r }.
(ii) Compute the affine change of coordinates x ∃∗ y = (y1, . . . , yn) such that the

new coordinates y satisfy αy j = X I j (p), j = 1, . . . , n.
(iii) Build the system of privileged coordinates⎩z = (⎩z1, . . . ,⎩zn) by the following

iterative formula, for j = 1, . . . , n,

⎩z j := y j −
w j−1∑

k=2
hk(y1, . . . , y j−1), (3.33)

where, for k = 2, . . . , w j − 1,

hk(y1, . . . , y j−1) =
∑

|ψ|=k
w(ψ)<w j

Xψ1
I1

. . . X
ψ j−1
I j−1 ·(y j−

k−1∑

q=2
hq)(y)|y=0 yψ1

1

ψ1! · · ·
y
ψ j−1
j−1

ψ j−1! ,

with |ψ| = ψ1 + · · · + ψn .
(iv) For i = 1, . . . , m, compute theTaylor expansion of Xi (⎩z) at 0, and express every

vector field as a sum of vector fields which are homogeneous with respect to
the weighted degree defined by the sequence (w j ) j=1,...,n :

Xi (⎩z) = X (−1)
i (⎩z)+ X (0)

i (⎩z)+ · · · ,

where we use X (k)
i (⎩z) to denote the sum of all the terms of weighted degree

equal to k.
(v) Define the vector fields X̂ p

1 , . . . , X̂ p
m onδ by X̂ p

i :=⎩z∞X (−1)
i for i = 1, . . . , m.

Set A (p) := (X̂ p
1 , . . . , X̂ p

m).
(vi) For j = 1, . . . , n, identify homogeneous polynomials ξ j of weighted degree

equal to w j such that, in the system of privileged coordinates z = (z1, . . . , zn)

defined by
z j =⎩z j + ξ j (⎩z1, . . . ,⎩z j−1), j = 1, . . . , n,

the family (X̂ p
1 , . . . , X̂ p

m) is in the canonical form.
(vii) Define Δ(p, ·) as the mapping x ∃∗ z.

http://dx.doi.org/10.1007/978-3-319-08690-3_2
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The outputs of this algorithm are the mappings Δ and A , which are respectively
a continuously varying system of privileged coordinates and a continuous nilpotent
approximation of (X1, . . . , Xm) on δ (see also Sect. 2.2.2).

Remark 3.5 The existence of the polynomials ξ j in Step (vi) is guaranteed by the
same kind of arguments than the one in Step (v) of the Desingularization Algo-
rithm, see Remark 2.8. The role of that step is to construct an approximated system
A (p) that has always the same form in coordinates z, regardless of the vector fields
(X1, . . . , Xm) and of the approximation point p ∈ δ . The specificity of each system
or each approximation point is then hidden in the change of coordinates Δ.

Now that a nilpotent approximation has been chosen, one must choose a way
to control it. Let us denote by Λ ⊂ δ × δ the neighbourhood of the diagonal
{(p, p), p ∈ δ} where the mapping (p, q) ∃∗ A (p)(q) is well-defined and contin-
uous .

Definition 3.3 A steering law forA is amappingwhich,with every pair (x, p) ∈ ρ ,
associates a control û ∈ L1([0, T ],Rm), henceforth called a steering control, such
that the trajectory ∂̂ (·; x, û) of the approximated system,

ẋ =
m∑

i=1
ûi X̂ p

i (x), (3.34)

is defined on [0, T ] and satisfies ∂̂ (T ; x, û) = p. In other words, û(·) steers (3.34)
from x to p.

A steering law of a nilpotent approximation is intended to be used as an approx-
imate steering law for the original system. For that purpose, it is important to have
a continuity property of the steering control: the closest are x and p, the smaller is
the length of û. We thus introduce the notion of sub-optimality (which is a sort of
Lipschitz continuity of the steering law).

Definition 3.4 We say that a steering law for A is sub-optimal if there exists a
constantC� > 0 and a continuous positive function φ�(·) such that, for any (p, x) ∈ ρ

with d(p, x) < φ�(p), the control û(·) steering (3.34) from x to p satisfies:

‖û‖L1 → C� d̂p(x, p) = C� d̂p(∂̂ (0; x, û), ∂̂ (T ; x, û)), (3.35)

where d̂p is the sub-Riemannian distance associated with A (p).

Recall that by definition, d̂p(x, p) is the infimum of ‖u‖L1 among all controls u
steering (3.34) from x to p. As a consequence, sub-optimal steering laws always
exist (and the constant C� can not be smaller than 1).

Looking for a steering law for A is much simpler in coordinates z = Δ(p, ·).
Indeed, in these coordinates A (p) is in canonical form and so independent of p,
and z(p) = 0. Hence all conditions are met in order to use the function Steerm,r (·)

http://dx.doi.org/10.1007/978-3-319-08690-3_2
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constructed in Sect. 3.2.2 for steering (3.34) from a point of coordinate z to p. More-
over one has d̂p(x, p) = d0(z(x), 0), where d0 is the distance on R⎩n associated with
the canonical form. As a direct consequence of Proposition3.1 we then obtain the
following result.

Corollary 3.1 The mapping (x, p) ∃∗ Steerm,r (Δ(p, x)) is a sub-optimal steering
law for A .

From now on, we assume that a sub-optimal steering law for A is given. We do
not impose the choice of Steerm,r ◦Δ since there exist other solutions to the motion
planning problem for nilpotent systems.

Definition 3.5 Given a steering law for A , we define the mapping AppSteer from
ρ to δ as

AppSteer(x, p) = ∂ (T ; x, û),

where û(·) is the steering control of A (p) associated with (x, p).

Using a fixed point argument, the following result will ensure the local conver-
gence of the local steering algorithm (Algorithm3.3) based on themappingAppSteer.

Proposition 3.2 Let K be a compact subset of δ . Assume that A is provided with a
sub-optimal steering law. Then the associated mappingAppSteer is uniformly locally
contractive on K , that is, there exists a constant φK > 0 such that, for every pair
(p, x) ∈ (K × K ) ∩ ρ verifying d(p, x) < φK , there holds,

d(p,AppSteer(x, p)) → 1

2
d(p, x), (3.36)

‖z(AppSteer(x, p))‖p → 1

2
‖z(x)‖p, (3.37)

where z = Δ(p, ·).
Note that the pseudo-norm ‖ · ‖p does not depend on p ∈ K since the growth vector
is constant on K .

Proof Since Δ is a continuous varying system of privileged coordinates and A a
continuous nilpotent approximation, it follows from Theorem 2.3 that there exist
continuous positive functions C(·) and φ(·) such that, for every pair (x, p) ∈ δ×δ

with d(x, p) < φ(p) and every control u(·) with ‖u‖L1 < φ(p), there holds,

‖z(∂ (T ; x, u))− z(∂̂ (T ; x, u))‖p → C(p)max
(‖z(x)‖p, ‖u‖L1

) ‖u‖1/r
L1 ,

where r is the degree of nonholonomy at p, and ∂̂ (·; x, u) is a trajectory of the non-
holonomic system defined by A (p). Using the definition of a sub-optimal steering
law and Inequality (2.13) in Theorem 2.3, one concludes easily. �

http://dx.doi.org/10.1007/978-3-319-08690-3_2
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Remark 3.6 Another way to construct a uniformly locally contractive mapping
AppSteer is to extend the method described at the end of Sect. 3.2.3 to the situa-
tion where the system is not nilpotent. The difficulty in that case is that the Lie
algebra Lie(X1, . . . , Xm) is not finite-dimensional, implying that:

(i) the Campbell-Hausdorff formula contains an infinite number of terms, and so
the procedure for constructing piecewise constant controls is no more finite;

(ii) the expression (3.29) is a composition of an infinite number of terms.

The approximation process consists then in keeping only the factors generated by
brackets of order not greater than r in these formula. We can in this way define a
mapping AppSteer which is locally contractive, see [21] for more details.

3.3.3 Global Steering Method

Let K ⊂ δ be a connected compact set and x initial, xfinal be two points in K .
We devise, under the assumptions of Proposition3.2, an algorithm (Algorithm 3.3)
which steers (3.1) from x initial to a point arbitrarily close to xfinal. That algorithm is a
globalization of the local steering method Algorithm 3.3 but it does not require any
a priori knowledge on the critical distance φK . This approach of the globalization is
inspired by the trust-region methods in optimization (see for instance [3]).

Recall first that the family of vectors fields (X1, . . . , Xm) is assumed to be free
up to step r . As a consequence the weights (w1, . . . , wn), and so the pseudo-norm,
are the same at any point p ∈ δ . We use the notation ‖ · ‖0 for the pseudo-norm at
any point of δ . We introduce the parameterized path t ∃∗ ϕt (x), which is defined
by

ϕt (x) = (tw1 z1(x), . . . , twn zn(x)), for x ∈ δ,

where z = Δ(xfinal, ·).Note that ϕt is the (weighted) dilation in privileged coordinates
at xfinal with parameter t . In particular, ‖z(ϕt (x))‖0 = |t | ‖z(x)‖0. We also define
the function Subgoal as follows.

Subgoal(x, η, j)
1. t j := max(0, 1− jη

‖z(x)‖0 );
2. Subgoal(x, η, j) := ϕt j (x)

We note that the formula for generating t j guarantees that

‖z(Subgoal(x, η, j))− z(Subgoal(x, η, j − 1))‖0 → η,

and that xd = xfinal for j large enough.
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The global algorithm is described in Algorithm 3.4 and used the mapping
AppSteer as a sub-process. It steers (3.1) from x initial to a point x such that
‖z(x)‖0 → e, where e > 0 is the desired precision (remind that z = Δ(xfinal, ·), and
so that ‖z(xfinal)‖0 = 0).Note that the Euclidean norm ‖·‖ is smaller than the pseudo-
norm ‖ · ‖0, hence the final point x of the algorithm satisfies ‖z(x)− z(xfinal‖ → e.

Algorithm 3.4 Global (x initial, xfinal, e, K ,AppSteer)
1: i := 0; j := 1;

2: xi := x initial; x := x initial;

3: η := ‖z(x initial)‖0; {initial choice of the maximum step size}

4: while ‖z(xi )‖0 > e do

5: xd := Subgoal (x, η, j);

6: x := AppSteer (xi , xd );

7: if ‖Δ(xd , x)‖0 > 1
2‖Δ(xd , xi )‖0 then {if the system is not approaching the subgoal,}

8: η := η
2 ; {reduce the maximum step size}

9: x := xi ; j := 1; {change the path ϕ0,t (x̄)}

10: else

11: i := i + 1; j := j + 1;

12: xi := x ; xd
i := xd ;

13: return xi .

Proposition 3.3 Let K ⊂ δ be a connected compact set equal to the closure of its
interior. Assume that the mapping AppSteer is defined by a sub-optimal steering law
of A .

Then, for any pair of points (x initial, xfinal) ∈ K × K , Algorithm 3.4 terminates
in a finite number of steps for any choice of the tolerance e > 0 provided that the
sequences (xi )i⊂0 and (xd

i )i⊂0 both belong to K .

Remark 3.7 The last assumption of the proposition prevents the sequences (xi )i⊂0
and (xd

i )i⊂0 from accumulating on the boundary of the compact K . This assumption
is of a purely numerical nature, and it can be removed either by adding suitable
intermediate steps to Algorithm 3.4 as in [9], or by using numerical artifacts of
probabilistic nature. Note also that if the points x initial and xfinal are far enough from
the boundary of K , one can prove that the sequences (xi )i⊂0 and (xd

i )i⊂0 will remain
in K .

Proof (of Proposition 3.3) Note first that, if the conditional statement of Line 7 is
not true for every i greater than some i0, then xd

i = xfinal after a finite number of
iterations. In this case, the error ‖z(xi )‖0 is reduced at each iteration and the algorithm
stopswhen it becomes smaller than the given tolerance e. This happens in particular if
d(xi , xd) < φK for all i greater than i0 because condition (3.37) is verified. Another
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preliminary remark is that, due to the continuity of the distance d and of the function
‖z(·)‖0, there exists η > 0 such that, for every pair (x1, x2) ∈ K × K , one has

‖z(x1)− z(x2)‖0 < η =⇒ d(x1, x2) <
φK

2
. (3.38)

In the following, we will prove by induction that if, at some step i0, one has η < η,
then, for all i > i0,

d(xi−1, xd
i ) < (1/2+ · · · + (1/2)i−i0)φK < φK .

We assume without loss of generality that i0 = 0 and x = x0. For i = 1, by
construction, xd = Subgoal(x0, η, 1) and

‖z(x0)− z(xd)‖0 → η < η.

In view of (3.38), one obtains d(x0, xd) < φK /2, which implies by (3.37) that the
conditional statement of Line 7 is not true. Therefore xd

1 = xd and d(x0, xd
1 ) < φK /2.

Assume now that for i > 1 one has

d(xi−2, xd
i−1) < (1/2+ · · · + (1/2)i−1)φK . (3.39)

The subgoal xd
i−1 is of the form Subgoal(x, η, j). Letting xd = Subgoal(x, η, j+1),

one has

d(xi−1, xd) → d(xi−1, xd
i−1)+ d(xd

i−1, xd).

By construction, it is

‖z(xd
i−1)− z(xd)‖0 → η < η,

which implies d(xd
i−1, xd) < φK /2. The induction hypothesis (3.39) implies that

d(xi−1, xd
i−1) →

1

2
d(xi−2, xd

i−1).

Finally, one gets

d(xi−1, xd) → 1

2
d(xi−2, xd

i−1)+ d(xd
i−1, xd)

→ (1/2+ · · · + (1/2)i )φK .

In view of (3.37), the conditional statement of Line 7 is not true, and so xd
i = xd .

This ends the induction.
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Notice that, at some step i , η ⊂ η , the conditional statement of Line 7 could
be false. In that case, η is decreased as in Line 8. The updating law of η guarantees
that after a finite number of iterations of Line 8, there holds η < η. This ends
the proof. �

3.3.4 A Complete Algorithm

We can now put together the elements developed in the section and present a global
motion planning strategy. It is presented as an algorithmic procedure associatedwith a
given nonholonomic system (3.1) defined onδ ⊂ R

n bym vector fields X1, . . . , Xm

which satisfy Chow’s Condition. The required inputs are initial and final points x initial

and xfinal belonging to δ , a tolerance e > 0, and a compact connected set K ⊂ δ

(of appropriate size) equal to the closure of its interior which is a neighbourhood of
both x initial and xfinal. For instance, K can be chosen to be a large enough compact
tubular neighbourhood constructed around a curve joining x initial and xfinal.

Global Approximate Steering Method

Let (x initial, xfinal, e, K ) be given.

1. Build a decomposition (3.4) of K into a finite number of compact sets Ki ⊂ VJi ,
with i = 1, . . . , M . Up to renumbering we assume x initial ∈ K1, xfinal ∈ KM̄
for some integer M̄ → M , and Ki ∩ Ki+1 ≤= ∅ for i = 1, . . . , M̄ − 1. We can
then choose a sequence (xi )i=1,...,M̄−1 such that xi ∈ Ki ∩ Ki+1 and we set

x M̄ = xfinal.
2. Set x := x initial.
3. For i = 1, . . . , M̄ :

a. Apply the Desingularization Algorithm at p = xi with J = Ji (see
Sect. 2.4.2). The output is a system of coordinates z on VJi × R

⎩nr−n , and
m vector fields ω1, . . . , ωm on this domain.

b. Define AppSteer as the mapping associated with the nilpotent approximation
A of (ω1, . . . , ωm) on VJi ×R

⎩nr−n and with its steering law Steerm,r ◦Δ (see
Sect. 3.3.2).

c. Set⎩x initial := (x, 0),⎩xfinal := (xi , 0). Choose ei > 0 so that the set {y ∈ Ki :
‖z(y) − z(xi )‖ → ei } is included in Ki+1 if i < M̄ , and ei = e if i = M̄ .
Choose also a closed Euclidean ball B(0, R) in R

⎩nr−n of large radius R, and
set ⎩Ki = Ki × B(0, R).

d. Apply Global(⎩x initial,⎩xfinal, ei , ⎩Ki ,AppSteer) to (ω1, . . . , ωm). The algorithm
stops at a point⎩x which is ei -close to⎩xfinal (in the Euclidean norm associated
with the coordinates z).

e. Replace x by τ(⎩x), where τ : VJi × R
⎩nr−n ∗ VJi is the canonical projec-

tion, and return to step 3 with i := i + 1 if i < M̄ .

http://dx.doi.org/10.1007/978-3-319-08690-3_2
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This method steers, in a finite number of steps, the nonholonomic system (3.1)
from x initial to a point x ∈ K arbitrarily close to xfinal as e ∗ 0.

Let us mention some advantages of this method. First, it may be easily adapted for
stabilization tasks since it relies on an iterative procedure (see [26]). Second, taking
advantage of the fact that the algorithmmay be adapted to produce aC1 input, one can
address the motion planning problem for the dynamical extensions of nonholonomic
systems, that is, systems for which the control is not u but its derivative. Finally, let
us point out the modular nature of the method: one can propose other approaches to
obtain uniformly contractive local methods (like the one of Remark3.6), or replace
Steerm,r (·) by another control strategy for nilpotent systems.

3.4 Two Other Methods

Beside the method by approximation developed in the previous section we present
with less details two other motion planning methods that reveal interesting charac-
teristics of nonholonomic systems.

3.4.1 Path Approximation

Assume that the degree of nonholonomy of (3.1) is bounded by an integer r on the
whole domain δ and consider the elements I1, . . . , I⎩nr ofH

r . For every x ∈ δ the
family X1(x), . . . , X⎩n(x) generates the whole Rn . It follows that any smooth curve
in δ is a trajectory of the extended system defined as,

ẋ = v1X I1(x)+ · · · + v⎩nr X I⎩nr
(x), x ∈ δ, (3.40)

where v = (v1, . . . , v⎩nr ) is the control.
The idea of the path approximation method is to construct trajectories of the

nonholonomic system (3.1) approaching the ones of the extended system. More
precisely, given a trajectory ∂ of the extended system, we will explicitly construct a
sequence u j = (u j

1, . . . , u j
m) of controls such that the corresponding trajectories of

(3.1) converge uniformly in time to ∂ when j tends to infinity. This result gives an
approximate solution to the motion planning problem: choosing any smooth curve
∂ (which is also a trajectory of the extended system) that joins x initial to xfinal, the
control u j constructed above will steer (3.1) arbitrarily close to xfinal for j large
enough.

Themain advantage of the construction is its universal character: it is independent
of the particular values taken by the vector fields, and depends only on the structure
of the Lie brackets. Therefore, the natural environment to present this construction
is that of the free Lie algebra. However, this abstraction makes thinks difficult to
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understand, so we have chosen to describe the method on a simple example. We
refer the reader to the papers of Sussmann and Liu for a complete presentation (first
appearance in [29], all technical details in [19], and a simplified but more affordable
presentation in [30]).

Consider then the case of a system with two inputs in R5, that is,

ẋ = u1X1(x)+ u2X2(x), x ∈ R
5, (3.41)

whose degree of nonholonomy is never greater than 3. The elements I1, . . . , I⎩nr

of H 3 are I1 = 1, I2 = 2, I3 = [1, 2], I4 = [1, [1, 2]], and I5 = [2, [1, 2]].
Fix two points x initial, xfinal in R

5 and choose a C1 curve ∂ : [0, 1] ∗ R
5 such that

∂ (0) = x initial and ∂ (1) = xfinal. There exist smooth real-valued functions v1, . . . , v5
defined on [0, 1] such that t ∗ ∂ (t) is the solution of the Cauchy problem

ẋ = v1(t)X I1(x)+ · · · + v5(t)X I5(x), x(0) = x initial.

We seek to build a control sequence (u j ) j∈N such that the sequence of trajectories
of (3.41) associated with (u j ) j∈N converges uniformly in time to ∂ when j tends to
infinity.

As in Sect. 3.2.2, we use oscillating controls that are linear combinations of sinu-
soidal functions with carefully chosen frequencies. Consider three groups of real-
valued frequencies δk = {σk,1, σk,2}, for k = 1, 2, 3, and assume that the σk,l

satisfy the following conditions:

(i) σ1,1 + σ1,2 = 0, 2σ2,1 + σ2,2 = 0, σ3,1 + 2σ3,2 = 0;
(ii) for any integer ψk in [−2, 2] and any σk ∈ δk , k = 1, 2, 3, one has,

ψ1σ1 + ψ2σ2 + ψ3σ3 = 0 =⇒ ψ1 = ψ2 = ψ3 = 0.

Now, fix some C1 functions η1, η2, ηk,l , k = 1, 2, 3 and l = 1, 2. We define the
sequence of controls u j = (u j

1, u j
2), j ∈ N, by

u j
1(t) = η1(t)+ u j

1,1(t)+ u j
2,1(t)+ u j

3,1(t),

u j
2(t) = η2(t)+ u j

1,2(t)+ u j
2,2(t)+ u j

3,2(t),

where

u j
1,1(t) = j

1
2 η1,1(t) sinσ1,1 j t, u j

1,2 = j
1
2 η1,2(t) cosσ1,2 j t, (3.42)

u j
2,1(t) = j

2
3 η2,1(t) cosσ2,1 j t, u j

2,2 = j
2
3 η2,2(t) cosσ2,2 j t, (3.43)

u j
3,1(t) = j

2
3 η3,1(t) cosσ3,1 j t, u j

3,2 = j
2
3 η3,2(t) cosσ3,2 j t. (3.44)

Then the sequence of trajectories of the system (3.41) associated with the sequence
of controls u j converges uniformly to the solution of
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ẋ = η1X I1(x)+ η2X I2 (x)− η1,1η1,2

2σ1,1
X I3(x)− η22,1η2,2

8σ2
2,1

X I4 (x)− η3,1η
2
3,2

4σ3,1σ3,2
X I5(x).

As a consequence, by choosing the functions η1, η2, ηk,l such that

η1(t) = v1(t), η2(t) = v2(t), −η1,1(t)η1,2(t)

2σ1,1
= v3(t),

−η22,1(t)η2,2(t)

8σ2
2,1

= v4(t), −η3,1(t)η23,2
4σ3,1σ3,2

= v5(t),

the sequence of controls (u j ) j∈N produces a sequence of trajectories of (3.41) that
converge uniformly to ∂ . This ends the construction.

It is important to notice the role of the conditions (i) and (ii). For instance, the
resonance condition (i) ensures that a control such as (3.42) does a motion in the
direction X3, whereas the independence condition (ii) guarantees that the controls
(3.43) and (3.44) do not produce any displacement in that direction. Thus these
conditions play exactly the same role as (3.17) and (3.18) do respectively for steering
nilpotent systems.

However there is a huge difference between both strategies. Indeed, the path
approximation requires to use sinusoidal controls whose frequencies tend to infinity
in order to ensure that the final state converges to the goal, even if the system under
consideration is nilpotent. This makes the method hardly usable in practice for most
applications.

3.4.2 Continuation Method

Fix a point p ∈ δ and a time T > 0. We will consider only L2 control functions,
so we define the set of admissible controls as U = L2([0, T ],Rm). The end-point
mapping at p in time T is defined by

E p,T : v ∈ U ∃∗ ∂ (T ; p, v).

Using this mapping, the motion planning problem may be restated as follows: given
a pair (x initial, xfinal) ∈ δ ×δ , find a control u ∈ U such that

Ex initial,T (u) = xfinal.

Thus, we want to invert the application Ex initial,T , or more precisely, we are looking
for a right inverse of Ex initial,T because it is surjective (the system is controllable),
but it is not injective (there are several controls u such that Ex initial,T (u) = xfinal). We
proceed as follows.
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Take any control u0 ∈ U . The idea is to build a path in U that allows to go
from u0 to a control u1 satisfying Ex initial,T (u1) = xfinal. Set x0 = Ex initial,T (u0), and
choose a path τ : [0, 1] ∗ δ such that τ(0) = x0 and τ(1) = xfinal. We seek a
path Γ : [0, 1] ∗ U such that, for almost every s ∈ [0, 1],

Ex initial,T (Γ(s)) = τ(s).

Taking the derivative with respect to s, we obtain

d Ex initial,T (Γ(s)) · dΓ

ds
(s) = dτ

ds
(s), (3.45)

where d Ex initial,T (v) denotes the differential of Ex initial,T at v ∈ U .
If d Ex initial,T (Γ(s)) is of full rank, it admits right inverses. Choose one of them

(for instance the Moore-Penrose pseudo-inverse), and denote it by P(Γ(s)). We can
form a differential equation,

dΓ

ds
(s) = P

(
Γ(s)

) · dτ

ds
(s), (3.46)

whose solutions satisfy (3.45).As a consequence, the solution of theCauchyproblem,

⎬




dΓ

ds
(s) = P

(
Γ(s)

) · dτ

ds
(s),

Γ(0) = u0,

(3.47)

is by construction a solution of (3.45), provided it is defined on the whole interval
[0, 1], and its final value u1 = Γ(1) is a solution of the motion planning problem
between x initial and xfinal. It can be obtained through a numerical integration of (3.47)
on [0, 1] using for example an Euler scheme.

Hence we are led to study the lifting equation (3.46) as an ordinary differential
equation on U . In order to use this equation to solve the motion planning problem,
we have to guarantee two conditions:

(a) non degeneracy: the path τ must be chosen so that d Ex initial,T (Γ(s)) is of full
rank for every s ∈ [0, 1];

(b) non explosion: for any initial choice u0, the solution of the Cauchy problem
(3.47) must be defined on the whole interval [0, 1].

Point (a) ensures the existence of P(Γ(s)) for all s ∈ [0, 1], and so that (3.46)
is well-defined. Point (b) ensures the existence of Γ(1). Note that the end-point
mapping is smooth, so we always have local existence and uniqueness of the solution
of (3.47).

Both conditions are very difficult to guarantee. For the first point one has to deal
with the singular controls, which are the critical points of the end-point mapping. A
way to ensure (a) would be to require that the path τ avoids the set of the critical
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values of the end-point mapping. However there is no general characterization of this
set, we do not even know if it is of zero measure (that is, if the end-point mapping
satisfies a Sard type property). We refer to [28] for a discussion on singular controls.

Point (b) consists in proving the global existence of the solutions of a highly
nonlinear differential equation, which is particularly difficult in the general case. It is
related to (a) since the interval of definition of the solutions depends on the domain of
definition of the differential equation itself. Results exist only under very restrictive
assumptions [6, 8].

Thus from a theoretical point of view, the validity of the continuation method
is not settled. In particular a proof of convergence in a general setting seems to be
very difficult to obtain. However the numerical implementation of this method (or of
some of its variants) for concrete examples often provide rapidly a very satisfactory
approximate solution to the motion planning problem. It is then worth to consider
this method in practical problems, and to further investigate its mathematical setting.

3.5 An Overview of the Motion Planning Algorithms

To conclude this section, let us give a brief overview of the existing solutions to the
motion planning problem. Recall that such a solution is an algorithm whose inputs
are the points (x initial, xfinal), and whose output is a control u steering the system
from x initial to xfinal, or to a point arbitrarily close to xfinal. Several criteria may be
introduced to judge such a procedure, we propose the following ones.

1. Generality: to which class of nonholonomic systems applies the algorithm? The
larger the class is, the more general the algorithm will be. The most general
algorithms apply to systems satisfying the sole Chow Condition.

2. Global character of the algorithm: does the algorithm produce a steering control
for every pair of points in δ? Or just for points close enough one to each other?
Note that the core of many algorithms consists in a local procedure and turning
the latter into a global one may be a serious obstacle to overcome.

3. Convergence: does a mathematical proof of convergence exist?
4. Usefulness for practical applications:

• is the dimension n of the state drastically limited?
• is the procedure robust with respect to the dynamics?
• does it produce “nice” trajectories, e.g. smooth enough, without cusps nor large
oscillations?

• does it have a good local behaviour, i.e., is it possible to reduce the state space
δ to any smaller open and connected subset of Rn?

5. Efficiency of the numerical implementations.

Let us present now the existing solutions to the nonholonomic motion planning
problem at the light of the aforementioned criteria. We restrict our overview to
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the algorithms that present a sufficient degree of generality. In particular we do
not mention algorithms applying to very specific systems, or to systems in small
dimension (typically, there exist several particular methods in dimension 3).

At first, in the case of specific classes of nonholonomic systems (i.e. where more
is known than the sole Chow Condition), effective techniques have been proposed,
among which a Lie bracket method for steering nilpotentizable systems (see [18, 21]
and Sect. 3.2.3), sinusoidal controls for chained systems (see [24] and Sect. 3.2.1),
averaging techniques for left-invariant systems defined on a Lie group (see [4, 20]),
and a trajectory generation method for flat systems (see [13]). Depending on the
applications, these methods turn out to be extremely efficient, especially when the
system to be steered is shown to be flat with an explicit flat output.

However, the class of systems considered previously is rather restrictive. For
instance for 2-input nonholonomic systems (i.e. m = 2), under suitable regularity
assumptions, a flat system is feedback equivalent to a chained system (cf. [23,
25]), which is a non generic property among nonholonomic systems as soon as the
dimension of the state space is larger than 4. As already mentioned in Sect. 3.2, the
same property of non genericity holds for nilpotentizable systems. Moreover, there
exist standard nonholonomic systems whose kinematic model does not fall into any
of the aforementioned categories. For instance, mobile robots with more than one
trailer cannot be transformed in chained-form unless each trailer is hinged to the
midpoint of the previous wheel axle, an unusual situation in real vehicles. Another
similar example is the rolling-body problem: even the simplestmodel in this category,
the so-called plate-ball system, does not allow any chained-form transformation and
is not flat.

Regarding general nonholonomic systems, various steering techniques have been
proposed in the literature. Let us first mention the generic loop method, presented
in [31]. It is based on a local deformation procedure but requires an a priori estimate
of some “critical distance" which is an unknown parameter in practice. That fact
translates into a severe drawback for constructing a globally valid algorithm. The
path approximation of [19, 29], which uses unbounded sequence of sinusoids, is
also worth noticed (see Sect. 3.4.1). It is however not adapted to most of the practical
motion planning tasks, since it relies on a limit process of highly oscillating inputs.
A series of papers ([2, 14] and references therein) presents another method of path
approximation based on optimal control but it applies only for certain classes of
nonholonomic systems.

The continuationmethod of [8, 33] (presented in Sect. 3.4.2) belongs to the class of
Newton typemethods. Proving its convergence amounts to show the global existence
for the solution of a non linear differential equation, which relies on handling the
singular controls of the nonholonomic system. That latter issue turns out to be a hard
one, see [10, 11] for instance. This is why, in the current state of knowledge, the
continuation method can be proved to converge only under restrictive assumptions
(see [6, 7, 12]). However the numerical implementations of this method seem to be
very efficient in practice [1, 27, 34].

The most complete methods, with respect to the criteria defined previously,
are iterative methods based on exact solution to the motion planning problem for
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nilpotent systems. The first one has been introduced in [18] and improved in [21]. It
is a completely general method that suffers however from important limitation for
practical use. First, the method is actually a local one, since its globalization requires
the knowledge of a critical distance, which is not available in practice. Second, either
the resulting trajectories in [21] contain a large number of cusps (exponential with
respect to the degree of nonholonomy), or the computation of the steering control
in [18] requires the inversion of a system of algebraic equations. The latter turns out
to be numerically intractable as soon as the dimension of the state is larger than six.
The second iterative method, introduced in [16] and developed in [9], is based on the
notion of nilpotent approximation and has been detailed in Sect. 3.3. This method
meets all our criteria except the last one. It has indeed not been fully implemented
up to now, so its numerical efficiency remains to be seen.
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Appendix A
Composition of Flows of Vector Fields

This chapter is dedicated to the proof of Campbell-Hausdorff type formulas for flows
of vector fields. The result in Sect. A.1 has been used in Sect. 1.4, the one in Sect. A.2
will be necessary for the next appendix.

Let U be an open subset of Rn and V F(U ) the set of smooth vector fields on U .
Given a vector field X ∈ V F(U ), we denote its flow by exp(t X).

A.1 Campbell-Hausdorff Formula for Flows

Wewill need in this chapter the Campbell-Hausdorff formula which we recall briefly
here (for amore detailed presentation see for instance [2,Chap. II]). Let x and y be two
non commutative unknowns, and [x, y] = xy − yx their commutator, also denoted
by [x, y] = (adx)y. The length of an iterated commutator (adx1) . . . (adxk−1)xk ,
where each x1, . . . , xk equals x or y, is defined to be the number of occurrences k

of x and y. Define also ex and ey to be the series
∑

k∗0 xk

k! and
∑

k∗0
yk

k! . Then we
have ex ey = eH(x,y) in the sense of formal power series, where

H(x, y) = x + y + 1

2
[x, y] + R(x, y), (A.1)

and R(x, y) is a series whose terms are linear combination of iterated commutators
of x and y of length greater than 2. For an integer N we denote by HN (x, y) the
partial sum of H(x, y) containing only iterated commutators of length not greater
than N . In particular, H1 = x + y and H2 = x + y + 1

2 [x, y].
Consider now two vector fields X, Y ∈ V F(U ). Given t ∈ R and an integer N ,

HN (tY, t X) is a smooth vector field on U which writes as
∑N

i=1 t i Yi , where the
vector fields Y1, . . . , YN belong to the Lie algebra generated by X and Y .
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Lemma A.1 For any p ∈ M, there exist positive constants δ and C such that |t | < δ

implies
‖exp(t X) ≤ exp(tY )(p)− exp(HN (tY, t X))(p)‖ ∞ C |t |N+1.

Proof Set ∂(t) = exp(t X) ≤ exp(tY )(p), which is a function defined and C⊂ in
a neighbourhood of 0 ∈ R, and let (x1, . . . , xn) be a system of local coordinates
on a neighbourhood of p in U . We will compute the Taylor expansion of every
component xi (∂(t)), for i = 1, . . . , n. To do this,we introduce the functionΔ(t, s) =
exp(t X)≤exp(sY )(p), so that∂(t) = Δ(t, t), and we compute the partial derivatives
of xi ≤ Δ at 0 ∈ R

2. We have:

εxi ≤ Δ

εt
(t, s) = d

dt

⎧
xi ≤ exp(t X)

⎪
(exp(sY )(p)) = X xi (Δ(t, s)),

where X xi denotes the Lie derivative of xi along X . Repeating this computation, we
obtain for any integer k,

εk xi ≤ Δ

εtk
(t, s) = Xk xi (Δ(t, s)).

In the same way, we have:

εk+l xi ≤ Δ

εslεtk
(0, 0) = ε l

εsl

εk xi ≤ Δ

εtk
(0, s)

⎨⎨
s=0

= ε l

εsl

⎩
Xk xi (exp(sY )(p))

] ⎨⎨
s=0 = Y l Xk xi (p).

We then deduce that the formal Taylor series of xi (∂(t)) = xi (Δ(t, t)) at 0 is

∑

k,l∗0

tk+l

k!l! Y l Xk xi (p) =
⎡

⎣
∑

l∗0

t l

l!Y
l

⎤

⎦

⎡

⎣
∑

k∗0

tk

k! X
k

⎤

⎦ xi (p),

where X and Y are considered as derivation operators. From the Campbell-Hausdorff

formula, the product of the formal series etY = ∑
l∗0 tl

l!Y
l with et X = ∑

k∗0 tk

k! X
k

is equal to the series eH(tY,t X). As a consequence, the Taylor expansion of xi (∂(t))
up to degree N is given by the terms of degree ∞ N in the series eH(tY,t X)xi (p),
which coincide with the terms of degree ∞ N in the series eHN (tY,t X)xi (p).

On the other hand, it results from Lemma A.2 below that eHN (tY,t X)xi (p) is the
Taylor series at 0 of the function t →◦ xi ≤ exp(HN (tY, t X))(p). Thus

xi ≤ ∂(t)− xi ≤ exp(HN (tY, t X))(p) = O(|t |N+1)

for every coordinate xi . �
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Lemma A.2 Let Y1, . . . , Yγ be vector fields on U, f :U ◦ R a smooth function,
and p ∈ U. The formal Taylor series at 0 ∈ R

γ of the function (z1, . . . , zγ) →◦
f (exp(

∑
i zi Yi )(p)) is given by

∑

k∗0

1

k! (
∑

i

zi Yi )
k f (p) = e

∑
i zi Yi f (p).

The formal Taylor series at 0 ∈ R of the function t →◦ f (exp(Y (t))(p)), where
Y (t) = ∑γ

i=1 t i Yi , is given by

∑

k∗0

1

k!Y (t)k f (p) = eY (t) f (p). (A.2)

Proof The second statement is obviously a consequence of the first one, so it is
sufficient to prove the latter. We introduce the functions g(z) = f (exp(

∑
i zi Yi )(p))

and G(t, z) = g(t z) which are well-defined and smooth on a neighbourhood of 0 in
R

γ, respectively R× R
γ. We are looking for the Taylor series of g at 0.

Since G(t, z) = f (exp(t
∑

i zi Yi )(p)), we have, for any integer k ∗ 0,

εk G

εtk
(0, z) =

⎛
∑

i

zi Yi

⎝k

f (p).

On the other hand G(t, z) = g(t z), and hence the previous derivative can also be
computed as

εk G

εtk
(0, z) =

∑

θ1+···+θγ=k

k!
θ1! · · ·θγ! z

θ1
1 · · · zθγ

γ

εk g

εzθ1
1 · · · εzθγ

γ

(0).

Combining both expressions, we obtain

∑

θ1+···+θγ=k

zθ1
1 · · · zθγ

γ

θ1! · · ·θγ!
εk g

εzθ1
1 · · · εzθγ

γ

(0) = 1

k!

⎛
∑

i

zi Yi

⎝k

f (p),

and the lemma follows. �

Lemma A.1 can be extended in two ways. First, since the vector fields and their
flows are smooth on U , the estimate holds uniformly with respect to p. Second,
by Lemma A.2, the vector fields t X and tY may be replaced by the one-parameter
families of vector fields X (t) = t X1+· · ·+ tk Xk and Y (t) = tY1+· · ·+ tγYγ, where
X1, . . . , Xk and Y1, . . . , Yγ are vector fields on U . As an example, HN (tY, t X) is of
this form. To summarize, a slight change in the proof of Lemma A.1 actually shows
the following result.
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Corollary A.1 Let K ⊂ U be a compact. There exist two positive constants δ, C
such that, if p ∈ K and |t | < δ, then:

‖exp(X (t)) ≤ exp(Y (t))(p)− exp(HN (X (t), Y (t)))(p)‖ ∞ C |t |N+1.

Weare now in a position to prove formula (1.7), thatweused in the proof ofLemma
1.1. Let X1, . . . , Xm bem elements of V F(U ). For every element I ∈ L (1, . . . , m),
we define the local diffeomorphisms Δ I

t on U by induction on the length |I | of I .
Let Δi

t = exp(t Xi ) and set, if I = [I1, I2],

Δ I
t = Δ

I2−t ≤ Δ
I1−t ≤ Δ

I2
t ≤ Δ

I1
t .

Proposition A.1 Let K ⊂ U be a compact and I ∈ L (1, . . . , m). There exist two
positive constants δ, C such that, if p ∈ K and |t | < δ, then

⎫⎫⎫Δ I
t (p)− p − t |I |X I (p)

⎫⎫⎫ ∞ C |t ||I |+1. (A.3)

Proof For δ > 0 small enough, the mapping (p, t) →◦ Δ I
t (p) is defined and C⊂ on

K × (−δ, δ). As a consequence, we are reduced to prove (A.3) for a fixed p ∈ K .
When |I | = 1, Δ I

t (p) = exp(t Xi )(p) for some i ∈ {1, . . . , m}, which is equal to
p + t Xi (p)+ O(|t |2).

Now, let I be an element ofL (1, . . . , m) and N > |I | an integer. Corollary A.1
implies that Δ I

t (p) = exp(H I
N (t))(p)+ O(t N+1) where the series H I

N (t) is defined
by induction on the length |I |: if I = i , then H I

N (t) = t Xi , and if I = [I1, I2], then

H I
N (t) = HN (HN (H I1

N (t), H I2
N (t)), HN (−H I1

N (t),−H I2
N (t))).

Applying (A.1) iteratively, we can write H I
N (t) = t |I |X I + t |I |+1RI (t), the latter

term being a one-parameter vector field. As a consequence,

Δ I
t (p) = p + t |I |X I (p)+ terms of degree greater than |I | + 1,

which completes the proof. �

Remark A.1 Assume that X1, . . . , Xm are real analytic vector fields which generate
a nilpotent Lie algebra of step r . In this case, for any pair of vector fields X, Y in
Lie(X1, . . . , Xm) and any t ∈ R, we have HN (X, Y ) = Hr (X, Y ) whenever N ∗ r .
Thus, following Lemma A.1, exp(t X) ≤ exp(tY )(p) and exp(Hr (tY, t X))(p) have
the same Taylor expansion at t = 0. Since both are analytic functions of t they are
equal for t small enough,

exp(t X) ≤ exp(tY )(p) = exp (HN (tY, t X)) (p).

http://dx.doi.org/10.1007/978-3-319-08690-3_1
http://dx.doi.org/10.1007/978-3-319-08690-3_1
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Using this property in the proof of Proposition A.1, one proves that (A.3) can be
replaced by the following equality,

Δ I
t (p) = exp

⎬
t |I |X I + t |I |+1RI (t)

⎭
= exp

⎬
t |I |+1R∅I (t)

⎭
≤ exp

⎬
t |I |X I

⎭
,

where RI (t) and R∅I (t) are linear combinations of brackets X J with |I | < |J | ∞ r .

A.2 Push-Forward Formula

Given two vector fields X, Y ∈ V F(U ), we write (adX)Y for [X, Y ], (adX)2Y for
(adX)((adX)Y ), etc.

Proposition A.2 Let K ⊂ U be a compact, N a positive integer, and X, Y ,
Y1, . . . , Yγ vector fields in V F(U ). There exist two positive constants δ, C such
that, if p ∈ K , t ∈ R and z ∈ R

γ satisfy |t | < δ and ‖z‖ < δ, then

⎫⎫⎫⎫⎫exp(tY )∗X (p)−
N∑

k=0

tk

k! (adY )k X (p)

⎫⎫⎫⎫⎫ ∞ C |t |N+1,
⎫⎫⎫⎫⎫⎫
exp(

γ∑

i=1
zi Yi )∗X (p)−

N∑

k=0

1

k!

⎛
ad

γ∑

i=1
zi Yi

⎝k

X (p)

⎫⎫⎫⎫⎫⎫
∞ C‖z‖N+1,

where exp(tY )∗X = d(exp(tY )) ≤ X ≤ exp(−tY ) denotes the push-forward of the
vector field X by the diffeomorphism exp(tY ).

Proof Let us begin with the first inequality. Set Δp(t) = exp(tY )∗X (p). For δ > 0
small enough, the mapping (p, t) →◦ Δp(t) is defined and C⊂ on K × (−δ, δ). As a
consequence, there exists a constant C > 0 such that, for every p ∈ K and |t | < δ,
we have ⎫⎫⎫⎫⎫Δp(t)−

N∑

k=0

tk

k!
dkΔp

dtk
(0)

⎫⎫⎫⎫⎫ ∞ C |t |N+1.

It remains to prove that dkΔp

dtk (0) = (adY )k X (p) for any integer k. Note first that
Δp(0) = X (p), and that

dΔp

dt
(0) = d

dt

⎧
exp(tY )∗X

⎪ ⎨⎨
t=0(p)

is by definition equal to −LY X (p), where LY X is the Lie derivative of X along Y
(see for instance [1]). Since LY X (p) = (adY )X (p), the cases k = 0 and k = 1 are
done.
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We need now to compute dΔp
dt (t) at t ≥= 0, or equivalently dΔp(t+s)

ds at s = 0.
Writing Δp(t + s) as exp(tY )∗ exp(sY )∗X (p), we have

dΔp

dt
(t) = dΔp(t + s)

ds
|s=0= exp(tY )∗

d

ds

⎧
exp(sY )∗X

⎪ ⎨⎨
s=0(p)

= exp(tY )∗((adY )X)(p).

This derivative has the same form as Δp(t), X being replaced by (adY )X . Iterating

the argument above, we obtain by induction dkΔp

dtk (0) = (adY )k X (p), and the first
inequality of the proposition is proved.

As for the second inequality, the same reasoning applies and we only need to
compute the partial derivatives at 0 ∈ R

γ of the function Δ̃(z) = exp(
∑

i zi Yi )∗X (p).
This can be done as in the proof of Lemma A.2. The proposition follows. �
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Appendix B
The Different Systems of Privileged Coordinates

This appendix is devoted to the proof that the examples of coordinates introduced in
Sect. 2.1.2 are actually privileged coordinates.

B.1 Canonical Coordinates of the Second Kind

Let p ∈ M and let us choose an adapted frame at p, i.e. a family of vector fields
Y1, . . . , Yn such that

{
Y1(p), . . . , Yn(p) is a basis of Tp M,

Yi ∈ ωwi , i = 1, . . . , n.

The map

Δ: (z1, . . . , zn) →◦ exp(znYn) ≤ · · · ≤ exp(z1Y1)(p)

is a local diffeomorphism near 0 ∈ R
n and its inverse defines some coordinates called

canonical coordinates of the second kind near p.
The following result is due to Hermes [1].

Lemma B.1 Canonical coordinates of the second kind are privileged at p.

For sake of simplicity, we will write the compositions of maps as products; for
instance, we write

Δ(z) = exp(z1Y1) . . . exp(znYn)(p).

Proof First, let us recall that Δ is a local diffeomorphism at z = 0 because its
differential at 0 is an isomorphism. This results from
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εΔ

εzi
(0) = d

dt
(Δ(0, . . . , t, . . . , 0))

⎨⎨
t=0 =

d

dt
(exp(tYi )(p))

⎨⎨
t=0 = Yi (p),

for i = 1, . . . , n. This computation also reads as Δ∗ ε
εzi

(p) = Yi (p), which implies
Yi zi (p) = 1 (as in Sect. 2.1.1, Yi zi denotes the Lie derivative of the function zi along
the vector field Yi ). Hence the order of zi at p is not greater than wi .

It remains to show that the order of zi at p is at least wi for each i = 1, . . . , n.
This is a direct consequence of the following assertion.

Claim Let X be one of the vector fields X1, . . . , Xm .Then, for i = 1, . . . , n, the Taylor
expansion at z = 0 of the function ai (z) = Xzi (Δ(z)) is a sum of homogeneous
polynomials in the coordinates z of weighted degree ∗ wi − 1.

From the very definition of ai (z), we have

X (Δ(z)) =
n∑

i=1
ai (z)

εΔ

εzi
(z). (B.1)

Given z, let τ be the diffeomorphism defined on a neighbourhood of p by τ(q) =
exp(z1Y1) . . . exp(znYn)(q). In particular,τ(p) = Δ(z). In order to obtain an equality
in Tp M , we apply the isomorphism (dτp)

−1 to both sides of (B.1), and we get

(τ−1)∗X (p) =
n∑

i=1
ai (z) (τ−1)∗

ε

εzi
(p).

This equality is of the form W = ∑n
i=1 ai Vi , where the vectors W = W (z) and

Vi = Vi (z), i = 1, . . . , n, belong to Tp M . If we denote by b = b(z) ∈ R
n the

coordinates of W in the basis (Y1(p), . . . , Yn(p)) of Tp M , and by P = P(z) the
(n × n)-matrix of the coordinates of V1, . . . , Vn in the same basis, then the vector
a(z) = (a1(z), . . . , an(z)) appears as the solution of Pa = b.

Note first that P(0) equals the identity matrix Id. Therefore both matrices P(z)
and P(z)−1 are equal to Id+homogeneous terms of positive degree. Hence the Taylor
expansion of ai (z) and the one of bi (z) have the same homogeneous terms of lower
degree.

On the other hand, since τ−1 = exp(−znYn) . . . exp(−z1Y1), we have

W (z) = exp(−znYn)∗ . . . exp(−z1Y1)∗X (p).

Let us choose an integer N bigger than all the weights wi , and apply Proposition A.2
to exp(−z1Y1)∗X , then to exp(−z2Y2)∗(adY1)

l1 X , and so on,

http://dx.doi.org/10.1007/978-3-319-08690-3_2
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W (z) = exp(−znYn)∗ . . . exp(−z2Y2)∗
N∑

l1=0

(−z1)l1

l1! (adY1)
l1 X (p)+ O(|z1|N+1)

...

=
N∑

l1,...,ln=0

(−z1)l1

l1! · · · (−zn)ln

ln ! (adYn)ln . . . (adY1)
l1 X (p)+ O(|z|N+1).

Hence every coordinate bi (z) of W (z) satisfies

bi (z) =
N∑

l1,...,ln=0

(−z1)l1

l1! · · · (−zn)ln

ln ! αl
i + O(|z|N+1), (B.2)

where αl
i denotes the i th coordinate of the vector (adYn)ln . . . (adY1)

l1 X (p) in the
basis (Y1(p), . . . , Yn(p)). The latter vector belongs toωw(p), wherew = 1+l1w1+
· · ·+lnwn (recall that X ∈ ω1 and Yi ∈ ωwi ). Since (Y1, . . . , Yn) is an adapted frame
at p, αl

i is zero when 1 + l1w1 + · · · + lnwn < wi . It follows that bi (z) – and then
ai (z) – contains only homogeneous terms of weighted degree greater than or equal
to wi − 1. This ends the proofs of both the claim and the lemma. �

B.2 Canonical Coordinates of the First Kind

Let p ∈ M and Y1, . . . , Yn an adapted frame at p. The map

Δ̃: (z1, . . . , zn) →◦ exp(z1Y1 + · · · + znYn)(p)

is a local diffeomorphism near 0 ∈ R
n since its differential at 0 is an isomorphism.

This results from

εΔ̃

εzi
(0) = d

dt

(
Δ̃(0, . . . , t, . . . , 0)

) ⎨⎨
t=0 =

d

dt
(exp(tYi )(p))

⎨⎨
t=0 = Yi (p),

for i = 1, . . . , n. The inverse of Δ̃ defines some local coordinates near p called
canonical coordinates of the first kind.

Lemma B.2 Canonical coordinates of the first kind are privileged at p.

The first proof of this lemma appeared in [2], with a different formulation. The
proof we present here is rather different.
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Proof The proof follows exactly the same lines as the one of Lemma B.1, replacing
Δ by Δ̃, and τ by τ̃ = exp(

∑
j z j Y j ). We are left to compute the coordinates b̃i (z),

i = 1, . . . , n, of the vector W̃ (z) = (τ̃−1)∗X (p) in the basis (Y1(p), . . . , Yn(p)) of
Tp M . It results directly from Proposition A.2 that

W̃ (z) =
N∑

k=0

1

k!

⎛
ad

γ∑

i=1
z j Y j

⎝k

X (p)+ O(|z|N+1),

=
N∑

k=0

∑

l1+···+ln=k

al z
l1
1 . . . zln

n Zl(p)+ O(|z|N+1),

where Zl belongs to σw(p), with w = 1+ l1w1+· · ·+ lnwn . Thus every coordinate
b̃i (z) of W̃ (z) satisfies

b̃i (z) =
N∑

k=0

∑

l1+···+ln=k

al z
l1
1 . . . zln

n α̃l
i + O(|z|N+1),

α̃l
i being the i th coordinate of Zl in the basis (Y1(p), . . . , Yn(p)). This expression is

similar to (B.2), and the same conclusion follows. �

B.3 Algebraic Coordinates

Let us recall the construction of the algebraic coordinates (z1, . . . , zn) given in
page 23. Let Y1, . . . , Yn be an adapted frame at p, and (y1, . . . , yn) be local coordi-
nates centered at p such that εyi |p = Yi (p). For j = 1, . . . , n, we set

z j = y j −
w j−1∑

k=2
hk(y1, . . . , y j−1), (B.3)

where, for k = 2, . . . , w j − 1,

hk(y1, . . . , y j−1) =
∑

|θ|=k
w(θ)<w j

Y θ1
1 . . . Y

θ j−1
j−1

⎬
y j −

k−1∑

q=2
hq(y)

⎭
(p)

yθ1
1

θ1! · · ·
y
θ j−1
j−1

θ j−1! ,

with |θ| = θ1 + · · · + θn .

Lemma B.3 The algebraic coordinates (z1, . . . , zn) are privileged at p.

The proof of the lemma is based on the following result.
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Lemma B.4 A function f is of order ∗ s at p if and only if

(Y θ1
1 · · · Y θn

n f )(p) = 0

for all θ such that w(θ) < s.

Proof Let f be a function of order ∗ s at p. Using the rules (2.1), we have
ordp(Yi ) ∗ −wi for i = 1, . . . , n, and hence ordp(Y

θ1
1 · · · Y θn

n ) > −s for every
θ = (θ1, . . . , θn) such that w(θ) < s. Consequently, for such an θ the iterated
derivative Y θ1

1 · · · Y θn
n f is a function of positive order, and so vanishes at p.

Conversely, let f be a function of order < s at p. We introduce the canonical
coordinates of the second kind (x1, . . . , xn) defined by means of the adapted basis
Y1, . . . , Yn . Proposition 2.2 implies that there exists θ such thatw(θ) = ordp( f ) < s
and (ε

θ1
x1 · · · εθn

xn f )(p) ≥= 0. Moreover, every vector field Yi , i = 1, . . . , n, writes in
coordinates x as

n∑

j=1
Y j

i (x)εx j , where ordp(Y
j

i ) ∗ w j − wi .

There also holds Y j
i (0) = δi j since Yi (p) = εxi . As a consequence,

Y θ1
1 · · · Y θn

n (p) = εθ1
x1 · · · εθn

xn
(p)+

∑

w(α)<w(θ)

aαεα1
x1 · · · εαn

xn
(p),

and thus (Y θ1
1 · · · Y θn

n f )(p) = (ε
θ1
x1 · · · εθn

xn f )(p) ≥= 0 since w(θ) = ordp( f ). This
ends the proof. �

Proof (of Lemma B.3) Let i ∈ {1, . . . , n}. Note first that Yi zi (p) = Yi yi (p) = 1,
which implies ordp(zi ) ∞ wi . It remains to show that ordp(zi ) ∗ wi . For this we
will use the criterion of Lemma B.4.

Let θ such that w(θ) < wi (and so |θ| < wi ). Using the expression (B.3) of zi ,
we obtain

Y θ1
1 . . . Y θn

n zi = Y θ1
1 . . . Y θn

n

⎛
yi −

wi−1∑

k=2
hk(y)

⎝

= Y θ1
1 . . . Y θn

n



yi −
|θ|−1∑

k=2
hk(y)

⎜

⎟− Y θ1
1 . . . Y θn

n




wi−1∑

k=|θ|
hk(y)

⎜

⎟ .

(B.4)

The functions hk are given by

http://dx.doi.org/10.1007/978-3-319-08690-3_2


104 Appendix B: The Different Systems of Privileged Coordinates

hk(y) =
∑

|α|=k
w(α)<wi

Y α1
1 . . . Y αi−1

i−1
⎬

yi −
k−1∑

q=2
hq(y)

⎭
(p)

yα1
1

α1! · · ·
yαi−1

i−1
αi−1! .

Therefore, we clearly have
(
Y θ1
1 . . . Y θn

n hk
)
(p) = 0 if k > |θ|, and

(
Y θ1
1 . . . Y θn

n h|θ|
)
(p) = Y θ1

1 . . . Y θn
n



yi −
|θ|−1∑

k=2
hk(y)

⎜

⎟ (p).

Plugging this expression into (B.4), we obtain (Y θ1
1 . . . Y θn

n zi )(p) = 0, which ends
the proof. �
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