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The last 25 years have witnessed an unprecedented increase in competition in
both national and world markets. In this competitive environment, managers
must make increasingly complex business decisions that will determine
whether the firm will prosper or even survive. Today, economic analysis is more
important than ever as a tool for decision making.

OBJECTIVES OF THIS BOOK

The aims of this textbook are to illustrate the central decision problems man-
agers face and to provide the economic analysis they need to guide these deci-
sions. It was written with the conviction that an effective managerial economics
textbook must go beyond the “nuts and bolts” of economic analysis; it should
also show how practicing managers use these economic methods. Our experi-
ence teaching managerial economics to undergraduates, M.B.A.s, and execu-
tives alike shows that a focus on applications is essential.

KEY FEATURES

Managerial Decision Making

The main feature that distinguishes Managerial Economics, Seventh Edition, is its
consistent emphasis on managerial decision making. In a quest to explain eco-
nomics per se, many current texts defer analysis of basic managerial decisions
such as optimal output and pricing policies until later chapters—as special
applications or as relevant only to particular market structures. In contrast,
decision making is woven throughout every chapter in this book. Each chapter
begins with a description of a real managerial problem that challenges students
to ponder possible choices and is concluded by revisiting and analyzing the
decision in light of the concepts introduced in the chapter. Without exception,
the principles of managerial economics are introduced and analyzed by
extended decision-making examples. Some of these examples include pricing
airline seats (Chapter 3), producing auto parts (Chapter 5), competing as a
commercial day-care provider (Chapter 11), choosing between risky research
and development projects (Chapter 12), and negotiating to sell a warehouse
(Chapter 15). In addition to reviewing important concepts, the summary at
the end of each chapter lists essential decision-making principles.

The analysis of optimal decisions is presented early in the book. Chapter 2
introduces and analyzes the basic profitmaximization problem of the firm.
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Chapter 3 begins with a traditional treatment of demand and goes on to apply
demand analysis to the firm’s optimal pricing problem. Chapters 5 and 6 take
a closer look at production and cost as guides to making optimal managerial
decisions. The emphasis on decision making continues throughout the
remainder of the book because, in our view, this is the best way to teach man-
agerial economics. The decision-making approach also provides a direct
answer to students’ perennial question: How and why is this concept useful?
Alist of real-world applications used throughout the text appears on the inside
of the front cover.

New Topics

At one time, managerial economics books most closely resembled intermedi-
ate microeconomics texts with topics reworked here and there. Due to the
advance of modern management techniques, the days when this was sufficient
are long past. This text goes far beyond current alternatives by integrating the
most important of these advances with the principal topic areas of managerial
economics. Perhaps the most significant advance is the use of game theory to
illuminate the firm’s strategic choices. Game-theoretic principles are essential
to understanding strategic behavior. An entire chapter (Chapter 10) is devoted
to this topic. Other chapters apply the game-theoretic approach to settings of
oligopoly (Chapter 9), asymmetric information and organization design
(Chapter 14), negotiation (Chapter 15), and competitive bidding (Chapter 16).

A second innovation of the text is its treatment of decision making under
uncertainty. Managerial success—whether measured by a particular firm’s prof-
itability or by the international competitiveness of our nation’s businesses as a
whole—depends on making decisions that involve risk and uncertainty.
Managers must strive to envision the future outcomes of today’s decisions,
measure and weigh competing risks, and determine which risks are acceptable.
Other managerial economics textbooks typically devote a single, short chap-
ter to decision making under uncertainty after devoting a dozen chapters to
portraying demand and cost curves as if they were certain.

Decision making under uncertainty is a prominent part of Managerial
Economics, Seventh Edition. Chapter 12 shows how decision trees can be used
to structure decisions in high-risk environments. Chapter 13 examines the
value of acquiring information about relevant risks, including optimal search
strategies. Subsequent chapters apply the techniques of decision making under
uncertainty to topics that are on the cutting edge of managerial economics:
organization design, negotiation, and competitive bidding.

A third innovation is the expanded coverage of international topics and
applications. In place of a stand-alone chapter on global economic issues, we
have chosen to integrate international applications throughout the text. For
instance, early applications in Chapters 2 and 3 include responding to



exchange-rate changes and multinational pricing. Comparative advantage,
tariffs and quotas, and the risks of doing international business are additional
applications taken up in later chapters. In all, 15 of the 17 chapters contain
international applications. In short, our aim is to leave the student with a
first-hand appreciation of business decisions within the global economic
environment.

A fourth innovation is the addition of end-of-chapter spreadsheet prob-
lems. In the last 25 years, spreadsheets have become the manager’s single most
important quantitative tool. It is our view that spreadsheets provide a natural
means of modeling managerial decisions. In their own way, they are as valu-
able as the traditional modeling approaches using equations and graphs. (This
admission comes from a long ago college math major who first saw spread-
sheets as nothing more than “trivial” arithmetic and a far cry from “true” pro-
gramming.) Optimization is one hallmark of quantitative decision making, and
with the advent of optimizer tools, managers can use spreadsheets to model
problems and to find and explore profitmaximizing solutions. A second hall-
mark is equilibrium analysis. Again, spreadsheet tools allow immediate solu-
tions of what otherwise would be daunting sets of simultaneous equations.

Spreadsheets offer a powerful way of portraying economic decisions and
finding optimal solutions without a large investment in calculus methods. We
have worked hard to provide a rich array of spreadsheet problems in 15 of the
16 principal chapters. Some of these applications include optimal production
and pricing, cost analysis with fixed and variable inputs, competitive market
equilibrium in the short and long runs, monopoly practices, Nash equilibrium
behavior, identifying superior mutual fund performance, and the welfare
effects of externalities. In each case, students are asked to build and analyze a
simple spreadsheet based on an example provided for them. In addition, a spe-
cial appendix in Chapter 2 provides a self-contained summary of spreadsheet
optimization. In short, using spreadsheets provides new insights into manage-
rial economics and teaches career-long modeling skills.

Organization, Coverage, and Level

This textbook can be used by a wide range of students, from undergraduate
business majors in second-level courses to M.B.A. students and Executive
Program participants. The presentation of all topics is self-contained. Although
most students will have taken an economics principles course in their recent,
or not so recent, past, no prior economic tools are presumed. The presenta-
tions begin simply and are progressively applied to more and more challeng-
ing applications. Each chapter contains a range of problems designed to test
students’ basic understanding. A number of problems explore advanced appli-
cations and are indicated by an asterisk. Answers to all odd-numbered prob-
lems are given on our book’s web site at www.wiley.com/college/samuelson.

Preface
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Suggested references at the end of each chapter direct students to extensions
and advanced applications of the core topics presented in the chapter.

Although this text has many unique features, its organization and coverage
are reasonably standard. All of the topics that usually find a home in manage-
rial economics are covered and are in the usual sequence. As noted earlier, the
analytics of profit maximization and optimal pricing are presented up front in
Chapter 2 and the second part of Chapter 3. If the instructor wishes, he or she
can defer these optimization topics until after the chapters on demand and
cost. In addition, the book is organized so that specific chapters can be omit-
ted without loss of continuity. In the first section of the book, Chapters 4 and
5 fit into this category. In the second section of the book, Chapters 7, 8, and 9
are core chapters that can stand alone or be followed by any combination of the
remaining chapters. The book concludes with applications chapters, includ-
ing chapters on decision making under uncertainty, asymmetric information,
negotiation, and linear programming that are suitable for many broad-based
managerial economics courses.

Analyzing managerial decisions requires a modest amount of quantitative
proficiency. In our view, understanding the logic of profitmaximizing behavior
is more important than mathematical sophistication; therefore, Managerial
Economics, Seventh Edition, uses only the most basic techniques of differential
calculus. These concepts are explained and summarized in the appendix to
Chapter 2. Numerical examples and applications abound throughout all of the
chapters. In our view, the best way for students to master the material is to learn
by example. Four to six “Check Stations”—mini-problems that force students
to test themselves on their quantitative understanding—appear throughout
each chapter. In short, the text takes a quantitative approach to managerial
decision making without drowning students in mathematics.

THE SEVENTH EDITION

While continuing to emphasize managerial decision making, the Seventh
Edition of Managerial Economics contains several changes.

First, we have extensively revised and updated the many applications in the
text. Analyzing the economics of Groupon; optimally pricing a best-seller, both
the hardback edition and the e-book version; using regression analysis to esti-
mate box-office revenues for film releases; judging the government’s antitrust
case against Microsoft; or weighing the challenges of corporate governance
in the aftermath of the financial crisis—these are all important and timely
economic applications.

Second, we have highlighted and expanded an applications feature called
Business Behavior. The rapidly growing area of behavioral economics asks: How
does actual decision-making behavior and practice compare with the pre-
scriptions of economics and decision analysis? In many cases, the answer is that



decisions rely on psychological responses, heuristic methods, and bounded
rationality as much as on logic and analysis. In almost every chapter, we take
deliberate time to provide an assessment (based on cutting-edge research
findings) of real-world decision-making behavior, noting the most common
pitfalls to avoid.

Throughout the text, we have included a wide range of end-of-chapter
problems from basic to advanced. Each chapter also contains a wide-ranging
discussion question designed to frame broader economic issues. We have also
updated each chapter’s suggested bibliographic references, including numer-
ous Internet sites where students can access and retrieve troves of economic
information and data on almost any topic.

The Seventh Edition examines the economics of information goods,
e-commerce, and the Internet—topics first introduced in previous editions.
While some commentators have claimed that the emergence of e-commerce
has overturned the traditional rules of economics, the text takes a more balanced
view. In fact, e-commerce provides a dramatic illustration of the power of eco-
nomic analysis in analyzing new market forces. Any analysis of e-commerce
must consider such issues as network and information externalities, reduced
marginal costs and transaction costs, pricing and revenue sources, control of
standards, e-commerce strategies, product versioning, and market segmenta-
tion, to name just a few topics. E-commerce applications appear throughout the
text in Chapter 3 (demand), Chapter 6 (cost), Chapters 7 and 9 (competitive
effects), Chapter 14 (organization of the firm), and Chapter 16 (competitive
bidding).

Finally, the Seventh Edition is significantly slimmer than earlier editions.
Inevitably, editions of textbooks grow longer and longer as authors include
more and more concepts, applications, and current examples. By pruning
less important material, we have worked hard to focus student attention on
the most important economic and decision-making principles. In our view,
it is better to be shorter and clearer than to be comprehensive and over-
whelming. Moreover, most of the interesting examples have not been lost,
but rather have been moved to the Samuelson and Marks web site at
www.wiley.com/college/samuelson, where they can be accessed by instruc-
tors and students.

ANCILLARY MATERIALS

Web Site By accessing Wiley’s web site at www.wiley.com/college/samuelson,
instructors and students can find an extensive set of additional teaching and
learning materials: applications, mini-cases, reference materials, spreadsheets,
PowerPoint versions of the text’s figures and tables, test bank, and the student
study guide. The greatly expanded web site is the first place to look to access
electronic versions of these materials.
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Instructor’s Manual The instructor’s manual includes suggestions for teaching
managerial economics, additional examples to supplement in-text examples, sug-
gested cases, references to current articles in the business press, anecdotes, fol-
low-up on text applications, and answers to the back-of-the-chapter problems.

Test Bank The test bank contains over 500 multiple-choice questions, quan-
titative problems, essay questions, and mini-cases. A COMPUTERIZED TEST
BANK is available in Windows and Mac versions, making it easy to create tests,
print scrambled versions of the same test, modify questions, and reproduce any
of the graphing questions.

PowerPoint Presentations PowerPoint presentations contain brief notes of
the chapter and also include all the figures and tables in the text. A basic set of
outline PowerPoints are also provided. In addition, the figures and tables from
the textbook are available in an Image Gallery for instructors wishing to create
their own presentations.

Study Guide The student study guide is designed to teach the concepts and
problem-solving skills needed to master the material in the text. Each chapter
contains multiple-choice questions, quantitative problems, essay questions, and
mini-cases.
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1

Introduction
to Economic
Decision Making

The crucial step in tackling almost all important business and government
decisions begins with a single question: What is the alternative?

ANONYMOUS

Decision making lies at the heart of most important business and government
problems. The range of business decisions is vast: Should a high-tech company
undertake a promising but expensive research and development program?
Should a petrochemical manufacturer cut the price of its best-selling industrial
chemical in response to a new competitor’s entry into the market? What bid
should company management submit to win a government telecommunications
contract? Should management of a food products company launch a new prod-
uct after mixed test-marketing results? Likewise, government decisions range
far and wide: Should the Department of Transportation impose stricter rollover
standards for sports utility vehicles? Should a city allocate funds for construction
of a harbor tunnel to provide easy airport and commuter access? These are all
interesting, important, and timely questions—with no easy answers. They are
also all economic decisions. In each case, a sensible analysis of what decision to
make requires a careful comparison of the advantages and disadvantages (often,
but not always, measured in dollars) of alternative courses of action.

As the term suggests, managerial economics is the analysis of major man-
agement decisions using the tools of economics. Managerial economics applies
many familiar concepts from economics—demand and cost, monopoly and
competition, the allocation of resources, and economic trade-offs—to aid man-
agers in making better decisions. This book provides the framework and the
economic tools needed to fulfill this goal.



2

Chapter 1

Introduction to Economic Decision Making

In this chapter, we begin our study of managerial economics by stressing
decision-making applications. In the first section, we introduce seven decision
examples, all of which we will analyze in detail later in the text. Although these
examples cover only some applications of economic analysis, they represent
the breadth of managerial economics and are intended to whet the reader’s
appetite. Next, we present a basic model of the decision-making process as a
framework in which to apply economic analysis. This model proposes six steps
to help structure complicated decisions so that they may be clearly analyzed.

After presenting the six steps, we outline a basic theory of the firm and of
government decisions and objectives. In the concluding section, we present a
brief overview of the topics covered in the chapters to come.

SEVEN EXAMPLES OF MANAGERIAL DECISIONS

The best way to become acquainted with managerial economics is to come face
to face with real-world decision-making problems. The seven examples that fol-
low represent the different kinds of decisions that private- and public-sector man-
agers face. All of them are revisited and examined in detail in later chapters.

The examples follow a logical progression. In the first example, a global
carmaker faces the most basic problem in managerial economics: determining
prices and outputs to maximize profit. As we shall see in Chapters 2 through 6,
making decisions requires a careful analysis of revenues and costs.

The second example highlights competition between firms, the subject of
Chapters 7 through 10. Here, two large bookstore chains are battling for market
share in a multitude of regional markets. Each is trying to secure a monopoly, but
when both build superstores in the same city, they frequently become trapped
in price wars.

The next two examples illustrate public-sector decisions: The first concerns
funding a public project, the second is a regulatory decision. Here, a shift
occurs both in the decision maker—from private to public manager—and in
the objectives. As we argue in Chapter 11, government decisions are guided by
the criterion of benefit-cost analysis rather than by profit considerations.

The final three examples involve decision making under uncertainty. In
the fifth example, the failure of BP to identify and manage exploration risks cul-
minated in the 2010 explosion of its Deepwater Horizon drilling rig in the Gulf
of Mexico and the resulting massive oil spill in the gulf that took so long to
stop. In the next example, a pharmaceutical company is poised between alter-
native risky research and development (R&D) programs. Decision making
under uncertainty is the focus of Chapters 12 and 13. In the final example,
David Letterman and two rival television networks are locked in a high-stakes
negotiation as to which company will land his profitable late-night show.
Competitive risk in the contexts of negotiation and competitive bidding is
taken up in Chapters 15 and 16.
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Almost all firms face the problem of pricing their products. Consider a U.S.
multinational carmaker that produces and sells its output in two geographic
regions. It can produce cars in its home plant or in its foreign subsidiary. It sells
cars in the domestic market and in the foreign market. For the next year, it must
determine the prices to set at home and abroad, estimate sales for each market,
and establish production quantities in each facility to supply those sales. It rec-
ognizes that the markets for vehicles at home and abroad differ with respect to
demand (that is, how many cars can be sold at different prices). Also, the pro-
duction facilities have different costs and capacities. Finally, at a cost, it can ship
vehicles from the home facility to help supply the foreign market, or vice versa.
Based on the available information, how can the company determine a profit-
maximizing pricing and production plan for the coming year?

For 20 years, the two giants of the book business—Barnes & Noble and Borders
Group—engaged in a cutthroat retail battle. In major city after major city, the
rivals opened superstores, often within sight of each other. By the mid-1990s,
more books were sold via chain stores than by independent stores, and both com-
panies continued to open new stores at dizzying rates.

The ongoing competition raises a number of questions: How did either
chain assess the profitability of new markets? Where and when should each
enter new markets? What if a region’s book-buying demand is sufficient to sup-
port only one superstore? What measures might be taken by an incumbent to
erect entry barriers to a would-be entrant? On what dimensions—number of
titles, pricing, personal service—did the companies most vigorously compete?
In view of accelerating book sales via the Internet and the emerging e-book
market, can mega “bricks and mortar” bookstores survive?

As chief city planner of a rapidly growing Sun Belt city, you face the single
biggest decision of your tenure: whether to recommend the construction of a
new harbor bridge to connect downtown with the surrounding suburbs located
on a northern peninsula. Currently, suburban residents commute to the city via
a ferry or by driving a long-distance circular route. Preliminary studies have
shown that there is considerable need and demand for the bridge. Indeed, the
bridge is expected to spur economic activity in the region as a whole. The pro-
jected cost of the bridge is $75 million to $100 million. Part of the money would
be financed with an issue of municipal bonds, and the remainder would be
contributed by the state. Toll charges on commuting automobiles and partic-
ularly on trucks would be instituted to recoup a portion of the bridge’s costs.
But, if bridge use falls short of projections, the city will be saddled with a very
expensive white elephant. What would you recommend?

Environmental regulations have a significant effect on business decisions
and consumer behavior. Charles Schultze, former chairperson of the
President’s Council of Economic Advisers, describes the myriad problems
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BP and Oil
Exploration Risks

associated with the regulations requiring electric utilities to convert from
oil to coal.

Petroleum imports can be conserved by switching [utilities] from oil-
fired to coalfired generation. But barring other measures, burning high-
sulfur Eastern coal substantially increases pollution. Sulfur can be
“scrubbed” from coal smoke in the stack, but at a heavy cost, with devices
that turn out huge volumes of sulfur wastes that must be disposed of and
about whose reliability there is some question. Intermittent control tech-
niques (installing high smoke stacks and turning off burners when mete-
orological conditions are adverse) can, at a lower cost, reduce local
concentrations of sulfur oxides in the air, but cannot cope with the grow-
ing problem of sulphates and widespread acid rainfall. Use of low-sulfur
Western coal would avoid many of these problems, but this coal is
obtained by strip mining. Strip-mine reclamation is possible but sub-
stantially hindered in large areas of the West by lack of rainfall. More-
over, in some coal-rich areas the coal beds form the underlying aquifer,
and their removal could wreck adjacent farming or ranching economies.
Large coal-burning plants might be located in remote areas far from
highly populated urban centers in order to minimize the human effects
of pollution. But such areas are among the few left that are unspoiled by
pollution, and both environmentalists and the residents (relatively few
in number compared to those in metropolitan localities but large among
the voting populations in the particular states) strongly object to this
policy. Fears, realistic or imaginary, about safety and accumulation of
radioactive waste have increasingly hampered the nuclear option.!

Schultze’s points apply directly to today’s energy and environmental trade-
offs. Actually, he penned this discussion in 1977! Important questions persist.
How, when, and where should the government intervene to achieve and bal-
ance its energy and environmental objectives? How would one go about quan-
tifying the benefits and costs of a particular program of intervention?

BP (known as British Petroleum prior to 2001) is in the business of taking risks.
As the third largest energy company in the world, its main operations involve oil
exploration, refining, and sale. The risks it faces begin with the uncertainty
about where to find oil deposits (including drilling offshore more than a mile
under the ocean floor), mastering the complex, risky methods of extracting
petroleum, cost-effectively refining that oil, and selling those refined products
at wildly fluctuating world prices. In short, the company runs the whole gamut
of risk: geological, technological, safety, regulatory, legal, and market related.

1C. L. Schultze, The Public Use of Private Interest (Washington, DC: The Brookings Institution,
1977), 9-10.
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Priding itself on 17 straight years of 100 percent oil reserve replacement, BP
is an aggressive and successful oil discoverer. But the dark side of its strategic aspi-
rations is its troubling safety and environmental record, culminating in the explo-
sion of its Deepwater Horizon drilling rig in the Gulf of Mexico in April 2010. This
raises the question: What types of decisions should oil companies like BP take to
identify, quantify, manage, and hedge against the inevitable risks they face?

A five-year-old pharmaceutical company faces a major research and develop-
ment decision. It already has spent a year of preliminary research toward pro-
ducing a protein that dissolves blood clots. Such a drug would be of
tremendous value in the treatment of heart attacks, some 80 percent of which
are caused by clots. The primary method the company has been pursuing relies
on conventional, state-of-the-art biochemistry. Continuing this approach will
require an estimated $10 million additional investment and should lead to a
commercially successful product, although the exact profit is highly uncertain.
Two of the company’s most brilliant research scientists are aggressively advo-
cating a second R&D approach. This new biogenetic method relies on gene
splicing to create a version of the human body’s own anticlotting agent and is
considerably riskier than the biochemical alternative. It will require a $20 mil-
lion investment and has only a 20 percent chance of commercial success.
However, if the company accomplishes the necessary breakthroughs, the anti-
clotting agent will represent the first blockbuster, genetically engineered drug.
If successful, the method will entail minimal production costs and generate
annual profits two to five times greater than a biochemically based drug would.
Which method should the firm choose for its R&D investment?

In January 1993, David Letterman made it official—he would be leaving Late
Night on NBC for a new 11:30 p.M. show on CBS beginning in the fall. A tangled
web of negotiations preceded the move. In 1992 NBC chose the comedian Jay
Leno, instead of Letterman, to succeed Johnny Carson as the host of The Tonight
Show in an effort to keep its lock on late-night programming. Accordingly, CBS,
a nonentity in late-night television, saw its chance to woo David Letterman.

After extensive negotiations, CBS offered Letterman a $14 million salary
to do the new show (a $10 million raise over his salary at NBC). In addition,
Letterman’s own production company would be paid $25 million annually to
produce the show. However, NBC was unwilling to surrender Letterman to CBS
without a fight. The network entered into secret negotiations with Letterman’s
representative, Michael Ovitz, exploring the possibility of dumping Leno and
giving The Tonight Show to Letterman.

One group of NBC executives stood firmly behind Leno. Another group
preferred replacing Leno to losing Letterman to CBS. In the end, NBC offered
The Tonight Show to Letterman—but with the condition that he wait a year until
Leno’s current contract was up.

David Letterman faced the most difficult decision of his life. Should he
make up and stay with NBC or take a new path with CBS? In the end, he chose
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FIGURE 1.1

to leave. The Letterman negotiations raise a number of questions. How well
did Michael Ovitz do in squeezing the most out of CBS on behalf of
Letterman? In its negotiations, what (if anything) could NBC have done dif-
ferently to keep its star?

SIX STEPS TO DECISION MAKING

The examples just given represent the breadth of the decisions in managerial
economics. Different as they may seem, each decision can be framed and ana-
lyzed using a common approach based on six steps, as Figure 1.1 indicates.
With the examples as a backdrop, we will briefly outline each step. Later in the
text, we will refer to these steps when analyzing managerial decisions.

Step 1: Define the Problem

What is the problem the manager faces? Who is the decision maker? What is the
decision setting or context, and how does it influence managerial objectives
or options?

The Basic Steps in
Decision Making

The process of decision
making can be broken
down into six basic
steps.

1. Define the Problem

2. Determine the
Objective

3. Explore the
Alternatives

4. Predict the
Consequences

5. Make a Choice

6. Perform Sensitivity
Analysis
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Decisions do not occur in a vacuum. Many come about as part of the firm’s
planning process. Others are prompted by new opportunities or new problems.
It is natural to ask, what brought about the need for the decision? What is the
decision all about? In each of the examples given earlier, the decision prob-
lem is stated and is reasonably well defined. In practice, however, managerial
decisions do not come so neatly packaged; rather, they are messy and poorly
defined. Thus, problem definition is a prerequisite for problem management.
In fact, the decision in the fourth example—the conversion of utilities to coal—
raises interesting issues concerning problem definition. How narrowly does
one define the problem? Is the crux of the problem minimizing pollution from
utilities? Presumably cost is also important. Thus, the problem involves deter-
mining how much pollution to clean up, by what means, and at what cost. Or
is the problem much broader: reducing U.S. dependence on foreign energy
sources? If so, which domestic energy initiatives (besides or instead of utility
conversion to coal) should be undertaken?

A key part of problem definition involves identifying the context. The
majority of the decisions we study take place in the private sector. Managers
representing their respective firms are responsible for the decisions made in
five of the examples. By contrast, the third and fourth examples occur in the
public sector, where decisions are made at all levels of government: local,
state, and national. The recommendation concerning construction of a new
bridge is made by a city agency and must be approved by the state govern-
ment. Similarly, the chain of decisions accompanying the conversion of util-
ities from oil to coal involves a surprising number of public-sector authorities,
including the Department of Energy, the Environmental Protection Agency,
state and local agencies, the Department of the Interior, and possibly the
Nuclear Regulatory Commission. As one might imagine, the larger the num-
ber of bodies that share policy responsibility and the pursuit of different
goals, the greater is the likelihood that decision-making problems and con-
flicts will occur.

Step 2: Determine the Objective

What is the decision maker’s goal? How should the decision maker value out-
comes with respect to this goal? What if he or she is pursuing multiple, con-
flicting objectives?

When it comes to economic decisions, itis a truism that “you can’t always
get what you want.” But to make any progress at all in your choice, you have
to know what you want. In most private-sector decisions, profit is the principal

2Many readers will recognize this quote as a lyric penned by Mick Jagger of the Rolling Stones. What
many may not know is that Jagger briefly attended the London School of Economics before pur-
suing the path to rock stardom.
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objective of the firm and the usual barometer of its performance. Thus,
among alternative courses of action, the manager will select the one that will
maximize the profit of the firm. Attainment of maximum profit worldwide is
the natural objective of the multinational carmaker, the drug company, and
the management and shareholders of Barnes & Noble, Borders Group, BP,
NBC, and CBS.

The objective in a public-sector decision, whether it be building a bridge
or regulating a utility, is broader than the private-sector profit standard. The
government decision maker should weigh all benefits and costs, not solely rev-
enues and expenses. According to this benefit-cost criterion, the bridge in the
third example may be worth building even if it fails to generate a profit for the
government authority. In turn, the optimal means of regulating the produc-
tion decisions of the utility depend on a careful comparison of benefits (mainly
in the form of energy conservation and independence) and costs (in dollar
and environmental terms).

In practice, profit maximization and benefit-cost analysis are not always
unambiguous guides to decision making. One difficulty is posed by the timing
of benefits and costs. Should a firm (the drug company, for example) make
an investment (sacrifice profits today) for greater profits 5 or 10 years from
now? Are the future benefits to commuters worth the present capital expense
of building the bridge? Both private and public investments involve trade-offs
between present and future benefits and costs.

Uncertainty poses a second difficulty. In some economic decisions, risks
are minimal. For instance, a fast-food chain may know that it can construct a
new outlet in 45 days at a cost of $75 per square foot. The cost and timing of
construction are not entirely certain, but the margin of error is small enough
to be safely ignored. In contrast, the cost and date of completing a nuclear
power plant are highly uncertain (due to unanticipated design changes, cost
overruns, schedule delays, and the like). At best, the utilities that share own-
ership of the plant may be able to estimate a range of cost outcomes and com-
pletion dates and assess probabilities for these possible outcomes.

The presence of risk and uncertainty has a direct bearing on the way
the decision maker thinks about his or her objective. Both BP and the phar-
maceutical company seek to maximize company profit, but there is no sim-
ple way to apply the profit criterion to determine their best actions and
strategies. BP might pay $50 million to acquire a promising site it believes is
worth $150 million and find, after thorough drilling and exploration, that
the site is devoid of oil or natural gas. Similarly, the drug company cannot
use the simple rule “choose the method that will yield the greater profit,”
because the ultimate profit from either method cannot be pinned down
ahead of time. There are no profit guarantees; rather, the drug company
faces a choice between two risky research options. Similarly, public programs
and regulatory policies generate future benefits and costs that cannot be
predicted with certainty.
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Step 3: Explore the Alternatives

What are the alternative courses of action? What are the variables under the
decision maker’s control? What constraints limit the choice of options?

After addressing the question “What do we want?” it is natural to ask, “What
are our options?” Given human limitations, decision makers cannot hope to
identify and evaluate all possible options. Still, one would hope that attractive
options would not be overlooked or, if discovered, not mistakenly dismissed.
Moreover, a sound decision framework should be able to uncover options in
the course of the analysis.

In our examples, the main work of problem definition has already been
carried out, greatly simplifying the identification of decision options. In the
first example, the carmaker is free to set prices at home and abroad. These
prices will largely determine the numbers of vehicles the firm can expect to
sell in each market. It still remains for the firm to determine a production plan
to supply its total projected sales; that is, the firm’s other two decision variables
are the quantities to produce in each facility. The firm’s task is to find optimal
values of these four decision variables—values that will generate a maximum
level of profit.

In the other examples, the decision maker faces a choice from a relatively
small number of alternatives. But even when the choices are limited, there may
be more alternatives than first meet the eye. BP faces a myriad of choices as to
how and where to explore for oil, how to manage its wells and refineries, and
how to sell its petroleum products. Similarly, the utilities example illustrates
the way in which options can multiply. There, the limitations and repercussions
of the “obvious” alternatives lead to a wider consideration of other choices,
which, unfortunately, have their own side effects.

The drug company might appear to have a simple either/or choice: pur-
sue the biochemical R&D program or proceed with the biogenetic program.
But there are other alternatives. For instance, the company could pursue both
programs simultaneously. This strategy means investing resources and money
in both but allows the firm to commercialize the superior program that
emerges from the R&D competition. Alternatively, the company could pursue
the two R&D options in sequence. After observing the outcome of an initial
R&D program, the company could choose to develop it or to reject it. After
terminating the first program, the company could then pursue the second R&D
approach. The question raised by the sequential option is, which approach,
the safer biochemical method or the riskier biogenetic alternative, should the
company pursue first?

Most managerial decisions involve more than a once-and-for-all choice
from among a set of options. Typically, the manager faces a sequence of deci-
sions from among alternatives. For instance, in the battle for David Letterman,
each side had to formulate its current negotiation stance (in light of how
much value it might expect to get out of alternative deals). How aggressive or
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conciliatory an offer should it make? How much can it expect the other side
to concede? Thus, a commonly acknowledged fact about negotiation is that
the main purpose of an opening offer is not to have the offer accepted (if it
were, the offer probably was far too generous); rather, the offer should direct
the course of the offers to follow. To sum up, in view of the myriad uncer-
tainties facing managers, most ongoing decisions should best be viewed as con-
tingent plans.

Step 4: Predict the Consequences

What are the consequences of each alternative action? Should conditions
change, how would this affect outcomes? If outcomes are uncertain, what is the
likelihood of each? Can better information be acquired to predict outcomes?

Depending on the situation, the task of predicting the consequences may
be straightforward or formidable. Sometimes elementary arithmetic suffices.
For instance, the simplest profit calculation requires only subtracting costs from
revenues. The choice between two safety programs might be made according
to which saves the greater number of lives per dollar expended. Here the use
of arithmetic division is the key to identifying the preferred alternative.

MODELS In more complicated situations, however, the decision maker often
must rely on a model to describe how options translate into outcomes. A model
is a simplified description of a process, relationship, or other phenomenon.
By deliberate intent, a model focuses on a few key features of a problem to
examine carefully how they work while ignoring other complicating and less
important factors. The main purposes of models are to explain and to pre-
dict—to account for past outcomes and to forecast future ones.

The kinds of predictive models are as varied as the decision problems to
which they are applied. Many models rest on economic relationships. Suppose
the multinational carmaker predicts that a 10 percent price cut will increase
unit sales by 15 percent in the foreign market. The basis for this prediction is
the most fundamental relationship in economics: the demand curve. Borders’
decision of when and how to enter a new market depends on predictions of
demand and cost and of how Barnes & Noble might be expected to respond.
These elements may be captured with a model of competitive behavior among
oligopolists. Indeed, Chapters 3 through 6 survey the key economic models of
demand and cost used in making managerial decisions.

Other models rest on statistical, legal, and scientific relationships. The
construction and configuration of the new bridge (and its likely environ-
mental impact) and the plan to convert utilities to coal depend in large part
on engineering predictions. Evaluations of test-marketing results rely heavily
on statistical models. Legal models, interpretations of statutes, precedents,
and the like are pertinent to predictions of a firm’s potential patent liability
and to the outcome in other legal disputes. Finally, the drug company’s
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assessment of the relative merits of competing R&D methods rests on scientific
and biological models.

A key distinction can be drawn between deterministic and probabilistic
models. A deterministic model is one in which the outcome is certain (or
close enough to a sure thing that it can be taken as certain). For instance, a
soft-drink manufacturer may wish to predict the numbers of individuals in
the 10-to-25 age group over the next five years. There are ample demographic
statistics with which to make this prediction. Obviously, the numbers in this
age group five years from now will consist of those who today are between
ages 5 and 20, minus a predictable small number of deaths. Thus, a simple
deterministic model suffices for the prediction. However, the forecast
becomes much less certain when it comes to estimating the total consump-
tion of soft drinks by this age group or the market share of a particular prod-
uct brand. The market share of a particular drink will depend on many
unpredictable factors, including the advertising, promotion, and price deci-
sions of the firm and its competitors as well as consumer tastes. As the term
suggests, a probabilistic model accounts for a range of possible future out-
comes, each with a probability attached.

Step 5: Make a Choice

After all the analysis is done, what is the preferred course of action? For obvi-
ous reasons, this step (along with step 4) occupies the lion’s share of the analy-
sis and discussion in this book. Once the decision maker has put the problem
in context, formalized key objectives, and identified available alternatives, how
does he or she go about finding a preferred course of action?

In the majority of decisions we take up, the objectives and outcomes are
directly quantifiable. Thus, a private firm (such as the carmaker) can compute
the profit results of alternative price and output plans. Analogously, a govern-
ment decision maker may know the computed net benefits (benefits minus
costs) of different program options. The decision maker could determine a
preferred course of action by enumeration, that is, by testing a number of alter-
natives and selecting the one that best meets the objective. This is fine for deci-
sions involving a small number of choices, but it is impractical for more
complex problems. For instance, what if the car company drew up a list of two
dozen different pricing and production plans, computed the profits of each,
and settled on the best of the lot? How could management be sure this choice
is truly the best of all possible plans? What if a more profitable plan, say, the
twenty-fifth candidate, was overlooked? Expanding the enumerated list could
reduce this risk, but at considerable cost.

Fortunately, the decision maker need not rely on the painstaking method
of enumeration to solve such problems. A variety of methods can identify and
cut directly to the best, or optimal, decision. These methods rely to varying
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extents on marginal analysis, decision trees, game theory, benefit-cost analysis,
and linear programming, all of which we take up later in this book. These
approaches are important not only for computing optimal decisions but also
for checking why they are optimal.

Step 6: Perform Sensitivity Analysis

What features of the problem determine the optimal choice of action? How
does the optimal decision change if conditions in the problem are altered? Is
the choice sensitive to key economic variables about which the decision maker
is uncertain?

In tackling and solving a decision problem, it is important to understand
and be able to explain to others the “why” of your decision. The solution, after
all, did not come out of thin air. It depended on your stated objectives, the way
you structured the problem (including the set of options you considered), and
your method of predicting outcomes. Thus, sensitivity analysis considers how
an optimal decision is affected if key economic facts or conditions vary.

Here is a simple example of the use of sensitivity analysis. Senior manage-
ment of a consumer products firm is conducting a third-year review of one of
its new products. Two of the firm’s business economists have prepared an exten-
sive report that projects significant profits from the product over the next two
years. These profit estimates suggest a clear course of action: Continue market-
ing the product. As a member of senior management, would you accept this
recommendation uncritically? Probably not. After all, you may be well aware
that the product has not yet earned a profit in its first two years. (Although it sold
reasonably well, it also had high advertising and promotion costs and a low intro-
ductory price.) What lies behind the new profit projection? Greater sales, a
higher price, or both? A significant cost reduction? The process of tracking
down the basic determinants of profit is one aspect of sensitivity analysis.

As one would expect, the product’s future revenues and costs may be highly
uncertain. Management should recognize that the revenue and cost projec-
tions come with a significant margin of error attached and should investigate
the profit effects if outcomes differ from the report’s forecasts. What if sales are
12 percent lower than expected? What if projected cost reductions are not real-
ized? What if the price of a competing product is slashed? By answering these
what-if questions, management can determine the degree to which its profit
projections, and therefore its marketing decisions, are sensitive to the uncer-
tain outcomes of key economic variables.®

3Sensitivity analysis might also include assessing the implementation of the chosen decision to see
whether it achieved the desired solution. If so, management may be satisfied that it has made a
sound choice. If not, why not? Has the decision setting been accurately described? Is the appro-
priate objective being pursued? Have all alternatives been considered? In light of an after-the-fact
assessment, should the firm modify its original strategy?
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PRIVATE AND PUBLIC DECISIONS:
AN ECONOMIC VIEW

Our approach to managerial economics is based on a model of the firm: how
firms behave and what objectives they pursue. The main tenet of this model,
or theory of the firm, is that management strives to maximize the firm’s prof-
its. This objective is unambiguous for decisions involving predictable revenues
and costs occurring during the same period of time. However, a more precise
profit criterion is needed when a firm’s revenues and costs are uncertain and
accrue at different times in the future. The most general theory of the firm
states that

| Management’s primary goal is to maximize the value of the firm. |

Here, the firm’s value is defined as the present value of its expected future
profits. Thus, in making any decision, the manager must attempt to predict its
impact on future profit flows and determine whether, indeed, it will add to the
value of the firm.

Value maximization is a compelling prescription concerning how managerial
decisions should be made. Although this tenet is a useful norm in describing
actual managerial behavior, it is not a perfect yardstick. After all, large-scale
firms consist of many levels of authority and myriad decision makers. Even if
value maximization is the ultimate corporate goal, actual decision making
within this complex organization may look quite different. There are several
reasons for this:

1. Managers may have individual incentives (such as job security, career
advancement, increasing a division’s budget, resources, power) that
are at odds with value maximization of the total firm. For instance, it
sometimes is claimed that company executives are apt to focus on
short-term value maximization (increasing next year’s earnings) at the
expense of long-run firm value.

2. Managers may lack the information (or fail to carry out the analysis)
necessary for value-maximizing decisions.

3. Managers may formulate but fail to implement optimal decisions.

Although value maximization is the standard assumption in managerial
economics, three other decision models should be noted. The model of satis-
ficing behavior posits that the typical firm strives for a satisfactory level of per-
formance rather than attempting to maximize its objective. Thus, a firm might
aspire to a level of annual profit, say $40 million, and be satisfied with policies
that achieve this benchmark. More generally, the firm may seek to achieve
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acceptable levels of performance with respect to multiple objectives (prof-
itability being only one such objective).

A second behavioral model posits that the firm attempts to maximize total
sales subject to achieving an acceptable level of profit. Total dollar sales are a
visible benchmark of managerial success. For instance, the business press puts
particular emphasis on the firm’s market share.* In addition, a variety of stud-
ies show a close link between executive compensation and company sales. Thus,
top management’s self-interest may lie as much in sales maximization as in
value maximization.

A third issue centers on the social responsibility of business. In modern
capitalist economies, business firms contribute significantly to economic wel-
fare. Within free markets, firms compete to supply the goods and services that
consumers demand. Pursuing the profit motive, they constantly strive to pro-
duce goods of higher quality at lower costs. By investing in research and devel-
opment and pursuing technological innovation, they endeavor to create new
and improved goods and services. In the large majority of cases, the economic
actions of firms (spurred by the profit motive) promote social welfare as well:
business production contributes to economic growth, provides widespread
employment, and raises standards of living.

The objective of value maximization implies that management’s primary
responsibility is to the firm’s shareholders. But the firm has other stakeholders
as well: its customers, its workers, even the local community to which it might
pay taxes. This observation raises an important question: To what extent might
management decisions be influenced by the likely effects of its actions on these
parties? For instance, suppose management believes that downsizing its work-
force is necessary to increase profitability. Should it uncompromisingly pursue
maximum profits even if this significantly increases unemployment?
Alternatively, suppose that because of weakened international competition, the
firm has the opportunity to profit by significantly raising prices. Should it do
so? Finally, suppose that the firm could dramatically cut its production costs
with the side effect of generating a modest amount of pollution. Should it
ignore such adverse environmental side effects?

All of these examples suggest potential trade-offs between value maxi-
mization and other possible objectives and social values. Although the cus-
tomary goal of management is value maximization, there are circumstances in
which business leaders choose to pursue other objectives at the expense of
some foregone profits. For instance, management might decide that retaining
100 jobs at a regional factory is worth a modest reduction in profit. To sum up,

It is fashionable to argue that raising the firm’s current market share is the best prescription for
increasing long-run profitability. In particular circumstances (for instance, when learning-curve
effects are important), share increases may indeed promote profitability. But this does not mean
that the firm’s ultimate objective is gaining market share. Rather, gaining market share remains a
means toward the firm’s ultimate end: maximum value. (Moreover, in other circumstances, the
goals of gaining market share and profitability will be in conflict.)
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value maximization is not the only model of managerial behavior. Nonetheless,
the available evidence suggests that it offers the best description of a private
firm’s ultimate objectives and actions.

Since 2001, in response to growing international outcries, major American and
European pharmaceutical companies have dramatically reduced the prices of
AIDS drugs in Africa. Drug companies such as Abbott Laboratories, Bristol-
Myers Squibb Co., GlaxoSmithKline PLC, and Merck & Co. have variously
pledged to cut prices by 50 percent or more, sell the drugs at or below cost, or
in some cases even supply the drugs for free.® In 2005, Glaxo offered its pow-
erful cocktail of AIDS drugs at a price of $1,300 per year in Africa (whereas
the price was greater than $11,000 in the United States). Since then, there have
been two further rounds of price cuts.

The problem of health and disease in the developing world presents a stark
conflict between the private profit motive and social welfare. The outbreak of
disease in sub-Saharan Africa is considered to be the world’s number one
health problem. Some 30 million African inhabitants are infected with HIV,
the virus that causes AIDS. Millions of others suffer from a host of tropical dis-
eases including malaria, river blindness, and sleeping sickness. However, global
pharmaceutical companies have little profit incentive to invest in drugs for
tropical diseases since those afflicted are too poor to pay for the drugs. Given
the enormous R&D costs (not to mention marketing costs) of commercializing
new drugs, multinational companies maximize their profits by selling drugs at
high prices to high-income nations. Over the last decade, such groups as the
World Health Organization, Doctors without Borders, and national govern-
ments of developing countries have argued for low drug prices and abundant
drug supplies to deliver the greatest possible health benefits. For many years,
multinational drug companies made some price concessions but otherwise
dragged their feet.

What accounts for the dramatic change in the drug companies’ position
since the turn of the millennium? Pharmaceutical executives professed their
willingness to cut prices and therefore sacrifice profit only after being con-
vinced of the magnitude of Africa’s health problem. In addition, the “volun-
tary” cuts in drug prices were spurred by two other factors. First was the
competitive threat of two Indian companies that already were promoting and
selling generic (copycat) versions of a host of AIDS drugs and other drugs in
Africa. Second, several national governments, notably South Africa, threatened
to revoke or ignore drug patents. (From the 1970s to the present, the Indian

5This account is based on many published reports including, “Glaxo Cuts Price of HIV Drugs for
World’s Poorest Countries,” The Wall Street Journal, February 20, 2008, p. D7; “A Gathering Storm,”
The Economist, June 9, 2007, p. 71; “AIDS: The End of the Beginning?” The Economist, July 17, 2004,
p. 76; and M. Schoofs and M. Waldholz, “AIDS-Drug Price War Breaks Out in Africa, Goaded by
Generics,” The Wall Street Journal, March 7, 2001, p. Al.
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government has refused to acknowledge international drug patents.) In return
for the companies’ recent price concessions, the World Health Organization
has reaffirmed the validity of the companies’ patents. In addition, recognizing
the severity of the AIDS epidemic, the World Trade Organization extended
until 2016 the transition period during which developing countries could be
exempt from patent requirements of certain pharmaceuticals. In short, the
major multinational drug companies seem willing to make selective price cuts
(they are unwilling to cut prices for the poor in industrial economies) in return
for patent assurances. In recent years, however, conflicts have reemerged as
“middle-income” countries such as Thailand and Brazil have said they would
overrule pharmaceutical patents for a number of AIDS drugs.

Dramatic cuts in drug prices are but a first step. For instance, cutting the
cost per patient per year from $1,000 to $200 for a combination dose of anti-
AIDS medication is a strong achievement. But to be truly affordable in the
poorest nations, the cost would need to be reduced to about $50 per person per
year. In addition, the ultimate solution for the health crisis in developing
nations will require additional initiatives such as (1) resources for more doctors
and hospitals as well as for disease prevention and drug distribution, (2)
improved economic conditions, education, and in many regions the end of
civil war, and (8) monetary aid from world health organizations and foreign
governments.

Public Decisions

In government decisions, the question of objectives is much broader than sim-
ply an assessment of profit. Most observers would agree that the prupose of
public decisions is to promote the welfare of society, where the term society is
meant to include all the people whose interests are affected when a particular
decision is made. The difficulty in applying the social welfare criterion in such
a general form is that public decisions inevitably carry different benefits and
costs to the many groups they affect. Some groups will gain and others will lose
from any public decision. In our earlier example of the bridge, businesses and
commuters in the region can expect to gain, but nearby neighbors who suffer
extra traffic, noise, and exhaust emissions will lose. The program to convert
utilities from oil to coal will benefit the nation by reducing our dependence on
foreign oil. However, it will increase many utilities’ costs of producing elec-
tricity, which will mean higher electric bills for many residents. The accompa-
nying air pollution will bring adverse health and aesthetic effects in urban
areas. Strip mining has its own economic and environmental costs, as does
nuclear power. In short, any significant government program will bring a vari-
ety of new benefits and costs to different affected groups.

The important question is: How do we weight these benefits and costs to
make a decision that is best for society as a whole? One answer is provided by
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benefit-cost analysis, the principal analytical framework used in guiding public
decisions. Benefit-cost analysis begins with the systematic enumeration of all of
the potential benefits and costs of a particular public decision. It goes on to
measure or estimate the dollar magnitudes of these benefits and costs. Finally,
it follows the decision rule: Undertake the project or program if and only if its
total benefits exceed its total costs. Benefit-cost analysis is similar to the profit
calculation of the private firm with one key difference: Whereas the firm con-
siders only the revenue it accrues and the cost it incurs, public decisions
account for all benefits, whether or not recipients pay for them (that is, regard-
less of whether revenue is generated) and all costs (direct and indirect).

Much of economic analysis is built on a description of ultrarational self-
interested individuals and profit-maximizing businesses. While this framework
does an admirable job of describing buyers and sellers in markets, workers
interacting in organizations, and individuals grappling with major life-time
decisions, we all know that real-world human behavior is much more compli-
cated than this. The ultrarational analyzer and calculator (Mr. Spock of Star
Trek) is an extreme type, a caricature.

Over the last 25 years, research in behavioral economics has shown that
beyond economic motives, human actions are shaped by psychological factors,
cognitive constraints, and altruistic and cooperative motives.” For instance,
credit card use encourages extra spending because it is psychologically less
painful to pay on credit than to part with cold cash. Many of us, whether age 5
or 45, lack the foresight, self-control, and financial acumen to plan for and save
enough for retirement. And not all our actions are governed by dollars and
cents. I'm happy to snow-blow the driveway of the elderly widow next door
(because it is the right thing to do), and she is happy to look after my kids in
a pinch. Neighbors help neighbors; altruism and reciprocity are the norm
alongside everyday monetary transactions.

Similarly, nonprofit businesses, charitable organizations, and cooperative
ventures coexist with profit-maximizing firms. Each of these organizations must
pass its own benefit-cost test. Though it is not seeking a profit, the nonprofit
entity must be able to deliver goods or services that fulfill a real need, while cov-
ering its costs so as to break even. If not well run, a charitable organization will
see its mission compromised and, indeed, may fail altogether.

Twin lessons emerge from behavioral economics. On the one hand, per-
sonal and business decisions are frequently marked by biases, mistakes, and
pitfalls. We’re not as smart or as efficient as we think we are. On the other, deci-
sion makers are capable of learning from their mistakes. Indeed, new meth-
ods and organizations—distinct from the traditional managerial functions of

%For a discussion of behavioral economics, see D. Kahnman, “Maps of Bounded Rationality: Psychology
for Behavioral Economics,” The American Economic Review (September 2003): p. 1,449-1,475; and D.
Brooks, “The Behavioral Revolution,” The New York Times, October 28, 2008, p. A23.
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private firms or the policy initiatives of government institutions—are emerging
all the time. Philanthropic organizations with financial clout (the largest being
the Bill and Melinda Gates Foundation with $36 billion in assets) play an influ-
ential role in social programs. Organizations that promote and support open-
source research insist that scientists make their data and findings available to
all. When it comes to targeted social innovations (whether in the areas of poverty,
obesity, delinquency, or educational attainment), governments are increasingly
likely to partner with profit and nonprofit enterprises to seek more efficient
solutions.

THINGS TO COME

Figure 1.2 presents a schematic diagram of the topics and decision settings to
come. As the figure indicates, the central focus of managerial economics is the
private firm and how it should go about maximizing its profit. Chapters 2 and
3 begin the analysis by presenting a basic model of the firm and considering the
case of profit maximization under certainty, that is, under the assumption that
revenues and costs can be predicted perfectly. Specifically, the chapters show
how the firm can apply the logic of marginal analysis to determine optimal out-
puts and prices. Chapters 3 and 4 present an in-depth study of demand analy-
sis and forecasting. Chapters 5 and 6 present analogous treatments of
production and cost. The firm’s strategy for resource allocation using linear
programming is deferred to Chapter 17.

Chapters 7 through 11 focus on market structure and competitive analysis
and constitute the second major section of the text. This discussion stresses a
key point: The firm does not maximize profit in a vacuum; rather, the market
environment it inhabits has a profound influence on its output, pricing, and
profitability. Chapters 7 and 8 present overviews of perfect competition and
pure monopoly, while Chapter 9 examines the case of oligopoly and provides
a rich treatment of competitive strategy. Chapter 10 applies the discipline of
game theory to the analysis of strategic behavior.

Chapter 11 considers the regulation of private markets and government
provision of goods and services. These topics are particularly important in
light of the divergent views of government held by the “person on the street.”
Some see government as the essential engine to promote social welfare and to
check private greed. Others call for “less” government, insisting that “for every
action, there is an equal and opposite government regulation.” Our discus-
sion does not settle this dispute. But it does introduce the discipline of bene-
fit-cost analysis to help evaluate how well government programs and
regulations function.

"Social innovation is discussed by L. Lenkowsky, “The Do-Good Marketplace,” The Wall Street Journal,
January 2, 2009, p. A13; and “Social Innovation,” The Economist, August 14, 2010, pp. 55-57.
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Chapters 12 and 13 extend the core study of management decisions by
incorporating risk and uncertainty. Managerial success, whether measured by
a particular firm’s long-run profitability or by the international competitive-
ness of our nation’s businesses as a whole, increasingly depends on making
decisions involving risk and uncertainty. Managers must strive to envision the
future outcomes of today’s decisions, measure and weigh competing risks, and
determine which risks are acceptable. Chapter 12 shows how decision trees can
be used to structure decisions in high-risk environments. Chapter 13 examines
the value of acquiring information about relevant risks prior to making impor-
tant decisions. Chapters 14, 15, and 16 present thorough analyses of four top-
ics that are on the cutting edge of managerial economics and are of increasing
importance to managers: asymmetric information, organizational design, nego-
tiation, and competitive bidding.
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The Aim of This Book

This book takes a prescriptive approach to managerial decisions; that s, it focuses
on how managers can use economic analysis to arrive at optimal decisions. The
aim of the prescriptive approach is to aid in solving important and difficult
real-world decisions. One often hears the complaint, “That’s fine in theory, but
it wouldn’t work in practice.”® There is some validity to this objection; yet, in
our view, the criticism misses the main point. To be useful, decision-making
principles must be applicable to actual business behavior.

In the course of our discussion, we will make frequent reference to the
actual practice of managerial decision making—the customary methods by
which business and government decisions are made. We need hardly point out
that managerial practices frequently differ from our prescriptions. After all, if
managers (and future managers like yourself) were always able to analyze per-
fectly the complex choices they face, there would be little need for texts like this
one. Actual managerial practice changes slowly. Many methods and practices
accepted as essential by today’s managers were unknown or untried by man-
agers of earlier generations. These include many of the core decision methods
of this book: optimal pricing and market segmentation, econometric forecast-
ing, competitive analysis using game theory, benefit-cost analysis, and resource
allocation via linear programming. The challenge of the prescriptive approach
is to improve current and future practices.

The value of a careful decision analysis is especially clear when one con-
siders the alternatives. Individuals and managers have a host of informal ways
of making decisions: relying on intuitive judgments, common sense, company
policies, rules of thumb, or past experience, to name a few. In many cases these
informal approaches lead to sound decisions, but in others they do not. For
instance, one’s intuitive judgments frequently are misleading or unfounded. A
company’s traditional rules of thumb may be inappropriate for many of the
problems the firm currently faces. Often an optimal decision requires uncom-
mon sense. For some managers (a small group, we hope), 10 years of experience
may be equivalent to making first-year mistakes 10 times over. A choice inspired
by company policy or past experience should be checked against the logic of
a careful analysis. Has the manager kept clear sight of the essentials—the objec-
tives and alternative courses of action? Has he or she evenhandedly considered
all the economic factors, pro and con? How would the manager explain and jus-
tify his or her decision to others? A careful analysis that relies on the six steps
defined earlier will provide the answers to just such questions.

A final advantage of the prescriptive approach is its emphasis on keeping
things simple. A decision maker cannot consider everything. If he or she tried

8In many cases, the prescriptive approach turns this criticism on its head by asking, “That’s fine in
practice, but does it make sense in theory?” In other words, is current practice the best way of mak-
ing decisions, or could it be improved?



to, a choice probably would never be made. Rather, a sound decision-making
approach should keep the manager focused on the several most important fea-
tures of the decision he or she faces. The methods in this book do exactly that.
Simplicity is essential not only for learning the methods but also for applying
them successfully in future managerial decisions. An optimal decision proce-
dure is of little value if it is too complicated to be employed. The decision set-
tings and problems in this book are deliberately simplified. This is not to say
that the decisions are easy (many are difficult and subtle); rather, they have
been shorn of many complications to direct maximum attention on the fun-
damental issues. To quote Albert Einstein, “The key is to make things as sim-
ple as possible, but not one bit simpler.” Although they are illustrated in
relatively uncomplicated settings, the principles and analytical tools presented
in this book are equally applicable to complex decisions.

SUMMARY
Decision-Making Principles

1. Decision making lies at the heart of most important problems managers
face. Managerial economics applies the principles of economics to
analyze business and government decisions.

2. The prescription for sound managerial decisions involves six steps:
(1) Define the problem; (2) determine the objective; (3) explore the
alternatives; (4) predict the consequences; (5) make a choice; and
(6) perform sensitivity analysis. This framework is flexible. The degree to
which a decision is analyzed is itself a choice to be made by the manager.

3. Experience, judgment, common sense, intuition, and rules of thumb all
make potential contributions to the decision-making process. However,
none of these can take the place of a sound analysis.

Nuts and Bolts

1. In the private sector, the principal objective is maximizing the value of
the firm. The firm’s value is the present value of its expected future
profits. In the public sector, government programs and projects are
evaluated on the basis of net social benefit, the difference between total
benefits and costs of all kinds. Benefit-cost analysis is the main economic
tool for determining the dollar magnitudes of benefits and costs.

2. Models offer simplified descriptions of a process or relationship. Models
are essential for explaining past phenomena and for generating forecasts
of the future. Deterministic models take the predicted outcome as

Summary
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certain. Probabilistic models identify a range of possible outcomes with
probabilities attached.

. The principal objective of management is to maximize the value of the

firm by maximizing operating profits. Other management goals
sometimes include maximizing sales or taking actions in the interests of
stakeholders (its workers, customers, neighbors). The principal objective
of public managers and government regulators is to maximize social
welfare. According to the criterion of benefit-cost analysis, a public
program should be undertaken if and only if its total dollar benefits
exceed its total dollar costs.

. Sensitivity analysis considers how an optimal decision would change if

key economic facts or conditions are altered.

Questions and Problems

1. What is managerial economics? What role does it play in shaping

business decisions?

. Management sometimes is described as the art and science of making

decisions with too little information. What kinds of additional
information would a manager want in the seven examples cited in the
chapter?

. Suppose a soft-drink firm is grappling with the decision about whether

or not to introduce to the market a new carbonated beverage with 25
percent real fruit juice. How might it use the six decision steps to guide
its course of action?

. Listed here are several examples of bad, or at least questionable,

decisions. Evaluate the decision maker’s approach or logic. In which of

the six decision steps might the decision maker have gone wrong? How

would you respond in the final decision situation?

a. Mr. and Mrs. A recently bought a house, the very first one they viewed.

b. Firm B has invested five years and $6 million in developing a new
product. Even now, it is not clear whether the product can compete
profitably in the market. Nonetheless, top management decides to
commercialize it so that the development cost will not be wasted.

c. You are traveling on a highway with two traffic lanes in each direction.
Usually traffic flows smoothly, but tonight traffic moving in your
direction is backed up for half a mile. After crawling for 15 minutes,
you reach the source of the tie-up: a mattress is lying on the road,
blocking one lane. Like other motorists before you, you shrug and
drive on.

d. The sedative thalidomide was withdrawn from drug markets in 1962
only after it was found to be the cause of over 8,000 birth defects
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worldwide. (An exception was the United States, where the use of

thalidomide was severely restricted.)

. A couple, nervous about boarding their airline flight on time,

patiently wait together in one of three baggage check-in lines.

. While devoting himself to successfully leading his company, the CEO’s

marriage broke up.

. Each year, State F allocates $400,000 to provide special ambulance
service for heart attack victims and $1,200,000 for improvements in
highway safety (better lighting, grading, and the like). The former
program saves an estimated 20 lives per year; the latter saves 40 lives.
Recently the ambulance budget was cut by 40 percent, and the
highway safety budget increased by 10 percent.

. In August 2001, the Federal Emergency Management Agency judged
the two likeliest natural catastrophes to be a massive earthquake in
San Francisco and a hurricane in New Orleans causing its levees to be
breached. In August 2005, Hurricane Katrina struck New Orleans
flooding the city and causing an estimated $125 billion in economic
damage.

i. Mr. G is debating how to spend his summer vacation. Should he spend

a quiet week at home, go to the beach, or go to the mountains, where
his parents and several other relatives live? Unable to make up his
mind, he decides to list the pros and cons of each option. The points
he cares about are (1) relaxation and quiet, (2) some exercise, and
(3) seeing family and old friends. With respect to these points, he
ranks the alternatives as shown in the table:

Relaxation Exercise Family/Friends
Home st 3rd 2nd
Beach 2nd st 3rd
Mountains 3rd 2nd st

Now he is ready to compare the options. Which is his better choice:
home or beach? Since home ranks higher than beach on two of the
three points, he gives it two pros and one con and judges it the
better choice. What about home versus mountains? Mountains
versus beach?

“After 9/11, to do nothing would constitute an abject surrender to
terrorism. On the other hand, the United States cannot fight
multiple wars against terrorist factions everywhere in the world. The
only sane alternative, then, is to identify and stop terrorists from
operating in the United States, even if this means sacrificing
important civil liberties.”
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Discussion Question A town planning board must decide how to deal with the
Kendall Elementary School building. Twenty years ago, the Kendall school
(one of four in the town) was closed due to falling enrollment. For the last
20 years, the town has rented 60 percent of the building space to a nonprofit
organization that offers classes in the creative and performing arts. The group’s
lease is up, and now the board is mulling other options:

a. Renew the current lease agreement. This will generate a small but
steady cash flow and free the town of building maintenance expenses
(which under the lease are the tenant’s responsibility).

b. Renegotiate the lease and solicit other tenants.

c. Use the building for needed additional town office space. (A minimal
conversion would allow reconversion to a school in 5 to 10 years, when
the elementary school population is expected to swell.)

d. Sell the building to a private developer, if one can be found.

. Convert the building to condominiums to be sold by the town.

f. Raze the building and sell the site and all or part of the surrounding
playing fields as building lots (from 6 to 12 lots, depending on how
much land is sold).

¢}

Apply the six decision-making steps presented in the chapter to the town’s deci-
sion. What objectives might the town pursue in making its decision? What addi-
tional information would the planning board need in carrying out the various
steps? What kind of analysis might the board undertake?
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SECTION

Decisions within Firms

T

he main goal of a firm’s managers is to maximize the enterprise’s profit—
either for its private owners or for its shareholders. The first section of this
book, comprising Chapters 2 through 6, focuses squarely on this objective.
Chapter 2 begins the analysis by presenting a simple economic
model of the firm and showing how managers identify optimal decisions.
Chapters 3 and 4 extend the discussion of optimal decisions by analyzing
the market’s demand for the firm’s products. Chapter 3 considers optimal
pricing, multiple markets, and price discrimination. Chapter 4 take a closer
look at how managers can estimate market demand (based on past data)
and how they can use forecasting techniques to predict future demand.
The business of firms is to produce goods and services that peo-
ple want, efficiently and at low cost. Chapter 5 focuses on the firm’s pro-
duction decisions: how production managers determine the means to
produce the firm’s goods and services. Efficient production requires set-
ting up appropriate facilities and estimating materials and input needs.
Chapter 6 examines closely related issues concerning the firm’s costs.
Managers are continually seeking less costly ways to produce and sell the

firm’s goods and services.
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Optimal Decisions
Using Marginal
Analysis

Government and business leaders should pursue the path to new programs and
policies the way a climber ascends a formidable mountain or the way a soldier
makes his way through a mine field: with small and very carefil steps.

ANONYMOUS

The rapid growth in franchising during the last three decades can be explained in large part by the
mutual benefits the franchising partners receive. The franchiser (parent company) increases sales
via an ever-expanding network of franchisees. The parent collects a fixed percentage of the rev-
enue each franchise earns (as high as 15 to 20 percent, depending on the contract terms). The
individual franchisee benefits from the acquired know-how of the parent, from the parent’s adver-
tising and promotional support, and from the ability to sell a well-established product or service.
Nonetheless, economic conflicts frequently arise between the parent and an individual franchisee.
Disputes even occur in the loftiest of franchising realms: the fast-food industry. In the 1990s, there
were ongoing conflicts between franchise operators and parent management of McDonald’s and
Burger King.

These conflicts were centered on a number of recurring issues. First, the parent insisted on
periodic remodeling of the premises; the franchisee resisted. Second, the franchisee favored rais-
ing prices on best-selling items; the parent opposed the change and wanted to expand promotional
discounts. Third, the parent sought longer store hours and multiple express lines to cut down on
lunchtime congestion; many franchisees resisted both moves.

'We begin this and the remaining chapters by presenting a managerial decision. Your first job
is to familiarize yourself with the manager’s problem. As you read the chapter, think about how
the principles presented could be applied to this decision. At the chapter’s conclusion, we
revisit the problem and discuss possible solutions.

Conflict in Fast-Food
Franchising’
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FIGURE 2.1

Chapter 2 Optimal Decisions Using Marginal Analysis

How does one explain these conflicts? What is their economic source? What can the parent
and the franchisee do to promote cooperation? (At the conclusion of the chapter, we will revisit the
franchising setting and offer explanations for these conflicts.)

This chapter introduces the analysis of managerial decision making that will
occupy us for the remainder of the book. The chapter is devoted to two man
topics. The first is a simple economic model (i.e., a description) of the private,
profitmaximizing firm. The second is an introduction to marginal analysis, an
important tool for arriving at optimal decisions. Indeed, it s fair to say that the
subsequent chapters provide extensions or variations on these two themes. The
present chapter employs marginal analysis as a guide to output and pricing
decisions in the case of a single product line under the simplest demand and
cost conditions. In Chapters 3 and 4, we extend marginal analysis to the cases
of complex demand conditions, multiple markets, and price discrimination.
In Chapters 5 and 6, we apply the same approach to settings that involve more
complicated production technologies and cost conditions, multiple produc-
tion facilities, and multiple products. In Chapters 7, 8, and 9, we analyze the key
market environments—competition, oligopoly, and monopoly—in which the
profit-maximizing firm operates. Together, these chapters demonstrate the
great power of marginal analysis as a tool for solving complex decisions.
Consequently, it is important to master the logic of marginal analysis at the out-
set. We start with a simple example before turning to the model of the firm.

SITING A SHOPPING MALL

A real-estate developer is planning the construction of a large shopping mall
in a coastal county. The question is where to locate it. To help her in the deci-
sion, the developer has gathered a wealth of information, including the stylized
“map” of the region in Figure 2.1. The county’s population centers run from
west to east along the coast (these are labeled A to H), with the ocean to the
north. Since available land and permits are not a problem, the developer

Locating a Shopping Mall

At what site along the
West-East Coast,
running from towns
A to H, should a
developer locate

a shopping mall?
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Siting a Shopping Mall

judges that she can locate the mall anywhere along the coast, that is, anywhere
along line segment AH. In fact, the mall would be welcome in any of the towns
due to its potential positive impact on the local economy.

According to an old adage, “The three most important factors in the real-
estate business are location, location, and location.” Accordingly, the developer
seeks a site that is proximate to as many potential customers as possible. A nat-
ural measure of locational convenience is the total travel miles (TTM) between
the mall and its customer population. Thus, Figure 2.1 notes the distances
between towns in the county. It also shows the potential number of customers
per week in each town. Thus, the developer’s key question is: Where along the
coast should the mall be located to minimize the total travel miles?

To start, suppose that the developer considers one site at a time, computes
its TTM, and selects the site that has the lowest TTM. For example, the TTM
at the possible site labeled X (1 mile west of town C) is

(5.5)(15) + (2.5)(10) + (1.0)(10) + (3.0)(10)
+ (5.5)(5) + (10.0)(20) + (12.0)(10) + (16.5)(15) = 742.5.

The TTM is found by multiplying the distance to the mall by the number of
trips for each town (beginning with A and ending with H) and summing.

We could try to solve the problem by enumeration. However, the method
requires a good deal of computational brute force; it also offers no guarantee
that an optimal location (i.e., one that has the lowest TTM of all possible can-
didates) will be found. The method only claims that its choice is the best of the
limited number of candidates for which TTMs have been computed.

Fortunately, we can use a basic decision-making method, called marginal
analysis, to identify the optimal site with much less computational effort.
Marginal analysis is the process of considering small changes in a decision and
determining whether a given change will improve the ultimate objective.
Because this definition is a mouthful, let’s see how the method works in siting
the mall.

Let’s begin with an arbitrary location, say, point X. It is not necessary to
compute its TTM. Instead, we consider a small move to a nearby site, such as
town C. (The direction of the move, east or west, is unimportant.) Then we
ask, What is the changein the TTM of such a move? The clear result is that the
TTM must have declined. The eastward move means a 1-mile reduction in
travel distance for all customers at C or farther east (70,000 trip-miles in all).
Therefore, the TTM is reduced by this amount. Of course, travel distances have
increased for travelers at or to the west of X. For these customers, the TTM
increase is 25,000 trip-miles. Therefore, the net overall change in TTM is
—70,000 + 25,000 = —45,000 trip-miles. Total TTM has declined because the
site moved toward a greater number of travelers than it moved away from. Town
C, therefore, is a better location than site X.
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Next, because the original move was beneficial, we try moving farther east,
say, to town D. Again, the move reduces the TTM. (Check this.) What about a
move east again to town E? This brings a further reduction. What about a move
to town F? Now we find that the TTM has increased. (By how much?) Moreover,
any further moves east would continue to increase the TTM. Thus, town E is the
best site.

It is worth noting the simple but subtle way in which we found the optimal
site. The simple maxim of marginal analysis is as follows:

Make a “small” move to a nearby alternative if and only if the move will improve
one’s objective (in this case, reduce TTM). Keep moving, always in the direction of
an improved objective, and stop when no further move will help.

The subtlety of the method lies in its focus on changes. One need never
actually calculate a TTM (or even know the distances between towns) to prove
that town E is the optimal location. (We can check that town E’s TTM is 635.)
One requires only some simple reasoning about the effects of changes.

Of course, on the tip of your tongue may be the declaration, “This problem
is too simple; that is the only reason why the method works.” This protest is both
right and wrong. It is true that this particular location problem is special and
therefore somewhat artificial. (Two-dimensional siting problems are both more
realistic and more difficult.) But the simplicity of the setting was not the key to
why marginal analysis worked. The method and its basic reasoning can be used
in almost any optimization problem, that is, in any setting where a decision
maker seeks to maximize (or minimize) a well-defined objective.

A SIMPLE MODEL OF THE FIRM

The decision setting we will investigate can be described as follows:

1. A firm produces a single good or service for a single market with the
objective of maximizing profit.

2. Its task is to determine the quantity of the good to produce and sell
and to set a sales price.

3. The firm can predict the revenue and cost consequences of its price
and output decisions with certainty. (We will deal with uncertainty in
Chapters 12 and 13.)

Together these three statements fulfill the first four fundamental decision-
making steps described in Chapter 1. Statement 1 specifies the setting and
objective, statement 2 the firm’s possible decision alternatives, and statement
3 (along with some specific quantitative information supplied shortly) the link
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between actions and the ultimate objective, namely, profit. It remains for the
firm’s manager to “solve” and explore this decision problem using marginal
analysis (steps b and 6).

Before turning to this task, note the simplifying facts embodied in state-
ment 1. Typically, a given firm produces a variety of goods or services.
Nonetheless, even for the multiproduct firm, examining products one at a time
has significant decision advantages. For one thing, it constitutes an efficient
managerial division of labor. Thus, multiproduct firms, such as Procter &
Gamble, assign product managers to specific consumer products. A product
manager is responsible for charting the future of the brand (pricing, advertis-
ing, promotion, and production policies). Similarly, most large companies
make profit-maximizing decisions along product lines. This product-by-product
strategy is feasible and appropriate as long as the revenues and costs of the
firm’s products are independent of one another. (As we shall see in Chapters 3
and 6, things become more complicated if actions taken with respect to one
product affect the revenues or costs, or both, of the firm’s other products.) In
short, the firm can maximize its total profit by separately maximizing the profit
derived from each of its product lines.

A Microchip Manufacturer

As a motivating example, let’s consider a firm that produces and sells a highly
sophisticated microchip. The firm’s main problem is to determine the quantity
of chips to produce and sell (now and in the immediate future) and the price.
To tackle this problem, we begin by examining the manager’s basic objective:
profit. A simple accounting identity states that profit is the difference between
revenue and cost. In algebraic terms, we have m = R — C, where the Greek let-
ter pi () stands for profit. To see how profit depends on the firm’s price and
output decisions, let’s examine the revenue and cost components in turn.

REVENUE The analysis of revenue rests on the most basic empirical rela-
tionship in economics: the law of demand. This law states:

All other factors held constant, the higher the unit price of a good, the fewer the
number of units demanded by consumers and, consequently, sold by firms.

The law of demand operates at several levels. Consider the microchip indus-
try as a whole, consisting of the manufacturer in question and a half-dozen
major competitors. Suppose the leading firms raise their chip prices due to the
increased cost of silicon. According to the law of demand, the industry’s total
sales of chips will fall. Of course, the law applies equally to a single chip manu-
facturer. An individual firm competes directly or indirectly with the other lead-
ing suppliers selling similar chips. Let’s suppose that currently there is a stable
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FIGURE 2.2

pattern of (different) prices and market shares for the leading firms in the
industry. Consider what would happen if one of the firms unilaterally instituted
a significant reduction in the price of its chips. The law of demand predicts
that its microchip sales would increase. The sources of the increase are three-
fold: (1) increased sales to the firm’s current customers, (2) sales gained from
competing suppliers, and (3) sales to new buyers. Of course, each of these fac-
tors might be important to a greater or lesser degree.

Figure 2.2 graphically illustrates the law of demand by depicting the indi-
vidual firm’s downward-sloping demand curve. The horizontal axis lists the
quantity of microchips demanded by customers and sold by the firm each week.
For convenience, the quantity of chips is measured in lots consisting of 100
chips. The vertical axis lists the price per lot (measured in thousands of dollars)
charged by the firm. Three particular points along the downward-sloping
demand curve are noted. Point A corresponds to a quantity of 2 lots and a
price of $130,000; this means that if the firm charges $130,000 per lot, its weekly
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sales will be 2 lots (or 200 chips). If the firm cut its price to $100,000, its sales
would increase to 3.5 lots (point B). A dramatic reduction to a price of $50,000
would increase sales to 6 lots (point C). Thus, the demand curve shows the
firm’s predicted sales over a range of possible prices. The downward slope of
the curve embodies the law of demand: A lower price brings forth an increased
quantity of sales.

Demand curves and demand equations have a wide variety of uses in eco-
nomics. Predicting the profit consequences of selective fare discounts by air-
lines, the impact of higher oil prices on automobile travel, and the effect of
government day-care subsidies for working mothers all require the use of
demand curves. The properties of demand curves and the ways of estimating
demand equations are important topics in Chapters 3 and 4. At present, we
will focus on the firm’s main use of the demand relationship:

The firm uses the demand curve as the basis for predicting the revenue conse-
quences of alternative output and pricing policies.

Quite simply, the demand curve allows the firm to predict its quantity of sales
for any price it charges. In turn, revenue can be computed as the product of
price and quantity. The most useful way to begin the revenue estimation task
is to work with the mathematical representation of the demand curve. An alge-
braic representation of the demand curve in Figure 2.2 is

Q =85 — .05P, [2.1]

where Q) is the quantity of lots demanded per week and P denotes the price per
lot (in thousands of dollars). In this form, the demand equation predicts the
quantity of microchips sold at any given price. For instance, if P equals $50
thousand, then, according to Equation 2.1, Q equals 6 lots (point C in the fig-
ure); if P equals $130 thousand, Q equals 2 lots, and so on. For any price the firm
charges, the demand equation predicts the resulting quantity of the good that will be sold.
Setting different prices and computing the respective quantities traces out the
demand curve in Figure 2.2.

With a bit of algebraic rearrangement, we can derive an equivalent version
of Equation 2.1, namely,

P =170 — 20Q, [2.2]

This equation generates exactly the same price-quantity pairs as Equation
2.1; thus, the two equations are equivalent. The only difference is the vari-
able chosen for placement on the left-hand side. Note the interpretation of
Equation 2.2. For any quantity of microchips the firm plans to sell, Equation
2.2 indicates the price needed to sell exactly this quantity. For instance, setting
Q = 3.5 lots in Equation 2.2, we find that P equals $100 thousand (point B in
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Figure 2.2). This price equation usually is referred to as the firm’s inverse
demand equation.’

Equation 2.1 (or the equivalent, Equation 2.2) contains all the informa-
tion the firm needs to predict revenue. However, before launching into the
revenue analysis, we should pause to make two points. First, the demand equa-
tion furnishes a quantitative snapshot of the current demand for the firm’s prod-
uct as it depends on price. Of course, many other factors, including competing
firms’ products and prices and the general strength of the computer industry,
affect the firm’s chip sales. The demand prediction of Equation 2.1 is based on
the current state of these factors. If economic conditions change, so too will the
firm’s sales at any given price; that is, Equation 2.1 would no longer be a valid
representation of the new demand conditions. Keep in mind that our use of the
demand equation takes other demand-relevant factors as given, that is,
unchanged. (Chapters 3 and 9 take up the effects of changing market condi-
tions and competitor behavior on a firm’s demand.)

The second point is that we view the demand curve as deterministic; that
is, at any given price, the quantity sold can be predicted with certainty. For a
given price, Equation 2.1 furnishes a precise sales quantity. Conversely, for any
targeted sales quantity, Equation 2.2 provides a precise market-clearing price.
We acknowledge that such certainty is hardly the norm in the real world.
Nonetheless, the demand equation representation remains valid as long as the
margin of error in the price-quantity relationship is relatively small. To become
comfortable with the demand equations, think of a product with a long and sta-
ble history, allowing sales predictions to be made with very little error. (A deter-
ministic demand equation would be inappropriate in the case of a new product
launch. Other methods, discussed in Chapters 12 and 13, would be used to
provide probability forecasts of possible sales levels.)

Let’s use Equation 2.2 to predict the revenues generated by alternative sales
policies of the microchip manufacturer. Figure 2.3 contains the pertinent infor-
mation and provides a graph of revenue. Column 1 of the tabular portion lists
a spectrum of possible sales quantities ranging from 0 to 8.5 lots. It will be con-
venient to think of the sales quantity, Q, as the firm’s decision variable, that is,
the variable it explicitly chooses. For each alternative choice of Q, column 2 lists
the corresponding sales price obtained from Equation 2.2. (Be sure you under-
stand that the firm cannot set both Q and P independently. Once one is set, the
other is determined by the forces of demand embodied in the demand equa-
tion.) Finally, column 3 lists the resulting revenue earned by the firm, where
revenue is defined as R = P+ Q. From the table, we observe that revenue is zero
when sales are zero (obviously). Then as Q) increases, revenue initially rises,

2An important special case occurs when the firm produces for a perfectly competitive market. (An
extensive discussion appears in Chapter 7.) There the firm faces a horizontal demand curve instead
of a downward-sloping curve. For example, suppose the inverse demand equation is P = 170. The
firm can sell as much or as little output as it wishes at $170,000 per lot, the competitive price, and
its actions will have no effect on this price.
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peaks, and eventually begins to fall, finally falling to zero at Q = 8.5 lots. (Note
that to sell 8.5 lots, the requisite sales price from Equation 2.2 is zero; that is, the
lots would have to be given away.) In short, the law of demand means that there
is a fundamental trade-off between P and Q) in generating revenue. An increase
in Q requires a cut in P, the former effect raising revenue but the latter lower-
ing it. Operating at either extreme—selling a small quantity at high prices or a
large quantity at very low prices—will raise little revenue.

The revenue results in Figure 2.3 can be obtained more directly using basic
algebra. We know that R = P + Q and that the market-clearing price satisfies
P = 170 — 20Q from Equation 2.2. Substituting the latter equation into the
former yields the revenue function

R=P-Q = (170 — 20Q)Q = 170Q — 20Q?. [2.3]

Figure 2.3 also shows the graph of revenue as it depends on the quantity
of chips sold. At the sales quantity of 2 lots, the market-clearing price is
$130,000; therefore, revenue is $260,000. The graph clearly indicates that the
firm’s revenue rises, peaks, then falls as the sales quantity increases. (Some
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CHECK
STATION 1

FIGURE 2.4

readers will recognize Equation 2.3 as a quadratic function. Therefore, the
graph in Figure 2.3 is a simple parabola.)

COST To produce chips, the firm requires a plant, equipment, and labor.
The firm estimates that it costs $380 (in materials, labor. and so on) for each
chip it produces; this is $38,000 per lot. In addition, it incurs fixed costs of
$100,000 per week to run the plant whether or not chips are produced. These
are the only costs. (Remember that we are constructing a highly simplified
example.) The total cost of producing a given quantity of output is given by the
equation

C =100 + 38Q, [2.4]

where C is the weekly cost of production (in thousands of dollars) and Q is the
number of lots produced each week. This equation is called the cost function,
because it shows how total cost depends on quantity. By substituting in a given
quantity, we can find the resulting total cost. Thus, the cost of producing Q = 2
lots is $176 thousand. Other quantities and costs are listed in Figure 2.4, which
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also shows the graph of cost versus output. As the graph shows, in this simple
example the firm’s total cost of production increases with output at a steady
rate; that is, the slope of the cost function is constant.

PROFIT From the preceding analysis of revenue and cost, we now have
enough information to compute profit for any given output of microchips the
firm might choose to produce and sell. These profit calculations are listed in
Figure 2.5, where the profit column is computed as the difference between the
revenue and cost columns reproduced from earlier figures. The graph in Fig-
ure 2.5 shows profit (on the vertical axis) as it varies with quantity (on the hor-
izontal axis). Observe that the graph depicts the level of profit over a wide
range of output choices, not just for the round-lot choices listed in the tabular
portion of the figure. In effect, the graph allows us to determine visually the
profit-maximizing, or optimal, output level from among all possible sales plans.
In this case, the optimal output appears to be about 3.3 lots (or 330 microchips)
per week.

FIGURE 2.5
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CHECK
STATION 2

How were we able to graph the profit curve in Figure 2.5 so precisely? The
graph was constructed from the following basic profit equation, often called the
profit function:

m=R-C [2.5]
(170Q — 20Q% — (100 + 38Q)
—100 + 132Q — 20Q°.

In the second line, we have substituted the right-hand sides of the revenue and
cost equations to express profit in terms of Q, the firm’s decision variable. In
the third line, we have collected terms. The important point about the profit
equation is that it provides a numerical prediction of profit for any given quan-
tity Q. To check that the equation is correct, simply substitute in a value for Q,
say, two lots, and calculate profit: w = —100 + (132) (2) — (20) (4) = $84 thou-
sand, the same result as in Figure 2.5.

MARGINAL ANALYSIS

Consider the problem of finding the output level that will maximize the firm’s
profit. One approach is to use the preceding profit formula and solve the prob-
lem by enumeration, that is, by calculating the profits associated with a range of
outputs and identifying the one with the greatest profit. Enumeration is a viable
approach if there are only a few output levels to test. However, when the num-
ber of options is large, enumeration (and the numerous calculations it
requires) is not practical. Instead, we will use the method of marginal analysis
to find the “optimal” output level.

Marginal analysis looks at the change in profit that results from making
a small change in a decision variable. To illustrate, suppose the firm first con-
siders producing 3 lots, forecasting its resulting profit to be $116,000 as in
Figure 2.5. Could it do better than this? To answer this question, the firm
considers increasing production slightly, to, say, 3.1 lots. (One-tenth of a lot
qualifies as a “small” change. The exact size of the change does not matter as
long as itis small.) By substituting Q = 3.1 into Equation 2.5, we see that the
new profit is $117,000. Thus, profit has increased by $1,000. The rate at which
profit has changed is a $1,000 increase per .1 lot increase, or 1,000/.1 =
$10,000 per lot.

Here is a useful definition: Marginal profit is the change in profit resulting
from a small increase in any managerial decision variable. Thus, we say that



the marginal profit from a small (.1 lot) increase in output starting from 3.0 lots
is $10,000 per lot. The algebraic expression for marginal profit is

Marginal profit = [Change in Profit] /[Change in Output]
Am/AQ = [m — ml/[Q1 — Qol,

where the Greek letter delta (A) stands for “change in” and Q denotes the
original output level and m, the associated profit. The variables Q; and
denote the new levels of output and profit. We abbreviate marginal profit by the
notation M.

In Table 2.1, we have calculated marginal profits for various output levels.
The marginal profit associated with a given change in output is calculated
based on a .1-lot increase from the next lowest output. Thus, the M for an
increase in output from 2.9 to 3.0 lots is ($116,000 — $114,600) /.1 = $14,000.
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CHECK
STATION 3

TABLE 2.1

Marginal Profit
Quantity Profit (per Lot)

2.5 $105,000
$30,000

2.6 108,000
26,000

2.7 110,600
22,000

2.8 112,800
18,000

2.9 114,600
14,000

3.0 116,000
10,000

3.1 117,000
6,000

3.2 117,600
2,000

3.3 117,800
—2,000

3.4 117,600
—6,000

3.5 117,000
—10,000

3.6 116,000
—14,000

3.7 114,600

Marginal Profit

Marginal profit is the
extra profit the firm
earns from producing
and selling an addi-
tional unit of output
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How can the decision maker use profit changes as signposts pointing
toward the optimal output level? The answer is found by applying the maxim
of marginal analysis:

Make a small change in the level of output if and only if this generates an increase
in profit. Keep moving, always in the direction of increased profits, and stop when
no further output change will help.

Starting from a production level of 2.5 lots, the microchip firm should
increase output to 2.6 because marginal profit from the move ($30,000) is pos-
itive. Marginal profit continues to be positive up to 3.3 lots. Therefore, output
should be increased up to and including a final step going from 3.2 to 3.3 lots.
What about increasing output from 3.3 to 3.4 lots? Since the marginal profit
associated with a move to 3.4 is negative (—$%2,000), this action would decrease
profit. Having reached 3.3 lots, then, no further profit gains (positive marginal
profits) are possible. Note that the final output, 3.3, could have been reached
starting from a “high” output level such as 3.7 lots. As long as marginal profit
is negative, one should reduce output (i.e., reverse field) to increase profit.

Marginal Analysis and Calculus

The key to pinpointing the firm’s optimal quantity (i.e., the exact output level at
which maximum profit is attained) is to compute marginal profit atany given level
of output rather than between two nearby output levels. At a particular output, Q,
marginal profit is given by the slope of the tangent line to the profit graph at that
output level. Figure 2.6 shows an enlarged profit graph with tangent lines drawn
at outputs of 3.1, and 3.3 lots. From viewing the tangents, we draw the following
simple conclusions. At 3.1 lots, the tangent is upward sloping. Obviously, marginal
profit is positive; that is, raising output by a small amount increases total profit.
Conversely, at 3.4 lots, the curve is downward sloping. Here marginal profit is neg-
ative, so a small reduction in output (not an increase) would increase total profit.
Finally, at 3.3 lots, the tangent is horizontal; that is, the tangent’s slope and mar-
ginal profit are zero. Maximum profit is attained at precisely this level of output.
Indeed, the condition that marginal profit is zero marks this point as the optimal
level of output. Remember: If M were positive or negative, total profit could be
raised by appropriately increasing or decreasing output. Only when M is exactly
zero have all profitaugmenting opportunities been exhausted. In short, when the
profit function’s slope just becomes zero, we know we are at the precise peak of
the profit curve.? Thus, we have demonstrated a basic optimization rule:

%In some cases, the M@ = 0 rule requires modification. For example, suppose demand and cost
conditions are such that Mm > 0 for all output quantities up to the firm’s current production
capacity. Clearly, the rule Mm = 0 does not apply. However, the marginal profit message is clear:
The firm should increase output up to capacity, raising profit all the while. (For further discussion,
see the appendix to this chapter and Problem 5 at the end of the chapter.)



Marginal Analysis 41
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Maximum profit is attained at the output level at which marginal profit is zero
(M7 =0).

A practical method for calculating marginal profit at any level of output is
afforded by the simple rules of differential calculus. (For a thorough review, read
the appendix to this chapter.) Consider once again the firm’s profit equation:

m™ = —100 + 132Q — 20Q? [2.6]

Marginal profit (the slope of the corresponding profit graph) is found by taking
the derivative of this equation with respect to Q. The result is

Mm = dm/dQ = 132 — 40Q, [2.7]

With this formula in hand, we can find the marginal profit at any output level
simply by substituting the specified quantity into the equation. For example,
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CHECK
STATION 4

the marginal profit at Q = 3.0 is $12 thousand per lot.* In turn, we can imme-
diately determine the firm’s profit-maximizing level of output. Using Equation
2.7, we simply set M = 0 and solve for Q;

Mm = 132 — 40Q = 0.

Therefore, we find that Q = 132/40 = 3.3 lots. At 3.3 lots per week, the firm’s
marginal profit is zero. This is the output that maximizes profit.

Figure 2.7 graphs the firm’s total profitin part (a) as well as the firm’s mar-
ginal profit in part (b). Note that at the optimal output, Q = 3.3 lots, total
profit reaches a peak in Figure 2.7a, whereas marginal profit is exactly zero
(i.e., the marginal profit graph just cuts the horizontal axis) in Figure 2.7b.

A complete solution to the firm’s decision problem requires two additional
steps. We know the optimal quantity is Q = 3.3 lots. What price is required for
the firm to sell this quantity? The answer is found by substituting Q = 3.3 into
Equation 2.2: P = 170 — (20) (3.3) = $104 thousand. What is the firm’s final
profit from its optimal output and price decision? At this point, we can sepa-
rately compute total revenue and total cost. Alternatively, we can compute
profit directly from Equation 2.5 (with Q = 3.3). Either way, we arrive at m =
$117,800. This completes the algebraic solution.

MARGINAL REVENUE AND MARGINAL COST

The concept of marginal profit yields two key dividends. The general concept
instructs the manager that optimal decisions are found by making small changes
in decisions, observing the resulting effect on profit, and always moving in the
direction of greater profit. A second virtue of the approach is that it provides an
efficient tool for calculating the firm’s optimal decision. The discussion in this
section underscores a third virtue: Marginal analysis is a powerful way to iden-
tify the factors that determine profits and, more important, profit changes. We
will look once again at the two components of profit, revenue and cost, and
highlight the key features of marginal revenue and marginal cost.

“The difference between Equation 2.7 and Table 2.1 is that the table lists marginal profit over small,
discrete intervals of output, whereas the equation lists marginal profit at particular output levels.
When we use a very small interval, the discrete marginal profit between two output levels is a very
close approximation to marginal profit at either output. For example, with an interval of.01, the dis-
crete marginal profitat Q = 3 is the slope of the line connecting the points Q = 2.99 and Q = 3.00.
This line is nearly identical to the tangent line (representing marginal profit) atQ = 3. Thus,

Using a .01 interval: M = $12,200
Via calculus (equation 2.7) Mm = $12,000
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FIGURE 2.7
) Total Profit
(a) Total Profit (Thousands of Dollars) and Marginal Profit
150 —
| The point of maximum
total profit in part (a)
100 I corresponds to the
| point at which
marginal profit is zero
50 | | in part (b). In each case,
| | I the firm’s optimal
| profit | | output is 3.3 lots.
I I I
0
I I I
I I I
-50 I I I
I I I
I I I
-100 [~ I [ I
L I I I
[ I TN N I T E N
0 1 2 3 4 5 6

(b) Marginal Profit

I

I

I
Marginal'profit

I

100

50 [~

=50 [~

-100 [~

50 L L v

Quantity (Lots)




44 Chapter 2 Optimal Decisions Using Marginal Analysis

Marginal Revenue

Marginal revenue is the amount of additional revenue that comes with a unit
increase in output and sales. The marginal revenue (MR) of an increase in unit
sales from Q) to Q) is

Marginal revenue = [Change in Revenue]/[Change in Output]

= AR/AQ = [R; = Rol/[Q1 — Q]
For instance, the MR earned by increasing sales from 2.0 to 2.1 lots is
[268.8 — 260.0]/[2.1 — 2.0] = $88 thousand per lot.

where 268.8 is the revenue from selling 2.1 lots and 260.0 is the revenue from
selling 2.0 lots. The graphic depiction of the MR between two quantities is given
by the slope of the line segment joining the two points on the revenue graph.

In turn, marginal revenue at a given sales quantity has as its graphic counter-
part the slope of the tangent line touching the revenue graph. To calculate the
marginal revenue at a given sales output, we start with the revenue expression
(Equation 2.3), R = 170Q — 20Q?, and take the derivative with respect to quantity:

MR = 170 — 40Q. [2.8]

We can use this formula to compute MR at any particular sales quantity. For
example, marginal revenue at Q = 3 is MR = 170 — (40) (3) = $50 thousand;
that is, at this sales quantity, a small increase in sales increases revenue at the
rate of $50,000 per additional lot sold.

A SIMPLIFYING FACT Recall that the firm’s market-clearing price is given by
Equation 2.2:

P =170 — 20Q.

Note the close similarity between the MR expression in Equation 2.8 and the
firm’s selling price in Equation 2.2. This similarity is no coincidence. The fol-
lowing result holds:

For any linear (i.e., straight-line) demand curve with an inverse demand equation
of the form P = a — bQ, the resulting marginal revenue is MR = a — 2bQ),

In short, the MR equation has the same intercept and twice the slope as the
firm’s price equation.’

SIEP = a — bQ, it follows that R = PQ = aQ — bQ?. Taking the derivative with respect to Q, we
find that MR = dR/dQ = a — 2bQ. This confirms the result described.
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Marginal Cost

Marginal cost (MC) is the additional cost of producing an extra unit of output.
The algebraic definition is

Marginalcost = [Change in Cost]/[Change in Output]
= AC/AQ = [C; — Col/[Q1 — Qol.

The computation of MC is particularly easy for the microchip manufacturer’s
cost function in Equation 2.4. From the cost equation, C = 100 + 38Q), it is
apparent that producing an extra lot (increasing Q by a unit) will increase cost
by $38 thousand. Thus, marginal cost is simply $38 thousand per lot. Note that
regardless of how large or small the level of output, marginal cost is always con-
stant. The cost function in Equation 2.4 has a constant slope and thus also an
unchanging marginal cost. (We can directly confirm the MC result by taking
the derivative of the cost equation.)

Profit Maximization Revisited
In view of the fact that w = R — C, it should not be surprising that
Mm = MR — MC. [2.9]

In other words, marginal profit is simply the difference between marginal rev-
enue and marginal cost.

The logic of this relationship is simple enough. Suppose the firm produces
and sells an extra unit. Then its change in profit is simply the extra revenue it
earns from the extra unit net of its additional cost of production. But the extra
revenue is MR and the extra cost is MC, so M = MR — MC.

Thus far, we have emphasized the role of marginal profit in characterizing
the firm’s optimal decision. In particular, profits are maximized when marginal
profit equals zero. Thus, using the fact that Mm = MR — MC, an equivalent
statement is MR — MC = 0. This leads to the following basic rule:

The firm’s profitmaximizing level of output occurs when the additional revenue
from selling an extra unit just equals the extra cost of producing it, that is, when
MR = MC.

There are a number of ways to check the logic of the MR = MC decision
rule. Figure 2.8 provides a graphic confirmation. Part (a) reproduces the
microchip manufacturer’s revenue and cost functions (from Equations 2.3 and
2.4) in a single graph. The graph of profit also is shown in Figure 2.8a and,
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except for scale, is identical to Figure 2.5. (Note that, for any level of output,
the firm’s profit is measured as the vertical distance between the revenue and
cost curves.) The firm’s break-even outputs occur at the two crossings of the
revenue and cost curves. At these outputs, revenue just matches cost, so profit
is zero. Positive profits are earned for quantities between these two output lev-
els. Of course, the firm incurs losses for very high or very low levels of pro-
duction, outside the break-even output levels. From the figure, we observe the
profit peak at an output of Q = 3.3 lots.

Using the MR = MC rule, how can we confirm that the output level Q =
3.3 is profit maximizing? A simple answer is provided by appealing to the rev-
enue and cost curves in Figure 2.8a. Suppose for the moment that the firm
produces a lower quantity, say, Q = 2 lots. At this output, the revenue curve is
steeper than the cost line; thus, MR > MC. Hence, the firm could increase its
profit by producing extra units of output. On the graph, the move to a greater
output widens the profit gap. The reverse argument holds for a proposed
higher quantity, such as 4 lots. In this case, revenue rises less steeply than cost:
MR < MC. Therefore, a reduction in output results in a greater cost saved than
revenue sacrificed. Again profit increases. Combining these arguments, we con-
clude that profit always can be increased so long as a small change in output
results in different changes in revenue and cost. Only at Q = 3.3 is it true that
revenue and cost increase at exactly the same rate. At this quantity, the slopes
of the revenue and cost functions are equal; the revenue tangent is parallel to
the cost line. But this simply says that marginal revenue equals marginal cost.
At this optimal output, the gap between revenue and cost is neither widening
nor narrowing. Maximum profit is attained.

It is important to remember that the Mm = 0 and MR = MC rules are
exactly equivalent. Both rules pinpoint the same profit-maximizing level of out-
put. Figure 2.8b shows this clearly. At Q = 3.3 lots, where the profit function
reaches a peak (and the profit tangent is horizontal) in part (a), we note that
the MR line exactly intersects the MC line in part (b). This provides visual con-
firmation that profit is maximized at the output level at which marginal rev-
enue just equals marginal cost.

The MR = MC rule often is the shortest path to finding the firm’s opti-
mal output. Instead of finding the marginal profit function and setting it
equal to zero, we simply take the marginal revenue and marginal cost func-
tions and set them equal to each other. In the microchip manufacturer’s
problem, we know that MR = 170 — 40Q and MC = 38. Setting MR = MC
implies that 170 — 40Q = 38. Solving for Q, we find that Q = 3.3 lots. Of
course, this is precisely the same result we obtained by setting marginal profit
equal to zero.

CHECK
STATION 5

47
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SENSITIVITY ANALYSIS

As we saw in Chapter 1, sensitivity analysis addresses the basic question: How
should the decision maker alter his or her course of action in light of changes in
economic conditions? Marginal analysis offers a powerful answer to this question:

For any change in economic conditions, we can trace the impact (if any) on the
firm’s marginal revenue or marginal cost. Once we have identified this impact, we
can appeal to the MR = MC rule to determine the new, optimal decision.

Figure 2.9 illustrates the application of this rule for the microchip firm’s basic
problem. Consider part (a). As before, the firm’s decision variable, its output
quantity, is listed on the horizontal axis. In turn, levels of MR and MC are shown
on the vertical axis, and the respective curves have been graphed. How do we
explain the shapes of these curves? For MC, the answer is easy. The marginal
cost of producing an extra lot of chips is $38,000 regardless of the starting out-
put level. Thus, the MC line is horizontal, fixed at a level of $38,000. In turn,
the graph of the MR curve from Equation 2.8 is

MR = 170 — 40Q.

We make the following observations about the MR equation and graph.
Starting from a zero sales quantity, the firm gets a great deal of extra revenue
from selling additional units (MR = 170 at Q = 0). As sales increase, the extra
revenue from additional units falls (although MR is still positive). Indeed, at a
quantity of 4.25 lots (see Figure 2.9) MR is zero, and for higher outputs MR is
negative; that is, selling extra units causes total revenue to fall. (Don’t be sur-
prised by this. Turn back to Figure 2.3 and see that revenue peaks, then falls.
When volume already is very large, selling extra units requires a price cut on
so many units that total revenue drops.)

In part (a) of Figure 2.9, the intersection of the MR and MC curves estab-
lishes the firm’s optimal production and sales quantity, Q = 3.3 lots. At an out-
put less than 3.3 units, MR is greater than MC, so the firm could make
additional profit producing extra units. (Why? Because its extra revenue
exceeds its extra cost.) At an output above 3.3 units, MR is smaller than MC.
Here the firm can increase its profit by cutting back its production. (Why?
Because the firm’s cost saving exceeds the revenue it gives up.) Thus, profit is
maximized only at the quantity where MR = MC.

Asking What If

The following examples trace the possible effects of changes in economic con-
ditions on the firm’s marginal revenue and marginal cost.
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FIGURE 2.9
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INCREASED OVERHEAD Suppose the microchip manufacturer’s overhead
costs (for the physical plant and administration) increase. Fixed costs were
$100,000 per week; now they are $112,000. How will this affect the firm’s oper-
ating decisions? The simple, albeit surprising, answer is that the increase in
fixed costs will have no effect whatsoever. The firm should produce and sell
the same output at the same price as before. There are several ways to see this.

First, note that the firm’s profit is reduced by $12,000 (relative to its profit
before the cost increase) whatever its level of output. Thus, whatever output was
profit-maximizing before the change must be profit-maximizing after it.
Second, the revenue and cost graphs in Figure 2.8a provide a visual confirma-
tion of the same reasoning. An increase in fixed cost causes the cost line to
shift upward (parallel to the old one) by the amount of the increase. At any
output, the revenue-cost gap is smaller than before. But note that the point
of equal slopes—where MR = MC and the profit gap is maximized—is
unchanged. Profit is still maximized at the same output as before, Q = 3.3.
Finally, the MR and MC curves in Figure 2.9a make the same point. Has the
increase in fixed cost changed the MR or MC curves? No! Thus, the firm’s opti-
mal output, where the MR and MC lines intersect, is unchanged.

INCREASED MATERIAL COSTS Silicon is the main raw material from which
microchips are made. Suppose an increase in the price of silicon causes the
firm’s estimated cost per lot to rise from $38,000 to $46,000. How should the
firm respond? Once again the answer depends on an appeal to marginal analy-
sis. In this case, the firm’s MC per chip has changed. In Figure 2.9b, the new
MC line lies above and parallel to the old MC line. The intersection of MR and
MC occurs at a lower level of output. Because producing extra output has
become more expensive, the firm’s optimal response is to cut back the level
of production. What is the new optimal output? Setting MR = MC, we obtain
170 — 40Q = 46, so Q = 3.1 lots. In turn, the market-clearing price (using
Equation 2.2) is found to be $108,000. The increase in cost has been partially
passed on to buyers via a higher price.

INCREASED DEMAND Suppose demand for the firm’s chips increases dra-
matically. At the higher demand, the firm could raise its price by $20,000 per
lot ($200 per chip) and still sell the same quantity of chips as before. The old
price equation was P = 170 — 20Q. The new price equation is P = 190 — 20Q.
What should be the firm’s response? Here the increased demand raises the
marginal revenue the firm obtains from selling extra chips. In fact, given the
new price equation, the new MR equation must be MR = 190 — 40Q). Thus, the
new MR curve in Figure 2.9c has a larger intercept than the old one, although
the slope is the same. The upward, parallel shift in the MR curve means the new
intersection of MR and MC occurs at a higher output. What is the new optimal
output? Setting MR = MC, we find that 190 — 40Q = 38, so Q = 3.8 lots. The
corresponding market-clearing price (using the new price equation) is



$114,000. The firm takes optimal advantage of the increase in demand by sell-
ing a larger output (380 chips per week) at a higher price per lot.

Domestic steel producers have long competed vigorously with foreign steel
manufacturers for shares of the U.S. market. Given the intensity of price com-
petition, global steel producers constantly strive to trim production costs to
maintain profits. In recent years, the competitive playing field has been buf-
feted by large swings in foreign exchange rates. For instance, in 2005 the
exchange rate between the U.S. dollar and the Japanese yen was about 100 yen
per dollar. But by the summer of 2007, the dollar had increased in value (appre-
ciated) to 123 yen per dollar before falling back (depreciating) to about 100
yen per dollar at the beginning of 2009. Since then, the dollar has continued
to steadily depreciate, standing at 82 yen per dollar in spring 2011.

What was the effect of the dollar’s 2009-2011 depreciation on the compe-
tition for our domestic market between Japanese and U.S. steel producers?

The dollar depreciation (the fall in the value of the dollar) conferred a relative
cost advantage on U.S. steel producers to the disadvantage of Japanese producers.

To see this, suppose that based on its current costs, a Japanese steel maker sets
its 2009 price for a unit of specialty steel at 10,000 yen. At an exchange rate of
100 yen per dollar, this translates into a price charged to U.S. buyers of
10,000/100 = $100 per unit, a level competitive with the prices of US steel pro-
ducers. Two years later, suppose that the Japanese supplier’s costs and targeted
price in yen are unchanged. However, with an exchange rate of 82 yen per dollar,
the equivalent dollar price of its steel is now 10,000/82 = $122. For U.S. buyers,
Japanese steel is now much more expensive and less competitive. The demand
curve for imported steel from Japan has effectively shifted inward (that is, down-
ward and to the left) to Japan’s detriment. Correspondingly, the domestic demand
curve facing U.S. steel producers has shifted outward, as has the Japanese demand
curve for steel exports from the United States. (U.S. steel produced at a cost of
$100 per unit now costs only 8,200 yen when exported and sold in Japan.)

How should U.S. steel producers respond to the favorable demand shift
caused by the dollar’s depreciation? Using the example of increased demand
displayed in Figure 2.9c, we find that domestic firms should plan to increase
their outputs as well as to raise their dollar prices.

In November 2007, Amazon introduced the Kindle, the first successful reading
device for electronic books. The price was a daunting $399. In 2009, the com-
pany dropped the Kindle’s price to $259 and in mid-2010 to $189. Though
Amazon is notoriously secretive about the Kindle’s sales, revenues, and costs,
financial analysts estimated annual sales to be approximately 1 million units at
the $259 price.

Sensitivity Analysis
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CHECK
STATION 6

Conflict in Fast-Food
Franchising
Revisited

At the time, there was some second guessing as to whether the price cut to
$189 made sense for the company—indeed whether the marginal revenue from
additional units sold exceeded Amazon’s marginal cost of producing the Kindle.
Amazon CEO Jeff Bezos appeared to be playing a market-share strategy, predi-
cated on establishing the Kindle as ¢ dominant platform for e-books and count-
ing on maximizing profits from e-book sales (rather than profits from the Kindle
itself). Bezos reported that the price cut was successful in igniting Kindle sales,
claiming that the price cut to $189 had tripled the rate of sales (implying annual
sales of 3 million units at this lower price). Furthermore, it was estimated that
Amazon earned a contribution margin of $4 on each e-book and that each
Kindle sold generated the equivalent of 25 e-book sales over the Kindle’s life. In
other words, besides the marginal revenue Amazon earned for each Kindle sold,
it gained an additional MR (per Kindle) of $100 due to new e-book sales.

The example that opened this chapter recounted the numerous kinds of conflicts
between fast-food parents and individual franchise operators.® Despite the best inten-
tions, bitter disputes have erupted from time to time at such chains as McDonald’s, Burger
King, Wendy’s, and Subway. A key source for many of these conflicts is the basic contract
arrangement between parent and individual franchisee. Virtually all such contracts call
for the franchisee to pay back to the parent a specified percentage of revenue earned. This
total royalty comprises a base percentage plus additional percentages for marketing and
advertising and rent (if the parent owns the outlet). Thus, the franchisee’s profit begins
only after this royalty (typically ranging anywhere from 5 to 20 percent depending on the
type of franchise) and all other costs have been paid.

Thus, a key source of conflict emerges. Under the contract agreement, the parent’s
monetary return depends on (indeed, is a percentage of) the revenues the franchisee
takes in. Accordingly, the parent wants the franchisee to operate so as to maximize rev-
enue. What does the pursuit of maximum revenue imply about the franchisee’s volume
of sales? Suppose the revenue and cost curves for the franchisee are configured as in
Figure 2.8a. (Ignore the numerical values and reinterpret the quantity scale as numbers

SFranchise conflicts are discussed in R. Gibson, “Franchisee v. Franchiser,” The Wall Street Journal
(February 14, 2011), p. R3; R. Gibson, “Burger King Franchisees Can’t Have It Their Way,” The Wall
Street Journal (January 21, 2010), p. Bl; and E. Noonan, “Bad Feelings Brewing among Shop
Owners,” The Boston Globe (February 14, 2008), p. E1.



Summary 53

of burgers sold rather than microchips.) We observe that the revenue-maximizing output
is well past the franchisee’s optimal (i.e., profit-maximizing) output. The range of eco-
nomic conflict occurs between these two outputs—the franchisee unwilling to budge from
the lower output and the parent pushing for the higher output.

The same point can be made by appealing to the forces of MR and MC. The parent
always wants to increase revenue, even if doing so means extra costs to the franchisee.
Thus, the parent wishes to push output to the point where MR is zero. (Make sure you
understand why.) But the franchisee prefers to limit output to the point where extra costs
match extra revenues, MR = MC. Past this point, the extra revenues are not worth the
extra costs: MR < MC. In Figure 2.8b, the franchisee’s preferred output occurs where
MR = MC and the parent’s occurs at the larger output where MR = 0.

The conflict in objectives explains each of the various disputes. In the parent com-
pany’s view, all its preferred policies—longer operating hours, more order lines, remodel-
ing, lower prices—are revenue increasing. In each case, however, the individual franchisee
resists the move because the extra cost of the change would exceed the extra revenue. From
its point of view (the bottom line), none of the changes would be profitable.

To this day, conflicts between parent and individual franchisees continue. The
Quiznos sandwich shop chain has experienced repeated franchisee revolts. Dunkin
Donuts franchisees have strongly opposed its parent’s deals to allow Procter & Gamble,
Sara Lee Foods, and Hess gas stations to sell the chain’s branded coffee, reporting that
this has cut into their own stores’ coffee sales. Even McDonald’s Corp., long considered
the gold standard of the franchise business, is feeling the heat. McDonald’s diverse efforts
to increase market share have been fiercely resisted by a number of franchisees. What’s
good for the parent’s market share and revenue may not be good for the individual fran-
chisee’s profit. Franchise owners have resisted the company’s efforts to enforce value pric-
ing (i.e., discounting). McDonald’s strategy of accelerating the opening of new restaurants
to claim market share means that new outlets inevitably cannibalize sales of existing stores.
Such conflicts are always just below the surface. Recently, a group of Burger King fran-
chisees sued the franchiser to stop imposing a $1 value price for a double cheeseburger,
a promotion on which franchisees claimed to be losing money.

SUMMARY
Decision-Making Principles

1. The fundamental decision problem of the firm is to determine the
profit-maximizing price and output for the good or service it sells.

2. The firm’s profit from any decision is the difference between predicted
revenues and costs. Increasing output and sales will increase profit, as
long as the extra revenue gained exceeds the extra cost incurred.
Conversely, the firm will profit by cutting output if the cost saved exceeds
the revenue given up.
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3. If economic conditions change, the firm’s optimal price and output will
change according to the impact on its marginal revenues and marginal
costs.

Nuts and Bolts

1. The basic building blocks of the firm’s price and output problem are its
demand curve and cost function. The demand curve describes (1) the
quantity of sales for a given price or, conversely, (2) the price needed to
generate a given level of sales. Multiplying prices and quantities along the
demand curve produces the revenue function. The cost function estimates
the cost of producing a given level of output. Combining the revenue and
cost functions generates a profit prediction for any output Q.

2. The next step in finding the firm’s optimal decision is to determine the

firm’s marginal profit, marginal revenue, and marginal cost.

a. Marginal profit is the extra profit earned from producing and selling
an additional unit of output.

b. Marginal revenue is the extra revenue earned from selling an
additional unit of output.

c. Marginal cost is the extra cost of producing an additional unit of output.

d. By definition, marginal profit is the difference between marginal
revenue and marginal cost: Mm = MR — MC. The Mw, MR, and MC
expressions can be found by taking the derivatives of the respective
profit, revenue, and cost functions.

3. The firm’s optimal output is characterized by the following conditions:
(1) M7 = 0 or, equivalently, (2) MR = MC. Once output has been
determined, the firm’s optimal price is found from the price equation,
and profit can be estimated accordingly.

Questions and Problems

1. A manager makes the statement that output should be expanded as long
as average revenue exceeds average cost. Does this strategy make sense?
Explain.

2. The original revenue function for the microchip producer is R = 170Q —
20Q?. Derive the expression for marginal revenue, and use it to find the
output level at which revenue is maximized. Confirm that this is greater
than the firm’s profit-maximizing output, and explain why.

3. Because of changing demographics, a small, private liberal arts college
predicts a fall in enrollments over the next five years. How would it apply
marginal analysis to plan for the decreased enrollment? (The college is a
nonprofit institution, so think broadly about its objectives.)
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4. Suppose a firm’s inverse demand curve is given by P = 120 — .5Q and its
cost equation is C = 420 + 60Q + Q.
a. Find the firm’s optimal quantity, price, and profit (1) by using the
profit and marginal profit equations and (2) by setting MR equal to
MC. Also provide a graph of MR and MC.
b. Suppose instead that the firm can sell any and all of its output at the
fixed market price P = 120. Find the firm’s optimal output.

5. a. Asin Problem 4, demand continues to be given by P = 120, but the
firm’s cost equation is linear: C = 420 + 60Q. Graph the firm’s
revenue and cost curves. At what quantity does the firm break even,
that is, earn exactly a zero profit?

b. In general, suppose the firm faces the fixed price P and has cost
equation C = F + cQ, where F denotes the firm’s fixed cost and c is its
marginal cost per unit. Write down a formula for the firm’s profit. Set
this expression equal to zero and solve for the firm’s break-even
quantity (in terms of P, F, and c). Give an intuitive explanation for this
break-even equation.

c. In this case, what difficulty arises in trying to apply the MR = MC rule to
maximize profit? By applying the logic of marginal analysis, state the
modified rule applicable to this case.

6. A television station is considering the sale of promotional videos. It can
have the videos produced by one of two suppliers. Supplier A will charge
the station a set-up fee of $1,200 plus $2 for each DVD; supplier B has no
set-up fee and will charge $4 per DVD. The station estimates its demand
for the DVDs to be given by Q = 1,600 — 200P, where P is the price in
dollars and Q is the number of DVDs. (The price equationis P = 8 —
Q/200.)

a. Suppose the station plans to give away the videos. How many DVDs
should it order? From which supplier?

b. Suppose instead that the station seeks to maximize its profit from sales
of the DVDs. What price should it charge? How many DVDs should it
order from which supplier? (Hint: Solve two separate problems, one
with supplier A and one with supplier B, and then compare profits. In
each case, apply the MR = MC rule.)

7. The college and graduate-school textbook market is one of the most
profitable segments for book publishers. A best-selling accounting text—
published by Old School Inc (OS)—has a demand curve: P = 150 — Q,
where Q denotes yearly sales (in thousands) of books. (In other words,
Q = 20 means 20 thousand books.) The cost of producing, handling,
and shipping each additional book is about $40, and the publisher pays a
$10 per book royalty to the author. Finally, the publisher’s overall
marketing and promotion spending (set annually) accounts for an
average cost of about $10 per book.
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10.

a. Determine OS’s profit-maximizing output and price for the accounting
text.

b. A rival publisher has raised the price of its best-selling accounting text
by $15. One option is to exactly match this price hike and so exactly
preserve your level of sales. Do you endorse this price increase?
(Explain briefly why or why not.)

c. To save significantly on fixed costs, Old School plans to contract out
the actual printing of its textbooks to outside vendors. OS expects to
pay a somewhat higher printing cost per book (than in part a) from
the outside vendor (who marks up price above its cost to make a
profit). How would outsourcing affect the output and pricing
decisions in part (a)?

. Firm Z is developing a new product. An early introduction (beating rivals

to market) would greatly enhance the company’s revenues. However, the
intensive development effort needed to expedite the introduction can
be very expensive. Suppose total revenues and costs associated with the
new product’s introduction are given by

R =720 — 8 and C = 600 — 20t + .25¢%,

where t is the introduction date (in months from now). Some
executives have argued for an expedited introduction date, 12 months
from now (t = 12). Do you agree? What introduction date is most
profitable? Explain.

. As the exclusive carrier on a local air route, a regional airline must

determine the number of flights it will provide per week and the fare it

will charge. Taking into account operating and fuel costs, airport

charges, and so on, the estimated cost per flight is $2,000. It expects
to fly full flights (100 passengers), so its marginal cost on a per
passenger basis is $20. Finally, the airline’s estimated demand curve is

P =120 — .1Q, where P is the fare in dollars and Q is the number of

passengers per week.

a. What is the airline’s profit-maximizing fare? How many passengers
does it carry per week, using how many flights? What is its weekly
profit?

b. Suppose the airline is offered $4,000 per week to haul freight
along the route for a local firm. This will mean replacing one of
the weekly passenger flights with a freight flight (at the same
operating cost). Should the airline carry freight for the local firm?
Explain.

A producer of photocopiers derives profits from two sources: the
immediate profit it makes on each copier sold and the additional profit
it gains from servicing its copiers and selling toner and other supplies.



11.

12.

13.

14.

Summary

The firm estimates that its additional profit from service and supplies is
about $300 over the life of each copier sold.

There is disagreement in management about the implication of this
tie-in profit. One group argues that this extra profit (though significant for
the firm’s bottom line) should have no effect on the firm’s optimal output
and price. A second group argues that the firm should maximize total
profit by lowering price to sell additional units (even though this reduces
its profit margin at the point of sale). Which view (if either) is correct?

Suppose the microchip producer discussed in this chapter faces
demand and cost equations given by Q = 8.5 — .05P and C = 100 +
38Q. Choosing to treat price as its main decision variable, it writes
profit as

m=R —-C
[P(8.5 — .05P)] — [100 + (38) (8.5 — .05P)]
—493 + 10.4P — .05P2.

Derive an expression for Mm = dm/dP. Then set Mm = 0 to find the
firm’s optimal price. Your result should confirm the optimal price found
earlier in the chapter.

Modifying a product to increase its “value added” benefits customers

and can also enhance supplier profits. For example, suppose an

improved version of a product increases customer value added by $25

per unit. (In effect, the demand curve undergoes a parallel upward

shift of $25.)

a. If the redesign is expected to increase the item’s marginal cost by $30,
should the company undertake it?

b. Suppose instead that the redesign increases marginal cost by $15.
Should the firm undertake it, and (if so) how should it vary its
original output and price?

Suppose a firm’s inverse demand and cost equations are of the
general forms P = a — bQ and C = F + cQ, where the parameters a
and b denote the intercept and slope of the inverse demand function
and the parameters F and c are the firm’s fixed and marginal costs,
respectively. Apply the MR = MC rule to confirm that the firm’s
optimal output and price are: Q = (a — ¢)/2band P = (a + ¢) /2.
Provide explanations for the ways P and Q depend on the underlying
economic parameters.

Under the terms of the current contractual agreement, Burger Queen
(BQ) is entitled to 20 percent of the revenue earned by each of its

*Starred problems are more challenging.
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15.

franchises. BQ’s best-selling item is the Slopper (it slops out of the

bun). BQ supplies the ingredients for the Slopper (bun, mystery meat,

etc.) at cost to the franchise. The franchisee’s average cost per

Slopper (including ingredients, labor cost, and so on) is $.80. Ata

particular franchise restaurant, weekly demand for Sloppers is given

by P = 3.00 — Q/800.

a. If BQ sets the price and weekly sales quantity of Sloppers, what
quantity and price would it set? How much does BQ) receive? What is
the franchisee’s net profit?

b. Suppose the franchise owner sets the price and sales quantity. What
price and quantity will the owner set? (Hint: Remember that the
owner keeps only $.80 of each extra dollar of revenue earned.) How
does the total profit earned by the two parties compare to their total
profitin part (a)?

c. Now, suppose BQ and an individual franchise owner enter into an
agreement in which BQ) is entitled to a share of the franchisee’s
profit. Will profit sharing remove the conflict between BQ and
the franchise operator? Under profit sharing, what will be the
price and quantity of Sloppers? (Does the exact split of the profit
affect your answer? Explain briefly.) What is the resulting total
profit?

d. Profit sharing is not widely practiced in the franchise business. What
are its disadvantages relative to revenue sharing?

Suppose a firm assesses its profit function as
m=—10 — 48Q + 15Q% — Q°.

a. Compute the firm’s profit for the following levels of output: Q = 2, 8,
and 14.

b. Derive an expression for marginal profit. Compute marginal profit at
Q = 2, 8, and 14. Confirm that profit is maximized at Q = 8. (Why is
profit not maximized at Q = 2?)

Discussion Question As vice president of sales for a rapidly growing company,
you are grappling with the question of expanding the size of your direct sales
force (from its current level of 60 national salespeople). You are considering
hiring from 5 to 10 additional personnel.

How would you estimate the additional dollar cost of each additional sales-

person? Based on your company’s past sales experience, how would you esti-
mate the expected net revenue generated by an additional salesperson? (Be
specific about the information you might use to derive this estimate.) How
would you use these cost and revenue estimates to determine whether a sales
force increase (or possibly a decrease) is warranted?
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Spreadsheet Problems

S1. A manufacturer of spare parts faces the demand curve,
P =800 — 2Q,
and produces output according to the cost function,
C = 20,000 + 200Q + .5Q?.

a. Create a spreadsheet modeled on the example shown.” (The only
numerical value you should enter is the quantity in cell B7. Enter appro-
priate formulas to compute all other numerical entries.)

b. What is the firm’s profit-maximizing quantity and price? First, deter-
mine the solution by hand, that is, by changing the quantity value in
cell B7. (Hint: Keep an eye on MR and MC in finding your way to the
optimal output.)

c. Use your spreadsheet’s optimizer to confirm your answer to part (a).

A B C D E F G
1
2 THE OPTIMAL OUTPUT OF SPARE PARTS
3
4
5 Quantity| Price |Revenue| Cost | Profit
6
7 20 760 | 15,200 | 24,200 | —9,000
8
9
10 MR MC | Mprofit
11
12 720 220 500
13

S2. Your firm competes with a close rival for shares of a $20 million per year
market. Your main decision concerns how much to spend on advertising
each year. Your rival is currently spending $8 million on advertising. The
best estimate of your profit is given by the equation

m = 20[A/(A + 8)] — A,

where A is your firm’s advertising expenditure (in millions of dollars).
According to this equation, the firms’ shares of the $20 million market are

"This chapter’s special appendix reviews the basics of creating, using, and optimizing spreadsheets.
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in proportion to their advertising spending. (If the firms spend equal
amounts, A = 8, they have equal shares of the market, and so on.)

a.

Create a spreadsheet modeled on the example shown. Determine the
firm’s optimal advertising expenditure. Refer to the appendix of this
chapter, if you are unsure about finding MR, that is., taking the deriva-
tive of the quotient, A/ (A+8).

. Use your spreadsheet’s optimizer to confirm your answer in part (a). Is

matching your rival’s spending your best policy?

A B C D E F
1
2 AN OPTIMAL ADVERTISING BUDGET
3
4
5 Advertising| Revenue Cost Profit
6
7 8.00 10.00 8.00 2.00
8
9
10 MR MC | Mprofit
11
12 0.625 | 1.000 | —0.375
13

S3. a. Create a spreadsheet describing Amazon’s output and pricing choices

with respect to the Kindle e-reader. (Use the template from Problem S1
with price equation: P = $294 — 35Q and MC = $126.) Use your spread-
sheet optimizer to find the combination of output and price that max-
imizes profit.

. Now include the extra net revenue from e-book sales, $100 per kindle.

(Compute this total in cell C7 according to the formula: = 100¥*B7.)
Finally, in cell H7, compute total profit (from both Kindles and e-book
sales). What combination of Kindle output and price maximizes
Amazon’s total profit? Explain why Amazon should cut its price relative
to the price in part (b).
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1. The revenue function is R = 340Q — .8Q%. CHECK STATION
o - 5 ANSWERS
2. The profit functionism =R — C = =120 + 240Q — .8Q".
3. AtQ =100, m = —120 + (240) (100) — .8(100)2 = 15,880.
AtQ =99, m = —120 + (240) (99) — .8(99)% = 15,799.2.
Thus, M7 = (15,880 — 15,799.2) /(100 — 99) = 80.8.

4. Marginal profitis Mm = dmw/dQ = 240 — 1.6Q). Setting this equal to zero
implies that 240 — 1.6Q = 0, or Q = 150.
5. Setting MR = MC implies that 340 — 1.6Q) = 100. Therefore, Q = 150.

Substituting Q = 150 into the price equation implies that P = 340 —
.8(150) = 220.

6. a. Plugging each quantity value into the inverse demand equation
generates the corresponding market-clearing price.

b. From the price equation P = $294 — 35Q, it follows that MR =
$294 — 70Q. Setting MR = MC = $126 implies Q* = 2.4 million
units and P* = $210.

c. Adding $100 in e-book net revenue means that Amazon’s MR equation is
now: MR = $394 — 70Q. Setting MR = MC implies Q* = 3.829 million
units. In order to sell this volume, Amazon must lower its price to:

P* = 294 — (35) (3.829) = $160. (Note: To find this price, we have used
the unchanged demand curve P = $294 — 35Q).) By lowering its price
margin, Amazon is deliberately sacrificing profit at the point of sale. But
it is more than making up for it by way of additional e-book profit.
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Calculus
and Optimization
Techniques

The study of managerial economics emphasizes that decisions are taken to max-
imize certain objectives. Although the precise objective may vary, the key point
is that the manager should be able to quantify his or her ultimate goals. For
instance, if the manager’s objective is to maximize profit, he or she must be
able to estimate and measure the profit consequences of alternative courses of
action (such as charging different prices). This appendix introduces and
reviews the use of calculus in optimization problems. These techniques will be
applied throughout the book. Let’s begin with an example.

MAXIMIZING PROFIT A manager who is in charge of a single product line is
trying to determine the quantity of output to produce and sell to maximize
the product’s profit. Based on marketing and production studies, she has esti-
mated the product’s profit function to be

m=2Q — .1Q? — 3.6 [2A.1]

where T is profit (thousands of dollars) and Q is quantity of output (thousands
of units). Here the level of output, Q, is identified as the manager’s decision
variable, the item the decision maker controls. The profit function shows the
relationship between the manager’s decision variable and her objective. (For
this reason, it often is referred to as the objective function.)
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FIGURE 2A.1
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An equation is the most economical way to express the profit function, but
it is not the only means. Figure 2A.1 presents a table listing the profit conse-
quences of different output choices and graphs the profit function. (The graph
plots profits across a continuum of possible output levels. Remember that out-
put is measured in thousands of units. Thus, Q = 6.123 and Q = 6.124 are
both legitimate output candidates.) According to convention, the graph plots
the decision variable (also commonly referred to as the independent variable) on
the horizontal axis and the objective (or dependentvariable) on the vertical axis.

From either the table or the graph, we see that at very low output levels
profit is negative. As the level of output increases, profit rises, becomes positive,
and peaks. For still higher outputs, profit declines and eventually turns nega-
tive. The goal of management is to set production to generate positive prof-
its—in particular, to attain maximum profit.

Marginal Analysis

The marginal value of any variable is the change in that variable per unit
change in a given decision variable. In our example, marginal profit is the
change in profit from an increase in output. A direct way to express marginal
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profit is to find the slope of the profit function at a given level of output. The
graph in Figure 2A.1 shows how this is done. We start by specifying a particu-
lar level of output, say, Q = 5. Next, we draw a tangent line that just touches the
profit graph at this output level. Finally, we find the slope of the tangent line.
By careful measurement (taking the ratio of the “rise over the run” along the
line), we find the slope to be exactly 1 (that is, the tangent happens to be a 45°
line). Thus, the marginal profit at Q = 5 is measured as $1,000 per additional
1,000 units or, equivalently, $1 per unit.

The upward-sloping tangent shows that profit rises as output increases.
Marginal profit measures the steepness of this slope, that is, how quickly profit
rises with additional output. In the graph in Figure 2A.1, tangents also are
drawn at output levels Q = 10 and Q = 15. At Q = 15, profit falls with increases
in output; marginal profit (the slope of the tangent) is negative. At Q = 10, the
tangent line is horizontal; marginal profit (again its slope) is exactly zero.

Marginal analysis can identify the optimal output level directly, dispensing
with tedious enumeration of candidates. The principle is this:

The manager’s objective is maximized when the marginal value with respect to that
objective becomes zero (turning from positive to negative).

To maximize profit, the marginal principle instructs us to find the output for
which marginal profit is zero. To see why this is so, suppose we are considering
an output level at which marginal profit is positive. Clearly, this output cannot
be optimal because a small increase would raise profit. Conversely, if marginal
profit is negative at a given output, output should be decreased to raise profit.
In Figure 2A.1, profit can be increased (we can move toward the revenue peak)
if current output is in either the upward- or downward-sloping region.
Consequently, the point of maximum profit occurs when marginal profit is
neither positive nor negative; that is, it must be zero. This occurs at output
Q = 10 thousand, where the tangent’s slope is flat, that is, exactly zero.

DIFFERENTIAL CALCULUS To apply the marginal principle, we need a simple
method to compute marginal values. (It would be tedious to have to compute
rates of change by measuring tangent slopes by hand.) Fortunately, the rules of
differential calculus can be applied directly to any functional equation to derive
marginal values. The process of finding the tangent slope commonly is referred
to as taking the derivative of (or differentiating) the functional equation.1 To illus-
trate the basic calculus rules, let y denote the dependent variable and x the

IThe following are all equivalent statements:
1. The slope of the profit function at Q = 5 is $1 per unit of output.
2. The derivative of the profit function at Q = 5 is $1 per unit of output.
3. The marginal profit at Q = 5 is $1 per unit of output.
4. At Q = b, profit is rising at a rate of $1 per unit of output.
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independent variable. We write y = f(x), where f(x) represents the (unspeci-
fied) functional relationship between the variables. The notation dy/dx rep-
resents the derivative of the function, that is, the rate of change or slope of the
function at a particular value of x. (The d in this notation is derived from the
Greek letter delta, which has come to mean “change in.”) We list the following
basic rules.

Rule 1. The derivative of a constant is zero. If y = 7, for example,
dy/dx = 0. Note thaty = 7 is graphed as a horizontal line (of height 7);
naturally this has a zero slope for all values of x.

Rule 2. The derivative of a constant times a variable is simply the
constant. If y = bx, then dy/dx = b. For example, if y = 13x, then
dy/dx = 13. In words, the function y = 13x is a straight line with a
slope of 13.

Rule 3. A power function has the form y = ax", where a and n are
constants. The derivative of a power function is

dy/dx = n-ax” 1

For instance, ify = 4x3, then dy/dx = 12x2.
It is important to recognize that the power function includes many
important special cases.? For instance, y=1/ x? is equivalently written as

y = x 2 Similarly, y = V/x becomes y = x /% According to Rule 3, the respective

derivatives are dy/dx = —9x% = —9/x%nd dy/dx = Sx V2 = 5/VX.
Rule 4. The derivative of a sum of functions is equal to the sum of the
derivatives; that is, if y = f(x) + g(x), then dy/dx = df/dx + dg/dx.
This simply means we can take the derivative of functions term by
term. For example, given thaty =.1x* — 2x°, then dy/dx =.2x — 6x%,

Rule 5. Suppose y is the product of two functions: y = f(x)g(x).
Then we have

dy/dx = (df/dx)g + (dg/dx)f.

For example, suppose we have y = (4x) (3x?). Then dy/dx = (4) (3x%) +
4x(6x) = 36x°. (Note that this example can also be written asy = 12x%; we
confirm that dy/dx = 36x2 using Rule 3.)

Rule 6. Suppose y is a quotient: y = f(x) /g(x). Then we have

dy/dx = [(df/dx)g — (dg/dx)f]/g".

Notice that Rules 1 and 2 are actually special cases of Rule 3. Setting n = 0 implies thaty = a, and,
therefore, dy/dx = 0 (Rule 1). Setting n = 1 implies thaty = ax and, therefore, dy/dx = a (Rule 2).
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For example, suppose we have y = x/(8 + x). Then
dy/dx = [1-(8 +x) — 1 (x)]1/(8 + x)? = 8/(8 + x)%.

Let’s derive an expression for marginal profit (denoted by M) applying
these calculus rules to our profit function:

m™=2Q — .1Q* — 3.6.

From Rule 4, we know we can proceed term by term. From Rule 2, the deriva-
tive of the first term is 2. According to Rule 3, the derivative of the second term
is —.2Q. From Rule 1, the derivative of the third term is zero. Thus,

Mm = dn/dx = 2 — .2Q.

Notice the elegance of this approach. By substituting specific values of Q, we
can find marginal profit at any desired level of output. For instance, at Q = 5,
we find that Mm = 2 — (.2)(5) = I;at Q = 12, Mm = —.4; and so on.

To determine the firm’s optimal output level, we set Mm = 0. Thus,

2 — .2Q = 0.

Solving this equation for Q, we find Q = 10. This confirms that the profit-
maximizing level of outputis 10 thousand units.

THE SECOND DERIVATIVE In general, one must be careful to check that a
maximum, not a minimum, has been found. In the previous example, the
graph makes it clear that we have found a maximum. But suppose the profit
expression is more complicated: say,

m=1.8Q% — .1Q% — 6Q — 10. [2A.2]

Figure 2A.2 shows the associated profit graph. Notice that there are two quan-
tities at which the slope is zero: one is a maximum and the other is a minimum.
It would be disastrous if we confused the two. Taking the derivative of the profit
function, we find

Mm = dmn/dx = 3.6Q — .3Q% — 6.

Substitution confirms that marginal profit is zero at the quantities Q = 2 and
Q = 10. The graph shows that Q = 2 minimizes profit, whereas Q = 10 maximizes
profit.

There is a direct way to distinguish between a maximum and a minimum.
At a maximum, the slope of the profit function changes from positive to zero
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FIGURE 2A.2
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to negative as output increases; that is, the slope of the profit function decreases
as output increases around the maximum. In contrast, at a minimum, the slope
changes from negative to zero to positive; the slope is increasing. Because of
this difference, the second derivative of the profit function can be used to dis-
tinguish between the two cases. The second derivative is found by taking the
derivative of dmw/dt. If the second derivative is negative (i.e., the slope is
decreasing), the point in question is a local maximum; if the second derivative
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is positive, the point is a local minimum. Taking the derivative of dw/dQ, we
find the second derivative to be

d*w/dQ? = d(dmw/dQ)/dQ
= dMm/dQ = d(3.6Q — .3Q% — 6)/dQ
=36 — .6Q

In finding the second derivative, we start from the original profit function and
take the derivative twice. At Q = 2, we find that d®w/dQ? = 3.6 — .6(2) = 2.4.
Since this is positive, Q = 2 represents a local minimum. At Q = 10, we find that
dgfn'/dQ2 = 3.6 — .6(10) = —2.4. Since this is negative, Q = 10 represents a

local maximum.

MARGINAL REVENUE AND MARGINAL COST We have seen that maximum
profitis achieved at the point such that marginal profit equals zero, dw/dQ = 0.
The same condition can be expressed in a different form by separating profit
into its two components. Profit is defined as the difference between revenues
and costs. Thus, the profit function can be written as

m(Q) = R(Q — C(Q),

the difference between revenues and costs. In turn, the condition that mar-
ginal profit equal zero is

dm/dQ = dR/dQ — dC/dQ = MR — MC = 0.

In short, profit is maximized when marginal revenue equals marginal cost.

Maximizing Multivariable Functions

Frequently, the manager must determine optimal values for several decision
variables at once, for instance, a product’s price and its associated advertising
budget. In this case, the product’s profit would be expressed by the function,
w = mw(P, A), where P is the product’s price and A is its advertising budget in
dollars. Here the key to maximizing profit is to apply a double dose of mar-
ginal reasoning. Marginal profit with respect to each decision variable should
be equated to zero. The optimal value of P is found where the “partial” deriv-
ative of profit with respect to P equals zero. This partial derivative is denoted
by dm/dP and is found by taking the derivative with respect to P, holding A (the
other decision variable) constant. Similarly, the optimal value of A is found
where dm/0A = 0.
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PRICE AND ADVERTISING Suppose the firm’s profit function is
m =20 + 2P — 2P% + 4A — A% + 2PA.
The partial derivative of profit with respect to P is
am/oP =2 — 4P + 2A

Notice that when we take the partial derivative with respect to P, we are treat-
ing A as a constant. Thus, 4A and A disappear (Rule 1) and 2PA becomes 2A
(Rule 2). The partial derivative of profit with respect to A is

om/0A = 4 — 2A + 2P.

Setting each of these expressions equal to zero produces two equations in two
unknowns. Solving these simultaneously, we find that P = 3 and A = 5. Thus,
profit is maximized at these values of P and A.

Constrained Optimization

In the previous examples, the decision variables were unconstrained, that is,
free to take on any values. Frequently, however, decision variables can be
changed only within certain constraints. Consider the following example.

A SUPPLY COMMITMENT A firm is trying to identify its profit-maximizing
level of output. By contract, it already is committed to supplying at least seven
units to its customer. Suppose that its predicted profit function is given by 7 =
40Q — 4Q?”. The firm seeks to maximize m subject to Q = 7. Setting marginal
profit equal to zero, we have dw/dQ = 40 — 8Q = 0 so that Q = 5. But this value
is infeasible; it violates the contract constraint. The constrained maximum occurs
at Q = 7, where dmw/dQ = —6. Note that, since marginal profit is negative, profit
would decline if Q) were increased. Thus, the firm would like to raise profit by
decreasing Q, but this is impossible due to the binding contract constraint.

A different kind of constrained optimization problem occurs when there
are multiple decision variables.

PROFITS FROM MULTIPLE MARKETS A firm has a limited amount of output
and must decide what quantities (Q; and Qo) to sell to two different market seg-
ments. For example, suppose it seeks to maximize total profit given by

™= (20Q; — .5Q %) + (40Qq — Q4),

subject to Q) + Qg = 25. Setting marginal profit equal to zero for each quantity,
we find that Q; = 20 and Q9 = 20. But these desired quantities are infeasible; the
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total (40) exceeds the available supply (25). The manager must cut back one or
both outputs. But how should she do this while maintaining as high a level of
profit as possible? To answer this question, observe that if output is cut back in
each market, the marginal profit in each market will be positive. What if the man-
ager chose outputs such that marginal profit differed across the two markets, say,
M > Mg > 07 If this were the case, the manager could increase her total profit
by selling one more unit in market 1 and one less unit in market 2. She would
continue to switch units as long as the marginal profits differed across the mar-
kets. At the optimal solution, marginal profits must be equal. Thus, dw/dQ; =
dm/9Q9 must hold as well as Q) + Qo = 25. Taking derivatives, we find the first
condition to be 20 — Q; = 40 — 2Q)o. Solving this equation and the quantity con-
straint simultaneously, we find that Q; = 10 and Qg = 15. This is the firm’s opti-
mal solution.

THE METHOD OF LAGRANGE MULTIPLIERS The last two problems can be
solved by an alternative means known as the method of Lagrange multipliers. To
use the method, we create a new variable, the Lagrange multiplier, for each
constraint. In the subsequent solution, we determine optimal values for the
relevant decision variables and the Lagrange multipliers. For instance, in the
supply commitment example, there is one constraint, Q = 7. (We know the
constraint is binding from our discussion.) To apply the method, we rewrite
this constraintas 7 — Q = 0, create a new variable, call it z, and write

L=m+2(7-0Q)
= 40Q — 4Q%* + z(7 — Q).

In short, we have formed L (denoted the Lagrangian) by taking the original
objective function and adding to it the binding constraint (multiplied by z). We
then find the partial derivatives with respect to the two variables, Q and z, and
set them equal to zero:

9L/0Q = 40 — 8Q — z = 0;
aL/az=17-Q=0.

Solving these equations simultaneously, we find that Q = 7 and z = —16. The
value of Q is hardly surprising; we already know this is the best the manager can
do. The interpretation of the Lagrange multiplier, z, is of some interest. The
value of the multiplier measures the marginal profit (Mm = —16) at the con-
strained optimum.

To apply the method in the multiple-market example, we write

L = (20Q; = .5Q /%) + (40Q9 — Q4" + (25 — Q) — Q).
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where the binding constraint is Q; + Qo = 25 and z again denotes the
Lagrange multiplier. Setting the appropriate partial derivatives equal to zero,
we find

aL/0Q; =20 — Q; —z=0;
IL/0Qo = 40 — 2Q9 — z = 0;
dL/dz =25 — Q1 — Qo = 0.

Notice that the third condition is simply the original constraint. We now find
values that satisfy these three equations simultaneously: Q; = 10, Qo = 15, and
z = 10. The values for Q; and Qo confirm our original solution. In addition,
note that the first two equations can be written asz = 20 — Q; = 40 — 2Qy, or
z = Mm; = Mmg. In other words, the multiplier z represents the common value
of marginal profit (equalized across the two markets). The actual value of M
in each marketis z = 10. Thus, if the manager could increase total sales (above
25), he would increase profit by 10 per unit of additional capacity.

To sum up, the use of Lagrange multipliers is a powerful method. It effec-
tively allows us to treat constrained problems as though they were uncon-
strained.?

Questions and Problems

1. The economist Arthur Laffer has long argued that lower tax rates, by
stimulating employment and investment, can lead to increased tax revenue
to the government. If this prediction is correct, a tax rate reduction
would be a win-win policy, good for both taxpayers and the government.
Laffer went on to sketch a tax revenue curve in the shape of an upside-
down U.

In general, the government’s tax revenue can be expressed as
R =t - B(t), where t denotes the tax rate ranging between 0 and 1
(i.e., between 0 and 100 percent) and B denotes the tax base. Explain
why the tax base is likely to shrink as tax rates become very high. How
might this lead to a U-shaped tax revenue curve?

2. The economic staff of the U.S. Department of the Treasury has been
asked to recommend a new tax policy concerning the treatment of the
foreign earnings of U.S. firms. Currently the foreign earnings of U.S.
multinational companies are taxed only when the income is returned to

%It is important to note that the method of Lagrange multipliers is relevant only in the case of
binding constraints. Typically, we begin by seeking an unconstrained optimum. If such an opti-
mum satisfies all of the constraints, we are done. If one or more constraints are violated, however,
we apply the method of Lagrange multipliers for the solution.
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the United States. Taxes are deferred if the income is reinvested abroad.
The department seeks a tax rate that will maximize total tax revenue from
foreign earnings. Find the optimal tax rate if
a. B(t) =80 — 100t
b. B(t) = 80 — 240¢>
c. B(t) = 80 — 80V/4,
where B(t) is the foreign earnings of U.S. multinational companies
returned to the United States and t is the tax rate.
3. A firm’s total profit is given by m = 20x — x* + 16y — 2y*.
a. What values of x and y will maximize the firm’s profit?
b. Repeat part (a) assuming the firm faces the constraintx +y = 8.
c. Repeat part (a) assuming the constraintis x + .5y =< 7.5.



Optimization Using
Spreadsheets

We have already encountered several quantitative approaches to optimizing
a given objective: enumeration, graphic solutions, and (in the preceding
appendix) calculus. To these we can add a fourth approach: spreadsheet-
based optimization. Over the past 25 years, spreadsheets have become pow-
erful management tools. Modeling a quantitative decision on a spreadsheet
harnesses the power of computer calculation instead of laborious pencil-and-
paper figuring. Besides helping to define and manage decision problems,
spreadsheets also compute optimal solutions with no more than a click of a
mouse. There are many leading spreadsheet programs—Excel, Calc, Google
Docs, Lotus 123, Quattro Pro, to name a few—and all work nearly the same
way. To review the fundamentals of spreadsheet use, let’s revisit the microchip
example.

Table 2A.1 shows this example depicted in an Excel spreadsheet. The
spreadsheet consists of a table of cells. Besides the title in row 2, we have typed
labels (Quantity, Price, MR) in rows 5 and 10. We have also entered the num-
ber 2.0 in cell B7 (highlighted in colored type). This cell houses our basic deci-
sion variable, output. For the moment, we have set microchip output at 2.0
lots. Cells C7 to F7 show the price, revenue, cost, and profit results of produc-
ing 2.0 lots. These cells are linked via formulas to our output cell. For instance,
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TABLE 2A.1

Optimizing a
Spreadsheet
B C D E F G
1
2 THE OPTIMAL OUTPUT OF MICROCHIPS
3
4
5 Quantity Price Revenue Cost Profit
6
7 2.0 130 260 176 84
8
9
10 MR MC Mprofit
11
12 90 38 52
13
14

consider cell C7 showing a price of 130. When we created the spreadsheet, we
typed the formula:

= 170 — 20*B7,

into cell C7 (and then pressed return). This formula embodies the price equa-
tion, P = 170 — 20Q. By entering the preceding spreadsheet formula, we are
telling the computer to subtract 20 times the value of cell B7 from 170 and to
enter the resulting numerical value in cell C7. (Note: We typed a formula, not
the number 130, into this cell.)

The other numerical values are similarly determined by formulas. Thus, in
cell D7, we entered the formula: = B7#C7, instructing the spreadsheet to com-
pute revenue as the product of the price and quantity cells. In cell E7, we
entered the cost formula: = 100 + 38*B7. In cell F7, we computed profit by
entering: = D7 — E7, and in cell D12, we computed MR by entering: = 170 —
40*B7. Indeed, to gain experience with the ways of spreadsheets, we suggest
that you start with a blank spreadsheet and re-create Table 2A.1 for yourself—
that is, type in labels, numerical values, and formulas as indicated. (Note: Typing



Special Appendix to Chapter 2 Optimization Using Spreadsheets

in cell addresses is not the only way to enter formulas. The quickest way is to
mouse click on the cell that is part of the formula.)

With the spreadsheet in hand, there are several ways to determine the
microchip firm’s profit-maximizing output. The most primitive way is to try
various numerical values in cell B7, observe the resulting profit results in cell
F7, and, thereby, identify the optimal output. This represents solution by enu-
meration. A second, more expeditious approach uses MR and MC as guides.
Again, values in cell B7 are varied by hand, but this time systematically. Output
should be increased as long as MR exceeds MC; it should be cut if MC exceeds
MR. When MR equals MC, the profit-maximizing level of output has been
attained.

A third approach is to direct the computer to optimize the spreadsheet.
The top menu in Table 2A.2 illustrates Excel’s optimizer, called “Solver,”
which is called by clicking on the “Solver” listing found under the “Tools”
menu. By completing the menu in Table 2A.2, one instructs the computer to
optimize the spreadsheet. In the menu, we have (1) entered target cell F7
(the profit cell), (2) to be maximized, (3) by varying cell B7. Then, after one
clicks on the solve box, the computer finds a new numerical value in cell B7
that maximizes cell F7. (The value one starts with in cell B7 doesn’t matter;
the computer will replace it with the optimal value it finds.) Using an inter-
nal mathematical algorithm, Solver finds the optimal level of output, 3.3 lots,
places this value in cell B7, and the other cells (price, revenue, cost, and so
on) change accordingly.

This simple example illustrates but does not do full justice to the power of
spreadsheet optimization. In fact, optimizers are designed to solve complex
problems involving many decision variables and multiple constraints. For
instance, the firm’s profit might well depend on several decision variables: out-
put, advertising spending, the size of its direct sales force. Here, in order to
maximize profit, the manager would specify multiple variable cells in the solver
menu. In addition, the firm might face various constraints in its quest for max-
imum profit. For instance, suppose the microchip producer was quite sure that
setting a price greater than $91,000 per lot would attract a cutthroat competi-
tor whose sales of “cloned” chips would decimate the firm’s own profit. In this
case, management’s constrained optimization problem would include the
requirement that the value in price cell C7 should not exceed 91. The bottom
menu in Table 2A.2 includes this new constraint. The spreadsheet’s new opti-
mal solution (not shown) becomes 3.95 lots, implying exactly a $91,000 price
and a reduced profit of $109,350.

To sum up, the beauty of any spreadsheet-based optimization program is
that, upon execution, it instantly computes all optimal values consistent with
satisfying all constraints.
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TABLE 2A.2

Optimizing a Spreadsheet
Solver Parameters

Change
Delete

Solver Parameters

© max

$CH7 <91
Change
Delete

Options

Options
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Demand Analysis
and Optimal Pricing

There’s no brand loyalty so strong that the offer of “penny off”
can’t overcome it.

A MARKETING APHORISM

Anyone who has traveled via commercial airline, even on an infrequent basis, knows there is a bewil-
dering plethora of fares for the same route. Besides the standard first-class and coach fares, there
are discount fares for round-trip travel and for travelers who book two or more weeks in advance,
leave during the week, stay over Saturday night, or fly standby. The fare structure is daunting not
only for travelers but also for the airlines. In determining the standard coach fare on a particular
route, the airline has to consider (1) the cost of the flight (including fuel, labor, and administra-
tive costs), (2) the historical pattern of business and leisure use on the route, (3) overall economic
conditions (which affect travel demand), and (4) the prices charged by competing airlines.
Together the airlines mount some 31,000 domestic flights each day, and they repeatedly alter prices
on their computerized reservation systems as conditions change.

Among airlines, the name of the game is yield management: how to price seat by seat to gen-
erate the greatest possible profit. For instance, airlines typically sell higher-priced tickets to business
travelers who cannot take advantage of supersaver and other discount fares. At the same time, they
sell other seats on the same flight at sharply lower prices to attract price-sensitive vacation travelers.
A classic example of yield management is the competitive route between Los Angeles and Kennedy
Airport in New York." During June 2004, the cabin of a 158-seat aircraft along this route featured

IThese fares are reported in “Equalizing Air Fares,” The Wall Street Journal (August 17, 2004), p. B1.
Fares that vary widely according to strength of demand, not distance, are reported in S. McCartney,
“You Paid What for That Flight?” The Wall Street Journal (August 26, 2010), p. D1.

Airline Ticket
Pricing
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scores of fares, ranging from first-class roundtrip tickets at $2,400 and greater to discount tickets
below $250. On average, half the tickets sold for fares below $400, some 20 percent of tickets were
priced above $800, with the remainder priced in between. Some travelers cashed in frequent flier
miles. Some purchased at discounts from third-party providers; others received lower fares for
restricted tickets requiring Saturday stayovers. In general, early buyers paid less, but fares fluctuated
day-to-day depending on demand.

The question here is: How can demand analysis help the airlines win the game of yield

management?

In Chapter 2, we presented a simple model of profit maximization. There the
manager began with demand and cost functions and used them to determine
the profit-maximizing price and output level for a given product or service. In
this chapter, we will take a closer look at demand and the role it plays in man-
agerial decision making.

The notion of demand is much richer than the simple formulation given
in Chapter 2. For instance, up until now we have studied the dependence of
demand on a single factor: price. We begin this chapter by considering the
multiple determinants of demand. Next, we look more closely at the respon-
siveness of demand to these factors, a concept captured in the basic definition
of elasticity. In the remaining sections, we present a richer formulation of
demand and show how it can be used to guide managers in their goal of max-
imizing profits. Toward this end, we will refine our optimization techniques to
account for more complicated demand conditions—those that include the pos-
sibilities of market segmentation and price discrimination.

DETERMINANTS OF DEMAND

The Demand Function

To illustrate the basic quantitative aspects of demand, let’s start with a concrete
example: the demand for air travel.? Put yourself in the position of a manager for
aleading regional airline. One of your specific responsibilities is to analyze the
state of travel demand for a nonstop route between Houston, Texas, and a rap-
idly growing city in Florida. Your airline flies one daily departure from each
city to the other (two flights in all) and faces a single competitor that offers
two daily flights from each city. Your task is complicated by the fact that the
number of travelers on your airline (and therefore the revenue your company
earns) has fluctuated considerably in the past three years. Reviewing this past
experience, you realize the main determinants of your airline’s traffic are your
own price and the price of your competitor. In addition, traffic between the two

2We are not ready yet to analyze the complicated problem of setting multiple fares described in the
opening of this chapter. That must wait until the concluding section.
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cities was brisk during years in which the Texas and Florida economies enjoyed
rapid expansion. But, during the slowdown of 2008, air travel fell between the
two cities.

Your immediate goal is to analyze demand for coach-class travel between
the cities. (The small aircraft used on this route does not accommodate first-
class seating.) You begin by writing down the following demand function:

Q = f(P,P,Y). [3.1]

This expression reads, “The number of your airline’s coach seats sold per flight
(Q) depends on (is a function of) your airline’s coach fare (P), your competi-
tor’s fare (P°), and income in the region (Y).” In short, the demand function
shows, in equation form, the relationship between the quantity sold of a good
or service and one or more variables.

The demand function is useful shorthand, but does not indicate the exact
quantitative relationship between Q and P, P°, and Y. For this we need to write
the demand function in a particular form. Suppose the economic forecasting
unit of your airline has supplied you with the following equation, which best
describes demand:

Q=25+ 3Y + P° — 2P. [3.2]

Like the demand equations in Chapter 2, Equation 3.2 predicts sales quantity
once one has specified values of the explanatory variables appearing on the
right-hand side.®> What does the equation say about the present state of
demand? Currently your airline and your competitor are charging the same
one-way fare, $240. The current level of income in the region is 105.4 Putting
these values into Equation 3.2, we find that

25 + 3(105) + 1(240) — 2(240)
100 seats.

Q

A comparison of this prediction with your airline’s recent experience shows
this equation to be quite accurate. In the past three months, the average num-
ber of coach seats sold per flight (week by week) consistently fell in the 90- to
105-seat range. Since 180 coach seats are available on the flight, the airline’s
load factor is 100/180 = 55.5 percent.

3Methods of estimating and forecasting demand are presented in Chapter 4.

This value is an index of aggregate income—business profits and personal income—in Texas and
Florida. The index is set such that rea/income (i.e., after accounting for inflation) in 2005 (the so-
called base year) equals 100. Thus, a current value of 105 means that regional income has increased
5 percent in real terms since then. In the depth of the Texas recession, the index stood at 87,213
percent reduction in real income relative to the base year.
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CHECK
STATION 1

The demand equation can be used to test the effect of changes in any of
the explanatory variables. From Equation 3.2, we see that

1. For each point increase in the income index, 3 additional seats will be
sold.

2. For each $10 increase in the airline’s fare, 20 fewer seats will be sold.

3. For each $10 increase in the competitor’s fare, 10 additional seats will
be sold.

Each of these results assumes the effect in question is the only change that occurs;
that is, all other factors are held constant. In fact, the total change in demand
caused by simultaneous changes in the explanatory variables can be expressed as

AQ = 3AY + 1AP° — 2AP, [3.3]

where A means “change in.” Thus, if income increases by 5 index points while
both airline prices are cut by $15, we find AQ = 3(5) + 1(—15) — 2(—15) =
30 seats. Your airline would expect to sell 30 additional seats on each flight.

The Demand Curve and Shifting Demand

Suppose that, in the immediate future, regional income is expected to remain
at 105 and the competitor’s fare will stay at $240. However, your airline’s fare
is not set in stone, and you naturally are interested in testing the effect of dif-
ferent possible coach prices. Substituting the values of Y and P° into Equation
3.2’s demand function, we find that

Q =25 + 3(105) + 1(240) — 2P, [3.4]
= 580 — 2P

Like the basic demand equation facing the microchip producer in Chapter 2,
Equation 3.4 relates the quantity of the good or service sold to its price. Here,
however, it is important to remember that, in the background, all other factors
affecting demand are held constant (at the values Y = 105 and P° = 240). Of
course, it is a simple matter to graph this demand equation as a demand curve.
(Do this yourself as practice.) As usual, the demand curve is downward sloping.’

5We can graph the demand curve (by putting quantity and price on the respective axes), but we
cannot graph the demand function (because this involves four variables and we do not have four
axes). Thus, graphing a particular demand curve requires holding all other factors constant.
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Starting from an initial price, by varying the coach fare up or down, we
move along (respectively up and down) the demand curve. A higher price
means lower sales. But what happens if there is a change in one of the other
factors that affect demand? As we now show, such a change causes a shift in the
demand curve. To illustrate, suppose that a year from now P° is expected to be
unchanged but Yis forecast to grow to 119. What will the demand curve look
like a year hence? To answer this question, we substitute the new value, Y = 119
(along with P° = 240), into the demand function to obtain

Q = 622 — 2P. [3.5]

Now compare the new and old demand equations. Observe that they are of
the same form, with one key difference: The constant term of the new
demand curve is larger than that of the old. Therefore, if your airline were
to leave its own fare unchanged a year from now, you would enjoy a greater
volume of coach traffic. Figure 3.1 underscores this point by graphing both
the old and new demand curves. Note that the new demand curve consti-
tutes a parallel shift to the right (toward greater sales quantities) of the old
demand curve. At P = $240, current demand is 100 seats per flight. At the
same fare, coach demand one year from now is forecast to be 142 seats (due
to the increase in regional income), a gain of 42 seats. In fact, for any fare
your airline might set (and leave unchanged), demand a year from now is

FIGURE 3.1
Price A Shift in Demand
B Due to growth in
regional income, the
$311 airline’s demand curve
290 P=311-Q/2 in one year's time lies

to the right of its cur-
rent demand curve. At
an unchanged price a
year from now, it
expects to sell 42 addi-
tional seats on each
flight.

240

L
100 142 580 622

Quantity of Units Sold
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predicted to grow by 42 seats. Thus, we confirm that there is a 42-unit right-
ward shift in the demand curve from old to new demand.

Another way to think about the effect of the increase in regional income
is to write down the equations for the market-clearing price for the old and
new demand curves. These are

P =290 — Q/2 (old) [3.6]
P = 311 — Q/2 (new)

Thus, if your airline seeks to sell the same number of seats a year from now
that it does today, it can do so while raising the coach ticket price by $21 (the
difference between 311 and 290). To see this in Figure 3.1, fix the quantity and
read the higher price off the new demand curve.

General Determinants of Demand

The example of demand for air travel is representative of the results found for
most goods or services. Obviously, the good’s own price is a key determinant of
demand. (We will say much more about price later in the chapter.) Close
behind in importance is the level of income of the potential purchasers of the
good or service. A basic definition is useful in describing the effect of income
on sales: A product is called a normal good if an increase in income raises its
sales. In our example, air travel is a normal good. For any normal good, sales
vary directly with income; that is, the coefficient on income in the demand
equation is positive. As an empirical matter, most goods and services are nor-
mal. Any increase in consumer income is spread over a wide variety of goods
and services. (Of course, the extra spending on a given good may be small or
even nearly zero.) Likewise, when income is reduced in an economy that is
experiencing a recession, demand falls across the spectrum of normal goods.
For a small category of goods (such as certain food staples), an increase in
income causes a reduction in spending. These are termed inferior goods. For
instance, an individual of moderate means may regularly consume a large quan-
tity of beans, rice, and ground meat. But, after experiencing an increase in
income, the individual can better afford other foods and therefore reduces his
consumption of the old staples.

A third set of factors affecting demand are the prices of substitute and com-
plementary goods. As the term suggests, a substitute good competes with and
can substitute for the good in question. In the airline example, travel on one
airline serving the same intercity route is a very close substitute for travel on the
other. Accordingly, an increase in the price of the substitute good or service causes an
increase in demand for the good in question (by making it relatively more attractive
to purchase). Note that substitution in demand can occur at many levels. For
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instance, the airline’s sales along the route are affected not only by changes in
competing airline fares but also by train and bus fares and auto-operating costs.
To a greater or lesser degree, these other modes of transportation are substi-
tutes for air travel.

A pair of goods is complementary if an increase in demand for one causes
an increase in demand for the other. For instance, an increase in the sales of
new automobiles will have a positive effect on the sales of new tires. In par-
ticular, tire manufacturers are very interested in the prices car manufactur-
ers announce for new models. They know that discount auto prices will spur
not only the sales of cars, but also the sales of tires. The price of a comple-
mentary good enters negatively into the demand function; thatis, an increase
in the price of a complementary good reduces demand for the good in question. For
example, Florida resort packages and travel between Houston and Florida
are to some extent complementary. Thus, the price of resort packages would
enter with a negative coefficient into the demand function for travel along
the route.’

Finally, a wide variety of other factors may affect the demand for particu-
lar goods and services. Normal population growth of prime groups that con-
sume the good or service will increase demand. As the populations of Houston
and the Florida city grow, so will air travel between them. The main determi-
nant of soft-drink sales is the number of individuals in the 10-to-25 age group.
Changes in preferences and tastes are another important factor. Various trends
over the past 20 years have supported growth in demand for new foods (diet,
natural, organic), new electronic products (cell phones, digital cameras, MP3
players, CD and DVD players), new recreation services (exercise, travel, tan-
ning salons, and so on). The list is endless.

ELASTICITY OF DEMAND

Price Elasticity

Price elasticity measures the responsiveness of a good’s sales to changes in
its price. This concept is important for two reasons. First, knowledge of a
good’s price elasticity allows firms to predict the impact of price changes on
unit sales. Second, price elasticity guides the firm’s profit-maximizing pric-
ing decisions.

Let’s begin with a basic definition: The price elasticity of demand is
the ratio of the percentage change in quantity and the percentage change

6Although we say that autos and tires are complementary goods, the cross-price effects need
not be of comparable magnitudes. Auto prices have a large impact on tire sales, but tire prices
have a very minor impact on auto sales because they are a small fraction of the full cost of a
new car.
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in the good’s price, all other factors held constant. In algebraic terms,
we have

% change in Q

% change in P

_AQ/Q (Q1 — Q0)/ Qo
AP/P (P1 — Pg) /Py

where Py and Q) are the initial price and quantity, respectively. For example,
consider the airline’s demand curve as described in Equation 3.4. At the cur-
rent $240 fare, 100 coach seats are sold. If the airline cut its price to $235, 110
seats would be demanded. Therefore, we find

_ (110 — 100)/100 B 10.0% _
P (285 — 240)/240 —2.1%

—4.8.

In this example, price was cut by 2.1 percent (the denominator), with the result
that quantity increased by 10 percent (the numerator). Therefore, the price
elasticity (the ratio of these two effects) is —4.8. Notice that the change in quan-
tity was due solely to the price change. The other factors that potentially could
affect sales (income and the competitor’s price) did not change. (The require-
ment “all other factors held constant” in the definition is essential for a mean-
ingful notion of price elasticity.) We observe that there is a large percentage
quantity change for a relatively small price change. The ratio is almost fivefold.
Demand is very responsive to price.

Price elasticity is a key ingredient in applying marginal analysis to
determine optimal prices. Because marginal analysis works by evaluating
“small” changes taken with respect to an initial decision, it is useful to measure
elasticity with respect to an infinitesimally small change in price. In this
instance, we write elasticity as

_4Q/Q 3 8:
By = /b [3.8a]

We can rearrange this expression to read

5= ()G)

P drP /\Q/°

In words, the elasticity (measured at price P) depends directly on dQ) /dP, the
derivative of the demand function with respect to P (as well as on the ratio of

Pto Q).

[3.8b]
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The algebraic expressions in Equations 3.7 and 3.8a are referred to as point
elasticities because they link percentage quantity and price changes at a price-
quantity point on the demand curve. Although most widely used, point elasticity
measures are not the only way to describe changes in price and quantity. A
closely related measure is arc price elasticity, which is defined as

_AQ/Q
P AP/P

where Q is the average of the two quantities, Q = (Qp + Q;)/2, and P is
the average of the two prices, P = (P, + Py)/2. In the airline example, the
average quantity is 105 seats, the average price is $237.50, and the arc price
elasticity is (10/105) /(—5/237.5) = — 4.5.

The main advantage of the arc elasticity measure is that it treats the prices
and quantities symmetrically; that is, it does not distinguish between the “initial”
and “final” prices and quantities. Regardless of the starting point, the elasticity is
the same. In contrast, in computing the elasticity via Equation 3.7, one must be
careful to specify Py and Q. To illustrate, suppose the initial airfare is $235 and
110 seats are filled. The elasticity associated with a price hike to $240 (and a drop
to 100 seats) is Ep = (—10/110)/(5/235) = —4.3. Thus, we see that the elastic-
ity associated with the change is —4.8 or —4.3, depending on the starting point.

The overriding advantage of point elasticities (Equation 3.8a) is their appli-
cation in conjunction with marginal analysis. For instance, a firm’s optimal
pricing policy depends directly on its estimate of the price elasticity, Ep =
(dQ/Q)/(dP/P). In this and later chapters, we will focus on point elasticities
in our analysis of optimal decisions.”

Elasticity measures the sensitivity of demand with respect to price. In
describing elasticities, it is useful to start with a basic benchmark. First, demand
is said to be unitary elastic if Ep = —1. In this case, the percentage change in
price is exactly matched by the resulting percentage change in quantity, butin
the opposite direction. Second, demand is inelastic if —1 < Ep = 0. The term
inelastic suggests that demand is relatively unresponsive to price: The percent-
age change in quantity is less (in absolute value) than the percentage change
in price. Finally, demand is elastic if Ep << —1. In this case, an initial change in
price causes a larger percentage change in quantity. In short, elastic demand
is highly responsive, or sensitive, to changes in price.

The easiest way to understand the meaning of inelastic and elastic demand
is to examine two extreme cases. Figure 3.2a depicts a vertical demand curve
representing perfectly inelastic demand, Ep = 0. Here sales are constant (at

As long as the price change is very small, the point elasticity calculated via Equation 3.7 will vary
little whether the higher or lower price is taken as the starting point. Furthermore, this value will
closely approximate the exact measure of elasticity given by Equation 3.8a.
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FIGURE 3.2
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Q = 100) no matter how high the price charged. Thus, for any price change,
the quantity change is zero, and therefore so is the elasticity.8 Figure 3.2b
depicts the opposite extreme: a horizontal demand curve where demand is
perfectly elastic, Ep = —. The horizontal curve indicates that the firm can
sell as much output as it likes at the given price; whether it sells a large or small
output quantity will have no effect on its price. In this case, we say that the mar-
ket determines the firm’s price. (Note also that the firm can sell nothing at a
higher-than-market price.) Demand is called perfectly elastic because sales are
infinitely sensitive to price. To see this, consider the nearly horizontal demand
curve in Figure 3.2 and observe that any small price change causes a very large
quantity change in the opposite direction. For horizontal demand, the quan-
tity change becomes infinite for any price change, even one approaching zero;
thus, the elasticity ratio becomes infinite, Ep = —co.

CHECK
STATION 2

FACTORS AFFECTING PRICE ELASTICITY What determines whether the
demand for a good is price elastic or price inelastic’ Here are four important
factors.

A first factor is the degree to which the good is a necessity. If a good or
service is not considered essential, the purchaser can easily do without it—if
and when the price becomes too high—even if there are no close substitutes.
In that case, demand is elastic. If the good is a necessary component of con-
sumption, it is more difficult to do without it in the face of a price increase.
Thus, demand tends to be price inelastic.

A second factor is the availability of substitutes. With many substitutes, con-
sumers easily can shift to other alternatives if the price of one good becomes
too high; demand is elastic. Without close substitutes, switching becomes more
difficult; demand is more inelastic. For this reason, industry demand tends to be
much less elastic than the demand facing a particular firm in the industry. If one firm’s
price increases, consumers are able to go to other firms quite easily. Thus, the
demand facing a single firm in an industry may be quite elastic because com-
petitors produce goods that are close substitutes. But consider what happens
if the industry price goes up, that is, all firms in the industry increase their prices
in unison. In this case, price-sensitive consumers are limited in their course of
action: to do without the good or to find a good in another industry to replace
it. If these options are infeasible, the third option is to pay the higher price.
Thus, industry demand is less elastic. The same point applies to the case where

8 Caution: The strictly vertical demand curve should be thought of as a hypothetical, limiting case,
not something that could occur in practice. If it did occur, the firm could raise the good’s price as
high as it wished, maintaining an unchanged level of sales. By doing so, it would earn unlimited
profit. We all know, however, that there is no such “free lunch” in the business world.
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a single monopolist dominates an industry or product line. Other things being
equal, the monopolist’s demand is less elastic (since it is the sole producer)
than the demand facing a particular firm in a multifirm industry.

A third determinant of price elasticity is the proportion of income a con-
sumer spends on the good in question. The issue here is the cost of searching
for suitable alternatives to the good. It takes time and money to compare sub-
stitute products. If an individual spends a significant portion of income on a
good, he or she will find it worthwhile to search for and compare the prices of
other goods. Thus, the consumer is price sensitive. If spending on the good
represents only a small portion of total income, however, the search for sub-
stitutes will not be worth the time, effort, and expense. Thus, other things being
equal, the demand for small-ticket items tends to be relatively inelastic.

Finally, time of adjustment is an important influence on elasticity. When
the price of gasoline dramatically increased in the last five years, consumers
initially had little recourse but to pay higher prices at the pump. Much of the
population continued to drive to work in large, gas-guzzling cars. As time
passed, however, consumers began to make adjustments. Some commuters
have now switched from automobiles to buses or other means of public tran-
sit. Gas guzzlers have been replaced by smaller, more fuel-efficient cars includ-
ing hybrids. Some workers have moved closer to their jobs, and when jobs turn
over, workers have found new jobs closer to their homes. Thus, in the short
run, the demand for gasoline is relatively inelastic. But in the long run, demand
appears to be much more elastic as people are able to cut back consumption
by a surprising amount. Thus, the time of adjustment is crucial. As a general
rule, demand is more elastic in the long run than in the short run.

Other Elasticities

The elasticity concept can be applied to any explanatory variable that affects
sales. Many of these variables—income, the prices of substitutes and comple-
ments, and changes in population or preferences—have already been men-
tioned. (An additional important variable affecting sales is the firm’s spending
on advertising and promotion.) To illustrate, consider the elasticity of demand
with respect to income (Y). This is defined as

_ % changein Q  AQ/Q
9 change in Y T AY/Y

Y

in a manner exactly analogous to the earlier price elasticity definition.” Income
elasticity links percentage changes in sales to changes in income, all other

9If an infinitesimal change is considered, the corresponding elasticity expression is Ey =
(dQ/Q)/(dY/Y). In addition, when multiple factors affect demand, the “partial derivative” nota-
tion emphasizes the separate effect of income changes on demand, all other factors held constant.
In this case, we write Ey = (dQ/Q)/ (9Y/Y).
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Jactors held constant. For example, the income elasticity of demand for spend-
ing on groceries is about.25; that is, a 10 percent increase in income results
in only about a 2.5 percent increase in spending in this category. In other
words, a household’s consumption of groceries is relatively insensitive to
changes in income. In contrast, restaurant expenditures are highly sensitive
to income changes. The income elasticity for this type of spending is
about 3.0.

A main impact on the sales outlook for an industry, a firm, or a particular
good or service is the overall strength of the economy. When the economy
grows strongly, so do personal income, business profits, and government
income. Gains in these income categories generate increased spending on a
wide variety of goods and services. Conversely, when income falls during a
recession, so do sales across the economy. Income elasticity thus provides an
important measure of the sensitivity of sales for a given product to swings in the
economy. For instance, if Ey = 1, sales move exactly in step with changes in
income. If Ey > 1, sales are highly cyclical, that is, sensitive to income. For an
inferior good, sales are countercyclical, thatis, move in the opposite direction of
income and Ey < 0.

CROSS-PRICE ELASTICITIES A final, commonly used elasticity links changes
in a good’s sales to changes in the prices of related goods. Cross-price elasticity
is defined as

AQ/Q
EPO =

AP°/P°
where P° denotes the price of a related good or service. If the goods in ques-
tion are substitutes, the cross-elasticity will be positive. For instance, if a 5 per-
cent cut in a competitor’s intercity fare is expected to reduce the airline’s ticket
sales by 2 percent, we find Ep- = (=2%)/(—5%) = .4. The magnitude of Ep-
provides a useful measure of the substitutability of the two goods.'” For exam-
ple, if Epe = .05, sales of the two goods are almost unrelated. If Ep- is very large,
however, the two goods are nearly perfect substitutes. Finally, if a pair of goods
are complements, the cross-elasticity is negative. An increase in the comple-
mentary good’s price will adversely affect sales.

Table 3.1 provides estimated price and income elasticities for selected

goods and services.

1%We could also examine the effect of a change in the airline’s fare on the competitor’s ticket sales.
Note that the two cross-price elasticities may be very different in magnitude. For instance, in our
example the airline flies only half as many flights as its competitor. Given its smaller market share
and presence, one would predict that changes in the airline’s price would have a much smaller
impact on the sales of its larger rival than vice versa.
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TABLE 3.1

Estimated Price and
Income Elasticities for
Selected Goods and

Services

Price Income

Good or Service Elasticity Elasticity
Air travel:

Business —.18 1.1

Nonbusiness —.38 1.8
Automobiles: 1.9

Subcompact —.81

Luxury —2.1
Beef -5 b1
Beer —.36 1.0
Wine —.57 1.0
Cigarettes:

All smokers -7

Ages 15-18 —14
Gasoline (1-year) —.32 .20
Housing .34
Telephone calls

Long distance -5 1.0

Source: Elasticities were compiled by the authors from articles in economic journals and other
published sources.

Price Elasticity and Prediction

Price elasticity is an essential tool for estimating the sales response to possible
price changes. A simple rearrangement of the elasticity definition (Equation 3.7)
gives the predictive equation:

AQ/Q = Ep(AP/P) [3.9]

For instance, in Table 3.1, the short-term (i.e., one-year) price elasticity of
demand for gasoline is approximately —.3. This indicates that if the average
price of gasoline were to increase from $2.50 to $3.00 per gallon (a 20 percent
increase), then consumption of gasoline (in gallons) would fall by only 6 per-
cent (—.3 X 20%). The table also shows that the price elasticity of demand for
luxury cars is —2.1. A modest 5 percent increase in their average sticker price
implies a 10.5 percent drop in sales. (Caution: Equation 3.9 is exact for very
small changes but only an approximation for large percentage changes, over
which elasticities may vary.)
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How does one estimate the impact on sales from changes in two or more
factors that affect demand? A simple example can illustrate the method. In
Table 3.1, the price and income elasticities for nonbusiness air travel are esti-
mated to be Ep = —.38 and Ey = 1.8, respectively. In the coming year, average
airline fares are expected to rise by 8 percent and income by 5 percent. What
will be the impact on the number of tickets sold to nonbusiness travelers? The
answer is found by adding the separate effects due to each change:

AQ/Q = Ep(AP/P) + Ey(AY/Y) [3.10]

Therefore, AQ/Q = (—.38)(8%) + (1.8)(5%) = 6%. Sales are expected to
increase by about 6 percent.

DEMAND ANALYSIS AND OPTIMAL PRICING

In this section, we put demand analysis to work by examining three important
managerial decisions: (1) the special case of revenue maximization, (2) opti-
mal markup pricing, and (3) price discrimination.

Price Elasticity, Revenue, and Marginal Revenue

What can we say about the elasticity along any downward-sloping, linear
demand curve? First, we must be careful to specify the starting quantity and
price (the point on the demand curve) from which percentage changes are
measured. From Equation 3.8b, we know that Ep = (dQ /dP) (P/Q). The slope
of the demand curve is dP/dQ (as it is conventionally drawn with price on the
vertical axis). Thus, the first term in the elasticity expression, dQ /dP, is simply
the inverse of this slope and is constant everywhere along the curve. The term
P/Q decreases as one moves downward along the curve. Thus, along a linear
demand curve, moving to lower prices and greater quantities reduces elastic-
ity; that is, demand becomes more inelastic.

As a concrete illustration of this point, consider a software firm that is try-
ing to determine the optimal price for one of its popular software programs.
Management estimates this product’s demand curve to be

Q = 1,600 — 4P,

where Q is copies sold per week and P is in dollars. We note for future refer-
ence that dQ/dP = —4. Figure 3.3a shows this demand curve as well as the
associated marginal revenue curve. In the figure, the midpoint of the demand
curve is marked by point M: Q = 800 and P = $200. Two other points, A and
B, along the demand curve also are shown.
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The figure depicts a useful result. Any linear demand curve can be divided
into two regions. Exactly midway along the linear demand curve, price elasticity
is unity. To the northwest (at higher prices and lower quantities), demand is
elastic. To the southeast (at lower prices and greater quantities), demand is
inelastic. For example, consider a point on the inelastic part of the curve
such as B: P = $100 and Q = 1,200. Here the point elasticity is Ep =
(dQ/dP) (P/Q) = (—4)(100/1,200) = —.33. Conversely, at a point on the elas-
tic portion of the demand curve such as A (P = $300 and Q = 400), the point
elasticity is Ep = (—4) (300/400) = —3.0.

CHECK
STATION 3

Figure 3.3b depicts the firm’s total revenue curve for different sales volumes.
It displays the familiar shape of an upside-down U. Total revenue increases as
quantity increases up to the revenue peak; at still higher quantities, revenue falls.

Let’s carefully trace the relationship between price elasticity and changes
in revenue. Suppose that management of the software firm is operating at point
A on the demand curve in Figure 3.3a. Its price is $300, it sells 400 copies of the
software program, and it earns $120,000 in revenue per week. Could the firm
increase its revenue by cutting its price to spur greater sales? If demand is elas-
tic, the answer is yes. Under elastic demand, the percentage increase in quan-
tity is greater than the percentage fall in price. Thus, revenue—the product of
price and quantity—must increase. The positive change in quantity more than
compensates for the fall in price. Figure 3.3b shows clearly that starting from
point A, revenue increases when the firm moves to greater quantities (and
lower prices). Starting from any point of elastic demand, the firm can increase
revenue by reducing its price.

Now suppose the software firm is operating originally at point B, where
demand is inelastic. In this case, the firm can increase revenue by raising its
price. Because demand is inelastic, the percentage drop in quantity of sales is
smaller than the percentage increase in price. With price rising by more than
quantity falls, revenue necessarily increases. Again, the revenue graph in Figure
3.3b tells the story. Starting from point B, the firm increases its revenue by
reducing its quantity (and raising its price). As long as demand is inelastic, rev-
enue moves in the same direction as price. By raising price and reducing quan-
tity, the firm moves back toward the revenue peak.

Putting these two results together, we see that when demand is inelastic or
elastic, revenue can be increased (by a price hike or cut, respectively).
Therefore, revenue is maximized when neither a price hike nor a cut will help;
that is, when demand is unitary elastic, Ep = —1. In the software example, the
revenue-maximizing quantity is Q = 800 (Figure 3.3b). This quantity (along
with the price, P = $200) is the point of unitary elasticity (in Figure 3.3a).
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Our discussion has suggested an interesting and important relationship
between marginal revenue and price elasticity. The same point can be made
mathematically. By definition, MR = dR/dQ = d(PQ)/dQ. The derivative of
this product (see Rule 5 of the appendix to Chapter 2) is

MR = P(dQ/dQ) + (dP/dQ)Q [3.11]
= P + P(dP/dQ)(Q/P)

P[1 + (dP/dQ)(Q/P)]

P[1 + 1/Ep].

For instance, if demand is elastic (say, Ep = —3), MR is positive; that is, an
increase in quantity (via a reduction in price) will increase total revenue. If
demand is inelastic (say, Ep = —.6), MR is negative; an increase in quantity
causes total revenue to decline. If elasticity is precisely —1, MR is zero. Figure
3.3a shows clearly the relationship between MR and Ep.

Maximizing Revenue

As we saw in Chapter 2, there generally is a conflict between the goals of max-
imizing revenue and maximizing profit. Clearly, maximizing profit is the appro-
priate objective because it takes into account not only revenues but also
relevant costs. In some important special cases, however, the two goals coin-
cide or are equivalent. This occurs when the firm faces what is sometimes called
a pure selling problem: a situation where it supplies a good or service while
incurring no variable cost (or a variable cost so small that it safely can be
ignored). It should be clear that, without any variable costs, the firm maximizes
its ultimate profit by setting price and output to gain as much revenue as pos-
sible (from which any fixed costs then are paid). The following pricing problems
serve as examples.

¢ A software firm is deciding the optimal selling price for its software.

¢ A manufacturer must sell (or otherwise dispose of) an inventory of
unsold merchandise.

* A professional sports franchise must set its ticket prices for its home
games.

® An airline is attempting to fill its empty seats on a regularly scheduled

flight.

In each of these examples, variable costs are absent (or very small). The cost
of an additional software copy (documentation and disk included) is trivial. In
the case of airline or sports tickets, revenues crucially depend on how many
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tickets are sold. The cost of an additional passenger or spectator is negligible
once the flight or event has been scheduled. As for inventory, production costs
are sunk; selling costs are negligible or very small. Thus, in each case the firm
maximizes profits by setting price and output to maximize revenue.

How does the firm determine its revenue-maximizing price and output?
There are two equivalent answers to this question. The first answer is to apply
Chapter 2’s fundamental rule: MR = MC. In the case of a pure selling problem,
marginal cost is zero. Thus, the rule becomes MR = 0, exactly as one would
expect. This rule instructs the manager to push sales to the point where there
is no more additional revenue to be had—MR = 0—and no further.

From the preceding discussion, we have established a second, equivalent
answer: Revenue is maximized at the point of unitary elasticity. If demand were
inelastic or elastic, revenue could be increased by raising or lowering price,
respectively. The following proposition sums up these results.

Revenue is maximized at the price and quantity for which marginal revenue is zero
or, equivalently, the price elasticity of demand is unity (—1).

Note that this result confirms that the point of unitary elasticity occurs at the
midpoint of a linear demand curve. For the sales quantity at the midpoint,
marginal revenue is exactly zero (since the MR curve cuts the horizontal axis
at the midpoint quantity). But when MR = 0, it is also true that Ep = —1.

CHECK
STATION 4

Optimal Markup Pricing

There is a close link between demand for a firm’s product and the firm’s
optimal pricing policy. In the remainder of this chapter, we will take a close
and careful look at the trade-off between price and profit. Recall that in
Chapter 2, the focus was squarely on the firm’s quantity decision. Once the
firm determined its optimal output by weighing marginal revenue and mar-
ginal cost, it was a simple matter to set price in order to sell exactly that
much output. Now we shift our focus to price and consider a somewhat dif-
ferent trade-off.
To illustrate this trade-off, we can write the firm’s contribution as

Contribution = (P — MC)Q,
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where, for simplicity, MC is assumed to be constant. How should the firm set
its price to maximize its contribution (and, therefore, its profit)? The answer
depends on how responsive demand is to changes in price, that is, on price
elasticity of demand. Raising price increases the firm’s contribution per unit (or
margin), P — MC. But to a greater or lesser degree, a price hike also reduces
the total volume of sales Q. If sales are relatively unresponsive to price (i.e.,
demand is relatively inelastic), the firm can raise its price and increase its mar-
gin without significantly reducing quantity. In this instance, the underlying
trade-off works in favor of high prices.

Alternatively, suppose demand is very elastic. In this instance, a price
increase would bring a large drop in sales to the detriment of total contribu-
tion. Here, the way to maximize contribution (and profit) is to play the other
side of the trade-off. The firm should pursue a policy of discount pricing to
maximize profitability. As we shall see, the correct pricing policy depends on a
careful analysis of the price elasticity of demand. Indeed, when the firm has
the ability to segment markets, it may benefit by trading on demand differ-
ences. As noted in this chapter’s opening example, airlines set a variety of dif-
ferent ticket prices—charging high fares to less price-sensitive business travelers
and discounting prices to economy-minded vacation travelers.

In Chapter 2, we focused on the application of the MR = MC rule as a way
to determine the firm’s optimal level of output. Itis possible to write down and
apply a modified (but exactly equivalent) version of the MR = MC rule to
derive a simple rule for the firm’s profitmaximizing price. The firm’s optimal
price is determined as follows:

P-MC 1
P —Ep’

This equation, called the markup rule, indicates that

The size of the firm’s markup (above marginal cost and expressed as a percentage
of price) depends inversely on the price elasticity of demand for a good or service.

The markup is always positive. (Note that Ep is negative, so the right-hand
side is positive.) What happens as demand becomes more and more price
elastic (i.e., price sensitive)? The right-hand side of the markup rule
becomes smaller, and so does the optimal markup on the left-hand side. In
short, the more elastic is demand, then the smaller is the markup above mar-
ginal cost.!!

HHere is how the markup rule is derived. From Equation 3.11, we know that MR = P[1 + 1/Ep].
Setting MR = MC, we have P + P/Ep = MC. This can be written as P — MC = —P/Ep and, finally,
[P — MC]/P = —1/Ep, the markup rule. Thus, the markup rule is derived from and equivalent to
the MR = MC rule.



Demand Analysis and Optimal Pricing 97

TABLE 3.2

Elasticities and Markup Factor

Optimal Prices Elasticity Ep/(1 + Ep) MC Price
The markup of price -5 3.0 100 300
above marginal cost —-2.0 2.0 100 200
varies inversely with ~30 1.5 100 150
the elasticity of
demand. =5.0 1.25 100 125
—11.0 1.1 100 110
—o0 1.0 100 100

The markup rule is intuitively appealing and is the most commonly noted
form of the optimal pricing rule. Nonetheless, to make computations easier, it
is useful to rearrange the rule to read

Ep
P=|——]|MC. [3.13]
1+ Ep

Using this formula, Table 3.2 lists optimal prices by elasticity. Again, we see that
greater elasticities imply lower prices.

CAUTION The markup rule is applicable only in the case of elastic demand.
Why not inelastic demand? The simple fact is that the firm’s current price cannot
be profit maximizing if demand is inelastic. Under inelastic demand, the firm could
raise its price and increase its revenue. Because it would sell less output at the
higher price, it also would lower its production cost at the same time. Thus,
profit would increase. In short, the firm should never operate on the inelastic
portion of its demand curve. It should increase profit by raising price and mov-
ing to the elastic portion; the optimal markup rule tells it exactly how far it
should move into the elastic region of demand.

The markup rule is a formal expression of the conventional wisdom that pricc  Business Behavior:
should depend on both demand and cost. The rule prescribes how prices should be Pricing in
determined in principle. In practice, managers often adopt other pricing Practice
policies. The most common practice is to use full-cost pricing. With this method,

price is

P = (1 + m)AC, [3.14]

where AC denotes total average cost (defined as total cost divided by total out-
put) and m denotes the markup of price above average cost.
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CHECK
STATION 5

Our study of optimal managerial decisions suggests two points of criticism
about full-cost pricing. First, full-cost pricing uses average cost—the incorrect
measure of relevant cost—as its base. The logic of marginal analysis in general
and the optimal markup rule (Equation 3.13) in particular show that optimal
price and quantity depend on marginal cost. Fixed costs, which are counted in
AC butnotin MC, have no effect on the choice of optimal price and quantity.12
Thus, to the extent that AC differs from MC, the full-cost method can lead to
pricing errors.

Second, the percentage markup should depend on the elasticity of
demand. There is considerable evidence that firms vary their markups in rough
accord with price elasticity.!®> Gourmet frozen foods carry much higher
markups than generic food items. Inexpensive digital watches ($15 and under)
have lower markups than fine Swiss watches or jewelers’ watches. Designer
dresses and wedding dresses carry much higher markups than off-the-rack
dresses. In short, producers’ markups are linked to elasticities, at least in a qual-
itative sense. Nonetheless, it is unlikely that firms’ full-cost markups exactly
duplicate optimal markups. Obviously, a firm that sets a fixed markup irrespec-
tive of elasticity is needlessly sacrificing proﬁt.14

12Fixed costs obviously are important for the decision about whether to produce the good. For
production to be profitable in the long run, price must exceed average cost, P = AC. If not, the
firm should cease production and shut down. Chapter 6 provides an extensive discussion of this
so-called shut-down rule for firms producing single and multiple products.

310 evaluating the practice of full-cost pricing, the real issue is how close it comes to duplicat-
ing optimal markup pricing. Even if firms do not apply the optimal markup rule, they may price
as though they did. For instance, a firm that experiments with different full-cost markups may
soon discover the profit-maximizing price (without ever computing an elasticity). In contrast, a
rival firm that retains a suboptimal price will earn a lower profit and ultimately may be driven
from the highly competitive market. So-called natural economic selection (elimination of less
profitable firms) means that the surviving firms are ones that have succeeded in earning maxi-
mum profits.

In some circumstances, full-cost pricing is a lower-cost alternative to the optimal markup rule.
Estimating the price elasticities necessary for setting optimal markups is sometimes quite costly.
Accordingly, the firm may choose to continue its current pricing policy (believing it to be approx-
imately optimal) rather than generating new and costly elasticity estimates and setting a new
markup.

MFor an instance of an entrepreneur suboptimally operating on the inelastic portion of the
demand curve, see S. Leavitt, “An Economist Sells Bagels: A Case Study in Profit Maximization,”
Working Paper 12152, National Bureau of Economic Research (March 2006).
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Price Discrimination

Price discrimination occurs when a firm sells the same good or service to dif-
ferent buyers at different prices.!® As the following examples suggest, price
discrimination is a common business practice.

¢ Airlines charge full fares to business travelers, while offering discount
fares to vacationers.

¢ Firms sell the same products under different brand names or labels at
different prices.

¢ Providers of professional services (doctors, consultants, lawyers, etc.)
set different rates for different clients.

® Manufacturers introduce products at high prices before gradually
dropping price over time.

¢ Publishers of academic journals charge much higher subscription
rates to libraries and institutions than to individual subscribers.

* Businesses offer student and senior citizen discounts for many goods
and services.

® Manufacturers sell the same products at higher prices in the retail
market than in the wholesale market.

® Movies play in “firstrun” theaters at higher ticket prices before being
released to suburban theaters at lower prices.

When a firm practices price discrimination, it sets different prices for dif-
ferent market segments, even though its costs of serving each customer group
are the same. Thus, price discrimination is purely demand based. Of course,
firms may also charge different prices for the “same” good or service because
of cost differences. (For instance, transportation cost may be one reason why
the same make and model of automobile sells for significantly different prices
on the West and East coasts.) But cost-based pricing does not fall under the
heading of price discrimination.

Price discrimination is a departure from the pricing model we have exam-
ined up to this point. Thus far, the firm has been presumed to set a single
market-clearing price. Obviously, charging different prices to different market
segments, as in the examples just listed, allows the firm considerably more pric-
ing flexibility. More to the point, the firm can increase its profit with a policy
of optimal price discrimination (when the opportunity exists).

15Here, we are discussing legal methods of price discrimination; that is, we are using the term
discrimination in its neutral sense. Obviously, the civil rights laws prohibit economic discrimina-
tion (including unfair pricing practices) based on gender, race, or national origin. The antitrust
statutes also limit specific cases of price discrimination that can be shown to significantly reduce
competition.
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Two conditions must hold for a firm to practice price discrimination prof-
itably. First, the firm must be able to identify market segments that differ with
respect to price elasticity of demand. As we show shortly, the firm profits by
charging a higher price to the more inelastic (i.e., less price-sensitive) market
segment(s). Second, it must be possible to enforce the different prices paid by
different segments. This means that market segments receiving higher prices
must be unable to take advantage of lower prices. (In particular, a low-price
buyer must be unable to resell the good or service profitably to a high-price
buyer.) The conditions necessary to ensure different prices exist in the pre-
ceding examples. Sometimes the conditions are quite subtle. Business travelers
rarely can purchase discount air tickets because they cannot meet advance-
booking or minimum-stay requirements. First-run moviegoers pay a high ticket
price because they are unwilling to wait until the film comes to a lower-price
theater.

How can the firm maximize its profit via price discrimination? There are
several (related) ways to answer this question. The markup rule provides a
ready explanation of this practice. To illustrate, suppose a firm has identified
two market segments, each with its own demand curve. (Chapter 4 discusses the
means by which these different demand curves can be identified and esti-
mated.) Then the firm can treat the different segments as separate markets for
the good. The firm simply applies the markup rule twice to determine its opti-
mal price and sales for each market segment. Thus, it sets price according to
P = [Ep/(1 + Ep) IMC (Equation 3.13) separately for each market segment.
Presumably the marginal cost of producing for each market is the same. With
the same MC inserted into the markup rule, the difference in the price charged
to each segment is due solely to differences in elasticities of demand. For
instance, suppose a firm identifies two market segments with price elasticities
of —5 and —3, respectively. The firm’s marginal cost of selling to either seg-
ment is $200. Then, according to the markup rule, the firm’s optimal prices are
$250 and $300, respectively. We see that the segment with the more inelastic
demand pays the higher price. The firm charges the higher price to less price-
sensitive buyers (with little danger of losing sales). At the same time, it attracts
the more price-sensitive customers (who would buy relatively little of the good
at the higher price) by offering them a discounted price. Thus, by means of
optimal price discrimination, the firm maximizes its proﬁt.16

Here is another way to make the same point. Suppose the firm initially made the mistake of
charging the same price to both market segments. The markup rule says it can increase its profit
by raising one price and lowering the other. Let’s check that this is the case. At the common price,
let the first segment’s demand be more elastic. Now suppose the firm lowers the price charged to
the first segment and raises the price charged to the second in just the right amounts to maintain
the same {fotal sales. Given the differences in elasticities, it can do so while increasing the average
price at which it sells units. With a higher average price and the same total number of units sold,
the dual-pricing strategy has increased revenue. (The revenue gained from the first segment
exceeds the revenue lost from the second.) With total output unchanged, profit has increased.
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Like the method just described, a second approach to price discrimina-
tion treats different segments as distinct markets and sets out to maximize profit
separately in each. The difference is that the manager’s focus is on optimal
sales quantities rather than prices. The optimal sales quantity for each market
is determined by setting the extra revenue from selling an extra unit in that
market equal to the marginal cost of production. In short, the firm sets MR =
MC in each market.

In the first example in Chapter 1, an automobile producer faced the problem
of pricing its output at home and abroad. We are now ready to put demand
analysis to work to determine the firm’s optimal decisions. The facts are as
follows: The producer faces relatively little competition at home; it is one of the
most efficient domestic producers, and trade barriers limit the import of
foreign cars. However, it competes in the foreign market with many local and
foreign manufacturers. Under these circumstances, demand at home is likely
to be much more inelastic than demand in the foreign country. Suppose that
the price equations at home (H) and abroad (F) are, respectively,

Py = 30,000 — 50Qy; and Pp = 25,000 — 70Q,

where price is in dollars per vehicle and quantities are annual sales of vehicles
in thousands. Automobiles are produced in a single domestic facility at a mar-
ginal cost of $10,000 per vehicle. This is the MC relevant to vehicles sold in the
domestic market. Shipping vehicles to the foreign market halfway around
the world involves additional transport costs of $1,000 per vehicle. What are the
firm’s optimal sales quantities and prices?

Addressing this question is straightforward, but the answer may come as a
surprise. The quantities of cars sold to the respective markets are determined
by the conditions MRyy = MCyy and MRy = MCy. Therefore, 30,000 — 100Qy;
= 10,000 and 25,000 — 140Qg = 11,000. The optimal quantities and prices
(after substituting back into the demand curves) are Qp = 200 thousand and
Py = $20,000 in the domestic market and Qp = 100 thousand and Pp =
$18,000 in the foreign market. The surprise comes when we compare domes-
tic and foreign prices. Even though the marginal cost of vehicles sold in the for-
eign market is 10 percent higher than that of cars sold domestically, the foreign
price is lower—by some 10 percent—than the domestic price. Why is it prof-
itable for the company to sell on the foreign market at a much lower price than
at home? It must be because demand is much more elastic abroad than it is
domestically. Accordingly, the company’s pricing policy is a textbook case of
an optimal dual-pricing strategy.

DEMAND-BASED PRICING  As these examples indicate, the ways in which firms
price discriminate are varied. Indeed, there are many forms of demand-based

Multinational
Production and
Pricing Revisited
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pricing that are closely related to price discrimination (although not always
called by that name). For instance, resorts in Florida and the Caribbean set
much higher nightly rates during the high season (December to March) than
at off-peak times. The difference in rates is demand based. (The resorts’ oper-
ating costs differ little by season.) Vacationers are willing to pay a much higher
price for warm climes during the North American winter. Similarly, a conven-
ience store, open 24 hours a day and located along a high-traffic route or inter-
section, will set premium prices for its merchandise. (Again, the high markups
are predominantly demand based and only partly based on higher costs.) Like-
wise, golf courses charge much higher prices on weekends than on weekdays.
Each of these examples illustrates demand-based pricing.

FORMS OF PRICE DISCRIMINATION It is useful to distinguish three forms of
price discrimination. The practice of charging different prices to different mar-
ket segments (for which the firm’s costs are identical) is often referred to as
third-degree price discrimination. Airline and movie ticket pricing are exam-
ples. Prices differ across market segments, but customers within a market seg-
ment pay the same price.

Now suppose the firm could distinguish among different consumers within
a market segment. What if the firm knew each customer’s demand curve? Then
it could practice perfect price discrimination. First-degree, or perfect, price
discrimination occurs when a firm sets a different price for each customer and
by doing so extracts the maximum possible sales revenue. As an example, con-
sider an auto dealer who has a large stock of used cars for sale and expects 10
serious potential buyers to enter her showroom each week. She posts different
model prices, but she knows (and customers know) that the sticker price is a
starting point in subsequent negotiations. Each customer knows the maximum
price he or she is personally willing to pay for the car in question. If the dealer
is a shrewd judge of character, she can guess the range of each buyer’s maxi-
mum price and, via the negotiations, extract almost this full value. For instance,
if four buyers’ maximum prices are $6,100, $6,450, $5,950, and $6,200, the per-
fectly discriminating dealer will negotiate prices nearly equal to these values. In
this way, the dealer will sell the four cars for the maximum possible revenue. As
this example illustrates, perfect discrimination is fine in principle but much
more difficult in practice. Clearly, such discrimination requires that the seller
have an unrealistic amount of information. Thus, it serves mainly as a bench-
mark—a limiting case at best.

Finally, second-degree price discrimination occurs when the firm offers dif-
ferent price schedules, and customers choose the terms that best fit their needs.
The most common example is the offer of quantity discounts: For large vol-
umes, the seller charges a lower price per unit, so the buyer purchases a larger
quantity. With a little thought, one readily recognizes this as a form of prof-
itable price discrimination. High-volume, price-sensitive buyers will choose to
purchase larger quantities at a lower unit price, whereas low-volume users will
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purchase fewer units at a higher unit price. Perhaps the most common form of
quantity discounts is the practice of two-part pricing. As the term suggests, the
total price paid by a customer is

P=A+ pQ,

where A is a fixed fee (paid irrespective of quantity) and p is the additional
price per unit. Telephone service, electricity, and residential gas all carry two-
part prices. Taxi service, photocopy rental agreements, and amusement park
admissions are other examples. Notice that two-part pricing implies a quantity
discount; the average price per unit, P/Q = A/Q + p, declines as Q) increases.
Two-part pricing allows the firm to charge customers for access to valuable serv-
ices (via A) while promoting volume purchases (via low p).

Information Goods

In the last 20 years, we have witnessed explosive growth in the provision of
information goods and services. The business press speaks of Internet indus-
tries and e-business markets. The “information” label is meant to be both more
broad based and more precise. An information good could be a database, game
cartridge, news article (in electronic or paper form), piece of music, or piece
of software. Information services range from e-mail and instant messaging to
electronic exchanges and auctions, to brokerage and other financial services,
to job placements. Of course, information services also include all manner of
Internet-based transactions, such as purchasing airline tickets, selling real
estate, procuring industrial inputs, and gathering extensive data on potential
customers.'”

Although the information category is broad, all of the preceding exam-
ples share a common feature: Information is costly to produce but cheap (often cost-
less) to reproduce. In short, any information good or service is characterized by
high fixed costs but low or negligible marginal costs. With marginal costs at or
near zero, the firm’s total costs vary little with output volume, so that average
cost per unit sharply declines as output increases. (Creating a $1 million data-
base to serve 1,000 end-users implies an average cost of $1,000 per user. If,
instead, it served 500,000 end-users, the average cost drops to $2 per user.)
Moreover, with marginal costs negligible, a supplier of an information good
once again faces a pure selling problem: how to market, promote, and price its
product to maximize revenue (and thereby profit).

Not surprisingly, the early history of e-business activities has been charac-
terized by high up-front costs and the pursuit of customers, revenues, and prof-

7A superb discussion of the economics of information goods can be found in C. Shapiro and
H. R. Varian, Information Rules, Chapters 1-3, 7 (Boston: Harvard Business School Press, 1999).
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its, in that order. In 1999 and 2000, Internet start-ups were the beneficiaries of
enormous capital infusions by investors and spectacular market valuations,
sometimes before a trace of revenue had been earned. These early Internet
ventures were properly regarded as investments, and risky ones at that. Early
losses were expected to be balanced by significant future revenues. For
instance, strong revenue growth was the pattern for such information goods as
videotapes, CDs, DVDs, MP3 players, and music downloads (once a critical mass
of consumers had adopted the new technologies).

In many respects, however, information providers face special revenue
issues. First, revenues can be earned in numerous ways. The most familiar
means is simply setting a price per unit, as in the sale of a music CD, a movie
DVD, a piece of software, or content to a Web site. Maximizing total revenue
from sales means identifying the unit price such that Ep = —1. However, there
are myriad other pricing options. When a movie producer sells a DVD to a
video store for rental, it receives a modest price of $8 per unit, but receives
roughly 40 percent of rental revenues from the store. Alternatively, software
may be sold via site license, allowing group users to enjoy a kind of quantity dis-
count. Internet services are sold by monthly subscription, by pay per use (or per
download), or in some combination. Many information services, particularly
search engines such as Google and high-traffic Web portals, earn the bulk of
their cash flows from advertising revenues. Internet advertising includes spon-
sored search links, banner ads, pop-up ads, e-mail advertisements, and even
Web-page sponsorships to promote brand names. Finally, there are all kinds of
indirect revenues. For instance, some information suppliers sell their customer
lists to third parties. It is also important to recognize the numerous trade-offs
between these different revenue sources. Outright DVD sales compete with
DVD rentals. Raising subscription prices lowers traffic and therefore reduces
the effectiveness of Web advertising. Obviously, these trade-offs complicate the
task of maximizing total revenue. In effect, the information supplier faces mul-
tiple, interdependent, and imprecise demand curves.

Second, most information goods exhibit positive network externalities.
This means that customers of a given information good obtain greater value
with a larger network of other connected customers. For instance, wireless tele-
phone customers benefit from the most fully developed nationwide (or world-
wide) network, and air travelers benefit from airlines with integrated national
and international routes offering multiple daily flights. Teenagers intensively
utilize American Online’s instant message service. The network need not be
physical. For example, the global network of Microsoft’s Windows-based oper-
ating system and Office applications allows easy file and software transfers
among users. By contrast, the separate network of Apple Mac users is much
more limited. eBay, the highly successful online auction company, has attracted
thousands of sellers and millions of buyers. This enormous network is valuable,
not only for sellers who seek the greatest number of potential buyers (and vice
versa), but also for eBay, which earns a percentage fee on all auction listings.
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In all these instances, positive network externalities imply that customer values
and, therefore, underlying demand curves shift outward over time as the cus-
tomer network expands.]8

What are the strategic implications of network externalities for information
providers? Clearly, there is a potential “first-mover” advantage in enlisting the
greatest number of users of the information good in question. (We will say
more about first-mover strategies in Chapter 10.) Users “in hand” are valuable
to the firm not only for the revenue they directly generate, but also because
they enhance the value of other current and future users (from which the firm
also gains revenue). Well aware of this dynamic, e-business firms have aggres-
sively sought customers, not only via advertising and promotions, but also by sig-
nificant price cuts. The extreme cases of cutthroat competition have bred free
information services of all kinds: electronic greeting cards, e-mail, Internet
connections, and online newspapers and magazines. Interestingly, offering free
services is a viable business strategy as long as the expanded customer base gen-
erates revenue through advertising or from any of the avenues mentioned ear-
lier. In numerous instances, free downloadable versions of stripped-down
software or Web content have enticed consumers to trade up to “professional”
or “deluxe” versions, for which dollar fees are charged. In other cases, infor-
mation providers have been locked in savage price wars or battles over free
content that have decimated company revenues, thereby degenerating into
“wars of attrition.” National newspapers have been especially hard hit by
younger demographic groups that prefer to get their news for free from online
sources. After much internal debate, in 2011 the New York Times set its digital
subscription price at $15 per month (print subscribers have digital access for
free) significantly above the $10 threshold thought to capture what the typical
customer would be willing to pay. To date, the identities of information sup-
pliers with business plans capable of earning consistent and sustainable rev-
enues are still being sorted out in the market.

Launched in November 2008, Groupon, the purveyor of carefully chosen and
promoted discount coupons at local businesses, is one of the fastest growing
Internet companies, now operating in over 500 markets and 44 countries.
Profitable in just its first 7 months, in 2010, the company spurned a buyout by
Google valued at $6 billion. In each locality, Groupon promotes discount
coupons for a single business each day—for instance, a $50 coupon for an $80
facial treatment at a local spa. The deal is on only after a critical number of
people, 150 let’s say, click to buy. Otherwise, the deal dies, no coupons are

8L et there be n members of a network and suppose that each member’s value is proportional to
the number of other network members (n — 1). Then, according to Metcalf’s “law,” the total value
of the network (summed over all members) is proportional to (n) (n — 1) = n? — n. In short, net-
work value increases geometrically and rapidly as the square of the number of members. By this
reckoning, a mega-network enjoys an enormous value advantage over a smaller network.

The Economics
of Groupon
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issued, and no money changes hands. On successful deals, Groupon collects as
much as half the face value of the coupon ($25 in the facial example) 19

The key to Groupon’s successful business plan is no mystery; it involves
just good old-fashioned economics. Besides delivering deals to millions of
potential buyers on its e-mail lists, its discount voucher service offers two
enormous benefits to the local businesses it showcases. First, Groupon serves
an advertising function—it informs new potential buyers (most of whom did-
n’t even know the business existed) of the merchant’s goods and services. A
portion of coupon takers who try the merchant for the first time can be
expected to return for repeat purchases (at undiscounted, regular prices).
For local businesses that otherwise must rely on costly and “clunky” ads in
the local print media, Groupon’s online ability to reach and inform potential
new customers is much more cost effective. Second, using discount coupons
is a powerful means of price discriminating—offering selective (steep) dis-
counts to the most price-sensitive buyers, those who have not yet become reg-
ular customers. Almost by definition, the segment of loyal, satisfied, regular
customers are much less price elastic. Although the merchant discount via
Groupon is steep and attention getting, it is only temporary (unlike the case
of third-degree price discrimination). From the merchant’s point of view, the
key issue is how many new buyers—attracted by the discount—become reg-
ular customers versus how many regular customers grab and exploit the dis-
count for goods and services for which they would have paid full price. The
merchant profits from Groupon’s version of price discrimination as long as
the additional profit from the first group outweighs the forgone profit from
the second group.

Groupon’s current success depends on a number of factors. Like any good
advertiser, it skillfully develops high-profile discount offers to a large, targeted
subscription audience. Playing on buyer psychology, Groupon offers a single
steep discount per day (exclusivity) and stipulates that the deal is on only if
enough buyers click yes (creating the thrill of the deal). Groupon succeeds to
the extent that a new buyer feels she is getting something (which she may or
may not really want) for next to nothing. Network externalities also come into
play. Businesses prefer Groupon because it delivers a large local base of poten-
tial customers. They are willing to grant Groupon an amazing 50 percent of
the discount price because they believe that the positive impacts of new cus-
tomers outweigh the margins sacrificed on regular customers who exploit the
discount. Groupon’s major risk is that the slew of discount imitators will greatly
reduce its pricing power, forcing it to accept far less than its 50 percent and
squeezing its share of local bargain hunters.

9This discussion is drawn from a number of sources including B. Edelman, S. Jaffe, and S. C.
Kominers, “To Groupon or Not to Groupon: The Profitability of Deep Discounts,” Working Paper
11-063, Harvard Business School (November 2011); D. Pogue, “Psyched to Buy, in Groups,” The New
York Times (February 10, 2011), p. B1; and “Groupon Anxiety,” The Economist (March 19, 2011), p. 70.
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CUSTOMIZED PRICING AND PRODUCTS. The emergence of electronic
commerce and online transactions has greatly expanded the opportunities
for market segmentation and price discrimination. From management’s
point of view, the beauty of information goods and services is that they can
be sold over and over again (at negligible marginal cost). Moreover, unlike
a traditional good sold at a posted price from a store shelf, the price of an
information good (transacted electronically) can be changed minute by
minute, customer by customer. Sellers of sophisticated databases—from
Reuters to Lexis-Nexis to Bloomberg financial information—set scores of
different prices to different customers. As always, prices are set according to
elasticities; the most price-sensitive (elastic) customers receive the steepest
discounted prices. Consider the ways in which an airline Web site (such as
www.delta.com) can price its airline seats. Each time a customer enters a pos-
sible itinerary with departure and return dates, the Web page responds with
possible flights and prices. These electronic prices already reflect many fea-
tures: the class of seat, 21-day, 14-day, or 7-day advanced booking, whether a
Saturday night stay is included, and so on. By booking in advance and stay-
ing a Saturday night, pleasure travelers can take advantage of discounted
fares. Business travelers, whose itineraries are not able to meet these restric-
tions, pay much higher prices. Moreover, the airline can modify prices
instantly to reflect changes in demand. If there is a surplus of unsold dis-
count seats as the departure date approaches, the airline can further cut
their price or sell the seats as part of a vacation package (hotel stay, rentacar
included) at even a steeper discount. (Airlines also release seats to discount
sellers, such as Priceline.com, Hotwire.com, and lastminute.com, who sell
tickets at steep discounts to the most price-sensitive fliers.) Or some discount
seats might be reassigned as full-fare seats if last-minute business demand
for the flight is particularly brisk. Online, the pricing possibilities are
endless.

Closely akin to customized pricing is the practice of versioning—selling
different versions of a given information good or service. Whether it be soft-
ware, hardware, database access, or other Internet services, this typically
means a “standard” version offered at a lower price and a “professional” or
“deluxe” version at a premium price. The versions are designed and priced
to ensure that different market segments self-select with respect to the prod-
uct offerings. The inelastic demand segment eagerly elects to pay the pre-
mium price to obtain the more powerful version. The more elastic demand
segment purchases the stripped-down version at the discounted price.
Although customers may not know it, the firm’s costs for the different ver-
sions are usually indistinguishable. In this respect, versioning is closely akin
to third-degree price discrimination. In fact, some software firms begin by
designing their premium products and then simply disable key features to
create the standard version.
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Airline Ticket Pricing
Revisited

We are now ready to take a closer look at the pricing policy of the airline in the chapter-
opening example and to suggest how it might succeed at yield management. Consider
again Equation 3.4, which describes current demand:

Q = 580 — 2P.

Atits present price, $240, the airline sells 100 coach seats (of the 180 such seats available
per flight). Assuming the airline will continue its single daily departure from each city
(we presume this is not an issue), what is its optimal fare?

The first step in answering this question is to recognize this as a pure selling problem.
With the airline committed to the flight, all associated costs are fixed. The marginal cost of
flying 180 passengers versus 100 passengers (a few extra lunches, a bit more fuel, and so on)
is negligible. Thus, the airline seeks the pricing policy that will generate the most revenue.

The next step is to appeal to marginal revenue to determine the optimal fare. The
price equation is P = 290 — Q /2. (Check this.) Consequently, MR = 290 — Q. Note: Even
ata 100 percent load (Q = 180), marginal revenue is positive (MR = $110). If more seats
were available, the airline would like to ticket them and increase its revenue. Lacking
these extra seats, however, the best the airline can do is set ) = 180. From the price equa-
tion, $200 is the price needed to sell this number of seats. The airline should institute a
$40 price cut. By doing so, its revenue will increase from $24,000 to $36,000 per ﬂight.20

Now let’s extend (and complicate) the airline’s pricing problem by introducing the
possibility of profitable price discrimination. Two distinct market segments purchase
coach tickets—business travelers (B) and pleasure travelers (T)—and these groups dif-
fer with respect to their demands. Suppose the equations that best represent these seg-
ments’ demands are Qp = 330 — Py and Qr = 250 — Pp. Note that these demand
equations are consistent with Equation 3.4; that is, if both groups are charged price P,
total demand is Q = Qg + Q1 = (330 — P) + (250 — P) = 580 — 2P, which is exactly
Equation 3.4. The airline’s task is to determine Qp and Q to maximize total revenue
from the 180 coach seats.

The key to solving this problem is to appeal to the logic of marginal analysis. With
the number of seats limited, the airline attains maximum revenue by setting MRp = MRr.
The marginal revenue from selling the last ticket to a business traveler must equal the mar-
ginal revenue from selling the last ticket to a pleasure traveler. Why must this be so?
Suppose to the contrary that the marginal revenues differ: MRy > MRy. The airline can
increase its revenue simply by selling one less seat to pleasure travelers and one more seat
to business travelers. As long as marginal revenues differ across the segments, seats should
be transferred from the low-MR segment to the high-MR segment, increasing revenue all
the while. Revenue is maximized only when MRy = MR.

20The same point can be made by calculating the price elasticity of demand at Q = 180 and
P = 200. Elasticity can be written as Ep = (dQ/dP) (P/Q). From the demand equation earlier,
we know that dQ /dP = —2. Therefore, we find that Ep = (—2) (200/180) = —2.22.



After writing down the price equations, deriving the associated marginal revenue
expressions, and equating them, we have:

330 — 2Qp = 250 — 2Q 1,

which can be simplified to Qp = 40 + Q. The maximum-revenue plan always allocates
40 more seats to business travelers than to pleasure travelers. Since the plane capacity is
180, sales are constrained by Qp + Q1 = 180. Therefore, the optimal quantities are
Qp = 110 and Q = 70. Optimal prices are Py = $220 and P = $180. In turn, if we sub-
stitute Qp = 110 into the expression MRy = 330 — 2Qg, we find that MRg = $110 per
additional seat. (Of course, MRy is also $110 per seat.) Finally, total revenue is computed
asR =Ry + Rp = ($220) (110) + ($180)(70) = $36,800. Recall that maximum revenue
under a single price system was $36,000. Optimal yield management (price discrimina-
tion) has squeezed an additional $800 out of passengers on the flight. As the chapter-
opening example suggests, additional revenue can be gained by increasing the number
of different fares, from 2 to as many as 12 or more.

Suppose the airline’s management is considering adding an extra flight every second
day. Therefore, average daily capacity would increase from 180 to 270 seats. The addi-
tional cost of offering this extra flight is estimated at $50 per seat. Show that adding
this “second-day” flight would be profitable but that an additional “everyday” flight
would not. Determine the new ticket prices for the two classes.

SUMMARY
Decision-Making Principles

1. Optimal managerial decisions depend on an analysis of demand.

2. In particular, the firm’s optimal uniform price is determined by the
markup rule. This price depends on marginal cost and the price
elasticity of demand.

3. Where the opportunity exists, the firm can increase its profit by
practicing price discrimination.

Nuts and Bolts

1. The demand function shows, in equation form, the relationship between
the unit sales of a good or service and one or more economic variables.
a. The demand curve depicts the relationship between quantity and
price. A change in price is represented by a movement along the

Summary

CHECK
STATION 6
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demand curve. A change in any other economic variable shifts the
demand curve.

b. A pair of goods are substitutes if an increase in demand for one causes
a fall in demand for the other. In particular, a price cut for one good
reduces sales of the other.

c. A pair of goods are complements if an increase in demand for one
causes an increase in demand for the other. In particular, a price cut
for one good increases sales of the other.

d. A good is normal if its sales increase with increases in income.

. The price elasticity of demand measures the percentage change in sales

for a given percentage change in the good’s price, all other factors held
constant:
Ep = (AQ/Q)/(AP/P).
a. Demand is unitary elastic if Ep = —1. In turn, demand is elastic if
Ep < —1. Finally, demand is inelastic if —1 < Ep = 0.
b. Revenue is maximized at the price and quantity for which marginal
revenue is zero or, equivalently, the price elasticity of demand is unity.

. The optimal markup rule is (P — MC) /P = —1/Ep. The firm’s optimal

markup (above marginal cost and expressed as a percentage of price)
varies inversely with the price elasticity of demand for the good or
service. (Remember that the firm’s price cannot be profit maximizing
if demand is inelastic.)

. Price discrimination occurs when a firm sells the same good or service to

different buyers at different prices (based on different price elasticities
of demand). Prices in various market segments are determined
according to the optimal markup rule.

Questions and Problems

1. During a five-year period, the ticket sales of a city’s professional

basketball team have increased 30 percent at the same time that average
ticket prices have risen by 50 percent. Do these changes imply an
upward-sloping demand curve? Explain.

2. Aretail store faces a demand equation for Roller Blades given by:

Q = 180 — 1.5P,

where Q) is the number of pairs sold per month and P is the price per

pair in dollars.

a. The store currently charges P = $80 per pair. At this price, determine
the number of pairs sold.

b. If management were to raise the price to $100, what would be the
impact on pairs sold? On the store’s revenue from Roller Blades?
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c. Compute the point elasticity of demand first at P = $80, then at
P = $100. At which price is demand more price sensitive?

3. Management of McPablo’s Food Shops has completed a study of weekly
demand for its “old-fashioned” tacos in 53 regional markets. The study
revealed that

Q =400 — 1,200P + .8A + 55Pop + 800P°,

where Q) is the number of tacos sold per store per week, A is the level of

local advertising expenditure (in dollars), Pop denotes the local

population (in thousands), and P° is the average taco price of local
competitors. For the typical McPablo’s outlet, P = $1.50, A = $1,000,

Pop = 40, and P° = $1.

a. Estimate the weekly sales for the typical McPablo’s outlet.

b. What is the current price elasticity for tacos? What is the advertising
elasticity?

c. Should McPablo’s raise its taco prices? Why or why not?

4. Four firms have roughly equal shares of the market for farm-raised
catfish. The price elasticity of demand for the market as a whole is
estimated at —1.5.

a. If all firms raised their prices by 5 percent, by how much would total
demand fall?

b. What is the price elasticity if a single firm raises its price (with other
firms’ prices unchanged? Hint: Use the expression for elasticity in
equation 3.8b, Ep = (dQ/dP) (P/Q), and note that the individual
firm’s output Q| is only one-quarter as large as total output Q.

c. Suppose that the quantity supplied by the four firms is forecast to
increase by 9 percent. Assuming that the demand curve for catfish is
not expected to change, what is your forecast for the change in
market price (i.e., what percentage price drop will be needed to
absorb the increased supply)?

5. As economic consultant to the dominant firm in a particular market, you
have discovered that, at the current price and output, demand for your
client’s product is price inelastic. What advice regarding pricing would
you give?

6. A minor league baseball team is trying to predict ticket sales for the
upcoming season and is considering changing ticket prices.

a. The elasticity of ticket sales with respect to the size of the local
population is estimated to be about .7. Briefly explain what this
number means. If the local population increases from 60,000 to
61,500, what is the predicted change in ticket sales?

b. Currently, a typical fan pays an average ticket price of $10. The price
elasticity of demand for tickets is —.6. Management is thinking of
raising the average ticket price to $11. Compute the predicted
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percentage change in tickets sold. Would you expect ticket revenue to
rise or fall?

. The typical fan also consumes $8 worth of refreshments at the game.

Thus, at the original $10 average price, each admission generates $18
in total revenue for team management. Would raising ticket prices to
$11 increase or reduce fotal revenue? Provide a careful explanation of
your finding. (Hint: If you wish, you may assume a certain number of
tickets sold per game, say 5,000. However, to answer the question the
precise number of tickets need not be specified.)

. General Motors (GM) produces light trucks in several Michigan

factories, where its annual fixed costs are $180 million, and its
marginal cost per truck is approximately $20,000. Regional demand
for the trucks is given by: P = 30,000 — 0.1Q, where P denotes price
in dollars and Q denotes annual sales of trucks. Find GM’s profit-
maximizing output level and price. Find the annual profit generated
by light trucks.

. GM is getting ready to export trucks to several markets in South

America. Based on several marketing surveys, GM has found the
elasticity of demand in these foreign markets to be Ep = —9 for a wide
range of prices (between $20,000 and $30,000). The additional cost of
shipping (including paying some import fees) is about $800 per truck.
One manager argues that the foreign price should be set at $800 above
the domestic price (in parta) to cover the transportation cost. Do you
agree that this is the optimal price for foreign sales? Justify your answer.

. GM also produces an economy (“no frills”) version of its light truck at

a marginal cost of $12,000 per vehicle. However, at the price set by GM,
$20,000 per truck, customer demand has been very disappointing. GM
has recently discontinued production of this model but still finds itself
with an inventory of 18,000 unsold trucks. The best estimate of
demand for the remaining trucks is:

P = 30,000 — Q.

One manager recommends keeping the price at $20,000; another
favors cutting the price to sell the entire inventory. What price (one of
these or some other price) should GM set and how many trucks
should it sell? Justify your answer.

. During the 1990s, Apple Computer saw its global share of the personal

computer market fall from above 10 percent to less than 5 percent.
Despite a keenly loyal customer base, Apple found it more and more
difficult to compete in a market dominated by the majority standard:
PCs with Microsoft’s Windows-based operating system and Intel’s
microchips. Indeed, software developers put a lower priority on writing
Mac applications than on Windows applications.
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a. In the late 1980s and 1990s, Apple vigorously protected its proprietary
hardware and software and refused to license Mac clones. What effect
did this decision have on long-run demand?

b. In the early 1990s, Apple enjoyed high markups on its units. In 1995
Apple’s chief, John Sculley, insisted on keeping Mac’s gross profit
margin at 50 to 55 percent, even in the face of falling demand. (Gross
profit margin is measured as total revenue minus total variable costs
expressed as a percentage of total revenue.) At this time, the business
of selling PCs was becoming more and more “commodity-like.”
Indeed, the price elasticity facing a particular company was estimated
in the neighborhood of Ep = —4. Using the markup rule of Equation
3.12, carefully assess Sculley’s strategy.

c. In the last decade, Apple has discontinued several of its lower-priced
models and has expanded its efforts in the education and desktop
publishing markets. In addition, recent software innovations allow
Macs to read most documents, data, and spreadsheets generated on
other PCs. Do these initiatives make sense? How will they affect
demand?

9. a. Triplecast was NBC’s and Cablevision’s joint venture to provide pay-
per-view cable coverage of the 1992 Summer Olympics in Barcelona.
Based on extensive surveys of potential demand, the partners hoped
to raise $250 million in revenue by attracting some 2 million
subscribers for three channels of nonstop Olympics coverage over
15 days. NBC set the average package price at $125 for complete
coverage and offered a separate price of $29.95 per day. However, as
the games began, fewer than 400,000 homes had subscribed.

i. In general, what goal should NBC follow in setting its program
prices? Explain.

ii. After experiencing the unexpectedly lukewarm response prior to
the games, what strategy would you recommend that NBC pursue?

b. In 1997, America Online (AOL) overhauled its pricing of Internet
access. Formerly, subscribers paid a monthly fee of $9.95 (good for a
limited number of access hours) and paid an additional fee for each
hour exceeding the limit. In a bid to increase its customer base, AOL
offered a new plan allowing unlimited access at a fixed monthly fee of
$19.95. (The company estimated that the new plan would deliver a
cheaper effective rate per hour for the vast majority of its current
customers.)

i. In terms of impact on revenue, what are the pros and cons of
AOL’s unlimited access pricing plan?
ii. What might the cost consequences be?

10. A New Hampshire resort offers year-round activities: in winter, skiing and
other cold-weather activities and, in summer, golf, tennis, and hiking.
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11.

12.

13.

14.

#15.

The resort’s operating costs are essentially the same in winter and summer.
Management charges higher nightly rates in the winter, when its average

occupancy rate is 75 percent, than in the summer, when its occupancy rate is
85 percent. Can this policy be consistent with profit maximization? Explain.

In 1996, the drug Prilosec became the best-selling anti-ulcer drug in the
world. (The drug was the most effective available, and its sales
outdistanced those of its nearest competitor.) Although Prilosec’s
marginal cost (production and packaging) was only about $.60 per daily
dose, the drug’s manufacturer initially set the price at $3.00 per dose—a
400 percent markup relative to MC!

Research on demand for leading prescription drugs gives estimates
of price elasticities in the range —1.4 to —1.2. Does setting a price of
$3.00 (or more) make economic sense? Explain.

Explain how a firm can increase its profit by price discriminating. How
does it determine optimal prices? How does the existence of substitute
products affect the firm’s pricing policy?

Often, firms charge a range of prices for essentially the same good or
service because of cost differences. For instance, filling a customer’s one-
time small order for a product may be much more expensive than
supplying “regular” orders. Services often are more expensive to deliver
during peak-load periods. (Typically it is very expensive for a utility to
provide electricity to meet peak demand during a hot August.) Insurance
companies recognize that the expected cost of insuring different customers
under the same policy may vary significantly. How should a profit-
maximizing manager take different costs into account in setting prices?

In what respects are the following common practices subtle (or not-so-
subtle) forms of price discrimination?

a. Frequentflier and frequent-stay programs

b. Manufacturers’ discount coupon programs

c. Aretailer’s guarantee to match a lower competing price

A private-garage owner has identified two distinct market segments:
short-term parkers and all-day parkers with respective demand curves of
Ps =3 — (Qs/200) and Pc = 2 — (Q/200). Here P is the average
hourly rate and Q is the number of cars parked at this price. The garage
owner is considering charging different prices (on a per-hour basis) for
short-term parking and all-day parking. The capacity of the garage is 600
cars, and the cost associated with adding extra cars in the garage (up to
this limit) is negligible.
a. Given these facts, what is the owner’s appropriate objective? How can
he ensure that members of each market segment effectively pay a
different hourly price?

*Starred problems are more challenging.
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b. What price should he charge for each type of parker? How many of each
type of parker will use the garage at these prices? Will the garage be full?

c. Answer the questions in part (b) assuming the garage capacity is
400 cars.

*16. A golf-course operator must decide what greens fees (prices) to set on

rounds of golf. Daily demand during the week is: P, = 36 — Qp/10

where Qp is the number of 18-hole rounds and Py, is the price per

round. Daily demand on the weekend is: Pyy = 50 — Qw/12. As a

practical matter, the capacity of the course is 240 rounds per day. Wear

and tear on the golf course is negligible.

a. Can the operator profit by charging different prices during the week
and on the weekend? Explain briefly. What greens fees should the
operator set on weekdays, and how many rounds will be played? On
the weekend?

b. When weekend prices skyrocket, some weekend golfers choose to play
during the week instead. The greater the difference between weekday
and weekend prices, the greater are the number of these “defectors.”
How might this factor affect the operator’s pricing policy? (A
qualitative answer will suffice.)

Discussion Question The notion of elasticity is essential whenever the multi-
plicative product of two variables involves a trade-off. (Thus, we have already
appealed to price elasticity to maximize revenue given the trade-off between
price and output.) With this in mind, consider the following examples.

a.

b.

Why might a bumper crop (for instance, a 10 percent increase in a crop’s
output) be detrimental for overall farm revenue?

Court and legal reforms (to speed the process of litigation and lower its
cost) will encourage more disputants to use the court system. Under what
circumstances, could this cause an increase in total litigation spending?

. Despite technological advances in fishing methods and more numerous

fishing boats, total catches of many fish species have declined over time.
Explain.

. Predict the impact on smoking behavior (and the incidence of lung disease)

as more and more producers market low-tar and low-nicotine cigarettes.

Spreadsheet Problems

S1. Let’s revisit the maker of spare parts in Problem S1 of Chapter 2 to

determine its optimal price. The firm’s demand curve is given by

Q = 400 —.5P and its cost function by C = 20,000 + 200Q +.5Q2.

a. Treating price as the relevant decision variable, create a spreadsheet
(based on the example shown) to model this setting. Compute the
price elasticity in cell B12 according to Ep = (dQ/dP) (P/Q).
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b. Find the optimal price by hand. (Hint: Vary price while comparing
cells E12 and F12. When (P — MC)/P exactly equals —1/Ep, the
markup rule is satisfied and the optimal price has been identified.)

c. Use your spreadsheet’s optimizer to confirm the optimal price.

A B C D E F G
1
2 THE OPTIMAL PRICE FOR SPARE PARTS
3
4
5 Price Quantity | Revenue Cost Profit
6
7 780 10 7,800 22,050 —14,250
8
9
10 Elasticity MC (P—MC)/P| —1/EP
11
12 —39.0 210 0.7308 0.0256
13

S2. On a popular air route, an airline offers two classes of service: business

class (B) and economy class (E). The respective demands are given by:
Py = 540 — .5Qyg and Py = 380 — .25Q5.

Because of ticketing restrictions, business travelers cannot take
advantage of economy’s low fares. The airline operates two flights
daily. Each flight has a capacity of 200 passengers. The cost per flight
is $20,000.

a. The airline seeks to maximize the total revenue it obtains from the
two flights. To address this question, create a spreadsheet patterned
on the example shown. (In your spreadsheet, only cells E2, E3, E4,
C9, and D9 should contain numerical values. The numbers in all
other cells are computed by using spreadsheet formulas. For instance,
the total available seats in cell E5 is defined as the product of cells E2
and E3.)

b. What fares should the airline charge, and how many passengers will
buy tickets of each type? Remember that maximum revenue is
obtained by setting MRp equal to MR. After you have explored the
decision by hand, confirm your answer using your spreadsheet’s
optimizer. (Hint: Be sure to include the constraint that the total
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number of seats sold must be no greater than the total number of
seats available—that is, cell E9 must be less than or equal to cell Eb.

c. Suppose the airline is considering promoting a single “value fare” to
all passengers along the route. Find the optimal single fare using
your spreadsheet’s optimizer. (Hint: Simply modify the optimizer
instructions from part (b) by adding the constraint that the prices in
cells C11 and D11 must be equal.)

A B C D E F
1
2 DUAL AIRFARES Planes 2
3 Seats/Plane 200
4 Cost/Plane 20,000
5 Total Seats 400
6
7 Business Non-Bus. Total
8
9 Number of Seats 200 200 400
10
11 One-way Fare 440 330 —
12
13 Revenue 88,000 66,000 154,000
14 MR 340 280
15
16 MC 100 Total Cost 40,000
17
18 Total Profit 114,000
19

S3. Now suppose the airline in Problem S2 can vary the number of daily
departures.

a. What is its profit-maximizing number of flights, and how many
passengers of each type should it carry? (Hint: The optimal numbers
of passengers, Qp and Qp, can be found by setting MRy = MRy = MC
per seat. Be sure to translate the $20,000 marginal cost per flight into
the relevant MC per seat.)

b. Confirm your algebraic answer using the spreadsheet you created in
Problem S2. (Hint: The easiest way to find a solution by hand is to
vary the number of passengers of each type to equate MRs and MC;
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then adjust the number of planes to carry the necessary total number
of passengers.)

c. Use your spreadsheet’s optimizer to confirm the optimal solution.
(Hint: Be sure to list cell E2 as an adjustable cell.)
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1. AQ = —24 + 12 — 40 = —52 seats. CHECK STATION

. . ANSWERS
. The facts in the second part of the statement are correct, but this does

not mean that auto demand is less elastic. Elasticity measures the effect of
a percentage change in price, not an absolute change. The change in any
good’s sales is given by AQ /Q = Ep(AP/P); that is, it depends both on
the elasticity and the magnitude of the percentage price change. After all,
a $50 auto price cut is trivial in percentage terms. Even if auto demand is
very elastic, the change in sales will be small. By contrast, a $50 price cut
for a CD player is large in percentage terms. So there may be a large jump
in sales even if player demand is quite inelastic.

. Ep = (dQ /Q)/(dP/P) = (dQ /dP)(P/Q). With dQ /dP = —4, the
elasticity at P = $200 and Q = 800 is Ep = (—4) (200) /800 = —1.

. Since costs are assumed to be fixed, the team’s management should set a
price to maximize ticket revenue. We know that Q = 60,000 — 3,000P or,
equivalently, P = 20 — Q /3,000. Setting MR = 0, we have 20 — Q /1,500
=0, or Q = 30,000 seats. In turn, P = $10 and revenue = $300,000 per
game. Note that management should not set a price to fill the stadium
(36,000 seats). To fill the stadium, the necessary average price would be
$8 and would generate only $288,000 in revenue.

. Before the settlement, the cigarette company is setting an optimal price
called for by the markup rule: P = [—2/(—2 + 1)](2.00) = $4.00. The
settlement payment takes the form of a fixed cost (based on past sales).
It does not vary with respect to current or future production levels.
Therefore, it does not affect the firm’s marginal cost and should not
affect the firm’s markup. Note also that the individual firm faces elastic
demand (because smokers can switch to other brands if the firm
unilaterally raises prices), whereas industry demand (according to
Table 3.1) is inelastic. If all firms raise prices by 10 percent, total
demand will decline by only 7 percent.

. The new seat allocations satisfy MRg = MRt and Qg + Q1 = 270. The
solution is Qp = 155 and Q1 = 115. In turn, Pg = $175, Pt = $135, and
total revenue is $42,650—approximately $6,000 greater than current
revenue ($36,800). Since the extra cost of the “second day” flight is only
$4,500 (90 X $50), this expansion is profitable. Note, however, that the
common value of marginal revenue has dropped to $20. (To see this,
compute MRg = 330 — 2(155) = $20.) Because the marginal revenue
per seat has fallen below the marginal cost ($50), any further expansion
would be unprofitable.



120

Consumer Preferences
and Demand

In this appendix, we provide a brief overview of the foundations of consumer
demand—how consumers allocate their spending among desired goods and
services. The analysis is important in its own right as a basis for downward-
sloping demand curves. Perhaps its greater importance lies in the broader
decision-making principle it illustrates. As we shall see, an optimal decision—
made either by a consumer or a manager—depends on a careful analysis of
preferences and trade-offs among available alternatives.

The Consumer’s Problem

Consider an individual who must decide how to allocate her spending between
desirable goods and services. To keep things simple, let’s limit our attention to
the case of two goods, X and Y. These goods could be anything from specific
items (soft drinks versus bread) to general budget categories (groceries versus
restaurant meals or food expenditures versus travel spending). The consumer
faces a basic question: Given a limited amount of money to spend on the two
goods, and given their prices, what quantities should she purchase?

INDIFFERENCE CURVES To answer this question, we will use a simple graphi-
cal device to describe the individual’s preferences. Imagine that we have asked
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the consumer what her preferences are for alternative bundles of goods. Which
do you prefer, 5 units of X and 10 units of Y, or 7 units of X and 6 units of Y? The
answers to enough of such questions generate a preference ranking for a wide
range of possible bundles of goods. Figure 3A.1 shows these possible bundles by

FIGURE 3A.1
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listing the quantities of the goods on the respective axes. The figure also depicts
a number of the consumer’s indifference curves as a way of representing her
preferences.

As its name suggests, an indifference curve shows all combinations of the
goods among which the individual is indifferent. The consumer is indifferent
between all bundles on the same curve. Using the middle indifference curve
in the figure, we see that the consumer is indifferent between the bundle con-
taining 15 units of Yand 2 units of X (point A), 10 units of Y and 3 units of X
(point B), and 4 units of Y and 6 units of X (point D). The bundles corre-
sponding to points G, E, and F lie on the same indifference curve and are
equally preferred by the consumer.

We can make three observations about the consumer’s indifference curves.
First, as we move to greater quantities of both goods, we move to higher and
higher indifference curves. The figure depicts three different indifference
curves. The consumer’s welfare increases as we move to curves farther to the
northeast in the ﬁgure.1 Second, we note that the indifference curve is down-
ward sloping. Since both goods are valued by the consumer, a decrease in one
good must be compensated by an increase in the other to maintain the same
level of welfare (or utility) for the consumer.

Third, we note that the slope of each curve goes from steep to flat, mov-
ing southeast along its length. This means that the trade-off between the goods
changes as their relative quantities change. For instance, consider a movement
from A to B. At point A, the consumer has 15 units of Y (a relative abundance)
and 2 units of X. By switching to point B, she is willing to give up 5 units of Y
to gain a single additional unit of X. Thus, the trade-off is five to one. By mov-
ing from point B (where Yis still relatively abundant) to point C, the consumer
is willing to give up another 3 units of Y to get an additional unit of X. Now the
trade-off between the goods (while leaving the consumer indifferent) is three
to one. The trade-offs between the goods continue to diminish by movements
from C to D to E. Thus, the indifference curve is bowed. This shape represents
a general result about consumer preferences:

The greater the amount of a good a consumer has, the less an additional unit is
worth to him or her.

This result usually is referred to as the law of diminishing marginal utility. In our
example, moving southeast along the indifference curve means going from a
relative abundance of Y and a scarcity of X to the opposite proportions. When
X is scarce, the consumer is willing to trade many units of Y for an additional

10ne way to think about the indifference curve is to view it as a contour elevation map. Such a map
has contour lines that connect points of equal elevation. Theoretically, there is a line for every ele-
vation. Practically, we cannot have an infinite number of lines, so we draw them for only a few ele-
vations. Similarly, we draw a few representative indifference curves for the consumer. Bundles of
goods lying on “higher” indifference curves generate greater welfare.
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unit of X. As X becomes more abundant and Y more scarce, X’s relative value
diminishes and Y’s relative value increases.

THE BUDGET CONSTRAINT Having described her preferences, next we deter-
mine the consumer’s alternatives. The amount of goods she can purchase
depends on her available income and the goods’ prices. Suppose the consumer
sets aside $20 each week to spend on the two goods. The price of good X is $4
per unit, and the price of Yis $2 per unit. Then she is able to buy any quantities
of the goods (call these quantities X and Y) as long as she does not exceed her
income. If she spends the entire $20, her purchases must satisfy

4X + 2Y = 20. [3A.1]

This equation’s left side expresses the total amount the consumer spends on
the goods. The right side is her available income. According to the equation,
her spending just exhausts her available income.? This equation is called the
consumer’s budget constraint. Figure 3A.2 depicts the graph of this constraint.
For instance, the consumer could purchase 5 units of X and no units of Y
(point A), 10 units of Yand no units of X (point C), 3 units of X and 4 units of
Y (point B), or any other combination along the budget line shown. Note that
bundles of goods to the northeast of the budget line are infeasible; they cost
more than the $20 that the consumer has to spend.

OPTIMAL CONSUMPTION We are now ready to combine the consumer’s
indifference curves with her budget constraint to determine her optimal pur-
chase quantities of the goods. Figure 3A.3 shows that the consumer’s optimal
combination of goods lies at point B, 3 units of X and 4 units of Y. Bundle B is
optimal precisely because it lies on the consumer’s “highest” attainable indif-
ference curve while satisfying the budget constraint. (Check that all other bun-
dles along the budget line lie on lower indifference curves.)

Observe that, at point B, the indifference curve is tangent to the budget
line. This means that at B the slope of the indifference curve is exactly equal
to the slope of the budget line. Let’s consider each slope in turn. The slope of
the budget line (the “rise over the run”) is —2. This slope can be obtained from
the graph directly or found by rearranging the budget equation in the form
Y =10 — 2X. As aresult, AY/AX = —2. More generally, we can write the budget
equation in the form:

Pxx + PyY = I,
where Px and Py denote the goods’ prices and I is the consumer’s income.

Rearranging the budget equation, we find Y = I/Py — (Px/Py)X. Therefore,

2Because both goods are valuable to the consumer, she will never spend less than her allotted
income on the goods. To do so would unnecessarily reduce her level of welfare.
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FIGURE 3A.2
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we have AY/AX = —Py/Py. The trade-off between the goods along the budget
line is the inverse of the ratio of the goods’ prices. Since the price of X is twice
that of Y, by purchasing one less unit of X the consumer can purchase two addi-
tional units of Y. In short, AY/AX = —2.

We already have commented on the slope of the consumer’s indifference
curve. Unlike the budget line, the indifference curve’s slope is not constant.
Rather, it flattens as one moves southeast along its length. The marginal rate of
substitution (MRS) measures the amount of one good the consumer is willing
to give up to obtain a unit of the other good. In other words, MRS measures the
trade-off between the goods in terms of the consumer’s preferences. To be
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FIGURE 3A.3
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specific, MRS measures the slope of the indifference curve at any bundle, that
is, MRS = —AY/AX along the indifference curve. In the present example, the
MRS at point B is 2.

Now we are ready to state a general result:

The consumer’s optimal consumption bundle is found where the marginal rate of
substitution is exactly equal to the ratio of the product prices, MRS = Px/Py.

Another way of saying this is that the consumer’s preference trade-off between
the goods should exactly equal the price trade-off she faces. The MRS repre-
sents the value of X in terms of Y, whereas Py /Py is the price of X in terms of Y.
If the relative value of X were greater than its relative price (such as is the case
at point D), the consumer would shift to additional purchases of X and thereby
move to higher indifference curves. At point E, the situation is reversed. The
relative value of X falls short of its relative price, so the consumer would pur-
chase less of X. The consumer’s optimal purchase quantities (3 units of X and
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FIGURE 3A.4

4 units of Y) occur at point B. Here, MRS = Px/Py = 2. No change in pur-
chases could increase the consumer’s welfare.

Demand Curves

The demand curve graphs the relationship between a good’s price and the
quantity demanded, holding all other factors constant. Consider the con-
sumer’s purchase of good X as its price is varied (holding income and the price
of Y constant). What if the price falls from $4 per unit to $2 per unit to $1 per
unit? Figure 3A.4 shows the effect of these price changes on the consumer’s
budget line. As the price falls from $4 to $2, the budget line flattens and piv-
ots around its vertical intercept. (Note that, with the price of Yunchanged, the
maximum amount of Y the consumer can purchase remains the same.) The
figure shows the new budget lines and new points of optimal consumption at
the lower prices.

As one would expect, reduction in price brings forth greater purchases
of good X and increases the consumer’s welfare (i.e., she moves to higher
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indifference curves). The figure also shows a price-consumption curve that
passes through the optimal consumption points. This curve shows the con-
sumer’s optimal consumption as the price of X is varied continuously. Using
this curve, we can record the consumption of X at each price. If we plot the
quantity of X demanded versus its price, we arrive at the consumer’s demand
curve for X; it has the usual downward slope. The consumer increases her opti-
mal consumption of X in response to lower prices.

Of course, different individuals will have varying preferences for goods
and varying incomes. For these reasons, they obviously will have different
demand curves. How do we arrive at the market demand curve (the total
demand by all consumers as price varies)? The answer is found by summing
the quantities demanded by all consumers at any given price. Graphically, this
amounts to horizontally summing the individual demand curves. The result is
the market demand curve.?

Questions and Problems

1. a. Consider a different consumer who has much steeper indifference
curves than those depicted in Figure 3A.1. Draw a graph showing such
curves. What do these curves imply about his relative valuation for
good X versus good Y?

b. Using the curves from part (a) and the budget line in Equation 3A.1,
graph the consumer’s optimal consumption bundle. How does his
consumption bundle compare with that of the original consumer? Is it
still true that MRS = Px/Py = 2?

2. a. Suppose the income the consumer has available to spend on goods
increases to $30. Graph the new budget line and sketch a new
indifference curve to pinpoint the consumer’s new optimal
consumption bundle. According to your graph, does the consumer
purchase more of each good?

b. Sketch a graph (with an appropriate indifference curve) in which one
of the goods is inferior. That is, the rise in income causes the
consumer to purchase less of one of the goods.

3. Suppose that the price of good X rises and the price of good Y falls in
such a way that the consumer’s new optimal consumption bundle lies on
the same indifference curve as his old bundle. Graph this situation.
Compare the quantities demanded between the old and new bundles.

30f course, market researchers do not investigate demand individual by individual. Rather, they sur-
vey random, representative samples of potential consumers. The main point is that properties of
individual demand curves—their downward slope stemming from optimal consumption behavior—
carry over to the market demand curve itself.
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Estimating and
Forecasting Demand

To count is a modern practice, the ancient method was to guess; and when
numbers are guessed, they are always magnified.

SAMUEL JOHNSON
1If today were half as good as tomorrow is supposed to be, it would probably be
twice as good as yesterday was.

NORMAN AUGUSTINE, AUGUSTINE’S LLAWS

Estimating Movie Making movies is a risky business. Even if you find the most promising screenplay, assemble the
Demand best actors, finish the film on time and on budget, and mount a substantial marketing campaign,

your film may still bomb. Yet studios continue to produce movies and theaters continue to book
them, and the profit of each depends directly on the demand that materializes in the first few weeks
of play.

Studios and theaters must forecast a film’s potential box-office revenue. Indeed, forecasting
the likely demand for new film releases has evolved from a subjective “art” to a hard-nosed, statis-
tical “science.” Numerous variables—the film’s genre, the quality of its cast and director, the tim-
ing of its release (time of year and number of competing films released at the same time), the
breadth of its release (limited release in selected theaters or mass release nationwide), the magni-
tude of the advertising and promotional campaign, reviews and “word of mouth”—together influ-
ence the film’s expected gross receipts earned per screen and per week.

Given this risky forecasting environment, how can film producers and exhibitors derive sound

quantitative predictions of a new film’s likely box-office revenues?

In previous chapters, we used demand equations, but we did not explain where
they came from. Here, we discuss various techniques for collecting data and
using it to estimate and forecast demand.
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In the last 25 years, all areas of business—from production to marketing to
finance—have become increasingly data driven.! This is true not only for tra-
ditional “bricks and mortar” firms but especially for e-commerce service firms.
Today, firms ranging from IBM to Google employ thousands of statisticians and
data analysts and pay them more than six-figure salaries. In the e-commerce
world, almost everything can be monitored and measured. The detailed behav-
ior of millions of customers can be tracked online. For instance, Google uses
scores of statistical techniques to improve its search engine, monitor search
behavior, and fine-tune its search rankings of the most popular sites.

Yet, data isn’t synonymous with knowledge. The key is to be able to eco-
nomically analyze enormous databases in order to extract relevant informa-
tion such as the firm’s demand curve. Fortunately, there are numerous,
powerful statistics and forecasting programs; these are spreadsheet based, user-
friendly, and readily available at low cost. This permits a powerful division of
labor. Computers are very good at uncovering patterns from huge amounts of
data, while humans are good at explaining and exploiting those patterns.

What'’s the best advice for a college or postgraduate student preparing for
a business career or for life in general? After learning some economics, be sure
to learn enough statistics.

This chapter is organized as follows. We begin by examining sources of infor-
mation that provide data for forecasts. These include consumer interviews and
surveys, controlled market studies, and uncontrolled market data. Next, we
explore regression analysis, a statistical method widely used in demand esti-
mation. Finally, we consider a number of important forecasting methods.

COLLECTING DATA

Consumer Surveys

A direct way to gather information is to ask people. Whether face to face, by
telephone, online, or via direct mail, researchers can ask current and prospec-
tive customers a host of questions: How much of the product do you plan to buy
this year? What if the price increased by 10 percent? Do price rebates influ-
ence your purchase decisions, and, if so, by how much? What features do you
value most? Do you know about the current advertising campaign for the prod-
uct? Do you purchase competing products? If so, what do you like about them?

The way in which the statistical analysis of data drives business is discussed by S. Lohr, “For Today’s
Graduate, Just One Word: Statistics,” The New York Times, August 6, 2009, p. Al; and G. Mankiw, “A
Course Load for the Game of Life,” The New York Times, September 5, 2010, p. BU5. For an assess-
ment and survey of computer programs for statistical analysis and forecasting, see J. Swain,
“Software Survey: Statistical Analysis,” ORMS Today (February 2011): 42-47, and J. Yurkiwicz,
“Software Survey: Forecasting,” ORMS Today (June 2010): 36—43.
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Consumer product companies use surveys extensively. In a given year,
Campbell Soup Company questions over 100,000 consumers about foods and
uses the responses to modify and improve its product offerings and to con-
struct demand equations. Marriott Corporation used this method to design
the Courtyard by Marriott hotel chain, asking hundreds of interviewees to com-
pare features and prices. Today, the explosion of online surveys allows firms to
collect thousands of responses (often highly detailed) at very low cost.

SURVEY PITFALLS Though useful, surveys have problems and limitations. For
example, market researchers may ask the right questions, but of the wrong peo-
ple. Economists call this sample bias. In some contexts, random sampling pro-
tects against sample bias. In other cases, surveys must take care in targeting a
representative sample of the relevant market segment.

A second problem is response bias. Respondents might report what they
believe the questioner wants to hear. (“Your product is terrific, and I intend to
buy it this year if at all possible.”) Alternatively, the customer may attempt to influ-
ence decision making. (“If you raise the price, I definitely will stop buying.”)
Neither response will likely reflect the potential customer’s true preferences.

A third problem is response accuracy. Even if unbiased and forthright,
a potential customer may have difficulty in answering a question accurately.
(“I think I might buy it at that price, but when push comes to shove, who
knows?”) Potential customers often have little idea of how they will react to
a price increase or to an increase in advertising. A final difficulty is cost.
Conducting extensive consumer surveys is extremely costly. As in any eco-
nomic decision, the costs of acquiring additional information must be
weighed against the benefits.?

An alternative to consumer surveys is the use of controlled consumer
experiments. For example, consumers are given money (real or script) and
must make purchasing decisions. Researchers then vary key demand variables
(and hold others constant) to determine how the variables affect consumer
purchases. Because consumers make actual decisions (instead of simply being
asked about their preferences and behavior), their results are likely to be more
accurate than those of consumer surveys. Nonetheless, this approach shares
some of the same difficulties as surveys. Subjects know they are participating in
an experiment, and this may affect their responses. For example, they may
react to price much more in an experiment than they do in real life. In addi-
tion, controlled experiments are expensive. Consequently, they generally are
small (few subjects) and short, and this limits their accuracy. As the following
example shows, consumer surveys and experiments do not always accurately
foretell actual demand.

The same point applies to setting the design and size of a given consumer survey. In principle, the
number of respondents should be set such that the marginal benefit from adding another respon-
dent in the sample matches its marginal cost.



In April 1985, the Coca-Cola Company announced it would change the
formulation of the world’s best-selling soft drink to an improved formula: New
Coke. This move followed nearly five years of market research and planning—
perhaps the most intensive and costly program in history. In some 190,000 taste
tests conducted by the company, consumers favored New Coke consistently
over the old (by 55 to 45 percent in blind tests) and, perhaps more important,
over Pepsi. In the 1980s, the company’s market share had fallen due to com-
petition from Pepsi. Moreover, Pepsi had beaten the old Coke convincingly in
highly publicized taste tests.

With the advantage of 20-20 hindsight, we all know that the taste tests
were wrong. (It just goes to show that you can succeed in doing the wrong
thing, even with 190,000 people backing you up.) New Coke did not replace
the old Coke in the hearts and mouths of soft-drink consumers. Why? The
tests failed to measure the psychological attachment of Coke drinkers to their
product. In response to the protests of die-hard old-Coke drinkers and evi-
dence that the old Coke was outselling New Coke by four to one, Coca-Cola
Company revived the old Coke (three months after announcing its discon-
tinuance) and apologized to its customers. With its quick about-face, Coca-
Cola minimized the damage to its flagship product, now called Coke Classic.
In the last 26 years, Coca-Cola has greatly expanded its cola offerings: Diet
Coke, Cherry Coke, Caffeine-free Coke, among other offerings. On the
advertising, image, taste, and new-product fronts, the cola wars between
PepsiCo and Coca-Cola continue.

Controlled Market Studies

Firms can also generate data on product demand by selling their product in sev-
eral smaller markets while varying key demand determinants, such as price,
across the markets. The firm might set a high price with high advertising spend-
ing in one market, a high price and low advertising in another, a low price and
high advertising in yet another, and so on. By observing sales responses in the
different markets, the firm can learn how various pricing and advertising poli-
cies (and possible interactions among them) affect demand.

To draw valid conclusions from such market studies, all other factors
affecting demand should vary as little as possible across the markets. The most
common—and important—of these “other” demand factors include popula-
tion size, consumer incomes and tastes, competitors’ prices, and even differ-
ences in climate. Unfortunately, regional and cultural differences, built-up
brand loyalties, and other subtle but potentially important differences may
thwart the search for uniform markets. In practice, researchers seek to identify
and control as many of these extraneous factors as possible.

Market studies typically generate cross-sectional data—observations of eco-
nomic entities (consumers or firms) in different regions or markets during the
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CHECK
STATION 1

same time period. Another type of market study relies on time-series data.
Here, the firm chooses a single geographic area and varies its key decision vari-
ables over time to gauge market response. The firm might begin by setting a
high price and a low advertising expenditure and observing the market
response. Some time later, it may increase advertising; later still, it may lower
price; and so on. Time-series experiments have the advantage that they test a
single (and, one would hope, representative) population, thus avoiding some
of the problems of uncontrolled factors encountered in cross-sectional stud-
ies. Whatever the type, traditional market tests and studies are expensive—
often extremely so. A very rough rule of thumb holds that it costs $1 million
and more to conduct a market test in 1 percent of the United States.

The last decade has seen an exponential increase in management’s use of
Internet-based controlled market tests. For instance, Google might set out to
test the effect of different Internet ads on customer click-through rates. By ran-
domly assigning Internet visitors to different types of ads, it can compare the
average response rate of 20,000 visitors seeing one ad to 20,000 visitors seeing
the alternative ad. Because the populations of randomly selected visitors will be
essentially identical, any difference in response rate can be attributed to the dif-
ferent ad treatment. The company Omniture provides clients immediate feed-
back on different Web-page designs by randomly testing specified alternatives
and immediately comparing their effectiveness. The credit-card company
Capital One does much the same thing when it runs controlled tests of differ-
ent credit-card solicitations, systematically varying features such as the interest
rate and cash-back percentage. Running and analyzing these newest kinds of
controlled experiments can be accomplished at ever decreasing costs.®

Uncontrolled Market Data

In its everyday operation, the market itself produces a large amount of data.
Many firms operate in multiple markets. Population, income, product features,
product quality, prices, and advertising vary across markets and over time. All
of this change creates both opportunity and difficulty for the market
researcher. Change allows researchers to see how changing factors affect

3For a detailed discussion of controlled randomized market tests, see I. Ayres, Super Crunchers: Why
Thinking-by-Numbers Is the New Way to Be Smart, Chapter 2 (New York: Bantam Dell Publishing Group,
2007). Of course, controlled market tests are not new. Fifty years ago, David Ogilvy, the lion of
advertising, extolled the virtue of mail-order advertising because its impact was immediately
testable. Either readers clipped the coupon, or they didn’t.
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demand. With uncontrolled markets, however, many factors change at the same
time. How, then, can a firm judge the effect of any single factor? Fortunately,
statisticians have developed methods to handle this very problem.

During the last 20 years, firms have increasingly used sophisticated com-
puter-based methods to gather market data. Today more than three-quarters of
all supermarkets employ check-out scanners that provide enormous quantities
of data about consumer purchases. Internet purchases provide an expanding
universe of additional data on consumer preferences and purchasing behavior.
Gathering this (relatively uncontrolled) data is quick and cheap—as little as
one-tenth the cost of controlled market tests. Today, using computers featuring
massively parallel processors and neural networks, companies can search
through and organize millions of pieces of data about customers and their buy-
ing habits, a technique known as data mining.

Finally, firms can also purchase data and access publicly available data. For
example, the University of Michigan publishes surveys of consumer buying
plans for durable items, and the U.S. Bureau of the Census disseminates
Consumer Buying Intentions. Often the firm spends less using published or pur-
chased forecasts than gathering and processing the data itself. Firms frequently
need off-the-shelf forecasts as inputs to its own firm-generated model. For
example, a firm may have determined, via its own studies, that gross domestic
product (GDP) greatly affects the demand for its product. The firm may pur-
chase forecasts of GDP that are more accurate than those it could produce
itself at a comparable cost.

REGRESSION ANALYSIS

Regression analysis is a set of statistical techniques using past observations to
find (or estimate) the equation that best summarizes the relationships among
key economic variables. The method requires that analysts (1) collect data on
the variables in question, (2) specify the form of the equation relating the vari-
ables, (3) estimate the equation coefficients, and (4) evaluate the accuracy of
the equation. Let’s begin with a concrete example.

Ordinary Least-Squares Regression

In the central example of Chapter 3, an airline’s management used a demand
equation to predict ticket sales and to make operating decisions along a
Texas—Florida air route. Let’s examine how the airline can use regression analy-
sis to estimate such an equation. The airline begins by collecting data. The sec-
ond column of Table 4.1 shows the average number of coach seats sold per
flight for each quarter (i.e., 90 days) over the last four years. Sales vary quarter
by quarter. In the best quarter, customers bought 137 seats on each flight; in
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TABLE 4.1

Ticket Prices and Ticket
Sales along an Air Route

Year and Average Number Average
Quarter of Coach Seats Price
YI Ql 64.8 250
Q2 33.6 265
Q3 37.8 265
Q4 83.3 240
Y2 Ql 111.7 230
Q2 13875 225
Q3 109.6 225
Q4 96.8 220
Y3 Ql 59.5 230
Q2 83.2 235
Q3 90.5 245
Q4 105.5 240
Y4 Ql 75.7 250
Q2 91.6 240
Q3 112.7 240
Q4 102.2 235
Mean 87.2 239.7
Standard deviation 27.0 12.7

the worst, only a year earlier, customers bought just 34 seats. Over the four-year
period, the airline sold 87.2 seats on average.

The mean (that is, the average) gives us some idea of the level of sales we
can expect. We would also like some idea of how much the sales can deviate
from the average. The usual measure of variability is called the sample vari-
ance defined as:

>(Qi—Q)?
SQ _ i=1
n—1

Here, Q; denotes each of the quarterly sales figures, Q is the overall mean, and
n is the number of observations. In short, we look at the difference between
each observation and the mean, square these differences, and then average
them. (We use n — 1 instead of n for technical reasons.) As the dispersion of
the observations increases, so does the variance.
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Another measure, the sample standard deviation, s, is simply the square
root of the variance. The standard deviation is measured in the same units as
the sample observations. In the present example, we can compute the sample
variance to be s2 = 11,706/16 = 731.6. In turn, the standard deviation of the
airline’s sales is given by: s = V731.6 = 27.0 seats.

With this data, how can we best predict next quarter’s sales, and how good
will this prediction be? We might use 87.2 seats, namely, the sample mean.
Given our data, this is probably better than any other estimate. Why?
Remember that in computing the sample variance, the squared differences
were measured from the mean, 87.2. But what if we had chosen some other
value, say 83 or 92, as our estimate? Computing the sum of squares around
either of these values, we find that it is much larger than around the mean. It
turns out that using the sample mean always minimizes the sum of squared
errors. In this sense, the sample mean is the most accurate estimate of sales. Of
course, there is a considerable chance of error in using 87.2 as next quarter’s
forecast. Next quarter’s sales are very likely to fluctuate above or below 87.2. As
arough rule of thumb we can expect sales to be within two standard deviations
of the mean 95 percent of the time. In our example, this means we can expect
sales to be 87.2 plus or minus 54 seats (with a 5 percent chance that sales might
fall outside this range).

Let’s now try to improve our sales estimate by appealing to additional data.
We begin with the past record of the airline’s prices. These prices (quarterly
averages) are listed in the third column of Table 4.1. Again there is consider-
able variability. At high prices, the airline sold relatively few seats; when the air-
line cut prices, sales increased. Figure 4.1 provides a visual picture of the
relationship. Each of the 16 points represents a price-quantity pair for a par-
ticular quarter. The scatter of observations slopes downward: high prices gen-
erally imply low ticket sales, and vice versa.

The next step is to translate this scatter plot of points into a demand equa-
tion. A linear demand equation has the form

Q =a + bP.

The left-hand variable (the one being predicted or explained) is called the
dependent variable. The right-hand variable (the one doing the explaining) is
called the independent (or explanatory) variable. As yet, the coefficients, a and
b, have been left unspecified (i.e., not given numerical values). The coefficient
ais called the constant term. The coefficient b (which we expect to have a neg-
ative sign) represents the slope of the demand equation. Up to this point, we
have selected the form of the equation (a linear one). We now can use regres-
sion analysis to compute numerical values of a and b and so specify the linear
equation that best fits the data.

The most common method of computing coefficients is called ordinary
least-squares (OLS) regression. To illustrate the method, let’s start by arbitrarily
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FIGURE 4.1

Four Years of Prices
and Quantities

The figure plots the
average number of
seats sold at different
average prices over the
last 16 quarters. A
“guesstimated”
demand curve also is
shown.
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selecting particular values of a and b. Suppose a = 330 and b = —1. With these
values, the demand equation becomes

Q = 330 — 1P. [4.1]

We plot this demand equation in Figure 4.1. Notice that the demand curve lies
roughly along the scatter of observations. In this sense, the equation provides
a “reasonable fit” with past observations. However, the fit is far from perfect.
Table 4.2 lists Equation 4.1’s sales predictions quarter by quarter. For
instance, in the second column, the first quarter’s sales prediction (at a price
of $250) is computed as 330 — 250 = 80. The third column lists actual sales.
The fourth column lists the differences between predicted sales (column 2)
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TABLE 4.2
Year and Predicted Actual Predicted versus Actual
Quarter Sales (Q*) Sales (Q) Q*—Q Q* — Q)z Ticket Sales Using
)=330—-P

Yyl Ql 80 64.8 15.2 931.0 Q=3
Q2 65 33.6 314 986.0
Q3 65 37.8 27.2 739.8
Q4 90 83.3 6.7 44.9
Y2 Ql 100 111.7 -11.7 136.9
Q2 105 137.5 —32.5 1,056.3
Q3 105 109.5 —4.5 20.3
Q4 110 96.8 13.2 174.2
Y3 Ql 100 59.5 40.5 1,640.3
Q2 95 83.2 11.8 139.2
Q3 85 90.5 —5.5 20.3
Q4 90 105.5 —15.5 240.3
Y4 Ql 80 75.7 4.3 18.5
Q2 90 91.6 -1.6 2.6
Q3 90 112.7 —22.7 513.3
Q4 95 102.2 -7.2 51.8
Mean 90.3 87.2 +3.1 376.7
Sum of squared errors 6,027.7

and actual sales (column 3). This difference (positive or negative) is referred
to as the estimation error. To measure the overall accuracy of the equation, the
OLS regression method first squares the error for each separate estimate and
then adds up the errors. The final column of Table 4.2 lists the squared errors.
The total sum of squared errors comes to 6,027.7. The average squared error
is 6,027.7/16 = 376.7.

The sum of squared errors (denoted simply as SSE) measures the equa-
tion’s accuracy. The smaller the SSE, the more accurate the regression equa-
tion. The reason for squaring the errors is twofold. First, by squaring, one treats
negative errors in the same way as positive errors. Either error is equally bad.
(If one simply added the errors over the observations, positive and negative
errors would cancel out, giving a very misleading indication of overall accu-
racy.) Second, large errors usually are considered much worse than small ones.
Squaring the errors makes large errors count much more than small errors in
SSE. (We might mention, without elaborating, that there are also important
statistical reasons for using the sum of squares.)
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As the term suggests, ordinary least-squares regression computes coefficient
values that give the smallest sum of squared errors. Using calculus techniques,
statisticians have derived standard formulas for these least-squares estimates of
the coefficients.* Based on the airline’s 16 quarters of price and sales data, the
least-squares estimates are: a = 478.6 and b = —1.63. Thus, the estimated OLS
equation is

Q = 478.6 — 1.63P. [4.2]
Table 4.3 lists Equation 4.2’s sales forecasts and prediction errors quarter by

quarter. The total sum of squared errors (SSE) is 4,847.2—significantly smaller
than the SSE (6,027.7) associated with Equation 4.1.

TABLE 4.3
Predicted versus Actual Year and Predicted Actual
Ticket Sales Using Quarter Sales (Q*) Sales (Q) Q*—Q (Q* — Q)2
Q =478.6 — 1.63P
YI Ql 71.1 64.8 6.3 39.7
Q2 46.6 33.6 13.0 170.3
Q3 46.6 37.8 8.9 78.3
Q4 87.4 83.3 4.1 16.8
Y2 Ql 103.7 111.7 —8.0 64.0
Q2 111.8 137.5 —25.7 657.9
Q3 111.8 109.5 2.3 5.5
Q4 120 96.8 23.2 538.2
Y3 Ql 103.7 59.5 44.2 1,953.6
Q2 95.5 83.2 12.3 152.5
Q3 79.3 90.5 —11.2 126.6
Q4 87.4 105.5 —18.1 327.6
Y4 Ql 71.1 75.7 —4.6 21.2
Q2 87.4 91.6 —4.2 17.6
Q3 87.4 112.7 —25.3 640.1
Q4 95.5 102.2 —6.7 44.2
Sum of squared errors 4,847.2

*We provide the general formulas for the leastsquares estimators for the interested reader.
Suppose that the estimated equation is of the form y = a + bx and that the data to be fitted con-
sist of n pairs of x-y observations (x;,y;), 1 = 1,2, ..., n. Then the least-squares estimators are
b=[2y-yV&-x3)]/[2x — §)2] and a =y — bxX. (Here, y and X are the mean values of the
variables, and the summation is over the n observations.)
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MULTIPLE REGRESSION Because price is not the only factor that affects sales,
it is natural to add other explanatory variables to the right-hand side of the
regression equation. Suppose the airline has gathered data on its competi-
tor’s average price and regional income over the same four-year period. In
management’s view, these factors may strongly affect demand. Table 4.4 lists
the complete data set. Management would like to use these data to estimate
a multiple-regression equation of the form

Q =a + bP + cP° + dY.

In this equation, quantity depends on own price (P), competitor’s price (P°),
and income (Y). Now the OLS regression method computes four coefficients:
the constant term and a coefficient for each of the three explanatory variables.
As before, the objective is to find coefficients that will minimize SSE. The OLS
equation is

Q =28.84 — 2.12P + 1.03P° + 3.09Y. [4.3]
TABLE 4.4
Year and Average Number Average Average Average Airline Sales, Prices,
Quarter of Coach Seats Price Competitor Price Income and Income
YI Ql 64.8 250 250 104.0
Q2 33.6 265 250 101.5
Q3 37.8 265 240 103.0
Q4 83.3 240 240 105.0
Y2 Ql 111.7 230 240 100.0
Q2 137.5 225 260 96.5
Q3 109.5 225 250 93.3
Q4 96.8 220 240 95.0
Y3 Ql 59.5 230 240 97.0
Q2 83.2 235 250 99.0
Q3 90.5 245 250 102.5
Q4 105.5 240 240 105.0
Y4 Ql 75.7 250 220 108.5
Q2 91.6 240 230 108.5
Q3 112.7 240 250 108.0

Q4 102.2 235 240 109.0
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TABLE 4.5

Table 4.5 lists the predictions, prediction errors, and squared errors for
this regression equation. The equation’s sum of squared errors is 2,616.4, much
smaller than the SSE of any of the previously estimated equations. The addi-
tional variables have significantly increased the accuracy of the equation. A
quick scrutiny of Table 4.5 shows that, by and large, the equation’s predictions
correspond closely to actual ticket sales.

This example suggests the elegance and power of the regression approach.
The decision maker starts with uncontrolled market data. The airline’s own
price, the competitor’s price, and regional income all varied simultaneously
from quarter to quarter over the period. Nonetheless, the regression approach
has produced an equation (a surprisingly accurate one) that allows us to meas-
ure the separate influences of each factor. For instance, according to Equation
4.3, a $10 cut in the competitor’s price would draw about 10 passengers per
flight from the airline. In turn, a drop of about $5 in the airline’s own price
would be needed to regain those passengers. Regression analysis sees through
the tangle of compounding and conflicting factors that affect demand and thus
isolates separate demand effects.

Predicted versus Actual
Ticket Sales Using

Q = 28.84 — 2.12P

+ 1.08P° + 3.09Y

Year and Predicted Actual
Quarter Sales (Q*) Sales (Q) Q*—-Q Q* — Q)2
YI Ql 77.7 64.8 12.9 166.4
Q2 38.2 33.6 4.6 20.9
Q3 32.5 37.8 —5.3 28.0
Q4 91.7 83.3 8.4 70.4
Y2 Ql 97.4 111.7 —14.3 203.3
Q2 117.8 137.5 —19.7 387.1
Q3 97.6 109.5 —-11.9 140.7
Q4 103.2 96.8 6.4 40.8
Y3 Ql 88.2 59.5 28.7 822.0
Q2 94.0 83.2 10.8 117.7
Q3 83.7 90.5 —6.8 46.7
Q4 91.7 105.5 —13.8 190.7
Y4 Ql 60.7 75.7 —15.0 224.9
Q2 92.2 91.6 .6 4
Q3 111.3 112.7 —1.4 2.1
Q4 114.7 102.2 12.5 155.0

Sum of squared errors 2,616.4
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Interpreting Regression Statistics

Many computer programs are available to carry out regression analysis. (In
fact, almost all of the best-selling spreadsheet programs include regression fea-
tures.) These programs call for the user to specify the form of the regression
equation and to input the necessary data to estimate it: values of the depend-
ent variables and the chosen explanatory variables. Besides computing the ordi-
nary least-squares regression coefficients, the program produces a set of
statistics indicating how well the OLS equation performs. Table 4.6 lists the
standard computer output for the airline’s multiple regression. The regression
coefficients and constant term are listed in the third-to-last line. Using these,
we obtained the regression equation:

Q = 28.84 — 2.12P + 1.03P° + 3.09Y.

To evaluate how well this equation fits the data, we must learn how to inter-
pret the other statistics in the table.

R-SQUARED The R-squared statistic (also known as the coefficient of determi-
nation) measures the proportion of the variation in the dependent variable
(Q in our example) that is explained by the multiple-regression equation.
Sometimes we say that it is a measure of goodness of fit, that is, how well the
equation fits the data. The total variation in the dependent variable is com-
puted as 2(Q — Q)?, that is, as the sum across the data set of squared dif-
ferences between the values of Q and the mean of Q. In our example, this
total sum of squares (labeled TSS) happens to be 11,706. The R? statistic is
computed as

o TSS — SSE

R = ——— [4.4]
TSS

The sum of squared errors, SSE, embodies the variation in Q not accounted
for by the regression equation. Thus, the numerator is the amount of explained
variation and R-squared is simply the ratio of explained to total variation. In our
example, we can calculate that R? = (11,706 — 2,616) /11,706 = .78. This con-
firms the entry in Table 4.6. We can rewrite Equation 4.4 as

R?> =1 — (SSE/TSS) [4.5]

CHECK
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TABLE 4.6

Estimating and Forecasting Demand

Airline Demand
Regression Output

Regression Output

Dependent variable: Q

Sum of squared errors 2616.40
Standard error of the regression 14.77
R-squared 0.78
Adjusted R-squared 0.72
F-statistic 13.9
Number of observations 16
Degrees of freedom 12
Constant P P° Y
Coefficients 28.84 —2.12 1.03 3.09
Standard error of coefficients 0.34 47 1.00
t-statistic —6.24 2.20 3.09

Clearly, R? always lies between zero and one. If the regression equation pre-
dicted the data perfectly (i.e., the predicted and actual values coincided), then
SSE = 0, implying that R?> = 1. Conversely, if the equation explains nothing
(i.e., the individual explanatory variables did not affect the dependent vari-
able), SSE would equal TSS, implying that R* = 0. In our case, the regression
equation explains 78 percent of the total variation.

Although R? is a simple and convenient measure of goodness of fit, it suf-
fers from certain limitations. The value of R? is sensitive to the number of
explanatory variables in the regression equation. Adding more variables results
in a lower (or, at least, no higher) SSE, with the result that R? inc