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Preface

This volume, belonging to the series “High-Pressure Shock Compression of Solids”,

focuses on the utility of static-compression studies of energetic materials to under-

stand shock processes such as detonation. Static compression, initially based on

P. W. Bridgman’s work during the first half of the 20th century, launched into its

own science in 1959 when the diamond anvil cell (DAC) was developed and subse-

quently utilized as a primary tool to achieve very high pressures. One motivation for

this book is to document the history of the development of the DAC and its associ-

ated analytical techniques to the study of energetic materials at static high pressures.

Another incentive is to present recent work utilizing the DAC in several areas rele-

vant to understanding the behavior of energetic materials at high static pressures.

In the late 1960s, three scientists at the National Bureau of Standards (NBS)

in Washington, DC, S. Block, C. E. Weir, and G. J. Piermarini (the co-editor of this

book), were actively involved in the development of a single crystal x-ray diffraction

technique utilizing the DAC. Several papers describing the progress they were mak-

ing in that area had been published, demonstrating promising results. However, one

major obstacle had not been overcome, and that was the ability to measure accurate

sample pressure in the DAC in a simple, routine, and rapid way. Research scientists

at the Explosives Laboratory, Picatinny Arsenal, Dover NJ, were aware of the NBS

work and were following its progress with great interest. In 1969, the Picatinny sci-

entists approached the NBS group and asked if they would try the new high-pressure

single-crystal x-ray diffraction technique on several inorganic azides that were of

interest to them. They desired information on pressure-induced polymorphism and

anisotropic compressibility of these azides, data that were unavailable at that time.

The NBS scientists initial response, to say the least, was not very enthusiastic,

because they pointed out that such data required a knowledge of sample pressure

and also a hydrostatic pressure environment due to the desired anisotropic proper-

ties of the crystals. Both pressure and hydrostaticity were quite unreliable at that

time because of the lack of exact measurement capabilities with respect to those

properties. The Picatinny scientists were more optimistic than the NBS group and

suggested that they undertake the study to see where it would lead. After some de-

liberation, the NBS group agreed to take a look at these azides, but only when they

v



vi Preface

could fit the work into an already busy schedule. They cautioned the Picatinny sci-

entists that it might take months before they could get meaningful results, if at all.

The Picatinny scientists presented a convincing argument to study these materials.

They noted that little work on explosive materials at very high pressures and also at

elevated temperatures had been published because of the nature of the experimen-

tal conditions available at that time, i.e., relatively large volume presses had to be

used to generate the pressures needed to obtain useful data such as compressibility,

thermal stability, pressure-induced polymorphism, etc. Few contemporary experi-

mental scientists were willing to conduct such experiments owing to the danger of

the sample detonating inside the anvils of the press, jeopardizing the safety of the

researchers. So it was that the NBS scientists were introduced to studying energetic

materials at high pressures in a DAC. Little did they know or appreciate the far-

reaching consequences of their decision to study pressure effects on these azides.

In 1970, the DAC was an unsophisticated piece of equipment and the technol-

ogy associated with it for pressure measurement was rudimentary (known freezing

pressures of the pressure-transmitting media were used to define the pressure), but

nevertheless the NBS scientists were able to obtain useful data with it, and, in the

case of the azides, some of the data were reported for the first time. Since then,

DAC technology and the means for measuring sample pressure in the instrument

(e.g., the ruby fluorescence method and now other more recently developed tech-

niques) have dramatically progressed. The DAC has been transformed from a rather

crude qualitative instrument to the sophisticated quantitative research tool that it is

today, capable of routinely producing and measuring sustained static pressures in

the multi-megabar range and readily adaptable to numerous scientific measurement

techniques because of its optical window, miniature size, and portability.

Today, the DAC is the premier instrument of choice for conducting experiments

of all kinds and in all disciplines which utilize the static high pressure and tem-

perature variables. Indeed, for static high pressure/temperature studies on energetic

materials, the DAC has become a widely used indispensable tool especially for

studying these very sensitive energetic materials with multiple phase transitions

at small pressure/temperature changes. Common energetic materials such as ionic

ammonium nitrate, ammonium perchlorate, sodium perchlorate, and the molecular

solids, NM, TNT, HMX, RDX, and TATB when initiated, undergo rapid decom-

position resulting in a high-pressure high-temperature shock wave or detonation.

This is a complex process to accurately describe, being a combination of almost-

instantaneous chemical, mechanical, and physical changes, requiring estimations

of high-pressures, high-temperature thermodynamic properties, chemical kinetics,

and reaction mechanisms. Fortunately, as described in this book, DACs allow the

design of well-defined static experimental conditions with accurate analytical mea-

surements, leading to a much better understanding of the behavior of energetic ma-

terials with respect to initiation, reaction, and detonation processes. The various

chapters in this book will attest to this fact, because much of the experimental data

represented in these chapters were obtained with the DAC.

Because of its enormous popularity in the scientific community, and because

many users of the DAC are unaware of its origin due to its many modifications,
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the history behind the invention of the DAC at NBS is presented in Chapter 1. This

chapter highlights the development of the original lever-arm type DAC together with

a description of four other generic types of DACs developed later. Also described

are several analytical techniques – optical polarizing light microscopy, infrared ab-

sorption spectroscopy, and powder- and single-crystal x-ray diffraction – that were

applied successfully for the first time to the study of energetic materials at static

high pressures.

In addition, Chapter 1 describes a process of invention, which illustrates a con-

cept that unique and original research often is not planned by the organization, but

originates from the scientists themselves, who must be highly qualified and mo-

tivated to do research. Planned research assumes that certain predictable results

will be achieved, and therefore, funding can be justified by the institution. Unfor-

tunately, this line of reasoning frequently produces mediocre scientific results. The

quintessential message proffered in Chapter 1 is that the development of the DAC

was not planned in advance; but, after its conception by the scientists themselves,

the work was allowed to simply progress, until ultimately its importance was recog-

nized and financially supported.

Chapter 2 explains the utility of static high pressures to synthesize energetic ma-

terials. The ultimate intent of the research described in this chapter is to create high-

nitrogen or polymeric nitrogen materials. Thus, it describes the creation of single-

bonded crystalline nitrogen, synthesized from N2 at P > 100 GPa and T > 2,000 K.

The material has a cubic-gauche (cg-N) structure, which was determined from x-ray

diffraction and Raman measurements.

Chapter 3 elucidates experimental measurements of the pressure–volume equa-

tions of state of energetic materials and their phase transitions at high pressure and

temperature, while Chapter 4 explains the same for binders and polymers used in

the formulation of explosives. The adaptation of the DAC for x-ray diffraction ex-

periments, Raman and Brillouin spectroscopy, and other analytical techniques is

detailed. The influence of nano- to micron-scale features of binders and polymers,

on the equation of state of formulated explosives is explained.

Chapter 5 highlights dynamic techniques with the DAC, utilizing time-resolved

spectroscopy to study complex processes of rapid mechanical, physical, and chem-

ical changes that occur during the detonation of an energetic material. Chapter 6

discusses static experiments that allow a detailed understanding of these complex

processes at the molecular level to illustrate the interplay between static and shock

experiments.

Chapter 7 describes molecular dynamics simulation methods and applications

to energetic materials under high compression. Applications using both electronic-

structure-based methods and conventional moleculardynamics methods employing

empirically derived force fields are given, as well as a discussion on advantages and

limitations/deficiencies of the various methods and models. Chapter 8 addresses

how defects affect the initiation and detonation of energetic materials. Ab initio

modeling of several energetic materials is used to elucidate the effect of electronic

and spatial structure of defects and their complex involvement in initiation of the

explosion process.
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The editors wish to acknowledge the demanding efforts of all the contributing

authors to this book, and also to recognize their personal contributions to static

compression and its utility in studying energetic materials. This is a dynamic and

diverse field with many questions still to be investigated, leaving exciting possibili-

ties for future work.

April, 2008 Suhithi M. Peiris
Virginia, USA Gasper J. Piermarini
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Chapter 1
Diamond Anvil Cell Techniques

Gasper J. Piermarini

1.1 Introduction

It has often been said that scientific advances are made either in a dramatic and

revolutionary way, or, as in the case of the diamond anvil cell (DAC), in a slow

and evolutionary manner over a period of several years. For more than 2 decades,

commencing in 1958, the DAC developed stepwise from a rather crude qualitative

instrument to the sophisticated quantitative research tool it is today, capable of rou-

tinely producing sustained static pressures in the multi-megabar range and readily

adaptable to numerous scientific measurement techniques because of its optical ac-

cessibility, miniature size, and portability.

During the last several decades the amount and quality of research with DACs has

increased enormously with new instrument modifications, new applications, and ex-

perimental results being reported in literature frequently. In fact, the DAC now has

become the premier instrument of choice for conducting experiments of all kinds

and in all disciplines that utilize static high pressure and temperature variables. In-

deed, for static high pressure/temperature studies on energetic materials, the DAC

has become a widely used indispensable tool. Never in my thoughts did I ever expect

this simple, yet elegant, device to become so widely used and accepted throughout

the world for conducting scientific research in many diverse disciplines. Because of

its enormous popularity in the scientific community, and also because I have per-

ceived that many scientists who use the instrument today are unaware of its origin,

probably because so many different modifications of the instrument have been made

and are currently in use, I think it is appropriate to narrate the history behind the in-

vention of the DAC in the introductory chapter of this book.

The DAC, as we know it today, was invented at the National Bureau of Stan-

dards (NBS), renamed the National Institute of Standards and Technology (NIST)

in 1986. Its development illustrates a process of invention almost unique in the sci-

entific research community. I believe it will be of noteworthy value to present in

detail the motivations behind this invention. I will also present first simple and later

S.M. Peiris, G.J. Piermarini (eds.), Static Compression of Energetic Materials, 1
Shock Wave and High Pressure Phenomena,
c© Springer-Verlag Berlin Heidelberg 2008



2 G.J. Piermarini

more refined experimental techniques and results permitting the reader to appreciate

and assess the merits of research on energetic materials with the DAC. In the pro-

cess, I will discuss four fundamental topics: (1) an in-depth history of how and why

the DAC was invented; (2) descriptions of five basic generic models of the DAC

and their characteristic merits and disadvantages in various research applications;

(3) the development of the ruby fluorescence method at NBS to measure sample

pressures in the DAC; (4) the development of pressure-transmitting media for spe-

cific applications; and (5) the development of high- and low-temperature capability.

I will follow with descriptions of several innovative DAC applications, the result

of research at NIST and the Naval Surface Warfare Center (NSWC, White Oak),

which are especially useful in the study of energetic materials. They are: (1) optical

polarizing microscopy for detecting birefringence changes in single crystals result-

ing from pressure-induced polymorphism and measuring phase transition pressures;

(2) Fourier transform infrared absorption (FTIR) spectroscopy for detecting phase

transformations and obtaining kinetic data on thermal decomposition reactions at

high pressures; and (3) x-ray diffraction techniques, including single crystal, pow-

der, and energy dispersive methods for confirming the existence of pressure-induced

polymorphism and identifying the new phases crystallographically. Experimental

results obtained with the aid of these techniques will be presented on the thermal

decomposition kinetics, chemical reactivity, and phase behavior of RDX and ni-

tromethane (NM).

1.2 Invention

The invention of the original DAC (lever-arm type with 180◦ optical transmission

window) took place in the late 1950s at the NBS in Washington, DC [1]. At that

time I was a young budding scientist attached to the Constitution and Microstruc-

ture Section (Howard F. McMurdie, Section Chief), where the DAC was invented

and later developed into a sophisticated scientific research instrument. My own re-

search activity at that time was unrelated to high-pressure work. I was fulfilling my

2-year military obligation (1956–1958) in the US Army and was assigned to Aaron

S. Posner’s crystallography laboratory to develop a rapid x-ray fluorescence tech-

nique for quantitative analysis of dental amalgams used by the military services.

Because my office and measurement apparatus were near the high-pressure labo-

ratory, I was able to develop close relationships with the individuals involved in

the DAC’s development, so I did, indeed, witness on a daily basis the process of

invention. It was not until 1961, about 2 years after the first paper describing the pi-

oneering work on the DAC was published, that I began my own collaboration with

C. E. Weir on the development of a modified (hydraulically loaded) version of the

lever-arm type DAC for x-ray powder diffraction measurements [2].

As I reflect on it now, it was the coincidental meeting of four scientists,

C. E. Weir, A. Van Valkenburg, E. R. Lippincott, and E. N. Bunting (Fig. 1.1),

each with his own technical and scientific expertise, which provided the impetus
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Fig. 1.1 The four scientists associated with the invention of the Diamond Anvil Pressure Cell at the
National Bureau Standards, Washington, DC, in 1957. From the left: Charles Edward Weir, 1911–
1987; Alvin Van Valkenburg, 1913–1991; Ellis Ridgeway Lippincott, 1920–1974; Elmer Newman
Bunting, 1892–1966 [NIST Archives]

necessary for the invention of the DAC. Interestingly enough, the activity leading

up to the invention had not been officially defined or even recognized in its early

stages. Rather, it was the innate intuition of these four scientists which permitted

them to recognize a fertile area of high-pressure research, and moreover, each one

knew how he could contribute to its realization. It was not planned that way, for, in

the beginning, there was little or no collaboration or even interaction among these

individuals.

In the early to mid-1950s, Weir, a chemist by training, was assigned to the

Leather Section, studying the physical properties of leather and how they affected

wear. For example, he used the pressure variable to measure porosity in leather by

Hg intrusion using a piston/cylinder hydraulic press [3–5]. He initiated these studies

because porosity in leather was known qualitatively to affect wear. Weir conducted

these experiments in an attempt to quantify that affect. Apparently Weir was so ef-

ficient and productive in performing his official tasks, that he had additional time

during which he could pursue his own personal research interests, discretionary

research which most of us did at NBS and still do today at NIST. In the 1950s,

it was common for NBS scientists to nurture unofficial discretionary research of

personal interest provided it did not interfere with performing official duties, and,

furthermore, was related to them in a somewhat general way. Weir adapted his

piston/cylinder press used for the leather porosity measurements to measure the

compressibility of many solids, including borosilicate glasses, teflon, natural and

synthetic rubbers as well as to study other phenomena such as pressure-induced

polymorphism (Fig. 1.2). He published the results of his piston-displacement mea-

surements in the archival scientific literature, some of which were industrially im-

portant and appeared in print for the first time [6–9].

As a result of his early high pressure work, Weir received the Department of

Commerce Silver Medal for his outstanding accomplishments. While performing

his studies, Weir developed an intense interest and appreciation for the effect of

pressure on the properties and structure of materials. In fact, he expressed to the
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Fig. 1.2 Weir (left) explains to G. Piermarini the details of the encapsulation method for samples
used in his early award-winning work with the hydraulic press located in the background (c.1968)
[W. P. Richardson, NIST Photo Lab]

management his desire to pursue this kind of research, rather than continue his

work on leather. In recognition of his accomplishments, Weir was able to continue

his high-pressure work in McMurdie’s Section. In the course of discussing his re-

sults with other NBS scientists, Weir met Van Valkenburg (known as Van by his

colleagues), and many discussions related to high-pressure studies took place bet-

ween them.

In 1958, Allen Astin, the Director of NBS, announced that several research areas

in high pressure would be emphasized in current and new NBS programs. Three

activities relevant to DAC were in that announcement: (1) to develop new methods

and technologies to achieve high pressures, (2) to develop measurement techniques

for the study of the structure and properties of materials at high pressure, and (3) to

establish a pressure scale to measure them [10]. Thus, in 1959 work on the develop-

ment of the DAC became an official NBS program.

In the early to mid-1950s, Van, also working in McMurdie’s Section, was en-

gaged officially in crystal synthesis by hydrothermal techniques, particularly in the

re-crystallization of mica by the Morey bomb method. At that time mica was clas-

sified as a strategic material because it was universally used as an insulator in vac-

uum tubes. Solid state devices were not in commercial use in the mid-1950s. Van

was a mineralogist by training and had an intense appreciation for the effect of

pressure on the physics and chemistry of materials. Like Weir, Van had a discre-

tionary research activity, which he pursued in his spare time. He hoped to develop

a high temperature–high pressure method for the synthesis of diamond, which, in-

cidentally, he was never able to achieve. Enthusiasm for this endeavor stemmed

from the fact that a few years earlier the General Electric Company had announced
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Fig. 1.3 Van Valkenburg (ca 1957) adjusting the parameters on his high-temperature furnace used
for the synthesis, crystallization and reconstitution of mica [W. P. Richardson, NIST Photo Lab]

the first successful production of synthetic diamond by a high temperature–high

pressure method – a technological achievement prominent on the world scientific

scene at that time. Van used a piston/cylinder press in combination with a high-

temperature NBS-type self-aligning tetrahedral anvil device for his diamond syn-

thesis studies [11] (Fig. 1.3).

As I recall, Weir expressed a strong desire to join Van so they could collabo-

rate in this newly emerging area of high-pressure research. With the introduction of

solid state devices, mica was no longer classified a strategic material and Van’s re-

search project was terminated. Also, the fact that P. W. Bridgman had been awarded

the Nobel Prize for his work in high-pressure physics a few years earlier may have

influenced their motivation. Weir convinced McMurdie that his proposed move to

join Van would be beneficial for both of them and for the section. So, in 1957 Weir

and Van were working together on high-pressure phenomena in the same labora-

tory room. As it turned out, Bunting, also in McMurdie’s section, was working in

that same large laboratory room on the second floor of the Industrial Building on the

NBS site on Van Ness Street in Northwest Washington, DC (now demolished and re-

placed by the University of the District of Columbia) (Fig. 1.4). Bunting, Weir, and

Van collaborated with Professor Lippincott, a guest scientist and consultant from

the University of Maryland, on the measurement of infrared absorption spectra of
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Fig. 1.4 Bunting’s office was
in the high-temperature fur-
nace laboratory where there
was also a Beckman infrared
(IR) spectrophotometer that
he used to study polymorphs
of silica and germania in
collaboration with Lippin-
cott. Bunting is shown sitting
at his desk facing the spec-
trophotometer located behind
Van’s high-temperature fur-
nace on the left (c.1959)
[G. J. Piermarini, NBS]

inorganic materials. Lippincott’s expertise was in absorption spectroscopy, partic-

ularly in the infrared (IR) region, and they published results of their collaborative

work on temperature-induced polymorphism in silica and germania [12]. As I re-

call, Earl Schoonover, Chief of the Mineral Products Division at the time, promoted

collaborations with outside organizations such as local universities, e.g., the Univer-

sity of Maryland and other government agencies to assist the NBS scientific staff in

developing new research areas to investigate.

These circumstances placed all four scientists in the same room where they per-

formed their own independent research work and also collaborated with Lippincott

on infrared spectroscopy studies. These conditions also permitted them to inter-

act with each other daily, exchanging ideas of common scientific interest. In the

relatively free laboratory environment of the post-Sputnik era, funds for research

were not lacking. In fact, I recall one high-level manager, Earl Schoonover, Chief

of the Mineral Products Division, speaking to a bench scientist, “Don’t worry about

where the funds are coming from, just do good science.” In this kind of environ-

ment, which is rare today, it was not long before one of these four individuals came

up with the notion that a major scientific breakthrough could be achieved in the area

of high-pressure research by developing a miniature high-pressure device with 180◦
optical transmission, permitting the measurement of infrared absorption spectra of

materials under high pressure. This inspiration came about because of Lippincott’s

spectroscopy background. During their many conversations, he frequently brought

the subject up and commented that such a device would be an effective tool for

probing the behavior of atomic forces in matter. He argued that unlike temperature,

which cannot exceed the limits imposed by the thermal stability of the solid under

study and the absolute zero of temperature, the only limitation imposed by the use

of pressure is the failure or limit of the pressure-producing vessel itself. Lippincott

was excited over the possibility of being able to measure and interpret the effects
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of pressure on infrared spectra, something which had not been done before. If they

succeeded in doing this, he said, it would be a major breakthrough in the areas of

IR spectroscopy and high-pressure research. That was enough to convince all four

of them. They decided to undertake the development of such a device. However, un-

like prior discretionary activity, usually carried out individually, this one would be a

combined effort of these four scientists and it would take over a year of their discre-

tionary time to accomplish the goal. It is important to note that their main impetus

was not the development of a pressure scale, although knowledge of the pressure

was important to them, but the measurement of the infrared spectra of solids at high

pressures as a means of studying interatomic forces and bonding. This spectroscopic

technique placed an immediate and immense constraint on their high-pressure ap-

paratus, for whatever they designed and fabricated had to be small enough to fit into

the sample chamber of an IR unit and also had to be transparent to infrared radiation.

Their first attempt to do this failed miserably. It was based on a design first pub-

lished in 1957 [13], in which the principle of pressing a powder in a cylinder by

inserting two opposed pistons in the cylinder and forcing them together to compress

the sample between them was used. A large single-crystal diamond was employed

with a cylindrical hole to contain the sample for x-ray diffraction measurements.

For infrared absorption measurements, Van was able to obtain a 7 1/2 carat (1 metric

carat = 200 mg) single-crystal Type II (low IR absorption properties) diamond from

the Smithsonian Institution free of charge. The justification for the gratis transfer

was that the rough stone would be used specifically for research purposes at the

NBS and would very likely be destroyed in the process of experimentation. A cylin-

drical hole (0.4 mm) was bored through the diamond perpendicular to two parallel

polished faces. Tight-fitting drill rods were inserted to compress the powdered sam-

ple within the cylinder. After a few excursions to elevated pressures by applying a

load to the ends of the drill rods using a simple clamp device hand-made by Weir, the

diamond developed radial fissures around the hole which increased with subsequent

load applications as shown in Fig. 1.5. The diamond eventually split into pieces with

subsequent applications of load because axial alignment of the drill rods was diffi-

cult to maintain, leading to further crack propagation and ultimate splitting. This

development quickly put an end to the experiment and also any future experiments

of this kind because no one or no organization was going to donate a diamond of

that size again even for the benefit of scientific research.

Thus, they had to come up with a fundamentally new approach. After much dis-

cussion and deliberation, they finally agreed on a very simple device suggested by

Weir which made use of the principle of Bridgman-opposed anvils [14, 15]. Percy

W. Bridgman, a Nobel Laureate and the father of high-pressure research, was a pio-

neer in the pressing of materials between two loaded flat-faced anvils (Fig. 1.6). As

noted earlier, Weir had been studying the effect of pressure on leather for several

years and had acquired a wealth of knowledge in the experimental techniques em-

ployed by researchers in the field. He concluded that opposed anvils, transparent to

infrared radiation, would be the simplest approach, especially because they would

have to make the device themselves during their spare time. All agreed to proceed

in that way.
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Fig. 1.5 This photo depicts
the radial cracks that develop
around the bored hole through
the diamond. These cracks
increase in size as the load
on the pistons increases ul-
timately leading to complete
fracture of the diamond into
several pieces [13]

Fig. 1.6 This schematic de-
picts the fundamental concept
of Bridgman-opposed anvils.
A load (F) forces two opposed
anvils (usually a very hard
material like WC) together
with the sample squeezed in
the small area between them.
The load is generated usually
by utilizing a hydraulic press.
For a given load, the smaller
the anvil area, the greater
the pressure generated on the
sample

SAMPLEOPPOSED ANVILS

F

F

The NBS scientists also knew that diamond, because of its extreme hardness,

high compressive strength, and IR transmission properties, was the obvious material

to use for the anvils. For optimum IR transmission, particularly in the fingerprint

region for the study of interatomic forces, they would have to obtain rare Type II

diamonds or at least those possessing mainly Type II character. Most diamonds

exhibit gradations between Types I and II properties [16].

Rare Type II diamonds could be used for infrared microspectroscopy studies be-

cause they could withstand the loads necessary to generate high pressures. Also,

by utilizing a miniature opposed-anvil arrangement, only microgram quantities of

sample are required, so a very small portable apparatus for generating load was all

that was needed. But at this stage, they had no idea how or where to obtain Type II

diamonds. The work was still discretionary and no supporting funds were available.
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McMurdie certainly would not agree to their purchase, especially if the diamonds

were going to be squeezed together and very likely crushed in the process, ending

up like their earlier experience with the 71/2 carat stone. Whatever they were go-

ing to do had to be done on their own initiative and without official support. Van,

whose mineralogy background was critical at this stage, came up with a wonder-

ful solution. Through his efforts, he succeeded in obtaining 1,100 brilliant-cut gem

diamonds from the General Services Administration (GSA), which maintained a

large accumulation of contraband diamonds confiscated by the US Customs Service

from smugglers attempting to enter the country with them illegally. Unlike today,

where confiscated diamonds are periodically auctioned off to the general public by

the GSA, in 1957 disposing the stones by public sale was not permitted and the con-

traband gems accumulated in the GSA coffers and remained there indefinitely. With

the assistance of McMurdie, who provided an NBS document declaring that these

diamonds would be used specifically in high-pressure experiments at the NBS and

would very likely be destroyed in the process of experimentation, the GSA agreed

to transfer to NBS about 1,100 brilliant-cut gems, all roughly one third of a carat in

weight. I do believe that without the availability of these cost-free gems, the effort

to build this high-pressure instrument would have been seriously curtailed, if not en-

tirely terminated. In any case, the venture would not have proceeded easily beyond

this point without the availability of these gratis gems.

Bunting and Van proceeded to measure the IR transmission and other properties

of the 1,100 gems and found that only 55 of them were primarily of Type II char-

acter and suitable as anvils for IR transmission experiments [16] (Fig. 1.7, Fig. 1.8).

They now had the proper diamonds, but they still had to shape them into anvils and

then fabricate the mechanism for applying load to them. Both procedures had to be

simple because Weir was going to use only an old South Bend♦ lathe, a drill press,

a hack saw, files, an old high-speed diamond wheel obtained from surplus, and any

other equipment readily available to him in his laboratory to do all this. These sim-

ple tools dictated how the instrument was going to be designed and fabricated. Thus,

what was initially thought to be a great hindrance turned out, in the end, to be a great

boon, because these simple fabrication tools and the constraints imposed by the in-

frared apparatus, determined the ultimate simplicity in the design of the device.
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Fig. 1.7 A. Infrared spectrum of typical type-II diamonds (2–4 mm thick). B. Infrared spectrum of
a thin type-II diamond (1 mm thick) [20, 22]
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Fig. 1.8 Infrared spectrum of a typical type I diamond (2–4 mm thick) [20, 22]

The actual construction of the first DAC was literally left in the hands of Weir,

who had a special proclivity for design and fabrication and excelled at it. Weir pre-

ferred to do things himself and rarely involved the Shops Division, even when car-

rying out his official work. He often was heard to say, “I don’t have time to wait

for this job to get done because it may take a week or so, and, furthermore, I will

have to make a careful drawing of the object I need made to give to the Shops. I

think I’ll just do it myself right now and be over with it.” And he usually did, as

was the case with the DAC. Because readymade anvils had not been obtained, the

Type II brilliant-cut gem stones, which had been selected by Van and Bunting, had

to be modified into anvils. The simplest thing to do was to grind down the tip or

culet of the brilliant-cut stone until a small flat area about 0.5 mm2 was formed.

Weir did this himself on the selected type II gems by grinding down the culets on a

high-speed grinding wheel impregnated with diamond grit with a home-made jig to

keep the ground flat parallel to the table of the gem. Several stones, often as many as

ten, were mounted in the jig simultaneously, held firmly in place with low-melting

solder. This procedure permitted several anvils to be made concurrently.

Although each scientist had input into the overall design of the clamping device,

the final approval was left up to Weir because he was going to have to fabricate it

using the equipment he had available to him. Once they all agreed on the lever-arm

design, which has remained essentially the same even to today, Weir proceeded to

fabricate the device by himself. He used tools only available to him in the laboratory,

i.e., an old South Bend� lathe with sloppy, noisy bearings as I recall, an electric drill

press, a hack saw, and whatever else was handy to get the job done. Finally, after

many weeks of trials and failures, the final instrument was created (Fig. 1.11). It was

used successfully to demonstrate for the first time that pressure shifts and other pres-

sure effects on the infrared absorption spectra of materials could be observed and

measured [1]. The device, a crude, homemade instrument, became the prototype for

all succeeding designs of the opposed diamond anvil high-pressure cell with 180◦
optical transmission, initiating a new era for high-pressure research. The design of

the original instrument is shown in schematic cross section in Fig. 1.9 and Fig. 1.10.
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Fig. 1.9 This is a schematic
diagram of the original lever-
arm type DAC fabricated
by C. E. Weir in 1957/58.
The simplicity in the design
is clearly demonstrated. In
operation, rotation of the
screw G compresses the
spring F, which transmits
a force through the lever
arms to E. The opposed
pistons B, containing the
diamond anvils A, are fixed
in position in the massive
block C by the entablature
ring D. Thus the diamonds
are squeezed together under
an applied load. Note that the
thickness of the block C is
only 1 inch, permitting the
device to be positioned in
the focusing mirrors of the
IR instrument as shown in
Fig. 1.10 below [20, 22]

Fig. 1.10 The IR beam path is designated by the letters A through H. The pressure cell is desig-
nated by the letter D. B is a convex mirror. C and E are concave focusing mirrors. F and G are
planar reflecting mirrors [20]

In what appears to be a case of simultaneous discovery, because to my knowledge

neither group was aware of the other’s work until just before publication, a similar

device was developed at the University of Chicago (UC) for x-ray powder diffrac-

tion measurements at high pressures [17, 18]. Like the NBS DAC, this instrument
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Fig. 1.11 This photograph shows the original instrument, homemade by C. E. Weir. On close
inspection its crude fabrication is readily apparent. Because of its importance in the field of high-
pressure research, this instrument, small enough to fit in the palm of one’s hand and capable of
producing very high pressures, is on display today in the NIST Museum at Gaithersburg, MD
[NIST Archives]

Sample

X–Ray Beam

Diamond
Cones

Fig. 1.12 The University of Chicago instrument was designed to replace the sample mount of a
standard 2θ scan x-ray diffractometer. The entablatures for the two diamond cones were Carbaloy
inserts in steel, thus precluding the possibility of 180◦ transmission

made use of two opposed diamonds in a Bridgman flat-face anvil arrangement, but

the fundamental difference between the two instruments is in the direction of the

incident and reflected x-ray beams. Unlike the NBS design, which has 180◦ trans-

mission so that the x-ray beam enters one anvil and exits through the other anvil,

in the UC device the x-ray beam enters and exits the same anvil as shown in the

Fig. 1.12.

With official NBS funding more refined pressure cells (Fig. 1.13) were built in the

NBS fabrication shops specifically for IR absorption studies which were performed

on many materials of interest and published in the scientific literature over the next

several years [19–23].

This instrument with 180◦ optical transmission was used for infrared absorption

measurements on powders squeezed between the two opposed diamond anvils.

Some of the very first materials studied were NaNO3, KNO3, AgNO3, ferrocene,

ice, and CaCO3.. These studies demonstrated for the first time that pressure-

dependent shifts in the IR absorption bands could be measured, in addition to

the observation of large changes in spectra as a consequence of pressure-induced

phase transformations [19–22].
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Fig. 1.13 A schematic view of the refined pressure cell is shown on the right. Critical components
are identified as follows: A – the diamond anvils, B – the supporting steel entablatures, C – steel
guiding cylinder, D – aluminum cell body, E – piston, F – steel pressure plate, G – tappet spring,
H – screw knob, I – circular cavity for insertion of a resistance coil furnace. Except for the Al
cell body and the diamond anvils, all other components were fabricated from a stainless steel.
Two push/pull screws, 120◦ apart, located in each piston (E), provided a mechanism for tilting the
keyed supporting steel entablatures (B) permitting parallel alignment of the diamond anvil faces.
In a later similar design, the keyed entablature feature was removed and only one piston was fitted
with these screws because alignment could be achieved by a combination of a tilt of one anvil and
a rotation of the other [Courtesy of High Pressure Diamond Optics, Inc. Tucson, AZ 85719]

Van was born in Schenectady, NY in 1913, earned a B.S. degree in geology from

Union College in 1936, and, 2 years later, an M.S. degree in mineralogy and petrol-

ogy from the University of Colorado. During World War II, he supervised degauss-

ing ships at the Charlestown Navy Yard in Boston, MA. He joined NBS in 1945
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and left in 1964 to become a Program Director in Geochemistry at the National Sci-

ence Foundation. Later he became Chief of University Relations at the Bureau of

Mines until his retirement in 1980. All the while, Van continued to work with the

DAC at the Geophysical Laboratory until 1980. Van continued to be associated with

the DAC in the years after he departed NBS through High Pressure Diamond Op-

tics (HPDO), a company which manufactures and sells DACs to researchers in the

high-pressure community. HPDO originally was a partnership consisting of Weir,

Lippincott, and Van Valkenburg, with Van being the active partner and Weir and

Lippincott silent partners. Later, however, Van became the sole owner of the com-

pany. Over the years, Van provided many DAC instruments to the high-pressure

community through the vehicle of HPDO. This too, had an important impact in the

field of high pressure for it made the DAC readily available to many scientists who

would otherwise have had to design and fabricate the instrument in their own labo-

ratories. Many would have chosen not to do so. In retirement, Van moved to Tucson,

AZ, where he continued to manufacture and sell DACs and anvils with his son Eric.

Van passed away in 1991. His son Eric continues to operate HPDO [23].

Weir retired from NBS in 1970 after the development and refinement of the high-

pressure single-crystal x-ray diffraction technique, and moved to San Luis Obispo,

CA. He was born in Washington, DC in 1911, the son of a government employee.

He attended Dunbar High School, graduating at the head of his class. In 1929 he was

one of four young men appointed to the US Naval Academy, Annapolis, by Oscar De

Priest, representative in Congress from Chicago. However, even though he passed

the mental examination, he was not accepted to the Academy because of poor vi-

sion [24]. Weir went on to study chemistry at the University of Chicago and earned a

B.S. degree in 1932, an M.S. degree in physical chemistry from Howard University

in 1934 and taught there until 1937, when he entered the California Institute of Tech-

nology (CalTech) to study for the Ph.D. in physics. Owing to illness he terminated

his studies in 1940 and joined NBS in 1943, where he remained until his retirement

after an outstanding and prolific scientific career. Weir passed away in 1987 [25].

Bunting retired from NBS in 1962 after a long and productive career (37 years)

at NBS. He was born in Chicago in 1892. He was one of the few scientists during

those early years that had a doctorate degree (from UC in physics, mathematics, and

chemistry, granted in 1918). He passed away in 1966 [26]. Lippincott was born in

Philadelphia in 1920 and attended Earlham College in Richman, IN. He earned a

doctorate from Johns Hopkins University in 1947. In 1974, Lippincott passed away

at an early age (54 years) from Hodgkin’s disease [27].

1.3 Introduction of the Gasket Technique

In the years immediately following the pioneering work on the development of

the DAC, Van made an extremely valuable contribution to DAC technology in

1962 [28, 29]. He had the clever idea of encapsulating pure liquid samples in the

DAC by using a thin metal gasket (Fig. 1.14) containing a very small hole placed

between the flat surfaces of the opposed anvils. The hole was filled with liquid and
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DIAMOND ANVIL

DIAMOND ANVIL

INCONEL

GASKET HOLE

FOR LIQUID

FOIL

Fig. 1.14 This schematic diagram shows a thin metal foil (gasket) separating the two diamond
anvils. The foil is typically an Inconel alloy about 2–3 mm thick, and contains a hole approximately
0.2–0.3 mm in diameter. Note that the face of the lower anvil has less area than the face of the upper
anvil, permitting it to indent the foil more effectively, thereby reducing the volume of the hole and
thus increasing the pressure on the confined liquid

the anvils were squeezed together while observing the liquid with the aid of a po-

larizing light microscope. Prior to 1962, only powders were pressed between the

diamond anvils and were studied mainly by IR absorption spectroscopy and x-ray

powder-diffraction methods.

In his initial experiment, Van filled the cavity with water, quickly assembled the

pressure cell and then applied a force to the anvils while observing the confined wa-

ter in the gasket hole with the aid of a polarizing microscope. The metal foil thinned

down reducing the volume of the hole and thus the confined water also, thereby in-

creasing the pressure. At about 0.98 GPa, he found that the water crystallized to ice

VI. He observed for the first time the crystallization of water at room temperature

(RT) to solid ice VI. What he saw is shown in Fig. 1.15.

Van was able to observe, for the first time, crystallization and polymorphism in

water as the pressure was increased at room temperature [28] (Fig. 1.16). Further-

more, by employing this technique on a single crystal of calcite and using glycerine

as the pressure-transmitting medium, Van was able to observe two pressure-induced

polymorphic transformations in calcite when polarized light was used to illuminate

the crystal [29]. The original work on calcite was done soon after the gasket tech-

nique was developed, but the results of that study were not published until 1970,

long after Van had left NBS in 1964. The development of the gasket technique was

very important for it permitted hydrostatic pressure environments to be achieved

thereby laying the foundation for quantitative measurements at high pressures be-

cause of the reduction and even elimination of pressure gradients in some liquids.

One of the early applications derived from this gasket technique was high-pressure

single-crystal x-ray diffraction. In fact, it was Van’s gasket technique and his obser-

vations of the transformations in calcite in glycerine that led Weir, Stanley Block,
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Fig. 1.15 These are amor-
phous shapes or globules of
crystalline ice VI in equilib-
rium with water at approx-
imately 0.98 GPa at RT as
viewed through the DAC with
the aid of a polarizing light
microscope. This photograph
is the original one that Van
took when he saw for the first
time ice VI in equilibrium
with water at room temper-
ature. To my knowledge, no
one had ever seen this before

Fig. 1.16 A single crystal of
ice VI was grown from one
of the globular crystals shown
in Fig. 1.15. The procedure
Van followed was to melt
all but one of these faceless
crystals by carefully warming
the cell slightly above RT
and then allowing the tem-
perature to return to ambient.
This procedure was done at
approximately 0.98 GPa, the
freezing pressure of ice VI
at RT

and me in 1964 to begin a long collaboration, this time with NBS support, resulting

in the development of the high-pressure single-crystal x-ray diffraction technique

utilizing the precession camera [30].

By 1971, the DAC had undergone several stages of refinement both at NBS and

other laboratories and also was adapted to other measurement techniques by several

laboratories in the US and abroad. However, the DAC was still not fully appreciated

by many scientists including those in the NBS management because there was no

rapid, convenient, and accurate method available to measure the sample pressure.

At that time pressures were generally determined by a tedious and time-consuming

x-ray diffraction method measuring the volume compression of NaCl based on an

equation of state. The technique often required as much as 15 h to make one pressure

measurement. Thus, the DAC’s acceptance as a tool for high-pressure research was

limited and was used primarily in laboratories engaged in research of geological

interest where very high pressures were desired, but high accuracy at these very

high pressures was not considered a serious issue at the time.
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1.4 Application to X-Ray Diffraction Techniques

The NBS opposed-anvil DAC became the prototype for all subsequent diamond

cells with 180◦ optical transmission. While the first application of the DAC was

in IR spectroscopy, we proceeded to investigate the possibility of applying the in-

strument to x-ray powder diffraction because we were part of the Crystallography

Group. At the conclusion of my military service obligation, I joined the Constitution

and Microstructure Section, headed by H. F. McMurdie. A year after joining that

Section, Weir and I initiated a collaboration on applying the DAC to x-ray powder

diffraction. In 1962 we published a description of a hydraulically loaded miniature

x-ray powder diffraction high-pressure camera along with results demonstrating the

usefulness of the technique [2] (Fig. 1.18).

When it became obvious that single crystals could be grown in a DAC from

liquids, the possibility of performing single-crystal x-ray diffraction experiments

at high pressures was obvious to us. Weir and I had published several successful

x-ray diffraction studies on powders at high pressures using the hydraulic pressure

cell (Fig. 1.17). It was only natural for us to extend the technique to single crys-

tals. In 1963, Stanley Block, head of the Crystallography Group, joined us in this

endeavor. As before with the original pressure cell, Weir modified a Buerger-type

Fig. 1.17 A schematic diagram of the hydraulically loaded x-ray diffraction high-pressure camera.
It demonstrated for the first time that useful powder patterns could be recorded on film from sam-
ples under pressure. The number of observed d spacings was limited, but often could be indexed
according to a crystal system, thus yielding volume compression data. Also pressure-induced phase
transformations could be detected. Components are identified in [2]
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Fig. 1.18 Two examples of phase transitions are shown in this figure. Opposite quadrants (La and
CsF) of x-ray powder diffraction films demonstrate pressure-induced phase transformations, e.g.,
the hexagonal structure of α-La transforms to a face-centered cubic structure (fcc); CsF transition
is from a NaCl-type-to-CsCl-type structure [31, 32]. These films were taken with the instrument
shown in Fig. 1.19

Fig. 1.19 This is a photograph of the crudely modified Buerger-type precession camera that Weir
built to accommodate the lever-arm type DAC to determine if meaningful x-ray diffraction patterns
could be obtained from a single crystal under pressure. Be metal inserts were used to support the
anvils because of the metal’s relatively high transmission properties for Ag Kα radiation [33]

precession camera to accommodate a lever-arm type pressure cell fitted with beryl-

lium (Be) metal plates to support the diamond anvils. Beryllium was used because

of its relative transparency to Ag Kα (λ = 0.5609 Å) radiation and diffracted beams

from the crystal could penetrate it without much loss in intensity (Fig. 1.19).
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Fig. 1.20 This is one of the very first precession patterns (μ = 16◦, Pd filtered Ag radiation) ob-
tained of the hk0 level of ice VI at RT and 0.98 GPa. The heavy diagonal streaks are from the
single-crystal diamonds and the rings are from the metal gasket. The very small spots in a regular
geometric pattern arise from diffraction from the single crystal of ice VI. This photograph is one
of the very first ever taken of a single crystal at RT and these high pressures. A detailed analysis of
this film related to the structure of ice VI can be found in [34]

Fig. 1.21 This is a typical
24 h exposure using for a
zero-level photograph ob-
tained from a bromine single
crystal. Bromine was used for
this analysis because of its
relatively intense diffraction
spots as shown in the photo-
graph [35]

Because of the encouraging x-ray data obtained for ice VI (Fig. 1.20), a complex

set of absorption and polarization corrections for the Be inserts and the crystal un-

der precession motion were evaluated and tested on a single crystal of Br2 whose

structure was known (Fig. 1.21). The results of the analytical procedure showed a

dramatic improvement in intensities and that a structure factor (R-Factor) as low

as 9.1% was possible when these corrections were applied [35]. Utilizing these

absorption corrections, the first structure determination ever done on an unknown

single crystal by this DAC technique was accomplished on a high-pressure form of

benzene, benzene II [36]. At a pressure of about 2.5 GPa and RT, benzene II was

found to crystallize in the monoclinic system (space group P21/c; Fig. 1.22). The
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Fig. 1.22 A single crystal of
benzene II in equilibrium with
liquid at about 310◦C and
3 GPa, showing well-defined
crystal morphology. This
crystal was slowly grown to
fill the gasket cavity by gradu-
ally reducing the temperature
to RT. A crystal such as this
one was used to study the
structure of benzene II [36]

Table 1.1 A comparison of crystal data for benzene I and benzene II. The numbers in parentheses
are standard deviations on the reported values in units of the last place, obtained from least-squares
refinement from 20 experimental values of 2θ . The increase in density (ρc) for benzene II illus-
trates the effect of 2.5 GPa [36]

BENZENE I BENZENE II
(21◦C,0.07GPa) (21◦C,2.5GPa)

a= 7.17 a= 5.417(5) Å
b= 9.28 b= 5.376(19)
c= 6.65 c= 7.532(7)

β= 110.00(8)◦

Space group Pbca Space group p21/c
Z = 4 Z = 2

ρc = 1.18gcm−3 ρc = 1.258gcm−3

structure was solved by generating all possible molecular packing configurations

and calculating structure factors, reliability factors, and packing energies for each

configuration. The procedure produced a unique solution for the molecular packing

of benzene II, yielding a conventional reliability index (R factor) of 7.6% based on

19 unique reflections. Later, the method was used in a similar approach to deter-

mine the crystal structure of an unknown high-pressure form of carbon tetrachloride

(CCl4-III). The space group was found to be P21/c with four molecules per unit

cell [37]. The crystal data on benzene are listed in Table 1.1

In the intervening years between 1964 and 1968 refinements to the DAC and

the precession camera were made to facilitate the operation of the high-pressure

single-crystal x-ray diffraction technique. A new DAC was designed and fabricated
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almost entirely of Be metal except for high-strength components needed to support

the required loads, e.g., the load-generating screw, the tappet spring, and the spring

pressure plate [38]. Also a Buerger-type precession camera, designed to accommo-

date the Be DAC, was built in the NBS fabrication shop (Fig. 1.23).

With this improved instrumentation crystal data on high-pressure phases of ben-

zene, carbon disulfide, bromine, carbon tetrachloride, and potassium nitrate were

obtained [39]. In these experiments, single crystals were grown at elevated pres-

sures either from the liquid, e.g., C6H6-I, CS2, CCl4-I, CCl4-II, CCl4-III, or from

the solid, e.g., KNO3–III and KNO3-IV(?). Results are shown in Table 1.2

With the publication of our successes utilizing the DAC in single-crystal x-ray

diffraction at high pressures, military research laboratories such as the Explosives

Fig. 1.23 The redesigned Be DAC and precession camera are shown here mounted on an x-ray
unit ready for operation

Table 1.2 From single-crystal x-ray diffraction data obtained from high-pressure phases at room
temperature, unit cell and space group data are listed. All unit cell dimensions are given in
angstroms (Å) with estimated uncertainties of ±2 in the last decimal place given and uncertainties
of ±0.5◦ in angles

C6H6 I–orthorhombic, a= 7.17,b= 9.28,c= 6.65,bca,
CS2–orthorhombic,a= 6.16,b= 5.38,c= 8.53,Cmca,
Br2–orthorhombic,a= 8.54,b= 6.75,c= 8.63,Cmca,
CCl4, II–rhombohedral, a= 14.27,α= 90◦,
CCl4, II–monoclinic, a= 22.10,b= 11.05,c= 25.0, β= 114◦, CaorC2/c,
CCl4, III–orthorhombic, a= 11.16,b= 14.32,c= 5.74,C2221,
KNO3, III–rhombohedral, a= 4.31,α= 78◦54,
KNO3, IV(?)–orthorhombic, a= 5.58,b= 7.52,c= P21nb or Pmnb.
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Laboratory, Picatinny Arsenal, Dover, NJ, and The Army Materials Technology

Laboratory, Watertown, MA asked us if we could investigate the feasibility of car-

rying out such studies on energetic materials because compression data as well as

pressure-induced phase transformations and structures of high-pressure phases were

literally nonexistent on explosive materials at that time and were highly desired. The

reason for the paucity of this data was that safe experimental techniques to study the

behavior of explosives at high pressures were unavailable until we introduced this

new DAC technique. Until the request from military laboratories came, we had no

intention of studying energetic materials in the DAC. It was only because of the in-

terest of these military laboratories that we got involved in this activity. Scientists in

those laboratories recognized before we did the usefulness of the DAC in studying

explosives under pressure. They noted that because of the relatively small amount

of material required for study, the danger of explosion is minimal and often even

nonexistent. So, in 1969 we initiated single-crystal studies for Picatinny Arsenal to

determine if we could measure the compressibility of several single-crystal azides of

military interest, e.g., Pb(N3)2, Ba(N3)2, KN3, TlN3, and NaN3. For these studies,

the measurements had to be made in a chemically inert hydrostatic pressure environ-

ment to preserve the single-crystal character of the sample. Nonhydrostatic stresses

in the pressure environment would produce cracks and other kinds of defects in the

crystal, destroying its single-crystal character. In addition to the chemically inert,

hydrostatic-pressure-transmitting medium requirements, the pressure on the sam-

ple had to be known accurately to obtain meaningful compression measurements.

We developed a novel methodology for solving these problems simultaneously. We

used accurately known RT freezing pressures of n-hexane (10395 bar) and ethanol

(22210 bar) known to be chemically inert to the azide crystals studied. Figure 1.24

shows in detail the procedure followed to solve these issues [40].

Fig. 1.24 This is a single
crystal of Pb (N3)2 at ap-
proximately 2.2 GPa and RT.
The matrix surrounding the
crystal is chemically inert
liquid ethanol in equilibrium
with multiple small crystals
of ethanol floating in its liquid
(upper right) [40]
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This condition describes the freezing pressure of ethanol at RT, which is known

from previously published results of measurements made by P. W. Bridgman. The

single-crystal x-ray diffraction measurements were made under these conditions

utilizing the Buerger-type precession camera. The RT freezing pressures of other

chemically inert liquids were similarly used to obtain data at other pressures. In

this way, compression, and therefore, compressibilites of several inorganic azides

were determined for the first time because previously no one was eager to compress

explosives in conventional presses where relatively large volumes were required.

As illustrated in Tables 1.3 and 1.4, the compressibility of α- and β-lead azide,

barium azide, potassium azide, sodium azide, and thallium azide were successfully

determined by single-crystal x-ray diffraction techniques for the first time in a new

application of the diamond anvil pressure cell. Because single-crystal data were ob-

tained in this study, both anisotropic and volume compressibilities were able to be

determined. A pressure-induced phase transformation was discovered for the first

time in thallium azide at RT at a pressure between the freezing points of chlo-

roform (5390 bar) and n-decane (2990 bar). Pressure–temperature observations of

lead azide using a polarizing microscope with the DAC were carried out to 300◦C
and about 3 GPa. No phase transition was observed. In the overall study, it was de-

termined that radiation damage to azide crystals under high pressures was reduced

significantly compared with radiation damage observed at RT. However, a great

Table 1.3 Anisotropic and volume compression of six inorganic azides determined by single-
crystal x-ray diffraction measurements in a new application of the DAC [40]

Substance Crystal Presure a(10−8 cm) b(10−8 cm) c(10−8 cm) β(deg) V (10−24 cm3)
system (bar)

Pb(N3)2 Orthorhombic 1 11.31 16.25 6.63 1218.
10 395 11.08(5)a 16.16(3) 6.630(5) 1187.(5)
22 210 10.83(1) 16.14(1) 6.601(1) 1154.(2)

Pb(N3)2 Monoclinic 1 18.46(8) 8.909(8) 5.093(6) 106.2(2) 804.4(4)
10 395 18.01(9) 8.774(8) 5.065(5) 105.9(2) 770.(4)

Ba(N3)2 Monoclinic 1 5.435(4) 4.401(1) 9.611(4) 99.67(8) 226.2(2)
10 395 5.395(4) 4.345(3) 9.553(6) 99.8(2) 220.2(3)
22 210 5.375(9) 4.316(3) 9.47(2) 101.2(5) 215.4(6)

KN3 Tetragonal 1 6.0727 7.144 263.4
10 395 6.034 6.828 248.6
22 210 5.992 6.638 238.3

TIN3 Tetragonal 1 6.196(8) 7.376(7) 283.2(6)
2 990 6.178(8) 7.316(7) 279.9(2)

NaN3 “Monoclinc”b 1 6.630(2) 3.640(2) 5.299(2) 111.5(5) 118.9(2)
10 395 6.098 3.593 5.288 106.0 111.3

a Numbers in parentheses represent standard deviations in the last significant figure shown resulting
from a least-squares fitting process. Where standard deviations are not shown, either the parameters
were obtained from the literature or there was insufficient data to do a meaningful least-squares
refinement.
bNaN3 assumed monoclinic at 9 bar and the parameters listed derived on that basis.
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Table 1.4 Compressibilities of six inorganic azides (10−4bar−1) [40]

Substance −a−1
0 (Δa/ΔP) −b−1

0 (Δb/ΔP) −c−1
0 (Δc/ΔP) −V−1

0 (ΔV/ΔP)

Pb(N3)2 (ortho) 1.96a 0.53 2.44
1.91 0.30 0.20 2.36

Pb(N3)2 (mono) 2.34 1.51 0.57 4.12
Ba(N3)2 0.71 1.22 0.58 2.53

0.50 0.97 0.65 2.15
KN3 0.60 4.25 5.41

0.59 3.17 4.30

TIN3 0.97b 2.17b 4.63b

NaN3 7.69 1.32 6.15

aWhere two values are given, the first refers to the interval 1 bar to 10,395 bar. The second, to the
interval 1 bar to 22,210 bar. One value only refers to the interval 1bar to 10,395 bar.
bThese values refer to the interval 1bar to 2,990 bar.

disadvantage to the method is that pressure measurement is cumbersome and time-

consuming because the cell has to be reloaded each time a different pressure point

is needed for a different liquid.

1.5 The Ruby Fluorescence Pressure Measurement Technique

By 1971, the DAC had undergone several stages of refinement and had been adapted

to other measurement techniques by NBS and other laboratories in the United States.

It was used primarily for x-ray powder diffraction studies, optical polarizing mi-

croscopy, and IR absorption spectroscopy. At that time single-crystal x-ray measure-

ments were not of interest because of the difficulty in measuring the sample pressure

as discussed in our compression of azides measurements. As a consequence of this

limitation, the DAC was not fully appreciated by many research scientists because

there was no convenient and rapid method available for measuring the sample pres-

sure. Pressures, determined by calculating force per unit area, were inaccurate and

associated uncertainties imprecise because of the unknown distribution of force over

the gasket and sample areas. This situation persisted for several years. Until 1971,

pressures were either calculated (force per unit area) or measured from compression

data (utilizing an equation of state, e.g., NaCl) obtained by x-ray powder diffraction

measurements. But the former procedure, as already stated, was very inaccurate,

and the latter was tedious and time-consuming, often requiring as many as 15 h of

exposure time to produce a measurable diffraction pattern on film for one pressure

determination. Thus, acceptance of the DAC by the scientific community as a tool in

high-pressure research was somewhat limited. It was used in laboratories engaged

in research of geological interest where very high pressures simulating the earth’s

interior were desired, while a knowledge of the pressure was not yet of primary

importance.
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In 1971, however, the situation changed dramatically. Stanley Block and I (Weir

had retired from NBS and had moved to San Luis Obispo, CA in 1970) were un-

der constant prodding by the management to develop a better method for measur-

ing pressures in the DAC. The problem was discussed in the NBS cafeteria one

day among John (Jack) B. Wachtman Jr., Chief of the Inorganic Materials Di-

vision, Stanley Block, Chief of the Crystallography Section, and Professor Dean

Barnett, a Guest Scientist at NBS on sabbatical leave from Brigham Young Uni-

versity (BYU). (Dean had worked with large presses in his research at BYU and

wanted to learn how to use the DAC.) While having lunch together, their conver-

sation turned to the problem of measuring pressure in the DAC. During the con-

versation, Wachtman asked a pivotal question, “Have you considered fluorescence

spectroscopy?” Among the many possible techniques we had already tested over

the years, all were found to be unsuitable. However, we had never considered fluo-

rescence spectroscopy, so they replied they would look into it. Encouraged by this

meeting, Stanley Block, Dean Barnett, Richard Forman, and I undertook to mea-

sure the pressure-dependence of several fluorescing materials thought to be good

candidates for a pressure sensor [41, 42]. Some of the materials investigated hap-

pened to be lying on the shelves in Forman’s spectroscopy laboratory, while others

were provided by H. S. Parker and W. S. Brower of the Solid State Chemistry Sec-

tion. Those materials included Al2O3(ruby), YAlO3, YAG, MgO, and a few others.

In our investigation, some were found to have observable pressure dependences,

but ruby exhibited by far the most promising results as revealed in Table 1.5. The

main fluorescence lines in ruby (the R1 and R2 doublet) were intense and sharp and

both lines shifted appreciably toward the red end of the spectrum with increasing

pressure indicating that ruby would be a sensitive pressure sensor compared to the

other materials studied. With ruby in a gasketed DAC, pressures could be detected

in situ using only a very small ruby crystal (only 1% of the available volume is

needed because of ruby’s high R-lines fluorescent intensity). Furthermore, because

ruby is chemically quite inert to most substances, including liquids, it is almost an

ideal material for an internal pressure sensor and, after accurate calibration, would

be useful as a secondary pressure standard. Moreover, the chemical inertness of the

ruby makes it likely that experiments on many substances at temperatures above

200◦C will not destroy the usefulness of this measurement technique. The very

small ruby crystal can be present in the sample chamber to detect pressures without

interfering with any other specimen under investigation in the chamber, including

the pressure-transmitting liquid itself. From the significance of these observations,

it became apparent that the pressure dependence of ruby needed to be calibrated

immediately.

In 1972, a preliminary calibration of the ruby R-lines pressure dependencies

(Fig. 1.25) was accomplished by using the method employed previously for the

measurement of the azide compressibilities, i.e., the freezing pressures of liquids,

as described in Table 1.6 [41].

This tentative result, showing linearity in the R1 and R2 pressure shifts, was very

promising. In 1974 a more precise calibration was done at NBS utilizing an x-ray

powder diffraction method to measure the compression of NaCl and relating this to



26 G.J. Piermarini

Ta
bl
e
1.
5

C
o
m

p
ar

is
o
n

o
f

v
ar

io
u
s

fl
u
o
re

sc
in

g
cr

y
st

al
li

n
e

m
at

er
ia

ls
fo

r
p
o
te

n
ti

al
u
se

in
a

D
A

C

M
at

er
ia

la
L

in
e

D
es

ig
n

at
io

n
W

av
el

en
g

th
R

el
at

iv
e

d
λ

/d
P

b
d
λ

/d
P

b
L

in
ew

id
th

c
B

ac
k
g
ro

u
n
d

an
d

D
es

cr
ip

ti
o

n
λ

(Å
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Fig. 1.25 Pressure-dependencies of the ruby R1 and R2 fluorescence lines determined from the
pressure points listed in Table 1.6. These pressures are approximate because the temperature at
which the measurement was made was not measured or controlled

Table 1.6 Freezing pressure points

Substance Transitiona Transition pressure (kbar)

CCl4 L-I 1.3

CCl4 III− IVb 40
H2O L-VI 9.6
H2O VI-VII 22.3
n-C7H16 L-I 11.4
n-C2H5Br L-I 18.3

a L refers to the liquid state and the Roman numerals designate solid phases.
b The III–IV transition point of CCL4 was excluded from the calculation because of the
nonhydrostatic character of the medium surrounding the ruby crystal [41].
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Fig. 1.26 The pressure de-
pendence at 25◦C of the ruby
R1 fluorescence line at 6,942
Å as a function of wavelength
(Å) and also wave number
or frequency (cm−1). Values
for pressures are based on the
Decker equation of state for
NaCl. The dependence is lin-
ear to 195 kbar following the
equation PNaCl = 2.746(Δλ ),
where P is in kbar and Δλ
in Å. The uncertainty in the
slope, dp/dλ in terms of
a 95% confidence interval
is 2.746 ± 0.014 kbar Å−1.
Including the reported un-
certainty associated with the
Decker EOS for NaCl, the
value of the slope is 2.740 ±
0.016 kbar Å−1within a 95%
confidence interval [43]

the measured shift in the wavelength of the ruby R1 line under the same conditions

(Fig. 1.26). The corresponding pressure was calculated from the compression data

utilizing an established equation of state for NaCl (the Decker EOS) [43].

1.6 Hydrostatic Pressure-Transmitting Media

One ramification of the ruby fluorescence method of pressure measurement is the

very useful property of line broadening of the R1, R2 doublet peak, resulting from

the initiation of inhomogeneous stresses in the pressure-transmitting medium sur-

rounding the ruby as shown in Fig. 1.27. Because knowledge of the nature of the

pressurized environment surrounding a sample under study is extremely important,

the phenomenon was studied further to corroborate the assumption that the broad-

ening was due to inhomogeneous stresses [44]. Other liquids, known to have hy-

drostatic pressure limits from earlier-published press experiments, were studied by

the ruby fluorescence method, e.g., isopropyl alcohol, 1:1 pentane:isopentane, and

ethanol, the results of which are shown in Fig. 1.28. Included are observations on

4:1 methanol:ethanol. The results were quite interesting. First, they demonstrated

that under increasing hydrostatic pressures, the R-lines sharpen significantly until a

pressure is reached where an abrupt discontinuity occurs and line broadening sets

in severely. The discontinuities occurred at pressures in agreement with published

hydrostatic limits, corroborating our initial assumption that line broadening was the

result of non-uniform stresses. Second, our measurements on 4:1 methanol:ethanol,
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Fig. 1.27 Luminescence spectra from a crystal of ruby (0.05% Cr by wt) in a gasketed DAC. A is at
ambient pressure; B, at 2.23 GPa (mixture of ices VI and VII); C, in a nonhydrostatic environment
at about 4 GPa (mixture of CCl4 III and IV) illustrating a line broadening affect [41]

Fig. 1.28 Line-broadening
effects due to the onset of
nonhydrostatic stresses on the
ruby crystal relative to the
1atmosphere line-width. The
line-width decreases continu-
ously until the discontinuity
points, P1, P2, P3, and P4,
which indicate the pressures
at which the ruby senses
nonhydrostatic stresses in a
given pressure-transmitting
medium. For example, the
discontinuity in 4:1 methanol:
ethanol occurs at P4, about
104 kbar, for methanol, P3 at
about 70 kbar, etc. [44]



30 G.J. Piermarini

carried out for the first time on that liquid mixture, produced a discontinuity (and

thus a hydrostatic limit) at a pressure far beyond any known liquid or liquid mixture

at that time.

To advance our knowledge on this phenomenon, and to further support our argu-

ment that line broadening of the ruby R-lines is the result of the onset of nonhydro-

staticity, another experiment was devised. Fine particles of crystalline ruby chips

were dispersed throughout two solids, AgCl and NaCl (both commonly used as

pressure-transmitting media in press experiments), water, and 4:1 methanol:ethanol

(to corroborate our own ruby fluorescence experiments), were pressed in a gasketed

DAC. A unique system of diaphragms and fine slits built into our microscope per-

mitted us to measure fluorescence spectra from isolated small areas along the gasket

diameter. Position sensitive sampling of the R1 ruby lines revealed the pressure dis-

tribution in the compressed media [44].

Ruby R-line broadening data such as that shown in Fig. 1.28 is extremely impor-

tant because it permits one to readily assess the critical property of hydrostaticity

in liquids that are used as pressure-transmitting media. Confirmation of the hy-

drostatic limit of liquids and powders is shown in Fig. 1.29. To illustrate, the 4:1

ethanol:methanol mixture begins to show nonhomogeneity in the stress at a pres-

sure of about 10 GPa, in agreement with the result shown in Fig. 1.28.

Our interpretation of the discontinuity in the line broadening graphs in Fig. 1.28,

i.e., the onset of nonhydrostaticity in the medium, initially was not fully appreciated

by some skeptical scientists. To satisfy the skeptics, we provided additional exper-

imental evidence to support our argument. We developed a simple Stokes Falling

Ball method to measure the pressure-dependence of viscosity of liquids [45]. The

DAC was mounted on an optical goniometer modified to permit viewing the sam-

Fig. 1.29 Position sensitive line broadening measurements in some commonly used pressure-
transmitting media. Note that the 4:1 methanol:ethanol mixture begins to show nonuniform stresses
above 10 GPa [44]



1 Diamond Anvil Cell Techniques 31

Fig. 1.30 A view of the viscosity apparatus, showing the mounted DAC (A), the optical goniometer
(B), the horizontal low-power microscope (C) and attached TV camera (D)

ple in the DAC with a stationary horizontal microscope attached to the goniometer

(Fig. 1.30). The translational motions of the goniometer positioned the sample on

the optic axis of the microscope and the rotational feature inverted the sample on a

horizontal axis while maintaining optical alignment (Fig. 1.31). A TV camera and

recording instrument were incorporated in the design to permit observations of the

ball position over long periods of time. At very high viscosities, for example, obser-

vations were made over a period of weeks.

In a practical sense, one significant result of this work is the independent confir-

mation of the glass transition pressure in 4:1 methanol:ethanol mixture at 10.4 GPa

(Fig. 1.32). However, in a more general sense, I think it would be a useful endeavor

to explore the use of this method to measure the pressure dependence of explosive

liquids, an area of study which has received little attention in the past.

As deficiencies in the ungasketed method such as the large parabolic gradient in

pressure, the relatively small volume of sample (a thin layer between the anvil flats)

became more appreciated from the line broadening studies, use of a metal gasket

became almost universal. As illustrated above in Fig. 1.29, if the gasket confines a

powder, pressure gradients are reduced considerably from the case where no gasket

is used, but, when the powder is in a liquid pressure-transmitting medium, gradients

in pressure are nonexistent until the liquid reaches its freezing pressure or the vis-

cosity of the liquid approaches the glass transition pressure (Fig. 1.33). Thus, it was

quickly recognized that if liquids could be confined under pressure in a DAC, then

other materials in the form of powders and single crystals could be included and

the liquid would act as a hydrostatic pressure-transmitting medium as long as it re-

mained a fluid. Not only did this improve existing x-ray powder diffraction studies

by providing a well-characterized pressure environment, but, as we saw earlier, it
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Fig. 1.31 A view of Dow-Corning 200 fluid in the gasket of a DAC, a solid Ni sphere about
0.033 mm in diameter, a very small chip of ruby located at the bottom of the calibrated super-
imposed scale in the eyepiece of the microscope. The smallest graduation on the scale for the
particular optics used is 0.0095 mm. Later, a ruby sphere was used both as the falling ball and the
pressure sensor, eliminating fluid flow interference between two objects in the liquid [45]

also led to single-crystal x-ray diffraction under high pressure, a revolutionary de-

velopment in high-pressure techniques.

To facilitate pressure measurements an optical fluorescence system for rapid rou-

tine pressure measurement was developed at NBS in 1973, which permitted pres-

sures to be measured in the DAC with an accuracy and speed hitherto unachieved

[42]. The precision of the measurement with that instrumentation with the ruby in

a hydrostatic environment is 0.05 GPa. The NBS system, shown in schematic de-

tail in Fig. 1.34, includes an optical polarizing microscope for visual observation of

the sample which is also displayed continuously on a color video monitor. In addi-

tion to the sample image, the calculated pressures (both FWHM and model values),

the measured temperature, the measured and calculated model R-line spectra and the

differences between them, and also the time and date are displayed next to the image

of the sample on the monitor every 3 s or at longer intervals when greater precision

in the pressure measurement is desired. All of this information can be recorded on
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Fig. 1.32 Viscosity as a function of pressure of 4:1 mixture by volume of methanol:ethanol at
room temperature corrected for an infinite parallel wall effect. The dashed lines are extrapolations
to the glass transition (10−13poise) at about 10.4 GPa (determined by the ruby method) and to the
viscosity of pure methanol at 1 atmosphere (6 × 10−3 poise) [45]

video tape as a record of the experiment and can be referred to at a future time with

all the relevant information. A photograph of the apparatus is shown in Fig. 1.35.

By 1974, DAC technology had advanced to a high degree of sophistication. With

the development of the rapid, accurate, routine, and convenient ruby fluorescence

method of pressure measurement at NIST, the problem of pressure calibration and

measurement, a major obstacle to the widespread use of the DAC, was removed. As

a result, the DAC experienced an unprecedented expansion in its use and acceptance

by the high-pressure community as a tool for physical and chemical investigations

at high pressure. The ruby fluorescence pressure scale was subsequently extended

by various scientists, in 1978 to 1 Mbar, and in 1986 to 5.5 Mbar. No longer was the

diamond cell simply a qualitative or semiquantitative instrument, but it became a

serious quantitative research tool for carrying out high-pressure studies. Today it is

the instrument of choice as a research tool for high-pressure research. Our successes

with these two instruments, the lever-arm and hydraulically loaded pressure cells,

motivated other research laboratories in the United States and also in other parts of

the world, particularly in Japan and Germany, to initiate research programs using
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Fig. 1.33 Pressure distribution in an ungasketed sample of powdered NaCl intimately mixed with
fine powdered ruby crystals (approximately 10% of ruby by volume) in the diamond anvil cell at
two different applied loads (V > VI > VII). The mixture itself through friction acts as its own seal
as the sample thins out under load. Because the coordinate scale factors are identical for Figs. 1.29
and 1.33, a comparison between the two figures illustrates clearly that even for a small area within
the sample, pressure gradients in the ungasketed system exceed greatly the gradients in gasketed
systems [44]

these devices. The following paragraph describes some of those instruments that

were developed.

For the purposes of this presentation, I will discuss briefly several well-known

pressure cells, each of which has strengths in particular areas of application for

which they were specifically designed, and also weaknesses in other areas of

application. I do not intend to go into great detail discussing the operation of these

instruments. In this connection, the reader is referred to reference [46], for an out-

standing review of DACs, discussed in great detail and completeness. The most

important component of a DAC is the Bridgman-opposed anvil arrangement of the

diamonds, which permits the generation of high pressures on anything placed be-

tween them. This opposed-anvil arrangement is a fundamental characteristic of all

DACs regardless of their overall mechanical design. The other essential components

serve to (1) align the anvils so that their faces are parallel and their areas coaxial, and

(2) generate forces on the anvils sufficient to produce the desired pressures on some-

thing placed between their faces. Several designs have arisen to fulfill the require-

ments of (1) and (2), and also to meet specific experimental conditions. Variations

in the mechanical design of the DAC have arisen from different ways of generating

the applied force and of aligning the diamonds to make them parallel and on axis.
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Fig. 1.34 A detailed description of this figure is inappropriate for the purposes of this presentation.
Only a brief explanation is given here. A focused He-Cd laser beam is directed via EPI illumina-
tion onto the ruby crystal in the pressure cell. The resulting fluorescent emission is directed to the
echelle grating and wavelength analyzed to determine its shift relative to the wavelength at atmo-
spheric pressure. The pressure is then calculated and displayed on the monitor utilizing computer
programs. A complete description of the system is given in reference [42]

1.7 Some Basic Types of DACs

One such instrument is the NBS cell developed in our laboratory in 1975 and still

used quite widely today [47]. Some history behind its development is appropriate to

give here because it demonstrates how advances in DAC technology were made in
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Fig. 1.35 This photograph shows the microscope, mounted DAC, echelle grating, video cam-
era, computer with monitor and television with sample image and relevant data displayed on the
screen [42]

those early years. In our early experiments with DACs before 1975, we learned to

appreciate how critical it was to achieve and maintain good anvil alignment, because

many diamonds were destroyed in the process of testing new mechanical alignment

designs. Fortunately for us, we had an abundant supply of diamonds (provided gratis

by the US Customs Service, as noted earlier in this chapter), and, although diamond

failures were common in those days because of primitive DAC designs, we were

not overly concerned about this. Initially, to support and align the anvils we used

ordinary steel plates. One plate could be translated and rotated and then fixed in

position by three lateral screws 120◦ apart. The other plate could be tilted with two

screws 180◦ apart. A combination of tilt, rotation, and translation provided the nec-

essary parameters for making the anvil faces parallel and axially aligned. To achieve

the latter, one anvil face was intentionally made larger in area than the other. The

weakest part of this design was the tilting mechanism, which failed under high loads

often resulting in destruction of the diamond, even though, at that time, we had only

a rough estimate of the pressure that was reached at the point of failure. The other

weakness was the relatively soft metal (unhardened) used to fabricate the plates. We

noted that under high loads the table of the diamond indented the seat supporting

the anvil, usually unevenly, which contributed to misalignment of the faces. We were

literally working in the dark as far as understanding the details of the improvements

that were being made was concerned. In this connection, I cannot overstate the

importance of our having developed the ruby fluorescence pressure-measurement

technique, because, with that new capability, we began to understand in-depth the

problems we faced and the solutions that were needed to correct them. For example,
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with the ability to measure pressure, we were able to determine the maximum pres-

sure achieved before a particular design under study failed. With such information,

we proceeded to redesign the alignment and force generation components of the cell

in a stepwise fashion. Learning from our earlier failures, we ultimately developed

the ball and socket alignment arrangement and force-generating mechanism shown

in the diagram below.

In this design, the principle employed to generate force is a spring-loaded lever-

arm assembly, where the applied force is produced by the simple rotation of a

large screw, which compresses Belleville spring washers, each having a capacity of

272 kgf when fully compressed to the flat position. The spring-lever-arm arrange-

ment generates a uniform and continuously varying force as the screw is rotated,

a feature that has proved, in practice, to be highly desirable because it eliminates

distortions in the anvil assembly and also undesired large changes in pressure. Use

of Belleville spring washers has also proved to be highly useful because they can be

stacked either in series, in parallel, or in combinations of both, to alter sensitivity

and load characteristics as preferred. It is specifically control of these characteris-

tics which are desired because they can be tailored to the peculiarities of the sample

under investigation. The applied load, magnified by 2 through the lever-arm sys-

tem, is transmitted to the pressure plate which bears against the extended piston

containing one of the diamond anvils. The opposing anvil is fixed in its position

and acts as an entablature for the piston anvil. The fixed anvil or entablature is sup-

ported by a translating diamond mount plate, which permits the two anvil faces to

be aligned axially along the direction of the load. The piston anvil is supported in a

tilting diamond mount hemisphere and permits parallel adjustment of the opposing

faces. With these simple adjustment features, anvil alignment can be accomplished

with ease and precision and is also permanently maintained. Both diamond mount

supports contain conical cutouts which permit 180◦ optical access and can be mod-

ified to accommodate the particular requirements of the measurement of interest.

A loose-fitting removable bifilar-type resistance coil heater sheathed in Inconel al-

loy and electrically insulated with MgO powder is conveniently inserted in a cavity

surrounding the anvil-piston assembly for heating as shown in Fig. 1.36. In effect

the sample is located at the center of an externally heated coiled resistance furnace.

For low temperatures, the furnace can be replaced with a cooling coil for the pas-

sage of liquid nitrogen or other lower-temperature coolants. Personally, I favor the

spring-loaded lever-arm design over others as a matter of convenience, static heating

with resistance coil heaters and ease in loading with gasketed samples. However, I

note, that regardless of the mechanism employed for generating the force, the cri-

teria for producing very high pressures remain the same: (1) the ability to align the

anvil faces accurately and (2) maintaining this alignment rigidly under the loads

necessary to produce high pressures. The alignment arrangement consists of a hard-

ened (RWC 60) diamond mount plate, which can be translated with the aid of three

screws (120◦ apart) to position the anvils axially. The other anvil is mounted in a

similarly hardened steel hemisphere that can be tilted with three screws (120◦ apart)

to make the opposing anvil faces parallel as indicated by the disappearance of in-

terference fringes in the gap between the assembled anvil faces. In 1975, we were
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Fig. 1.36 The NIST diamond anvil cell with temperature capability [47]. This cut-away cross
section shows the essential components of the NIST DAC including the anvil support alignment
design, lever-arm assembly and spring washer loading system. For high-temperature experiments
the entire cell, except for the spring washers, is fabricated from Inconel 718, a high-temperature
high-strength superalloy which permits sample temperatures as high as 1,073 K to be maintained
routinely [58]

able to achieve the highest pressures ever measured by the ruby method (in excess

of 60 GPa) in a DAC. Indeed, the famous 19th century physicist, William Thomson

(better known to us as Lord Kelvin) had great insight when he commented about

the importance of being able to measure a quantity to increase our knowledge and

understanding of that quantity. Seventeen years before the founding of NBS, Lord

Kelvin, in one of his many lectures [48], said:

When you can measure what you are speaking about, and express it in numbers, you know
something about it; but when you cannot measure it, when you cannot express it in num-
bers, your knowledge is of a meager and unsatisfactory kind: it may be the beginning of
knowledge, but you have scarcely, in your thoughts, advanced to the stage of science.

Because of the amazing success of that work, increasing numbers of scientists

became interested in learning how to use a DAC especially because one could now

routinely measure the pressure on a sample in the cell using an internal pressure sen-

sor (Fig. 1.37). In that paper [47], I stated that I would be pleased to provide working

drawings of the instrument upon request. Soon after the publication of that work,

P. W. Bell of the Geophysical Laboratory in Washington, DC visited me along with

his machinist to obtain the drawings, and also to get my opinion on what I thought

would improve the performance of the instrument based on my experience using

it. If I were to fabricate another cell, I said I would make the piston and cylinder

much longer to improve and maintain alignment at loads higher than I had attained

in our present experiments. I thought that was the weakest part of our design. In
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Fig. 1.37 Transition pressures for various materials used as fixed-points on the Fixed Point Pres-
sure Scale (FPPS). The graph compares FPPS with the ruby-NaCl scale. The points identified with
1961 refer to the original FPPS; those identified with 1970 refer 1970 revised scale [47]

1977, Mao and Bell came out with the DAC design shown below with the aston-

ishing announcement of having successfully attained the unprecedented pressures

of over a megabar [49]. It took just 2 years to go from 60 GPa to over 100 GPa, an

accomplishment creating quite a stir in the high-pressure community, particularly

for geophysicists, who were interested in studying phenomena occurring in the in-

terior of the earth. In addition, studies with the ultrahigh-pressure DAC resulted in a

revision of the fixed-point pressure scale commonly used to calibrate large presses

at that time. The values of the calibration points based on the ruby pressure scale

were lowered by a factor of 2 in the range above 15 GPa as illustrated in the graph

below.

Like the NIST cell, the Mao-Bell DAC uses a Belleville spring-loaded lever-arm

mechanism for generating the force, but is considerably larger and operates in an

inverted configuration (Fig. 1.38). For stable anvil alignment, this cell uses a long

60–70 mm detachable piston/cylinder assembly. Anvil alignment involves translat-

ing and tilting two hardened half-cylinder rockers. Basically a scaled-up version of

the NIST DAC, this cell facilitates the generation of very large forces to produce

pressures in the megabar range originally intended for the study of materials of ge-

ological interest. During the past several years, cells of this type have continued to

break records in achieving the highest static pressures in the laboratory. It has also

been used extensively to study the condensed noble gases as well as other gases,

which are loaded in a large cryostat at low temperatures. However, its relatively
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Fig. 1.38 The Mao-Bell diamond anvil cell

large size makes it inconvenient to adapt to measurement techniques where limited

space is available.

Another type of DAC designed for x-ray powder diffraction studies is the Bassett

cell [50]. The force-generating mechanism in this cell consists of a driving nut in a

threaded stainless steel cylinder with relatively massive walls to provide strength

and rigidity. The anvil assembly consists of a stationary anvil whose support is

threaded from one end of the cylinder and a movable anvil in a sliding piston ar-

rangement is driven from the opposite end of the cylinder as shown in Fig. 1.39.

Rotation of the driving nut advances the piston pushing it against the stationary

entablature.

Anvil alignment is achieved with two half-cylinder rocker anvil supports whose

axes are rotated by 90◦ in the plane normal to the load direction. Forces generated

by this mechanism tend to be discontinuous and in relatively large steps rather than

continuous, as is the case provided by spring washers, because the pitch of the thread

determines the magnitude of the load generated for a given fraction of a rotation. In

cells of this kind, the thread pitch is necessarily small in order to sustain the large

forces needed to produce high pressures particularly because there is no mechanical

magnification factor as in the case of the lever-arm system. Another disadvantage

with this design is in the inconvenience of providing static heating capability using

a resistance coil furnace. This cell has been used extensively for high-pressure x-ray

powder diffraction studies and with laser heating of samples to very high temper-

atures for phase diagram studies. Pressures as high as 40 GPa have been reported

with samples in the ungasketed configuration using 0.3 mm anvil flats.

The Holzapfel cell [51] is a design based on a knee-action mechanism. Two

parallel-threaded rods, which connect the two larger levers shown in Fig. 1.40, are

synchronously rotated with a special gear-set wrench pulling the lower ends of the
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Fig. 1.39 Cross-section drawing of the Bassett cell showing the hemi-cylinder hardened rocker
supports for anvil alignment and the very simple force-generating mechanism of a driving nut
pushing against a movable piston in a guiding cylinder

Fig. 1.40 Cross-section of the Holzapfel DAC. The thrust for the piston is generated by moving
the opposed knee-type lever arms closer together when the threads are advanced synchronously
without distortion. A tilting hemispherical diamond mount and a translating plate are used to align
the diamonds similar to the NIST design

levers together. A force is exerted on the moving piston, which generates the pres-

sure. This knee mechanism results in a large force multiplication factor, which per-

mits pressures in the 50 GPa range to be reached. This cell uses the NIST mechanism

of a tilting hemisphere and a translation plate for anvil alignment. The cell has been

adapted for x-ray powder and single-crystal diffraction, Raman, Brillouin, and other

optical studies at high pressure. The special geometry of the knee mechanism in-

cluding the levers and threaded rods require precision-machined components which
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Fig. 1.41 Miniature Merrill-Bassett cell designed originally for single-crystal x-ray diffraction
studies, but now used for other kinds of experiments also, consists of Be anvil support plates for
high radiation transmission. Thrust is applied by tightening three symmetrically positioned pulling
screws. Maintaining anvil alignment may be an issue if the screws are not rotated at the same rate

must all fit together with great accuracy, otherwise the thrust will not act strictly par-

allel to the cylindrical axis of the instrument and problems may arise in maintaining

alignment under applied loads.

The Merrill-Bassett DAC is the simplest of all designs [52] (Fig.1.41). Three

screws pull two platens together. When tightened synchronously with a special gear-

set wrench, diamond alignment is maintained and pressures are generated. Of all

the DACs, this device is the most compact, rendering it useful for single-crystal

x-ray diffraction measurements because it can be mounted directly on the circle

of an automated x-ray goniometer without additional supporting mechanisms. For

this application Be supports are required for the diamond anvils because they are

relatively transparent to x-rays and provide a wide-angle window for the incident

x-ray beam and also for the diffracted beams. Unlike steel, however, Be is relatively

weak and limits the support it can provide to reach very high pressures. Another

problem is the lack of positive guidance for the diamond anvils to help maintain

alignment. Because of these disadvantages, pressures in excess of 15 GPa are rarely

reached with this DAC.

Today, the sample is generally prepared in the gasketed configuration. Metal gas-

kets, in addition to prolonging the life of the anvils and extending their pressure
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range, permit the sample to be encapsulated in a fluid pressure-transmitting medium,

thus providing a truly hydrostatic environment for the sample. The hydrostatic (zero

shear stress) state is highly desirable because it eliminates the presence of shear

stresses of unknown magnitude which often lead to serious difficulties in the in-

terpretation of the desired measurement. Thus, the maintenance of the hydrostatic

environment is a prime consideration for achieving error-free results in any high-

pressure experiment.

In most of the earlier work with the DAC, sample pressures were estimated from

the applied load. Such estimates yielded an average pressure over the sample in the

ungasketed case, but are even less reliable using a gasketed sample, because the

gasket absorbs an unknown amount of the load. Losses in load due to friction both

in the sample and in the instrument were also unknown. The lack of a rapid reli-

able pressure measurement procedure seriously hampered research using the DAC,

because one could not prescribe and then produce a desired pressure condition and

thus could not give meaningful in situ direction to an experimental study.

1.8 Optical Polarizing Microscopy

Optical polarizing microscopy coupled with a DAC is a very simple technique

(Fig. 1.42), yet its power as a research tool is awesome. The DAC can be mounted

on a rigid supporting base to prevent detectable motion under magnification as the

pressure screw is rotated as shown in the schematic diagram below.

To demonstrate the power of this simple technique the four photos below

(Fig. 1.43) illustrate the ZnS transition at 15 GPa and room temperature in a

Fig. 1.42 A simple schematic
diagram of the optical polar-
izing microscope technique
with the DAC
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Fig. 1.43 Pressure-induced transition in zinc sulfide at about 15 GPa to an opaque semimetal

methanol:ethanol:water mixture (16:3:1 by volume, respectively) in a gasketed

DAC as viewed through the polarizing microscope [53, 54]. The clear triangular-

shaped crystal in the photo on the left is ZnS and the irregular-shaped crystal

above it is the ruby pressure sensor. The range of pressures for these four photos is

14.9 GPa on the left to 15.1 GPa on the right. The transition to a semimetal can be

arrested as it progresses and is very sharp and an excellent fixed point for a pressure

scale. The transition can be detected by electrical resistance measurements because

it involves a sharp decrease in electrical resistance to an opaque semimetal.

1.9 High P–T Properties of Explosives and Propellants

The thermophysical and thermochemical properties of energetic materials at ele-

vated pressures are of interest because many of these compounds are extensively

used as propellants and explosives. During detonation, the shock wave produced

by these materials may reach 50 GPa and temperatures up to 5,500 K, resulting

in polymorphic transformations and the initiation of chemical reactions, includ-

ing thermal decomposition [55]. Therefore, it is important to understand the reac-

tions involving chemical decomposition in these materials, including their pressure

dependence. Given the complexity of the reactions and the observed temperature de-

pendencies in many nitramine explosives and monopropellants such as RDX (1,3,5-

trinitrohexahydro-1,3,5-triazine), HNIW (hexanitrohexaaza-isowurtzitane), HMX

(octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine), ADN (ammonium dinitramide),

PNA (p-nitroaniline), and NM (nitromethane), an understanding of the pressure

effect is necessary for accurate modeling of combustion and explosive behavior.

Parameters in the Arrhenius equation, characterizing the reaction rate, such as acti-

vation energy, usually are derived from ambient pressure studies and subsequently

extrapolated to the detonation regime. Published results [56–58], indicate that these

ambient pressure kinetic parameters are not applicable to the high-pressure regime.

Generally, investigations of the reaction kinetics were experimentally performed by

thermo-gravimetric or differential scanning calorimetry. However, in such studies

different results are obtained when the experiments are carried out in either a con-

fined or unconfined state. The discrepancies are thought to be due either to the au-

tocatalytic or pressure-dependent nature of the reaction mechanism. Consequently,

applicable high-pressure data is critically needed to increase our understanding of
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the reaction mechanism under detonation conditions, which can improve the accu-

racy of the mathematical modeling procedures.

A combination of DAC techniques, all utilizing the ruby fluorescence method of

pressure measurement, can be used to measure the kinetics of decomposition re-

actions. These include: (1) Fourier transform infrared spectroscopy for the kinetic

measurements, (2) energy dispersive x-ray powder diffraction (EDXD) for crystal-

lographic identification of the observed polymorphic forms and also compression

measurements, (3) optical polarizing light microscopy (OPLM) for delineating the

stability fields in the equilibrium pressure–temperature phase diagram, as well as for

confirming observed phase transitions, and (4) Raman scattering (RS) for measur-

ing the pressure dependence of the shifts in the vibrational modes. To demonstrate

the power of the DAC in studying energetic materials as a function of static pres-

sure and temperature, I have selected two examples from the literature, RDX (1,3,5-

trinitrohexahydro-1,3,5-triazine) [59] and nitromethane [60,61], which represent the

pioneering work done in this area at NIST. I describe how these four experimental

techniques were used to obtain data on polymorphism (phase diagrams), chemical

reactivity, and rates of thermal decomposition, including reaction mechanisms and

Arrhenius activation energies and volumes. References giving similar information

and experimental results on the P–T phase diagrams, thermal decomposition reac-

tions, the nitramine compounds, HMX, HNIW, ADN, and PNA and other energetic

materials such as ammonium perchlorate (AP) and pentaerythritrol (PETN), can be

found in references [62–68]. Also, a comprehensive review relevant to this area of

study, including experimental, theoretical, and computational methods characteriz-

ing decomposition, combustion, and detonation of energetic materials, is recom-

mended [69].

1.9.1 P–T Equilibrium Phase Diagrams for RDX and NM

1.9.1.1 RDX

In the original study characterizing the equilibrium P–T phase diagram of RDX

for the first time, OPLM observations of single crystals in a hydrostatic environ-

ment were used to identify three solid polymorphs, α, β, and γ [59] (Fig. 1.44). Two

solid polymorphs, known from earlier work [70,71], were originally named I and II,

but, following universally accepted phase equilibria convention, we renamed them

α- and β-RDX in the present study. The α–γ phase boundary was easily detected by

observing with the aid of OPLM discontinuous changes in birefringence in α-phase

single crystals. The transition, independent of temperature, is rapid, reversible and

involves no breakup of the single crystal as long as the pressure-transmitting en-

vironment is hydrostatic. The in situ energy dispersive x-ray results give a small

volume decrease of about 1.6% and are in agreement with published data for

γ-RDX [72].
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Fig. 1.44 The equilibrium phase diagram of RDX as a function of pressure and temperature as
determined with the aid of a DAC [72]

Above about 488 K, a new solid phase, β, exists and is the phase in equilibrium

with liquid. Unlike the γ-phase, the β-phase cannot be detected by visual observation

under OPLM, but was deduced from changes in both IR and x-ray patterns. (Energy

dispersive x-ray diffraction measurements of RDX powders in the same hydrostatic

environment confirmed the structural changes associated with the three different

polymorphs, even though the β-phase has not been identified crystallographically.

Also, observed changes in the FTIR spectra obtained for the three solid phases

provided additional confirmation for the phase transitions.) When γ-phase is brought

back to RT and nearly to atmospheric pressure, it reverts to the α-phase. Thus, the

β-phase remains metastable to almost atmospheric pressure, where it rapidly reverts

to α-phase. The liquidus, as expected, increases linearly to 7.0 GPa. The increased

scatter in the data points of the liquidus is a reflection of the decrease in accuracy

of the ruby fluorescence measurements at higher temperatures. The scatter in the

data points at lower temperatures, e.g., RT, is due to sample strain arising from the

shear stresses produced in the Fluoroinert liquid used as a chemically inert pressure-

transmitting medium. The glass transition in Fluoroinert is about 4.2 GPa at RT and

shear stresses produced in the medium at these pressures will affect the transition

pressure in RDX. At higher temperatures, the viscosity of Fluoroinert decreases

significantly and shear stress plays almost no role in initiating the α–γ transition,

resulting in less scatter in the data points.

It is known that RDX has one metastable conformer, β-RDX, in addition to

the room temperature stable orthorhombic form, α RDX (space group Pbca). The

structure of the α-phase has been determined by single-crystal neutron diffrac-

tion, but the β-form has not been solved unequivocally, because of the difficulty in
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growing and preserving quality single crystals suitable for analysis. The high-

pressure phase is in the same crystal system (orthorhombic) as the ambient α-RDX,

but a definite structure was not reported. Gamma RDX was identified earlier from

volume compression data derived from x-ray diffraction measurements, although it

was never assigned a label or name. The volume compression data showed a 1.6%

decrease in volume near 4.0 GPa indicating a first-order phase transition. No change

in the orthorhombic-type unit cell was found. The pressure dependences of the

orthorhombic lattice parameters decrease monotonically with increasing pressure.

However, near 4 GPa both a and c continue to decrease, but b abruptly increases

resulting in a small decrease in volume of about 1.6%. Above about 488 K, a new

solid phase, β, exists which, at higher temperatures, is the phase in equilibrium with

liquid. As was noted earlier, β-phase has not been identified crystallographically.

It also cannot be detected by visual observation under polarized light, unlike the

γ–phase [72] (Fig. 1.45).

The infrared spectra of α and γ-RDX indicate that their molecular structures

must be similar, because only slight changes between the two spectra are observed

(Fig. 1.48). The γ-to-β transformation, however, results in a significant change in

the molecular spectra of the two phases (Fig. 1.46). In particular, the bands at

≈1,060cm−1 and at ≈1,400cm−1 that are observed in the α and γ phases are not

seen in the β-phase. The 1,060cm−1 bands have been assigned to cyclic vibrations

coupled to deformations of the NO2 groups through the C–N–N bond angle. The

1,400cm−1 bond results from a CH2 wagging motion. In addition, two prominent

Fig. 1.45 Crystallographic d-spacings for three phases of RDX (α, β, and γ) as a function of
pressure at room temperature. For α-RDX, the normal orthorhombic pattern is shown at 2.6 GPa
(�). At 4.5 and 5.1 GPa, another orthorhombic pattern is shown (♦, for γ phase) and the circles (◦)
indicate “d” spacings for the β phase at 5.6 and 6.7 GPa [72]
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Fig. 1.46 Infrared Spectra for α-, β-, and γ-RDX in the CH stretching frequency range. These
spectra are shown to illustrate the significant differences among the three phases of RDX, making
them easily distinguishable [72]

bands are observed in α-phase in the CH stretching region,≈3,100cm−1. However,

in the β-phase at least five bands are observed in this region. A detailed assignment

of the vibrational spectra for α-RDX and its isotopes has been reported. A detailed

analysis of the vibrational spectra of β-RDX found in the present study is not avail-

able at present because it requires additional isotopic study and structural informa-

tion. However, the crystal structure of γ-RDX was investigated recently utilizing a

DAC by FTIR spectroscopy and powder x-ray diffraction measurements followed

by Rietveld refinements of the structure [72]. Although γ- and α-phases were found

to belong to the same space group, Pbca, as was noted earlier, they exhibited a dif-

ferent crystal packing, attributable to rotations and translations of molecules. While

the molecular structures of the α- and γ-phases have the same conformation, the

N–NO2 torsion angles changed slightly (Fig. 1.47).

It is of interest to note that infrared spectra reported for a metastable RDX phase

obtained by the evaporation of a thymol-RDX solution [72], appear to be very simi-

lar to the spectra obtained here for the β-phase under different conditions of P and T.

Because of the great similarity in these IR spectra, it seems reasonable to assume

that the two phases are the same, indicating that the stability field of this metastable

phase is now established.
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Fig. 1.47 Infrared absorbance spectra of α- and γ-RDX at 1.4 and 4.1 GPa, respectively, both at
RT. Because the two spectra are very similar, their molecular structures are assumed to be also
similar [72]

Fig. 1.48 Infrared absorbance spectra of α- and β-RDX at 2.4 GPa and 508 K. In the wavenumber
range measured, significant differences are indicated
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1.9.1.2 NM

Similar measurements by the same experimental techniques have been published for

nitromethane, the simplest of the aliphatic nitro compounds. The melting point [60]

(Fig. 1.49), and more recently several solid phases including a partial phase diagram

[73] (Fig. 1.50), have been reported. Also, thermal decomposition parameters and

kinetics of decomposition have been determined [74–79].

Fig. 1.49 Equilibrium melting point of nitromethane as a function of P and T. The data points were
fitted to the logarithmic function shown in the figure. Above 1.54 GPa and 433 K, the curve was
not defined because rapid thermal decomposition occurs [60]

Fig. 1.50 The P–T phase
diagram for nitromethane
taken from [73]
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To again illustrate the power of the OPLM method in conjunction with a DAC,

the pressure dependence of the melting point of nitromethane is discussed because

utilizing this method permitted delineation of the equilibrium solid–liquid phase

boundary to the high-pressure regime for the first time. The two-phase condition,

crystal and liquid, can be maintained in a gasketed DAC as a function of T by a

corresponding appropriate change in P, thereby ensuring that the measurements are

truly at equilibrium conditions. In this manner, the equilibrium phase boundary be-

tween any solid and its liquid can be defined over a desired P-T range. In the case of

nitromethane, the P-T range present study extends to 1.54 GPa and 433 K, at which

point thermal decomposition initiates. Decomposition is readily observed by a dark-

ening of both the liquid and the crystal, ultimately producing a brown solid residue,

liquid, and gases, similar to what is shown in Fig. 1.52 for the decomposition prod-

ucts of RDX. Upon release of P, only the solid residue remains in the gasket and

it can be retrieved and analyzed by mass spectrometry to determine its chemical

constituents. Using the logarithmic function in Fig. 1.49, which describes the melt-

ing point of nitromethane at 298 K, the calculated freezing pressure is 0.40 GPa.

The liquid phase is easily superpressed to about 2 GPa, where the metastable liquid

rapidly crystallizes to a polycrystalline phase, the same phase (orthorhombic, space

group, P212121) that crystallizes at low temperatures and 1 atmosphere [60].

Other studies on polymorphism in nitromethane have been published, in which

a solid–solid transition corresponding to the locking of the methyl group rotation

was reported [74]. More recent work discloses three new solid phases, called III, IV,

and V, discovered by Raman scattering measurements in the P–T range of 0–35 GPa

and 293–623 K [72]. Their stability fields in the P–T phase diagram were defined by

breaks or discontinuities in observed shifts in different Raman modes as a function

of P and T. Four solid–solid transitions and two irreversible transformations were

determined in that study (Fig. 1.50).

The I–II transition at 293 K is at (3.0±0.2) GPa, detected by breaks or disconti-

nuities in line-widths in the observed Raman modes. The I–II transition was reported

earlier at 3.5 GPa and ambient T [55]. The II–III transition, independent of T, is at

(7.5±0.5) GPa at ambient T. It was detected by the appearance of new Raman bands

and changes in peak line-widths. The transition is probably first order and thought to

be the result of an increase in the number of molecules per cell. The III–IV transition

is at (13.2±1.0) GPa at ambient T. It was also detected by breaks or discontinuities

in the slope of the different Raman modes with pressure. This transition is P- and

T-dependent. The IV–V transition, at (25±1) GPa and ambient T, was not studied at

higher T because it transforms at about 328 K. The transformation of nitromethane

to the CI compound is irreversible and slow. Because its Raman peak could not

be distinguishable from ground, the authors concluded that CI is amorphous. Simi-

larly, the CI–CII is irreversible, but more rapid than the nitromethane–CI transition.

CII did not give a Raman signal. This work is an example of identifying phases

and delineating phase boundaries to establish the P–T phase diagram based on the

measurement of the more intense vibrational modes of solid phases of nitromethane

up to 35 GPa and 623 K. The specific behavior of nitromethane under these condi-

tions is unusual as well as interesting for such a basic compound, often considered as
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a model for energetic nitro compounds. What is needed now is to study nitromethane

and its various polymorphs by other experimental measurement techniques in com-

bination with the DAC to detect and confirm the existence of these phases and chem-

ical reactions and to carry out detailed analyses of the results obtained to further our

understanding of the behavior of this very fundamental energetic compound.

1.9.2 Pressure Dependence of Thermal Decomposition Rates

In the pressure regime above 1 GPa, few published methods are currently available

for kinetic measurements particularly for decomposition reactions of energetic ma-

terials where micro volume samples are necessary for the safety of the investigators.

The following narrative describes FTIR absorption experiments to obtain relevant

kinetic data for thermal decomposition reactions of two important materials, RDX

and nitromethane, as a function of pressure and temperature. Through a combination

of the measured pressure effects on the thermal decomposition kinetics, and, in the

case of NM, the identification of decomposition products, possible reaction mecha-

nisms are proposed for the thermal decomposition process in NM at high pressures.

The chemical reactivity and phase stability of RDX and NM at high pressures and

elevated temperatures were characterized in equilibrium P–T phase diagrams.

Innovative advances in the measurement of the pressure dependence of decom-

position rates of propellants and explosives were made at NIST during the 1980s.

The experiments, utilizing time-resolved FTIR technology, were seminal in nature

because such measurements had never been made before at high pressures. Because

this area of study has not received much attention in the energetic materials com-

munity, I shall discuss this subject in detail in the hope that I can rekindle some

interest in it.

In 1984, a Fourier transform infrared microscopic method for measuring kinetic

effects and thermal decomposition rates for energetic materials at high temperatures

and high pressures in combination with a DAC with heating capability was devel-

oped at NIST, in collaboration with the Naval Surface Warfare Center at White Oak,

MD. Because commercial IR microscopes were unavailable at that time, an FTIR

spectrometer modified with an on-axis Cassegrain-type beam condenser was em-

ployed. The experimental configuration for the DAC coupled to the Cassegrain-type

focusing system is shown in Fig. 1.51. With this system, time-dependent FTIR ab-

sorption spectra were obtained for the first time on RDX at high pressures and high

temperatures [58].

This Cassegrain optical system with the mounted DAC was small enough to fit

directly on an XYZ positioning device located in the sample chamber of the IR

instrument [58]. The sample in the DAC could be positioned readily at the focal

point of the optical system to achieve maximum IR throughput. Fortunately, infrared

microscopes are available today and can be used in combination with a DAC, so that

these measurements are much easier to carry out.
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Fig. 1.51 Schematic diagram of Cassegrain optics used with the DAC [58]

Fig. 1.52 Left: Thin film starting sample of RDX at 2 GPa; Center: RDX at 0.9 GPa and RT af-
ter decomposition was initiated at 4 GPa and 516 K. A brownish liquid is present with dispersed
gaseous bubbles. Right: P lowered from 0.9 GPa to ambient P and T. Brown residue plus liquid
remains in the gasket [58]

For an FTIR experiment, a sample of RDX in a gasketed DAC at an average

pressure of 2 GPa and at ambient temperature is shown in Fig. 1.52. To prepare this

sample, RDX powder was packed into a Pt-Rh gasket (≈ 0.457mm diameter and

150μm thick) along with two small ruby chips (one located near the center of the

sample and the other at the far left center). The ruby chips, two small dark regions

in a homogeneous field, act as pressure sensors. In this sample configuration, the

pressure is quite nonhydrostatic as indicated by line broadening of the R-lines. Con-

sequently, a large uncertainty is associated with the overall sample pressure. This

large uncertainty can be reduced appreciably by including a thin film of powdered

NaCl in the sample configuration. This is done by first compressing powdered NaCl

between the ungasketed anvils to form a thin film (0.25μm in thickness) and then

assembling the gasket containing the powdered sample to be studied as was done

in our earlier experiments. The presence of NaCl reduces the inhomogeneity in the

stresses significantly, but does not entirely eliminate it. The decomposed products

are also shown in Fig. 1.52.
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1.9.2.1 RDX

Thermal decomposition in RDX has been determined in α and β phases only

(Figs. 1.53 and 1.54). No decomposition in γ phase has been reported in the

pressure–temperature regime, 1.4 < GPa > 6.9 and 478 < K > 508, because it

always transforms to the β-phase before decomposition initiates.

Fig. 1.53 Thermal decompo-
sition of α-RDX. A series of
six time-dependent infrared
absorption spectra of α-RDX
taken at 4.4 GPa and 515 K in
a DAC. The sample thickness
is approximately 15 μm [58]
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The measured thermal decomposition rate for α-RDX increases with increasing

pressure between 1.4 and 2.4 GPa. On the other hand, β-RDX decomposes with a

very different pressure dependence. Like that observed for β-HMX [62], the rate

decreases with increasing pressure and decomposition products are more complex

with some solid residue present after pressure reduction to 1 atmosphere.

Decomposition in β-RDX takes place at temperatures well below the melting

point (Fig. 1.56). At 488 K and 5 GPa, for example, decomposition at a very slow

rate was observed which increases as the temperature is increased. The products of

decomposition were found to exhibit interesting behavior and require further discus-

sion. After decomposition at 4 GPa and 516 K, the pressure cell containing decom-

posed β-RDX was cooled to room temperature and the pressure measured 0.9 GPa

indicating a large decrease in pressure. Both solid and liquid are observed whose

IR spectra indicate the presence of H2O, CO2, and N2O chemical species. As the

pressure is lowered, gases evolve from the liquid at a pressure of about 0.3 GPa. At

atmospheric pressure, the remaining solid residue gave no measurable IR absorption

indicating the IR active materials escaped as gases as the pressure seal was broken.

At present the solid residue is unidentified.

Decomposition rates can be estimated because the concentration of RDX re-

maining in the DAC is proportional to the measured absorbance. The fraction

decomposed can be obtained by taking ratios of peak RDX absorbencies with time,

normalized to absorbency at t = 0 (Fig. 1.55). For decomposition at a given P and T,

the ratios are combined to give an average value, which when subtracted from unity,

yields α, a term proportional to the mole fraction of decomposed RDX. Then, α can

be plotted as a function of time for the various pressures and temperatures studied.

It is interesting to note that at constant temperature, increasing pressure incre-

ases the rate of thermal decomposition for α-RDX, but decreases the rate for

β-RDX, indicating that two different chemical mechanisms or rate-controlling steps

are involved for the two distinct structures. One would assume that the α-RDX

decomposition mechanism is at least bimolecular in nature with a negative volume

of activation, while the β-RDX decomposition mechanism would be unimolecular

with a positive volume of activation [59].

Many kinetic expressions, derived for determining rate constants, k, from α–time

curves for thermal decomposition reactions in the solid state, have been reviewed

extensively [79] (Fig. 1.57). For previously reported kinetic measurements on RDX,

the Prout-Tompkins rate equation, ln[α/(1−α)] = kt +C was used to derive the

overall rate constant for thermal decomposition. This equation represents an autocat-

alytic, branching chain-type reaction giving sigmoid-type α–time curves. Another

rate equation which linearizes α–time curves is –ln(1 – α)=kt + C, which represents

a diffusion limited reaction [55] (Fig. 1.58). Both equations are oversimplifications

of complex rate expressions involving rate constants for nucleation, growth, and ter-

mination of reactions in a single solid. Even though the true physical meaning may

be unknown, these equations do permit one to obtain mathematical expressions for

extracting the rate constant for a given measured reaction.

If one assumes an accurate measure of the rate constant, despite the above caveat,

for the overall decomposition reaction for α-RDX, one can determine a meaningful
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Fig. 1.54 IR absorbance spectra of α-RDX. Top: decomposition products at 2.4 GPa and 503 K.
Bottom: decomposition products after the pressure was lowered to atmospheric and the temper-
ature to ambient. Under these conditions, the decomposition products appear to be few and un-
complicated as shown in the FTIR pattern in Fig. 1.54. The products appear to be mainly H2O,
CO2, and N2O in the form of liquids, which all transform to gases when the pressure is lowered to
approximately 1.2 GPa
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Fig. 1.55 Absorbance vs. time plots of three RDX absorption peaks labeled A, B, and C in
Fig. 1.53. These curves have been normalized to an absorbance of 100 at time zero, prior to thermal
decomposition at 515 K and 4.4 GPa [58]

dependence of k on pressure and temperature (Figs. 1.59 and 1.60). From the total

differential of the natural logarithm of k, it can be shown that the partial derivatives

are equal to

(d ln k/d(1/T ))P =−ΔH∗/R
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Fig. 1.56 Pressure dependence of the decomposition temperature of RDX indicated by the onset
of a decrease in intensity of an infrared absorption peak. Experimental evidence suggests that the
melting of RDX is coincident with thermal decomposition [58]

Fig. 1.57 Typical α-time curves for α-RDX thermal decomposition at 508 K at the pressures in-
dicated. α is the fraction of RDX decomposed. Owing to slight changes in the pressure as the
decomposition reaction proceeds, the curves show large scatter in the data points. The curves,
however, can be identified with the initial and intermediate stages of a sigmoid or s-shaped type
curve typical of decomposition reactions. The shape of these curves are related to physical and
chemical mechanisms involved in the decomposition reaction [59]

and

(d ln k/dP)T =−ΔV ∗/RT
where ΔH∗ and ΔV ∗ are the experimental enthalpy and volume of activation, respec-

tively [58, 59, 62]. For more complex multiple-step reaction mechanisms ΔH∗ and
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Fig. 1.58 Linearization of the α-time curves for α-RDX thermal decomposition at 2.1 GPa and the
temperatures indicated using a diffusion limited model for the reaction mechanism. It should be
noted that at higher pressures, the Prout-Tompkin expression gave good linearization, suggesting a
change to an autocatalytic-type decomposition mechanism [59]

Fig. 1.59 Temperature dependence of the rate constant, k, of α-RDX thermal decomposition for
the pressures indicated. The slope is proportional to the activation energy, ΔH∗. Because the lines
have almost equal slopes, ΔH∗ appears to be independent of pressure and has a positive average
value of approximately 51 kcal/mol

ΔV ∗ are weighted means of the processes with the rate-controlling step providing

the main contribution.

In the pressure and temperature range studied in this work, it appears that within

the experimental error of the measurements, ΔH∗ is independent of pressure and
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Fig. 1.60 Pressure dependence of the rate constant, k, of α-RDX thermal decomposition for the
temperatures indicated. The slope is proportional to the activation volume, ΔV ∗. Because the lines
have almost equal slopes, ΔV ∗ appears to be independent of pressure and has a negative average
value of approximately −5.6cm3/mol

ΔV ∗ is independent of temperature. Having a knowledge of the rate constant, k,
ΔH∗, and ΔV ∗, the rate constant can be expressed in thermodynamic terms by use

of transition state theory,
k = (KT/h)e−ΔG

∗/RT

and
k = (KT/h) e−ΔS

∗/RT−ΔH∗/RT

permitting evaluation of ΔG∗ and ΔS∗, the free energy and entropy of the activated

state. The importance of these measurements for energetic materials can be em-

phasized by pointing out the effect of pressure on the Arrhenius chemical-kinetic

parameters, often used to model explosions. The Arrhenius activation energy, EArr,

the volume of activation, V ∗act and the internal energy of activation, Eact, have been

related to the reaction rate, k:

EArr = (R d ln k)/d(1/T )

and
EArr=Eact +V ∗act [P−T (dP/dT )].

Thus, at very high pressures, the term, [P – T (dP/dT )], can play a dominant role

in the decomposition of energetic materials [59].

1.9.2.2 Nitromethane

The chemical reactivity of NM as a function of pressure and temperature was ob-

served optically with the aid of a polarizing light microscope [60, 61]. The instru-
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mentation permitting these observations is described in detail earlier in this chapter.

Above 1.54 GPa and 433 K, thermal decomposition initiates and is readily observed

by darkening of the liquid and crystal producing ultimately brown solid residue, liq-

uid, and gases. Upon release of pressure, only the solid residue remains, which has

been analyzed by mass spectrometry in order to determine its chemical constituents.

The major products of decomposition up to 7 GPa are ammonia, formic acid or its

salt and water. The residue was originally reported to be the oxalate salt based on

the similarity of the IR absorption spectra, but that result had never been confirmed

(Fig. 1.61).

Pressure tends to increase the chemical reactivity of NM as well as the rate of

thermal decomposition. It was observed, quite accidentally, that a pressure-induced

NITACHETHANE

5 GPA, 403k

0 SEC

530 SEC

1461 SEC

4454 SEC

1200

1.
6

1.
8

2.
0

2.
2

2.
4

R
E

LA
T

IV
E

  A
B

S
O

R
B

A
N

C
E

2.
6

2.
8

3.
0

3.
2

3.
4

3.
6

1100 1000
HAVENUMBERS

900 800 700

Fig. 1.61 Infrared absorbance spectra of NM at 5.0 GPa and 403 K for several times during thermal
decomposition. Only the two peaks shown here at 1,100 and 925cm−1, due solely to vibrational
frequencies of modes in crystalline NM, were used in the analysis of the data. Time t = 0 indicates
when the sample of NM reached decomposition temperature. The spectrum at 4,454 s shows no
NM bands and only those from the decomposition products
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spontaneous explosion of single crystals of NM at room temperature can occur.

Further study revealed that single crystals grown from the liquid with the 111 and

either the 001 or the 100 crystal faces perpendicular to the applied load direction in

the DAC, if pressed rapidly to over 3 GPa, explode instantaneously accompanied by

an audible snapping sound [60]. The normally transparent sample becomes opaque

instantly. Visual examination of the residue revealed a dark brown solid, which was

stable when heated to over 300◦C. Subsequent x-ray analysis showed the material

to be amorphous. Mass spectral analysis of the residue was inconclusive because no

well-defined spectra were observed. The fact that most of the sample is recovered

as solid residue after the explosion and is stable to over 300◦C suggests that the

material may be amorphous carbon. This stress-induced explosion occurs only in

protonated NM because similar attempts on the deuterated form did not result in

explosion [60]. Shock experiments on oriented pentaerythritol (PETN) crystals have

shown similar type behavior. In this case, it was suggested that the sensitivity of

shock pressures to crystal orientation is the result of the availability of slip planes or

system of planes in the crystal to absorb the shock, thereby increasing the threshold

to explosion [60]. A similar explanation may be applicable to the NM crystals as

well. The deuteration effect must play a role in the initiation chemistry. An isotope

effect has been observed previously in the sensitivity of HMX and RDX to shock

and thermal conditions [60].

Previously reported time-to-explosion measurements on NM up to 5 GPa indi-

cate that pressure decreases the time required to achieve an explosion [80]. As a

result of this behavior, pressure is expected to have a similar effect on the thermal

decomposition rate in NM.

Kinetic measurements, similar to those described above for RDX, were made on

NM over the ranges 2.0 ≤ GPa ≥ 7.1 and 393 ≤ K ≥ 453 with the following re-

sults. As was the case for RDX, the α vs. t curves can be identified with the initial

and intermediate stages of a sigmoid (s-shaped) type curve characteristic of thermal

decomposition of a single solid in an autocatalytic-type reaction (Fig. 1.62). With

increasing temperature the s-character diminishes to where the curve is almost lin-

ear at 423 K. A plot of ln [α/ (1−α)] vs. t gives linear dependence which supports

a decomposition mechanism consistent with nuclei formation with branching inter-

ference. The slopes of these lines give typical Arrhenius temperature behavior with

the overall rate increasing with temperature.

Linear fits of ln [α/(1−α)] vs. time for data obtained at 2.0 GPa for the decom-

position temperatures indicated that the overall decomposition rate increases with

increasing temperature, typical of Arrhenius behavior. This type of dependence was

found for the thermal decomposition of HMX in an earlier work [62], where the

results were more consistent than in the case of NM. Unlike the HMX case, NM

undergoes significant changes in its decomposition mechanism because the α vs.

time curves change above 413 K. Moreover, at pressures greater than 5 GPa, a third

change in the reaction mechanism is indicated by a further change in the shape

of the α vs. time curves. Because only two absorbance bands with large signal-

to-noise error were used to calculate the NM concentration term, α, and because

multiple reaction mechanisms appear to overlap in the P–T regime studied, only a

qualitative analysis of the data was possible in that work. What is certain is that the
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Fig. 1.62 α vs. time sigmoid-type curves obtained for the pressures and temperatures indicated. α
is the fraction of decomposed NM at time, t, during thermal decomposition. Curves are logarithmic
fits to the data points

decomposition rate in NM was found to increase with increasing pressure, but the

overall trend in the data was inconsistent. However, there are some qualitative obser-

vations that can be made on the basis of reaction times at the various P–T conditions

measured and these are as follows:

1. To 5 GPa at least two different reaction mechanisms are involved in the decom-

position and both have a positive pressure dependence on the overall rate of de-

composition.

2. Mechanism (1) is dominant below 4 GPa and T ≤ 130◦C.

3. Mechanism (2) operates at all measured temperatures at 5 GPa and at T≥ 140◦C
at 4 GPa.

4. The mechanism crossover temperature appears to be 140◦C. At T ≤ 140◦C at

2 GPa mechanism (1) is operative, but at T ≥ 140◦C either mechanism (2) or a

mixture of both are operative.

5. Mechanism (1) is linearly dependent in ln [α/ (1 – α)] vs. time, similar to that

found earlier for β-HMX [62], while mechanism (2) is linear in ln (1 – α) vs.

time similar to that reported for RDX [58,59]. The type of predominant chemical

mechanism of the decomposition reaction determines the mathematical function-

ality of α with respect to time [60]. The fact that two different time dependencies

were reported indicates the presence of two separate and distinct kinetic pro-

cesses. It is known that the aci or enol form of NM can play an important role in

the thermal decomposition of NM by acting as a catalyst [60,61]. The results ob-

tained for NM cannot rule out the possibility of this form affecting the observed

kinetic data.

6. Finally, a third mechanism is reported to operate at pressures greater than 5 GPa.



1 Diamond Anvil Cell Techniques 63

These results illustrate the complexity of the NM thermal decomposition reaction.

More than one kinetic mechanism and/or catalytic effect may be present. However,

the results show definitely a positive pressure enhancement of the reaction rate. As

described in reference [62], from the expression:

d lnk = ΔH∗/RT 2dT −ΔV ∗/RTdP,

for small increases in pressure with all other terms being equal, only a negative

ΔV ∗ will cause increases in ln k. Therefore, the thermal decomposition rate of NM

must have a negative volume of activation in the P–T regime studied in these ex-

periments. This result directly implies that the NM decomposition reaction in the

solid state is at least bimolecular in character, contradicting published mass spectra

studies of molecular reactions in the gas phase [60], where the reaction was reported

to be unimolecular. This disagreement is not surprising because different decompo-

sition mechanisms can be expected between the crystalline and gaseous phases of

NM. The intermolecular collision probability, for example, is much higher in the

condensed phase.

1.9.3 Chemical Mechanism of NM Decomposition

Previously reported time-to-explosion measurements on NM up to 5 GPa show that

pressure decreases the time to explosion [80]. Therefore, pressure can be expected

to have a similar effect on the thermal decomposition rate. If that assumption is

correct, then the model for the decomposition reaction mechanism should be at

least bimolecular. Considerable work has been reported on the possible chemical

reaction pathways for both pyrolysis and detonation processes in NM [60,72]. Most

of these proposed mechanisms are based upon a unimolecular process. As far as

can be determined, only this work and one other show experimentally that the reac-

tion under pressure results from a bimolecular process, although the reported results

were derived from the effect of pressure on time-to-explosion measurements [72].

Based on theoretical electronic orbital calculations, a bimolecular process has

been proposed as follows:
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The quantum mechanical calculations show this to be a three-center reaction

complex, where, under high pressure, the potential surface contacts result in a si-

multaneous motion of atoms, indicated by the arrows in the chemical equation, to

form the resultant products. The nitrosomethane rapidly reacts to form HCN and

finally NH3 and HCOOH as follows:

H C N O

H

H

C N O H HCN HOH (1.2)+

H

H

At elevated P and T, HCN rapidly hydrolyzes:

HCN+2HOH→ NH3 +HCOOH. (1.3)

The remaining product from reaction (1) rapidly decomposes (reaction 4 not illus-

trated) into the following possible gaseous compounds: H2O, N2O, CO2, CO, NO,

H2, and solid C. Reaction (1) is rate controlling with a calculated activation energy

of 32.5 kcal mol−1. Reactions (2), (3), and (4) are relatively fast compared with re-

action (1). Reactions (3) and (4) provide the pathways for the production of NH3,

HCOOH, and H2O via chemical reaction with HCN which is known to be a ma-

jor pyrolysis product of NM [60, 72]. These studies confirm the presence of NH3,

HCOOH, and H2O along with volatile gases as the major products of thermal de-

composition of NM under high pressures.

This proposed reaction scheme for NM decomposition at elevated pressures sug-

gests a strong intermolecular interaction of NM in the condensed phase. If this is

indeed the case, then it is important to investigate the effect of pressure on the vi-

brational bands in NM and to analyze the observed shifts in light of intermolecular

coupling between the –NO2 and H3C– groups of interacting molecules. The results

from that study support the bimolecular nature of the mechanism for the thermal

decomposition of NM under pressure [60, 72].

1.9.4 Compressibility of Explosive Liquids

In the remaining part of this chapter, I discuss two articles appearing in the scientific

literature related to energetic materials studies at static high pressures, demonstrat-

ing novel applications of the DAC not discussed previously. Where applicable, I

suggest new areas to investigate to further advance our scientific knowledge, par-

ticularly with respect to energetic liquids where little high-pressure work has been

done.
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Fig. 1.63 A schematic diagram of the volume measurement apparatus, making use of a strain-gage
technique to measure sample volume [81]

One innovative technique [81] I want to mention is a novel method for deter-

mining the compressibility of explosive liquids, a measurement that has challenged

experimentalists for many years (particularly in the very high-pressure regime)

because it requires a determination of the volume pressure dependence of the liq-

uid. The method utilizes a lever-arm type DAC, which incorporates a strain-gage

transducer system to measure the thickness of a regular shaped liquid sample as it

is compressed in a hydrostatic environment. As shown in Fig. 1.63, the strain-gage

transducer functions as an electronic caliper to measure changes in the thickness

of the sample (gasket thickness) as it is compressed. Planimeter measurements on

enlarged photomicrographs of the gasket hole determine area changes. The ruby

technique provides the pressure measurement. Thus, the technique permits direct

volume change measurements in the DAC by monitoring the gasket hole area and

its thickness. Accuracies of 1% or better were reported (Fig. 1.64). Volume measure-

ments on explosive liquids and liquids in general cannot be determined with desired

accuracy by x-ray methods appropriate for powders and single crystals. Thus, this

unique method has the potential to provide experimental PVT data on liquids for

developing equation of state models (Fig. 1.65).

This strain-gage transducer method represents an unusual application of the

DAC, which has direct relevance to the study of energetic liquids, an area having

received little attention because of the complexity involved in measuring volume

compression of liquids at very high pressures. This technique, although difficult

to carry out, provides a means of obtaining PVT data so essential for developing

equation of state models for explosive liquids. In this connection, I refer to a recent

publication concerning classical MD simulations of nitromethane (NM) under high

compression and high-temperature conditions [82]. In that article theoretical results,
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Fig. 1.64 Compressibility data from five samples of n-heptane at 298 K are shown compared to
literature values [82]. The agreement is quite satisfactory with a mean square error for a single
observation of ±0.013 and for the average of all observations was ±0.003 [81]

Fig. 1.65 For the measurements at 373 K the results are similar to those obtained at room tempera-
ture. A mean square error for a single observation was calculated to be ±0.016 and for the average
of all observations was ±0.004 [81]
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e.g., thermodynamic functions were compared with experimental compressibility

data (density) on NM that were published in 1973, almost 35 years earlier when

the accuracy of the pressure scale then in use was not well-characterized. (There

was considerable uncertainty in the accuracy of the fixed-point pressure scale used

ubiquitously prior to the introduction of the ruby scale.) In 1975, the fixed-point

scale was reduced by a factor of 2 in the range above 15 GPa [47]. For some ther-

modynamic functions, e.g., shock velocity and particle velocity, the classical MD

simulation was found to be close to the experimental results. However, the calcu-

lated Hugoniot pressure was too high in the high-pressure range, even when other

simulation models were applied. There appears to be a deficiency of compressibil-

ity data in the scientific literature, not only for explosive liquids, but for liquids in

general, probably because of the great difficulty in performing such experiments.

While this strain-gage device is, indeed, not easy to use, there is definitely a need to

provide more accurate compression data on explosive liquids. The rewards are great

for someone adept enough with a DAC (and there are many such individuals now,

worldwide) to accomplish such measurements.

To illustrate the usefulness of this technique, I refer to a paper reporting the

effects of pressure on the vibrational spectra of liquid NM which uses data on

the effect of pressure on the specific volume of NM at temperatures of 298 and

373 K [61] (Fig. 1.66). The strain-gage transducer system described above was used

Fig. 1.66 Pressure dependence of the specific volume of NM at 298 and 373 K [61]. The uncer-
tainty associated with the specific volume measurement is ±0.015cm3g−1 and with pressure is
±0.025 GPa. The curves were drawn through the center of each data point. At 298 K, the specific
volume of NM appears linear with pressure to about 0.4 GPa. At higher pressures, where the su-
perpressed liquid exists, the curve bends rapidly, becoming almost flat due to increasing repulsive
forces at those higher densities
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Fig. 1.67 Equilibrium pressure/temperature phase diagrams for H2O and D2O illustrating the su-
perpressed state of liquid and its behavior as a function of P and T [85]

to obtain the compression data required to compare the observed frequencies of the

NO2 stretching modes to the calculated frequency shifts due to intermolecular cou-

pling. To make this comparison it was necessary to estimate from specific volume

data the decrease in the intermolecular distance with pressure between interacting

pairs of molecules.

Another interesting and unique modification is the development of a dynamic di-

amond anvil cell (dDAC) which permits measurements of pressure/time-dependent

phase transformation pathways [83] (Fig. 1.67). The fundamental design of the

dDAC consists of a traditional DAC with integrated electromechanical piezoac-

tuators to control the load on the sample. Because of the known anomalous su-

perpressed nature of H2O and D2O in the stability regions of phases VI and

VII [84, 85], the dDAC instrument was demonstrated on H2O by observing time-

resolved pressure-induced crystallizations of ice VI and ice VII. The authors of this

article were able to evaluate the interfacial free energy and were also able to de-

termine that the value for supercompressed water (SW/iceVII) is less than that for

(SW/iceVI), indicating that the local order of the supercompressed phase is more

similar to crystalline iceVII than crystalline ice VI. This result is consistent with

recent studies suggesting that the local order in high density water is bcc-like as in

iceVII. The ramifications of this technique when applied to explosive liquids deserve

more attention by the energetic materials community. One area to explore further,

for example, is the superpressed state of NM. At 298 K, NM freezes to a crystalline

solid at 0.40 GPa [61]. The structure of this high-pressure phase is the same as the

phase that crystallizes at low temperature and 1 atmosphere (orthorhombic space

group P212121) [73,74,86]. It is also known, however, that liquid NM easily super-

presses at RT with the metastable liquid existing to about 2 GPa, where it rapidly
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crystallizes to a polycrystalline phase at 298 K [61]. The metastable liquid exists

over a considerable range of pressure (1.6 GPa) before it crystallizes, where it could

be studied by various techniques to learn more about this superpressed state. Fur-

thermore, at elevated temperatures, the superpressed state of NM liquid would ex-

ist even at higher pressures, a typical behavior of the superpressed liquid state, in

general.

The two phase diagrams shown above illustrate the anomalous behavior of H2O

and D2O, i.e., the metastable extension of the liquid–VII phase boundary into the

stability field of solid phase VI. Note that at higher temperatures the superpressed

liquid exists at higher pressures for both H2O and D2O. To determine these phase

diagrams polarizing light microscopy was used in conjunction with a DAC equipped

with a miniature resistance coil-heating element. The ruby technique was used to

measure pressure. This is yet another example of the power of OPLM in determining

phase transitions, phase stability fields and phase diagrams. A wealth of valuable

scientific knowledge concerning the superpressed state of nitromethane could be

obtained by this experimental method of study. Finally, much to my surprise, my

recent literature search on α-2,4,6 trinitrotoluene (TNT), which has a low melting

point of 80.1◦C (probably existing as a stable liquid over a significant range of

pressure and temperature before decomposition), yielded little information on the

P/T equilibrium phase diagram of that important explosive. This compound, in my

opinion, would be an ideal candidate for investigation by OPLM in a DAC. Such

an investigation could lead to a wealth of knowledge concerning the behavior of

TNT both in the solid and liquid states, providing motivation to further study the

material by other measurement techniques, e.g., x-ray diffraction, IR and Raman

spectroscopy, etc.

1.10 Summary

I have attempted to give the reader an overview of the various DAC technologies

that were developed in the early period of its growth soon after its invention at the

NIST/NBS laboratory and to stress the seminal nature of the advances made, as

many of them have been refined by others and are still in use today. In summary,

besides the invention of the DAC itself (including high and low temperature ca-

pability), other applications to IR spectroscopy, x-ray diffraction (both to powder

and single-crystal studies), polarizing light microscopy, Raman spectroscopy, FTIR

spectroscopy (including time-dependent studies), were all developments at the

NIST/NBS laboratory. Ancillary technologies, including the discovery of hydro-

static pressure-transmitting media, the simple Stokes falling ball methodology for

the measurement of viscosity in liquids, and, of course, the all important develop-

ment of the ruby fluorescence method of pressure measurement, so essential to the

success of the of DAC as a quantitative scientific tool, were also seminal advances

made at the NIST/NBS laboratory. All of these techniques were discussed in the

preceding pages of this chapter. Certainly numerous improvements over these early
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methods have been made during the past decades and a discussion of these improve-

ments would be impractical to include in this chapter simply because there are too

many of them currently practiced in high-pressure research. All of these methods,

in conjunction with a DAC, have proved to be exceedingly useful in the study of

energetic materials (as well as in many other research areas), with the result that

numerous advances have been made in our scientific understanding of these vital

materials.
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Notes

�Certain companies, commercial equipment, instruments, or materials are identified in this docu-
ment. Such identification neither implies recommendation or endorsement by the National Institute
of Standards and Technology, nor does it imply that the products identified are necessarily the best
available for the purpose.

�The use of “bar”, “poise,” and “angstrom (Å)” throughout the text and in some of the tables
follow the common practice of workers in the field at the time the research was performed. For
the uninitiated, I note that 1 bar=105N/m2 (or 105pascal)=106 dyn/cm2 =1.0197 kgf/cm2. The
international standard (SI) unit of pressure is the pascal, or newton per square meter. The SI unit
for viscosity is the pascal second (Pa·s), where 1 poise=0.1 Pa·s. The SI unit for wavelength is
nanometer (nm), where 1 Å=0.1 nm.
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Chapter 2
Synthesis of High-Nitrogen Energetic Material

Mikhail I. Eremets, Ivan A. Trojan, Alexander G. Gavriliuk,
and Sergey A. Medvedev

2.1 Introduction

Pure nitrogen can be considered as a material with optimized storage of chemical

energy because of the huge difference in energy between triply bonded di-nitrogen

and singly bonded nitrogen. N ≡ N bond is one of the strongest chemical bonds

known, containing 4.94eV atom−1 while the N–N bond is much weaker with

−0.83eV atom−1 [1]. Therefore when transforming from singly bonded nitrogen

to diatomic triply bonded molecular nitrogen, a large amount of energy should be

released: about 2.3eV atom−1. Or, in other words, this chemical energy can be ide-

ally stored by transforming a triple bond into three single bonds. Thus, nitrogen

may form a high-energy density material with energy content higher than that of

any known nonnuclear material. The greatest utility of fully single-bonded nitrogen

would be as high explosives. Here, a tenfold improvement in detonation pressure

over HMX (one the more powerful high explosives) seems possible [2].

A chemical approach for synthesis of nitrogen-energetic materials is creating

large all-nitrogen molecules or clusters bound by single (N–N) or single and double

(N = N) bonds. Calculations predict different polynitrogen molecules or clusters [3]

such as, for instance, N4,N8,N20, or even nitrogen fullerene N60 (see for review

Refs [3–5]) with high-energy-storage capacity. However, none of them has yet been

synthesized with exception of N4(TdN4) [6], albeit with a very short lifetime of

∼1μs [6]. Synthesis of compounds having several nitrogen atoms consecutively is

difficult because the single bond in nitrogen is relatively weak. It has been achieved

only in compounds with other atoms. For instance, HN3 and other azides with linear-

N3 radical have been synthesized by Curtius in 1890 [7]. Only recently N5
+ was

synthesized by Christe and coworkers [8]. On the basis of the N3
− and N5

+ species

nearly all nitrogen compounds were synthesized by attaching these radicals to a

central atom of Te, B, and P such as N5P(N3)6,N5B(N3)4,Te(N3)4, and others (see

for review Refs [2, 9–11]).

S.M. Peiris, G.J. Piermarini (eds.), Static Compression of Energetic Materials, 75
Shock Wave and High Pressure Phenomena,
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Presented here is an ultimate case of pure single-bonded nitrogen which can

be synthesized at high pressures and temperatures from common triply bonded

molecular nitrogen. At high pressures molecules of nitrogen approach each other

and start interacting so strongly that intramolecular interaction becomes compara-

ble with intermolecular interaction, and therefore di-nitrogen molecules can dis-

sociate to atomic nitrogen. Atoms of nitrogen with three directed covalent bonds

can further create a three-dimensional network popularly termed polymeric nitro-

gen. Such transformations have been predicted long time ago [12, 13] to happen

at high pressures of ≈50GPa, but it was found experimentally at much high pres-

sures of ∼200GPa [14] at low temperatures, and then at a slightly lower pressures

of 150 GPa and room temperature [15]. This apparently nonmolecular nitrogen has

a disordered network of single- and double-bonded atoms as follows from calcula-

tions [16, 17].

Next important step in the preparation of polymeric nitrogen was the theoretical

prediction of single-bonded crystalline nitrogen where each nitrogen atom is con-

nected with three other with single bonds [18]. It has a cubic symmetry structure

but with an unusual arrangement of atoms: the cubic gauche structure (referred to as

cg-N or CG) of the I213 space group. This structure was recently fully confirmed ex-

perimentally [19–22]. Theoretical calculations also agree that the cg-N structure is

the most stable among possible proposed single-bonded nitrogen networks [23–29].

This polymeric nitrogen is a unique material. First of all, it has very high accumu-

lated energy: about 1.2–1.5eV atom−1 releases during the transformation from cg-N

to N2 [16–18, 30]. This is 5.5 times higher (energy/mass ratio) when compared to

the powerful explosive hexogen [17]. At the same time cg-N is similar to diamond

in terms of values of lattice parameters and low compressibility. Thus it could be

a hard (or superhard) material with ultimate high-energy capacitance. Importantly,

polymeric nitrogen is predicted to be metastable at ambient pressure [18], and an

amorphous polymeric nitrogen indeed has been recovered to ambient pressure at low

temperatures [14]. Cg-N was proved experimentally to be metastable at least down

to 25 GPa. This chapter describes the synthesis and properties of polymeric nitrogen

in more detail, and also discusses other polymeric structures which are predicted to

be competitive with the cg-N phase in some pressure range [23, 25–28, 31–33].

Finally we mention attempts to decrease the pressure of polymerization by using

precursors different from pure nitrogen. Instead of compressing diatomic nitrogen,

molecular N3
− anions in the lattice of NaN3 were examined [34,35]. The N3

− anion

is a straight chain of three nitrogen atoms linked essentially with double bonds. It

can be considered as a molecule which is more weakly bonded than the diatomic

triple-bonded nitrogen. Therefore, it could be expected that the N3
− molecules will

create polymeric single-covalent bond networks easier than diatomic nitrogen. New

structures that are distinct from linear N3
−-ion-based molecular phases were found

near ambient pressure after laser heating [34]. In Ref. [35] the photolytic decomposi-

tion of sodium azide under UV pulse irradiation was studied. The resultant product,

speculated to be N7
−, was found to be unstable at room pressure and temperature.
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2.2 Polymeric Nitrogen

In this section we will present our results on synthesis and properties of polymeric

single-bonded nitrogen. When nitrogen atoms are connected with single bonds into

a polymeric network it could be a high-energy density material (HEDM). Moreover,

polymeric nitrogen should be environmentally clean because the final product of the

transformation is nitrogen. This polymeric nitrogen material could also be an ideal

rocket fuel or propellant.

A way to create an atomic solid with a single-bonded crystalline structure is

application of high pressures, as predicted in 1985 by McMahan and LeSar [12].

Simple cubic or distorted sc structures similar to other group-V elements were cal-

culated. This transformation is expected to accompany with a large drop of volume

and considerable hysteresis. This new material can be called “polymeric nitrogen”:

the starting dimer is the molecular nitrogen while the final product is a crystal built

with single covalent bonds. We note here that nitrogen behaves uniquely under pres-

sure. If we compare it with other molecular solids such as H2,O2, I2, and others [36],

they are double-covalent bonded and at high pressure transform to metals while ni-

trogen first transforms to an insulating covalent crystal. Nitrogen also is different

from other elements of group V. For instance, the stable form of phosphorus at am-

bient pressure is a P4 molecule where atoms are connected to each other by single

bonds. The reason of this difference is simple: atoms of phosphorous are signifi-

cantly larger than nitrogen atoms and therefore longer single bonds are preferable.

At high pressure nitrogen also does not follow the sequence of phase transforma-

tions typical for group-V elements.

Mailhiot et al. [18] found that nitrogen behaves uniquely under pressure: molec-

ular nitrogen transforms into a lattice of single-bonded atoms with cubic gauche

structure (cg-N). This unusual structure naturally follows from the directed cova-

lent bonds: the dihedral angle in a N–N single bond energetically prefers a gauche
conformation [18] as can be seen, for instance, in the molecule of hydrazine. As a

result this structure theoretically is much more preferable (Fig. 2.1): it has signifi-

cantly lower (0.86eV atom−1) total energy than previously considered phases. This

has been confirmed in numerous calculations [17, 23–28, 30, 32, 37–44].

Mailhiot et al. [18] calculated the volume, bulk modulus, and other properties

of cg-N. This transformation should happen at ≈50GPa and be accompanied with

a dramatic drop of volume (∼20%) and complete change of the phonon spectrum.

The cg-N phase was predicted to be metastable at ambient pressure. All this gave

clear information for experimental proof. However, the experiments that followed

did not reveal any transition in this pressure range while a darkening [45] and nearly

opaque state [46] has been observed at the highest pressures up to 180 GPa [46].

Transformation to nonmolecular nitrogen finally came with the dramatic disap-

pearance of the molecular vibron [14] at 190 GPa at low temperatures from trans-

parent to an opaque phase. The same transition was also seen in measurements at

room and elevated temperatures [15, 47, 48]. It was found that this transformation

has a huge hysteresis [14]. Therefore, the value of equilibrium pressure is about

100 GPa [14] – much lower than the pressure of direct transformation, and closer
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Fig. 2.1 Polymeric phases of nitrogen. Total energy per atom calculated for the threefold-
coordinated arsenic (A7), black-phosphorus (BP), and cubic gauche (cg) phases of nitrogen, and
for a twofold-coordinated chainlike (ch) phase of nitrogen, as a function of atomic volume (after
Mailhiot et al. [18])

to the theoretical [18] calculations. Moreover, the hysteresis was so large that it al-

lowed the nonmolecular nitrogen to be recovered at low temperatures [14]. Though

the nonmolecular nitrogen has properties close to those predicted for the polymeric

nitrogen [18], the material was a narrow-gap semiconductor [14, 16, 47], which is

in contradiction to the predicted dielectric cg-N. First-principle simulations eluci-

dated the structure of the opaque phase: an amorphous or disordered network of

single- and double-bonded nitrogen atoms [16, 17] as shown in Fig. 2.2a. However,

there is no direct experimental evidence that the nonmolecular phase creates a poly-

meric network. Available optical data only indicate the amorphous nature for this

material [14, 16, 47]. This can be seen, for instance, from Fig. 2.2b where only very

broad bands are present in the Raman spectrum.

Next decisive step towards polymeric nitrogen was done with laser heating of

molecular nitrogen above 100 GPa [19]. Here a direct transformation of molecular

nitrogen to a new transparent phase, which turned out to be the long sought after

polymeric nitrogen was found. Polymeric nitrogen was synthesized at T > 2,000K

at P > 110GPa. These record parameters were achieved from a novel arrangement

of the diamond anvil cell (Fig. 2.3). First, a gasket compacted from powdered cubic

boron nitride (cBN) mixed with epoxy was used [49]. This gasket is 1.5–2 times

thicker (8–10μm at 60 GPa) than typical hard gasket materials such as Re or W at

the same pressure. This allows larger sample volumes. Also, this increases the gap

between the boron laser radiation absorber (that heats the sample) and the anvils

(Fig. 2.3), a precondition to achieving very high temperatures at megabar pressures.

Second, the cell was specifically designed for use in with challenging x-ray diffrac-

tion measurements. X-ray diffraction measurements of a nitrogen sample (which is

a light element and a weak scatterer) at pressures up to 170 GPa were performed
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Fig. 2.2 Amorphous polymeric nitrogen. (a) Structure of low-coordinated (Z = 3–4) nitrogen at
ambient pressure at 100 K produced by simulations showing atom positions and bonds between
them (from Ref. [16]). (b) Raman spectra of nitrogen at megabar pressures at 300 K taken through
diamond anvils having a negligible own luminescence as can be seen from (c) where Raman spectra
from 15 anvils are presented which perfectly coincide: only first- and second-order Raman peaks
from diamond are in the spectra

at the ID9 beam line at ESRF [50]. The cBN gasket is extremely advantageous in

x-ray diffraction studies: it produces only a few weak peaks comparable with nitro-

gen in intensity. Also, boron as an absorber of the 1.064μm laser radiation was used

(Fig. 2.3a). Importantly, boron is a very weak scatterer of x-rays and a signal pro-

duced by a 1μm thick plate does not interfere with the diffraction pattern from the

nitrogen sample. Moreover, the weak diffraction peaks from boron are uniformly

distributed over a wide spectrum without strong peaks [51]. The boron plate was

formed by pressing nanoparticles of amorphous boron of 99.99% purity. Boron is

initially a semiconductor and transforms to a poor metal at megabar pressures [49].

It is a good absorber of the 1.06 mm laser radiation, however it violently reacts with

nitrogen at T > 1,800K and pressures <15GPa [52]. At megabar pressures this re-

action is nearly suppressed. We observed small color changes at the center of the

boron plate at the highest temperatures that are likely due to formation of cBN,

as evident from well-recognized peaks of cBN in the diffraction pattern (Fig. 2.3).

However, the thin boron/cBN plate remained opaque, and heating was very stable

to the highest temperatures allowing reliable temperature measurements [53]. Note,

that at pressure below ∼50GPa reaction of boron with nitrogen becomes marked.

Heating to high temperature released stress inside the sample, resulted in sharp

x-ray diffraction peaks (Fig. 2.3), and dramatically increased the accuracy of the

measurements. For pressure measurements ruby luminescence was used [54]. For

that a micrometer-sized piece of ruby was placed at the edge of the gasket hole. To

study the possible reaction of ruby with nitrogen, ruby was omitted in another ex-

periment, yielding the same result. The pressure in this experiment was determined

from the sharp high-frequency edge of the diamond anvil [55]. The diamond anvil

cell of original construction was described elsewhere [56]. Nitrogen gas compressed

to 2,500 bars was loaded at room temperature. Very low-luminescence synthetic
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Fig. 2.3 X-ray diffraction measurements of nitrogen after heating to 2,600 K at 140 GPa. (a) A
cross section of the sample arrangement. The heating ∼1μm-thick boron plate (absorber of laser
radiation; black) rests on cBN pieces that thermally insulate the plate from the bottom anvil. The
sample squeezed between the anvils is surrounded by the cBN/epoxy gasket followed by the metal-
lic (Re) supporting ring. The culet of diamond anvil is of diameter 90μm. X-ray diffraction was
measured with a monochromatic X-ray beam with 0.4168 Å wavelength focused to a spot of diam-
eter ∼5μm. (b) X-ray patterns taken across the culet of diamond anvil to distinguish between the
input from the gasket and the different phases of the sample. Spectra taken from the most heated
part (±5μm) were attributed to the new phase of nitrogen. At the gasket only pure cBN patterns
are present. At the edge of the nitrogen sample (r = −15μm) there is a significant input from
the molecular phase at the 10◦–14◦ range. The black and grey vertical lines indicated calculated
positions of reflections corresponding to cg-N and cBN, respectively

diamonds (Fig. 2.2) with flats of diameter 95μm beveled at 10◦ to 380μm culet

and 60–90μm flats were used in other runs. Raman spectra before and after heating
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were recorded with a single grating monochromator, notch-filters, cooled CCD and

argon and Ti-sapphire lasers at the 458–800 nm spectral range.

In a typical run, the pressure was increased up to 140 GPa at 300 K until the

sample started to darken. At this pressure, the sample was heated in steps with in-

termediate recordings of Raman spectra at room temperature. After the first heating

to 980 K, the transformation accelerated. The sample darkened further, but it re-

mained in the molecular state – the vibrons in the Raman spectra of nitrogen did not

change. The high-frequency edge from the diamond anvils sharpened, indicating

uniform pressure distribution, which dropped to 120 GPa. No further changes were

observed after heating up to 1,400 K. After heating to 1,700 K, the sample further

darkened and the intensity of the vibron of nitrogen significantly decreased.

At 1,980 K, the vibron peaks became indistinguishable from the background, all

wide bands in the low-frequency part of spectrum disappeared, and luminescence

measured from the nitrogen sample significantly increased. A ring around the ab-

sorber appeared, likely due to melting of the sample. Instead of further darkening,

unexpectedly, the sample became transparent (the absorber plate became clearly

visible in reflected light). After successive heating up to 2,500 and 2,600 K, the

transparent colorless part spread out over a larger area and could be seen in trans-

mitted light. The nitrogen at the edge of the gasket hole was not heated to the high

temperatures and remained dark. The pressure in the center of the sample reduced

to 115 GPa.

Thus, a dramatic transition happened at 115 GPa at temperatures above

∼2,000K. X-ray diffraction patterns were accumulated from different parts of

the sample across the culet in order to distinguish between the contribution from the

gasket and the different phases of the sample (Fig. 2.3). In the center of the sample

there are up to five reflections of the new phase of nitrogen and two reflections from

cBN. These reflections are clearly different: the nitrogen rings are spotty while the

cBN ring is not. In addition, the intensity of the cBN peaks varies from point to

point of the scan, and at some places the reflections almost disappear.

We fitted the measured x-ray diffraction spectra by the cubic gauche structure

of nitrogen (cg-N) and cBN. cg-N has the following parameters: space group I213,

a0 = 3.4542Å, sites 8a, x = 0.067. We tried also to fit the spectra to different pro-

posed polymeric structures [12,13,17,25,37] as well as boron from the absorber [51]

instead of the cg-N structure, but without satisfactory results. The cg-N structure is

schematically shown in Fig. 2.4. All nitrogen atoms are threefold coordinated and

bond-lengths are the same for all pairs of bonded atoms. At a pressure of 115 GPa

the bond length is 1.346Å and the angle between bonds is 108.87◦. We also de-

termined the cg-N structure upon decreasing pressure down to 42 GPa (Fig. 2.4c).

We fitted the experimental points measured in the 42–134 GPa range with Birch-

Murnaghan equation of states (EOS) extrapolated to zero pressure with the follow-

ing parameters: bulk modulus B0 = 298GPa, B′ = 4.0,V0 = 6.592Å [3]. The cg-N

is a stiff solid as follows from the high value of B0 which is characteristic for strong

covalent solids (B0 = 365GPa for cBN [57]). The bulk modulus determined from

different types of EOSs lies in the range of 300–340 GPa. The determined value of

atomic volume V0 is close to 6.67 Å [3] predicted in Ref. [18].
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Fig. 2.4 Cubic gauche (cg-N) structure. Each atom of nitrogen is connected to three neighbors
with three single covalent bonds. (a) The primitive cell, (b) an extended structure of the polymeric
nitrogen. (c) The EOS of cg-N structure. Extrapolation of this EOS to zero pressure gives a volume
of cg-N structure about 6.6 Å [3] – in excellent agreement with theoretical predictions of 6.67 Å
[3] (Ref. [18])

Fig. 2.5 Diffraction from cg-N synthesized at 110 GPa in diamond anvil cell with laser heating.
(a) Diffraction peaks from two experiments. Grey lines relates to the arrangement with boron
absorber heated to 2,000 K and rhenium gasket. Black lines: CVD diamond plate heated to 2,500 K,
gasket was prepared from cBN powder mixed with small amount epoxy. Numbers and rods are
indexes and position of reflections calculated according to the cubic gauche structure. The peaks
are obtained by integration of spots at diffraction pattern shown in (b) for the case of a cell with
side-input for x-ray beam and combination of boron heater and Re gasket

The cg-N structure has been further confirmed in many experiments [20–22]. For

instance, more x-ray reflections were obtained to check cg-N structure [58]. For that

a diamond anvil cell, which allows collection of diffraction at higher angles has been

built. It has an additional side-input at 15◦ to the axes of the cell. If the x-ray goes

through this window the diffraction rays can be observed up to 35◦. An example

of the x-ray diffraction for this side-input geometry is shown in Fig. 2.5. Thus two

new 321 and 330 reflections of cg-N structure were found. In other experiments

with this geometry but with different arrangement of the gasket and the heater 402
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and 332 reflections in addition were obtained. Altogether nine reflections from the

sample were collected. These reflections were observed also because instead of a

fine powder of cg-N larger crystallites were grown which can give strong reflections

at large angles. For that, the synthesis temperature was kept as low as possible at a

given pressure, and the heating time was increased to minutes. Thus conditions of

equilibrium growth were approached.

An absorber of the laser radiation gives an additional complication for analysis

and interpretation of the experiment. Therefore, cg-N also has been attempted to

synthesize with laser heating but without any absorber. Nitrogen at pressures above

∼130GPa significantly absorbs itself and it was successfully heated directly with

YAG laser radiation resulting x-ray diffraction and Raman spectra of cg-N [20–22].

To summarize, we found the cg-structure which was considered theoretically as

the most energetically favorable single-bonded structure [17, 23–28, 30, 32, 37–44]

and originally proposed by Mailhiot et al. [18]. This is a new allotrope of nitrogen

where all atoms are connected with single covalent bonds. To our knowledge, this

unusual cubic phase has not been observed previously in any element.
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Fig. 2.6 Raman scattering from the cubic gauche polymeric nitrogen. (a) Raman spectrum from
a large sample of cg-N at 120 GPa. A small intensity doublet at 963cm−1 has been magnified
for clarity. (b) Pressure dependence of Raman modes of the cg-N phase. Points are taken from
different experiments. Lines are theoretical calculations [24]. The shadow area indicates width of
Raman band from the stressed diamond anvils which covers the high-energy Raman lines of cg-N
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2.2.1 Raman Spectra of cg-N

Transformation to cg-N phase was accompanied with a dramatic change of vibration

spectra: after disappearing of the molecular vibron a new Raman peak in the cg-N

phase was observed (Fig. 2.6). This is a fingerprint of transformation. The new peak

is easily detected and it is strong in some samples. The position of this peak and its

pressure dependence well follows calculations for cg-N phase [39] (Fig. 2.6). How-

ever, puzzlingly only one peak was observed in all experiments while four peaks are

expected from the symmetry I213 of cg-structure. Only recently this problem has

been resolved. From theoretical side, intensities of Raman peaks along with their

positions have been calculated in Ref. [24] and it was found that only one peak

dominates, others should be much weaker. Experimentally this was confirmed by

obtaining a strong Raman signal from a large sample. It was grown in a diamond

cell with anvil culets of the toroidal shape [22] (Fig. 2.7). This shape dramatically
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Fig. 2.7 X-ray diffraction measurements of nitrogen at 140 GPa measured in situ at different tem-
peratures. (a) The X-ray Diffraction spectra were obtained by integrating the CCD image pat-
terns (shown at (b)) and extracting the background. Star indicates the cBN peak. X-ray beam with
0.3344 Å wavelength was focused to a spot of diameter≈ 5μm and collimated by a 20μm pinhole.
The radiation from the YAG laser was focused in the same place. Toroidal profile of diamond anvil
culets is shown in inset (a)
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increases the high-pressure volume and allows large samples to be obtained and con-

sequently to have intensive x-ray diffraction (Fig. 2.7) and Raman spectra (Fig. 2.6).

Thus we were able to analyze the Raman spectrum of cg-N in detail and to find

one more additional weak split peak (Fig. 2.6). Its position as well as the intensities

(which are ∼100 times smaller than that of the dominated Raman peak) coincides

well with the calculations [24, 39]. The remaining two weak peaks owing to cg-N

structure [24, 39] can be hidden under the strong background of the Raman band

from the stressed diamond anvils (the dashed area at Fig. 2.6).

2.2.2 Control Experiments

In the experiments performed at high temperatures T > 2,000K, reaction of hot ni-

trogen with heater or surrounding gasket or diamonds is not excluded. Therefore, we

had done numerous checking experiments to insure that the observed Raman and x-

ray diffraction signals belong to cg-N, not to a product of interaction of nitrogen with

gasket, absorber, or diamond. Different combinations of absorber and gasket mate-

rials (boron–cBN, boron–rhenium, -TiN–rhenium, beryllium–cBN, hBN–rhenium)

results in the same x-ray diffraction pattern and Raman spectrum manifesting syn-

thesis of cg-N. The following two arrangements are mostly evident: (a) absorber

made of CVD (diamond grown by chemical vapor deposition) diamond plate and

cBN/epoxy gasket, and (b) boron absorber and Re gasket. In both cases we obtained

only x-ray reflections corresponding to the cg-N structure. This means that the ob-

served diffraction pattern does not relate to compounds of nitrogen with rhenium or

boron. Reaction with carbon is also excluded because the CVD plate heater appar-

ently does not react with nitrogen at temperatures of up to 2,500 K: diffraction from

the heated polycrystalline CVD plate presents only diamond rings which have same

intensity as the unheated plate. We also did not observe any Raman peaks in the

range of 200–3,500cm−1 except of the cg-N peak at≈830cm−1 and the vibron of a

small intensity – a reminder of incomplete transformation of molecular nitrogen. Re-

action with diamond anvils is also excluded for the following reason. We know that

molecular nitrogen nearly completely transforms at the new phase (the molecular

vibron disappeared). The thickness of the nitrogen sample in our experiments was

∼5μm. This means that diamond anvils should be etched at >1μm in depth to cre-

ate a hypothetical carbonitride compound. We did not see any changes at the surface

of the anvils after the experiments while submicroscopic changes can be easily seen

with the interference microscope. Indeed, in rare cases occasionally we damaged

the diamond surface with sharply focused laser radiation but these spots were visu-

ally easy to identify. In addition, Raman spectra from the damaged areas revealed

peaks related to carbonitrides but not the cg-N peak. Finally, diamonds are warmed

to less than 100◦ during laser heating, as we measured with a Pt thermometer (Pt

foil touched to an anvil). Therefore, reaction of nitrogen with diamonds is unlikely.
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2.3 Transformation from Molecular to Polymeric Nitrogen

In this section we will discuss details of transformation of molecular to polymeric

nitrogen. First, we estimate a minimum pressure of the phase transformation. For

that, we heated a sample of nitrogen at successively increasing pressures. At 20 GPa

and 800 K and at 60 GPa and 2,500 K no changes in the Raman spectra were ob-

served. At 82 GPa we saw no significant changes in the Raman spectra below

2,400 K. After heating at this temperature, a peak at 2,392cm−1 from a new molec-

ular nitrogen phase was observed below the main vibron line of molecular nitrogen

at 2,410cm−1, indicating reduced bond order of the N–N bond and charge redistri-

bution due to enhanced interaction between molecules [41]. At 95 GPa, this phase

disappeared after heating to 1,500 K and only the previously known molecular phase

was observed after heating up to 2,590 K. After increasing pressure to 110 GPa, the

sample behaved similar to other experiments on synthesis of cg-N (as shown, for

instance, in Fig. 2.3). Luminescence strongly increases at temperatures above 800 K

(Fig. 2.8). This is apparently due to accumulation of defects in the crystalline lattice.

After heating to higher temperature of 1,520 K luminescence decreases but nitrogen

obviously remains in the molecular form – intensity of the vibron remains the same

Before heating
25 mm

After 2200 K

1000 2000 3000

N2 vibron

cg-N

110 GPa

1990 K

300 K

1520 K

800 K 

In
te

ns
ity

, a
rb

. u
ni

ts

Raman shift, cm−1

Red
phase

a)

b) c)

Fig. 2.8 Laser heating of molecular nitrogen at 110 GPa. (a) View of the sample through diamond
anvils. Nitrogen is contained in a hole in rhenium gasket where a 1μm thick boron plate black
is placed as an absorber of heating radiation of YAG laser. Nitrogen is over the plate and seen as
transparent at the left corner of the hole of the Re gasket which surrounds the sample. (b)After laser
heating up to 1,990 K nitrogen transforms to cg-N which can be seen around the boron absorber
as yellow or colorless substance. A transient red phase is at periphery of the heated area. Nitrogen
remained in molecular form in the unheated corner of the sample at the left. (c) Raman spectra of
nitrogen measured at room temperature after heating to the mentioned temperatures. In result of
heating to 1,990 K vibron disappeared and a peak corresponding to cg-N phase appeared
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and no other peaks appear. Drastic spontaneous transformation happens at heating to

∼2,000K: nitrogen transforms to a nonmolecular form (the vibron disappears) and

a cg-N single-bonded nitrogen forms with a characteristic Raman peak at 820cm−1.

During laser heating at the transformation, the temperature drops for several hun-

dred degrees so that additional power is needed to maintain the temperature. Upon

the transformation, pressure significantly drops on 5–20 GPa (depending on partic-

ular arrangement of the sample in the chamber) indicating a significant reduction of

the volume of the sample. The phases of the transformation can be seen in Fig. 2.8.

The cg-N looks colorless or yellow over the boron absorber and at its edge. A tran-

sient high luminescence amorphous phase is formed at the colder part of sample. It

is red and is well separated from the cg-N phase. The colorless molecular nitrogen

remains unchanged in the unheated part of the sample.

In many other experiments we observed that nitrogen remains in molecular form

at pressures lower than 110 GPa, even being heated to 3,000 K. At higher pressures,

the needed temperature is lower: for instance, at 140 GPa cg-N can be created at

T∼1,400K.

For further clarification of transformation of molecular to polymeric nitrogen

the starting structure - knowledge of the crystal structure of molecular nitrogen is

required. However, it is available only below approximately 50 GPa where the di-

atomic solid nitrogen exhibits a rich phase diagram [59, 60]. At higher pressures of

∼60GPa at room temperature, Raman and infrared absorption data indicate a trans-

formation from the ε-N2 rhombohedral (R3c) [61–63] to a ζ -N2 phase [60, 64, 65].

This phase persists in the molecular state up to further transformation to the non-

molecular state at 150–180 GPa. The crystal structure of ζ -N2 has not yet been

firmly determined. It was proposed as R3c [65, 66], but later it was found that

this structure is not consistent with Raman and IR data performed at low temper-

atures [60, 64]. A low-symmetry (orthorhombic or monoclinic) structure with two

sites for atoms was proposed [64]. In x-ray studies of nitrogen up to 65 GPa at room

temperature, Jephcoat et al. [67] observed a transition at ∼60GPa, but the signal

was weak and the pressure was not high enough to separate the new phase and

determine its structure. New molecular phases have also been synthesized at high

pressures and temperatures (70–90 GPa and 600–1,000 K); although x-ray diffrac-

tion data are sufficient to identify them as new phases, the crystal structures have

not yet been determined [48].

We performed extensive x-ray diffraction measurements of molecular nitrogen

up to 170 GPa and tried to identify the structure of ζ -N2 phase. A majority of the

diffraction patterns of the molecular phases were collected at the Advanced Photon

Source (APS, HPCAT at Sector 16), while the cg-N-phase and some patterns of

molecular nitrogen were collected at the European Synchrotron Radiation Facility

(ESRF, beamlines ID-9 and ID30). In all cases, we used an x-ray beam focused

down to a spot of ∼5μm, and angle dispersive diffraction techniques [19].

Diffraction patterns of nitrogen in the 60–150 GPa pressure range are shown in

Fig. 2.9. At 60 GPa, several diffraction peaks of the previous ε-phase widen. At

69 GPa, these peaks are split but new peaks do not appear, which suggests that the

ε-N2→ ζ -N2 transformation is not accompanied by a large lattice distortion. Above
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Fig. 2.9 X-ray diffraction spectra of molecular nitrogen taken at different pressures

80 GPa, diffraction patterns demonstrate only one phase which does not change

up to 150 GPa, with the exception of the appearance of an amorphous halo above

100 GPa and some redistribution of the intensity. We analyzed the diffraction pattern

of the ζ -phase obtained at 80 GPa. We tried the hexagonal indexing to verify the R3c
structure. The structure was found not to be a rhombohedral structure; only hexag-

onal indices fit the data, verifying that the ζ -phase does not have the R3c structure.

To identify this low-symmetry structure, the best indexing was found with an or-

thorhombic unit cell. Three space groups: P2221,P21212, and P212121 satisfied the

diffraction spectra. The P2221 group has been selected because of its proximity

to the space group I213 (cg-N structure). However, its comparison with the cg-N

structure may not be valid because a gradual martensitic transformation between

these structures is unlikely. Such transition requires very high pressures, which is

where the equations of state (EOS) of ζ -N2 and cg-N would intersect (Fig. 2.10).

Instead, the final transition to the cg-N structure is accompanied by a drastic change

in volume, approximately 22% at 110 GPa (Fig. 2.10). Note, that at this pressure, the

atomic volume of the molecular phase (ζ -N2) approaches that for cg-N at zero pres-

sure (Fig. 2.10). The P2221 group structure is under debate [68] and further efforts

on determination of apparently low-symmetry structure of ζ -N2 are needed.

Molecular–polymeric transformation in nitrogen remarkably resembles phase

transformations in carbon and boron nitride in terms of compressibility and volume

change (Fig. 2.10). There may also be similarities in the microscopic mechanisms of

these transformations in nitrogen and carbon (and BN). Transitions between the car-

bon and BN phases are reconstructive diffusion-type phase transformations where
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Fig. 2.10 Pressure–volume equation of state (EOS) of nitrogen. Our experimental data for ε-N2 are
shown with open circles. Grey circles are data from Ref. 61. At P > 60GPa ε-phase transforms
to ζ -phase which remains stable at pressures up to P > 150GPa, where upon it transitions to a
nonmolecular phase with an amorphous-like structure. η-N2 can be directly transformed to the
cubic gauche structure (cg-N) with laser heating above 2,000 K at P > 110GPa (Ref. [20]). The
EOS of this phase has been measured with increasing pressure up to 134 GPa, and then on releasing
pressure down to 42 GPa where the sample escaped the cell. Extrapolation of this EOS to zero
pressure gives a volume of cg-N structure about 6.6 Å [3] in excellent agreement with theoretical
predictions of 6.67 Å [3] (Ref. [18]). The EOSs for carbon [71, 72] graphite and diamond) and
BN [73, 74] are also presented to show the proximity of these covalent bonded materials with
nitrogen

growth of a new phase can be accompanied by the fragmentation of the parent crys-

tal and the creation of a disordered amorphous layer between crystallites, as has

been reported for the hBN↔ cBN transitions [69]. Similarly, it has been proposed

recently that such transformations can occur through virtual melting along interfaces

in the material [70]. This general picture of fragmentation of phases and creation

of amorphous material is consistent with the disordered state of the nonmolecular

nitrogen.

To check, if transformation from molecular to cg-N goes through an amorphous

phase, or a transient phase [41] we performed for the first time x-ray diffraction in

situ with laser heating. This experiment requires a combination of two complex tech-

niques: x-ray diffraction measurements from light elements like nitrogen, and laser

heating at megabar pressures. We performed measurements at 13 ID beam line at

APS (Chicago). An intensive x-ray beam of 0.3344 Å wavelength was collimated to

≈5μm spot. This beam produced a luminescence in the sample, therefore, the beam

can be visualized with a sensitive CCD camera. This helped us to combine precisely

the x-ray and laser-heating beams. The YAG laser beam was focused to a larger spot
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than the x-ray beam to diameter of ≈10μm, and therefore diffraction has been col-

lected from nearly uniformly heated area. Temperature was determined by recording

the spectrum of thermal radiation and fitting it with the Planck radiation function.

An important experimental improvement is the already mentioned toroidal shape

of diamond anvil culet (Fig. 2.7). This allowed us to increase thickness of the sample

to ≈14–15μm (with flat anvils it is ≈3–5μm) and thus dramatically increase x-ray

scattering and decrease accumulation time of a nitrogen sample to seconds.

As squeezed to pressure about 140 GPa, the nitrogen sample becomes partly

dark, and no Raman signal could be detected from the dark sample, indicating the

transition to the amorphous nonmolecular phase in agreement with previous stud-

ies [14, 15, 47] However, the area in the center of the sample remained in molecular

state as inferred by Raman spectra typical for molecular ζ -N2 phase. The x-ray

diffraction pattern obtained from this part of sample can also be attributed to the

molecular ζ -phase while no diffraction peaks were observed in diffraction pattern

from the dark region of the amorphous sample. As the sample was heated above

1,000 K, the intensity of diffraction lines of ζ -phase gradually decreases (Fig. 2.7)

indicating the decrease of the amount of this phase. No new diffraction lines indicat-

ing the transformation to a new crystalline phase could be detected in the diffraction

pattern. With temperature increase, the molecular ζ -phase transforms to the amor-

phous state. At T ∼1,450K the diffraction lines of ζ -phase disappears completely.

This transformation to the amorphous phase is irreversible – the diffraction pat-

tern of the sample quenched to the room temperature does not reveal reflections

from ζ -phase. This amorphous phase is nonmolecular as inferred by the absence of

vibron lines in the Raman spectra of the quenched sample. In the subsequent heat-

ing of this part of the sample containing the amorphous material the well-defined

diffraction pattern of newly formed cg-N appeared as the sample was heated above

1,300 K. The amount of the cg-phase was growing with further temperature increase

up to a highest temperature of about 2,000 K. No changes of diffraction pattern were

observed as the sample was cooled down to room temperature. The same sequence

of transformations (molecular→amorphous→cg-nitrogen [cgN]) was reproducibly

observed at continuous increases in temperature of unheated parts of the sample

with laser. In this manner nearly the whole sample was entirely transformed to the

cg-phase revealing a very pronounced diffraction pattern (Fig. 2.7).

Our data evidence that at high pressure–high temperatures molecular nitrogen

transforms to the atomic cg-N through an amorphous state. This transformation

between solid molecular and cg-nitrogen occurs with continuous increase of tem-

perature at the same pressure; therefore, this is a solid-state transformation with-

out melting. The amorphous state is likely a polymeric network of single-bonded

and double-bonded nitrogen atoms as follows from calculations [16, 17]. An amor-

phous state intermediate between phases is typical for diffusion-type phase trans-

formations. It has been clearly observed in transformations with large change of

volume to such as graphite-diamond (ΔV ≈26%) [71–73] and hexagonal BN –

cBN (ΔV ≈ 24%) transformations [73, 74]. The molecular–cg-N transitions is also

diffusion-type first-order transition between very different structures with a large

drop of volume (ΔV ≈ 22%).
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2.3.1 Metastability of Polymeric Nitrogen and its Recovery

Another aspect of transitions with large change of lattices and volume is a large hys-

teresis of the phase transformation and metastability – once formed, a high-pressure

phase can be recovered to ambient pressure (a well-known example is diamond).

From an energetic point of view a reason of metastabilty is a large kinetic bar-

rier separating high- and low-pressure phases. For carbon, the energetic barrier at

zero pressure between graphite and diamond is ΔE≈0.33eV atom−1 (Fig. 2.11)

and 0.38eVpair−1 for BN [73–75] while the energy difference between diamond

and hexagonal graphite is nearly zero [73]. Therefore, diamond (which has slightly

higher energy) separated by the large barrier from graphite is practically as stable as

graphite.

In difference with cBN or diamond, nitrogen in polymeric state has much

higher energy than in the ground state (molecular nitrogen): this difference is

∼1.2–1.3eV atom−1. However, to transform from cg-N to molecular nitrogen a

barrier of ∼0.9eV [18] should be overcome (Fig. 2.11). The activation energy

EA = 0.63eV is also characteristic for the amorphous polymeric nitrogen (which

has a short-range with predominantly threefold coordinated atoms) as calculated in

Ref. [16]. These large barriers suggest that the highly energetic cg-N and the amor-

phous polymeric nitrogen might be metastable even at zero pressure [18, 39]. More

careful consideration includes surface. Unsaturated bonds which are intrinsic de-

fects on the surface of cg-N crystal significantly decrease the barrier [16] down to

∼0.1eV [29]. Still this is a high barrier which implies that cg-N might be stable

at ambient pressure at least at low temperatures. Note, that the broken bonds at the
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Fig. 2.11 Energy barriers separated a metastable phases from a ground state. (a) Calculated total
energy per atom as a function of the reaction coordinate for cg → β ‘-O2 transformation, where
β ‘-O2 designates a distorted two-layer variant of the β -O2 molecular structure. This is approxi-
mately zero pressure path, with the starting atomic volumes equal to the equilibrium values for

the cg-N phase (6.67Å
3
atom) and the final volume the equilibrium value for β -O2 molecular

(19.67Å
3
atom−1) The zero of energy corresponds to the diatomic β -O2 structure (from Ref. [18]).

(b) Graphite-diamond relation. Total energy per cell (two atoms), as functions of the cell volume
for the hydrostatic pressure path. In (a) the solid curve is for the graphite and the dashed curve is
for the diamond (from Ref. [73]). (c) A typical example of the rhenium gasket broken by the cg-N
sample escaped from the cell at 70 GPa in direction shown by the arrow
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surface which are the nuclei of instability can be saturated by hydrogen atoms [29].

This is similar as in the case of amorphous polymeric nitrogen [16].

The above estimation suggest possibility of recovering of polymeric nitrogen.

However, this turned out to be a difficult experimental problem: typically the sam-

ple escapes from the diamond anvil cell at pressures of 70–100 GPa by rupturing the

gasket. This is a typical occurrence, and obviously this is due to the inherent weak-

ening of the gasket at decreasing pressure [56]: at releasing, load edges of diamond

culet elastically recover and do not support the plastically deformed thin gasket any-

more. A novel technique must be developed for repetitive recovery of the sample at

ambient pressure. Nevertheless, after a number of efforts amorphous nonmolecu-

lar nitrogen once has been recovered to ambient pressure at temperatures below

100 K [14]. Cg-N has not been recovered yet – it also escapes at the same pressures

at our numerous attempts with different configurations of the gasket and the anvils.

At present pressure down to 42 GPa has been achieved occasionally due to a sudden

drop of pressure from 115 GPa because of failure of one of the anvils. The sample

of cg-N nevertheless survived but partly transformed to molecular nitrogen. At this

pressure and 300 K it was apparently unstable – it had transformed to molecular

nitrogen (cg-N Raman peak disappeared) under approximately 40 min of focused

laser radiation of wavelength of 488 nm and power ofW = 10mW. This behavior is

similar to nonmolecular amorphous nitrogen which transformed back to molecular

form at P < 50GPa at 300 K [14]. This indicates that most likely both forms of non-

molecualr nitrogen are polymeric nitrogen in disordered or single-crystalline forms.

This also means that cg-N will be likely recovered to ambient pressure similar to the

amorphous nitrogen.

2.3.2 Perspectives of Synthesis of New Forms Polymeric Nitrogen

Starting from prediction of polymeric nitrogen [12,18] theoretical calculations give

insight to its properties and stimulated experiment. Recent calculations become

more and more precise and can predict amazingly well structures of high-pressure

phases. In our experience, we found nearly exact prediction of high-pressure phases

in silane [76, 77], see also Ref. [23]. In this respect theoretical exploration of the

new polymeric nitrogen structure [16, 23–31, 33, 37, 38, 42–44] is very promising

and can guide direction of experimental search. These calculations agree that cg-N

structure is the most stable. Besides, many other structures were found which are

close in energy to cg-N, for instance, another three-dimensional polymeric structure

related to cubic gauche (Fig. 2.7) and less stable by only 49meVatom−1 [23].

Systematic search of new metastable allotropes of nitrogen has been done by

Zahariev et al. [28]. They considered Peierls-like distortions of a reference structure

which was taken simple cubic structure (SC) which is to be the natural high-pressure

reference structure for group 15 elements. They found many structures with total

energy close to cg-N, which clearly has the lowest enthalpy. Two structures were

discovered to be mechanically stable at zero pressure. Notably, all the previously

considered simple single-bonded phases of polymeric nitrogen (BP, A7, and LB)
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with the exception of cg-N, were found to be mechanically unstable at all pressures

considered.

There is a number of works, predicting new nonmolecular phases compatible to

cg-N in the low-pressure region. Chaired web (CW) structure was found which is

thermodynamically more stable than the cubic gauche (cg-N) phase at the ambi-

ent pressure: the enthalpy favors CW over CG by approximately 20 meV [31]. The

temperature-dependent free-energy and zero-point energy corrections favor cg-N

over CW by 54 meV. With the rise in temperature there is a crossover of the two

free-energy dependences around 200 K. At ambient temperature the new CW phase

is thermodynamically more stable than the cg-N. Metastability of the CW phase was

demonstrated by both phonon calculations, and first-principles molecular dynamics

simulations. The CW phase is an insulator at low pressure with a calculated band

gap of ∼5eV.

Alemany and Martins [37] also predicted a phase which has lower enthalpy than

cg-N at P < 15GPa. It has a zigzag chainlike arrangement is thus partially poly-

meric and each atom has a coordination number of two. This phase is metastable

at zero pressure and is metallic. Mattson et al. [25] found a very similar and also

metallic chain structure but with the different packing which leads to a significantly

lower energy (∼0.18eVatom−1) [25] making it very close in energy (but slightly

higher) to cg-N. A new structure with the zigzag chains in the new phase connected

by two atoms with double bonds has been proposed in Ref. [44], but it has higher

energy than other chain phases.

Stability of cg-N in the limit of high pressures was studied by Alemnay and

Martins [37]. They found that at P > 200 GPa BP, an orthorhombic distortion of sc
is more stable than CG.

Experimentally all these predicted nonmolecular phases were not yet confirmed.

Theoretical calculations gave further insight of unique properties of cg-N. This is

a wide energy gap dielectric: the band gap is 4.13 eV at zero pressure and 3.89 eV at

240 GPa [27], and 5.2 eV at 150 GPa in Ref. [38]. The generalized gradient approx-

imation (GGA) calculation of the band gap at 240 GPa is in good agreement with

previous work [37] while Monte Carlo calculations [32] give band gap 8.1 eV. Chen

et al. [42] found the unique constant-gap behavior (Eg = 4.2 eV under pressures

40 and 130 GPa, and it decreases at lower and higher pressures. The Eg∼4eV at

megabar pressures well correlates with our observations of the colorless transparent

phase. Further detailed calculations of compressibility, lattice dynamics [24], di-

electric constants ε∝ = 4.44, ε0 = 4.81 at P0 of cg-N and their pressure dependence

have been done in Ref. [41].

Chen et al. [42] raised attention to an interesting possibility that cg-N can be

also a superhard material. The distance between nitrogen atoms in the cg-N at am-

bient pressure is 1.466 Å [19] – significantly shorter than that for diamond (1.54 Å).

The high strength of cg-N is also indicated by its high bulk modulus: 260–340 GPa

[18, 19, 21, 27, 38, 44, 50]. On the other hand, strength of cg-N could be weaker in

comparison with diamond because there are only three bonds for each atom for ni-

trogen instead of four bonds for diamond. Chen et al. [42] calculated the hardness of

cg-N as ≈83GPa which is less than diamond (100–130 GPa) but higher than other

known superhard materials: (c−BC2N (76 GPa) and cBN (63 GPa)).
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2.4 Conclusions

It is shown here that pure nitrogen can exist in polymeric forms where atoms con-

nect each other by single covalent bonds. At room or lower temperatures nitrogen

transforms to an amorphous polymeric form at 150–200 GPa. Under laser heating

at T ∼ 2,000 K and P > 110GPa nitrogen has been synthesized in a single-bonded

crystalline form. It has unusual cubic gauche structure (cg-N) with space group

I213. In the cg-N structure all-nitrogen atoms are threefold coordinated and bond-

lengths are the same for all pairs of bonded atoms. The experimentally determined

structure is in perfect agreement with the theoretical prediction. Polymeric nitrogen

can be metastable at ambient pressure as has been confirmed experimentally for the

amorphous phase. The metastable polymeric nitrogen is predicted to be the most

powerful high-density energy, because of a uniquely large difference in energy be-

tween single-bonded and triple-bonded atoms. In particular, it was calculated that

polymeric nitrogen can produce detonation pressure ten times higher than that for

HMX. Interestingly, cg-N is also predicted to be a superhard material second after

diamond.

It is also shown here that high nitrogen materials can be prepared at lower pres-

sure utilizing starting materials other than pure nitrogen. The challenge remains the

recovery of such new high-energy density high-nitrogen or pure-nitrogen materials

down at ambient pressures and temperatures.
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Chapter 3
Equations of State and High-Pressure Phases
of Explosives

Suhithi M. Peiris and Jared C. Gump

3.1 Introduction

Energetic materials, being the collective name for explosives, propellants, pyrotech-

nics, and other flash-bang materials, span a wide range of composite chemical

formulations. Most militarily used energetics are solids composed of particles of

the pure energetic material held together by a binder. Commonly used binders in-

clude various oils, waxes, and polymers or plasticizers, and the composite is melt

cast, cured, or pressed to achieve the necessary mechanical properties (gels, put-

ties, sheets, solid blocks, etc.) of the final energetic material. Mining, demolition,

and other industries use liquid energetics that are similarly composed of an actual

energetic material or oxidizer together with a fuel, that is to be mixed and poured

for detonation. Pure energetic materials that are commonly used are nitroglycerine,

ammonium nitrate, ammonium or sodium perchlorate, trinitrotoluene (TNT), HMX,

RDX, and TATB. All of them are molecular materials or molecular ions that when

initiated or insulted undergoes rapid decomposition with excessive liberation of heat

resulting in the formation of stable final products. When the final products are gases,

and they are rapidly produced, the sudden pressure increase creates a shock wave.

When decomposition is so rapid that the reaction moves through the explosive faster

than the speed of sound in the unreacted explosive, the material is said to detonate.

Typically, energetic materials that undergo detonation are known as high explosives

(HEs) and energetic materials that burn rapidly or deflagrate are known as low ex-

plosives and/or propellants.

The singular character of energetic molecules is that they are very easily initiated,

even just by friction caused when twisting of the container cap to open the container.

That is, these materials are so sensitive to perturbation that their reaction or decom-

position is easily started. This certainly implies that the molecule is inherently un-

stable or strained at ambient pressure and temperature, or that its heat of formation is

very low in comparison to the formation of other phases or products from the same

chemical composition. In the case of high explosives, positive values for the heat of
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formation is not unknown, perhaps explaining the multiple meta-stable crystalline

structures or polymorphs discovered at ambient pressure and temperature. Conse-

quently, the phase diagrams of HEs and their high pressure, high-temperature phase

transitions are often very complex.

The decomposition reaction or detonation of such high explosives is also com-

plex, being a combination of almost instantaneous chemical, mechanical, and phys-

ical changes. It is convenient to approximate or envision detonation in the following

sequential steps. When an explosive is initiated (subjected to a stimulus such as a

shock wave or an insult such as friction) energy is transferred to the material causing

mechanical deformation and heating. The hot and compressed material proceeds to

produce chemically excited species and initial bond breaking (considered reaction

initiation) takes place. The chemistry of these materials is such that once reaction is

initiated, sequences of chemical reactions follow at supersonic speed. This results

in the supersonic liberation of chemical energy and production of gaseous reaction

products. These product gases support or push a propagating shock wave resulting

in pressure–volume work. The utility of a weapon rises from this pressure–volume

work known as the continuum response of the explosive, and it is highly advanta-

geous to design this response to address the specific effect desired from a weapon.

The final effect or result of a detonation, being based on such complex phenom-

ena as described in the previous paragraph, is not easy to predict. Yet the design

of efficient mission-specific weapons and the limitations of conducting large-scale

tests makes the prediction, simulation, and modeling of explosives essential. Such

simulations and models in order to make accurate predictions must incorporate suf-

ficient understanding of the complex detonation process. Realistic estimations of

high-pressure, high-temperature thermodynamic properties, chemical kinetics, and

reaction mechanism are necessary to accurately describe an explosive’s response.

Unfortunately, the rapidly changing high-pressure, high-temperature, thermody-

namic properties and chemical reactions result in non-equilibrium temperature,

pressure, and volume conditions. Therefore, well-defined experiments with acc-

urate measurements of thermodynamic parameters and chemical concentrations

are extremely challenging. Extrapolations made from ambient-pressure, ambient-

temperature data are unreliable and lead to large uncertainties in models of explo-

sive phenomenon. Subsequently, over the past 2 decades, experimental methods that

approach the shock pressure and temperature of detonating explosives while still

allowing time (static conditions) for detailed study, have been devised. Such exper-

imental methods and data are described in Chapters 3–5, and 6 of this book.

This particular chapter, Chapter 3, focuses on the equations of state (EOS) and

phase stability of unreacted solid explosives at static high pressure and tempera-

ture. Experimental data described herein obtained mostly by using x-ray diffraction

methods, highlight the isothermal compressibility of explosives and elaborate on

the lattice structure of the material. Experiments that investigate phase stability

using vibrational spectroscopies such at Raman and IR are also described. The

dependence of both the EOS and the phase stability on pressure-transmitting media

and quasi-hydrostatic to non-hydrostatic compression are discussed. The various

meta-stable structures of energetics and the phase transitions that arise from heating



3 Equations of State and High-Pressure Phases of Explosives 101

or compression are presented together with multiple phase transitions to phases that

could also be meta-stable. Further, the effect of the rate of pressure or temperature

increase on phase transition pressure and temperature, is also included in the later

part of this chapter.

3.2 Equations of State

3.2.1 Background

An “equation of state” relates the thermodynamic states of matter such as pressure

(P), volume (V), and temperature (T). In static-pressure studies, the temperature is

often held constant and isothermal EOS are obtained.

There are several approaches to deriving EOS. Most approaches use the classical

thermodynamic definitions of pressure and temperature.

P =−
(
∂U
∂V

)
S

and T =
(
∂U
∂S

)
v

WhereU is the total internal energy or equilibrium potential energy. The interpreta-

tion or derivation ofU is usually based on the material whose EOS is to be described.

Early theoretical work was based on perfect gases that followed ideal gas relation-

ships. Subsequent attempts are more selectively based on potential energy of finite

hard spheres, of harmonic vibrations. The more sophisticated quantum-mechanical

potentials account for attractive and repulsive forces, non-spherical distribution of

electrons and even hydrogen bonding between molecules. These methods and po-

tentials are well described in Chapters 7 and 8 of this book.

Limiting EOS to isothermal conditions where only mechanical work is per-

formed allows another classical expression for pressure, using the Helmholtz free

energy, F :

P =−
(
∂F
∂V

)
T

This definition is found useful because when considering elasticity and compres-

sion of solids, mechanical work can be expressed in terms of deformation or strain

under force. Such an expression for finite, elastic, and isothermal strain was first

derived by Murnaghan, and later expanded by Birch [1]. This derivation assumes

that there is always a “state of zero strain” for any temperature at which the solid

exists. This assumption limits the application of this EOS to “unstrained” crystals as

opposed to strained or meta-stable crystalline phases, as, interestingly, most of the

HEs might be. However, at least these EOS are not dependent on the many assump-

tions about electronic interactions, anharmonicities, and binding energies, required

for first-principle quantum-mechanical EOS.
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In the Birch-Murnaghan (BM) isothermal finite-strain derivations, F is assumed

to depend only on the strain components in different directions of an elastic crys-

talline system. (That is, the Helmholtz free energy is considered the Strain energy,

and thermal expansion is not considered as strain.) When strains are small (in the

order of 10%) strain components can be defined by a Lagrangian scheme based on

initial unstrained coordinates. However, an Eulerian scheme, where the coordinates

of the strained state are thought to be independent of the initial unstrained state, was

found to be more useful for higher compression [1]. The derivation defines negative

Eulerian strain, or positive compression, f as:

f =
1

2

{(
V
V0

)−2/3

−1

}

where V is the volume at some pressure and V0 is the volume at zero pressure. Then

strain energy (or Helmholtz free energy, F) resulting from hydrostatic compression

is represented as a Taylor series in f :

F =
9

2
V0K0

(
f 2 +

2

3
a f 3 +b f 4 + . . .

)

Differentiating gives the Pressure (P):

P= 3K0(1+2 f )5/2( f +a f 2 +b f 3 + c f 4 + . . .)

where K0 is the zero-pressure isothermal bulk modulus (the inverse of compressibil-

ity). Evaluating this equation with then known compressibility data, the values of a,

b, and c, etc. were limited [1, 2] to give:

P= 3K0(1+2 f )5/2

×
{
f +

3

2
(K′0−4) f 2 +

3

2

[
K0K′′0 +K′0(K

′
0−7)+

143

9

]
f 3− . . .

}

where K′0,K
′′
0 are the first and second pressure derivatives of the zero-pressure

isothermal bulk modulus [2].

This BM EOS formalism has been widely used for understanding the behavior

of minerals and materials in the interior of the earth. Experimentally obtained P–

V data are “fitted” to the formalism to yield the bulk modulus and its derivatives.

These parameters are then used to extrapolate the EOS to higher pressures. As many

orders of the series as necessary are used to fit P–V data. Using up to the third-order

(equation shown below) is common practice. The application of a value of 4 to K′0
in the third-order equation, results in essentially the second-order equation.

P=
3

2
K0

[(
V
V0

)− 7
3

−
(
V
V0

)− 5
3

]{
1+

3

4

[
K′0−4

][(
V
V0

)− 2
3

−1

]}
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Several other derivations of EOS are well known, including one named the “univer-

sal equation of state” derived by Vinet et al. [3]. Here internal energy is expressed

in terms of the Wigner-Seitz radius scaled by a scaling factor, to yield:

P=
3K0(1−X)

X2
e{ 3

2 (K′0−1)(1−X)} where X =
(
V
V0

)1
3
(
V
V0

)1
3

Jeanloz has shown that this EOS is an algebraic approximation of the Birch-

Murnaghan EOS within the range 3 < K′0 < 6 [4]. Since most of the isothermal

EOS data on high explosives use the Birch-Murnaghan EOS, and since it can be

shown to be an approximation to other EOS formalisms as well, this chapter will

focus on the use of the Birch-Murnaghan EOS.

3.2.2 Method

Typical experiments consist of loading diamond anvil cells with the sample and

a pressure-transmitting medium. Samples are loaded into holes drilled into metal

gaskets that are a couple hundred microns thick. The holes are in the order of tens

to hundreds of microns in diameter, so the total amount of sample necessary for

each experiment is very small. Samples of explosives, being commercially pro-

duced for military use, are usually not 99.99% pure like other high-purity chemicals

bought from chemical manufacturers. Typical military standard production of RDX

(hexahydro-1,3,5-trinitrotriazine) could include up to 7% HMX (octahydro-l,3,5,7-

tetranitrotetrazocine) [5]. Similarly HMX samples could include RDX. With ma-

terials like CL-20 (HNIW, hexanitrohexaazaisowurtzitane, 2,4,6,8,10,12-hexanitro

2,4,6,8,10,12-hexaaza tetracyclo [5,5,0,05,9,03,11]dodecane), which has multiple

solid-state phases (or crystal structures) that are meta-stable at ambient P–T, sam-

ples may consist of mixed phases. More recently, less-sensitive forms of these

materials have also been prepared, and structural differences in the conventional

material versus the insensitive material are still under investigation [6]. Therefore,

it is now necessary to describe the origin and purity of the particular samples used

to obtain experimental data when publishing equations of state or similar results.

To utilize powder x-ray diffraction methods, the samples must be finely ground.

Grinding these friction- and electrostatic-sensitive materials can be dangerous.

Grinding should be limited to very small sample quantities such a 0.1 mg, and

precautions, such as static-discharge grounding or wetting down of the working

surface, should be taken. Depending on the pressure-measuring technique em-

ployed, ruby dust, or other material is often loaded with the sample [7, 8]. Adding

pressure-transmitting media to the gasket hole to create hydrostatic or at least quasi-

hydrostatic conditions may be complicated by the typical liquid organics used (such

as ethanol and/or methanol) reacting with the organic sample material. Therefore,

either non-reacting noble gas pressure media should be used, or inorganics such as

FX-75 or Dow-Corning 200 fluid can be employed [9].
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Explosives, being sensitive to various stimuli, are decomposed or reacted when

subjected to certain wavelengths of radiation. Energy-dispersive x-ray (EDX)

diffraction using white radiation most often causes sample decomposition. In ad-

dition, crystal structures of explosives are of low symmetry and the diffraction

resolution obtained from EDX in 2θ or d-space is insufficient to yield good struc-

tural fits. Therefore, single-wavelength angle-dispersive diffraction becomes the

method of choice. Diamond anvil cell samples being extremely small, synchrotron

radiation is necessary for obtaining diffraction patterns in minutes instead of hours.

Usually, samples are loaded, pressed to a known or measured pressure (P), and

then exposed to x-rays to obtain diffraction patterns. Often, commercial software

packages are used to analyze diffraction patterns and assign miller indices. Such

software also calculates unit cell parameters and unit cell volumes (V). It is impor-

tant to retain the errors associated with the unit cell parameters to propagate errors in

the unit cell volumes obtained. These volume errors together with errors associated

with the measurement of pressure should be used in the equation of state fits. When

utilizing the Birch-Murnaghan EOS formalism, the fit should be weighted with the

reciprocal of the error in each pressure measurement and the thermodynamic pa-

rameters from the “best” weighted fit should be published. Unfortunately, because

of the percentages of error and scatter in the P–V points, not weighting the fit and

not employing the best fit can result in various fitted lines that all seem to be “good”

fits but yield widely disparate EOS.

In our studies, high temperatures were achieved by using a hydrothermal dia-

mond anvil cell (HDAC), developed by Bassett et al. [10]. Temperature was mon-

itored by thermocouples placed near the culet tip of each diamond. To determine

pressure for our high-temperature measurements, a ruby fluorescence measurement

was taken after the addition of pressure-transmitting fluid while the cell was still at

ambient temperature, to determine initial sample pressure [7, 8]. The sample was

then heated to the target temperature. A new ruby fluorescence measurement was

taken to determine the position of the ruby peaks at the target temperature. This

target-temperature ruby peak position was then used to calculate peak shifts as the

sample was compressed at the target temperature. Final pressure was obtained by

adding the pressure increase at the target temperature to the initial pressure created

by the addition of the pressure medium. This method ensures that pressure and tem-

perature dependence of the ruby lines are treated independently, and the pressures

reported here do not include thermal pressure created when heating.

3.2.3 Data

The earliest EOS from ambient-temperature static compression of explosives was

obtained by the group of Bart Olinger and Howard Cady at Los Alamos National

Lab. Their method for evaluating the bulk modulus and its pressure derivative

from their static-pressure P–V data involved using the Hugoniot relations to obtain

pseudo-particle (up) and pseudo-shock (us) velocities.
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us =

√√√√ PV0(
1− V

V0

)

up =

√
PV0

(
1− V

V0

)

Then, fitting the up, us data to the linear relationship us = cT + sT up where cT is the

bulk isothermal sound speed which relates to the bulk modulus and sT relates to the

pressure derivative of the bulk modulus.

cT =
√
K0V0

sT =
(K′0 +1)

4

Their initial publication of such data for the two most popular explosives RDX and

HMX appears in the Proceedings of a Commissariat a l’Energie Atomique confer-

ence in Paris, France [11]. During their compression of α RDX (the polymorph sta-

ble at ambient pressure and temperature) they observed a phase transition at about

4 GPa to a phase with similar orthorhombic symmetry. Therefore, they report the

bulk modulus of α RDX obtained from data up to 4.4 GPa, to be 13 GPa with a pres-

sure derivative of 6.6. Subsequently, Yoo and Cynn also compressed α RDX [12].

They obtained a bulk modulus of 13.9 GPa with a pressure derivative of 5.8 GPa.

They also obtained unit cell volumes for the higher-pressure phase (γ) up to 12 GPa,

by assuming an orthorhombic symmetry for this phase.

Figure 3.1 shows both Yoo and Cynn’s data and Olinger et al.’s data. Olinger’s

data is within experimental error of Yoo and Cynn’s data. There are three solid lines

in the plot, which are; third-order fit of the Birch-Murnaghan EOS to the data from

the α-phase, the data from the γ-phase, and the combined data obtained by Yoo and

Cynn. In this case, when assuming that the γ-phase is of orthorhombic symmetry, the

transition volume change is found to be 1.5–1.6% [11, 12]. Assuming this volume

change to be negligible, a single EOS can be fitted as shown in Fig. 3.1. Yoo and

Cynn report a bulk modulus of 13.0 GPa with a pressure derivative of 6.3 for the

data from both phases.

Olinger et al.’s original work also included the compression of β HMX, the poly-

morph of HMX stable at ambient pressure and temperature. Using the Hugoniot re-

lationships, they obtained an isothermal bulk modulus of 13.5 GPa with a pressure

derivative of 9.4 for the β-phase of HMX, compressed in a pressure medium of 4:1

methanol:ethanol solution. Yoo and Cynn also published an ambient-temperature

EOS for β HMX, compressed in Ar, which is such a soft solid in this pressure re-

gion that it retains near hydrostatic conditions [12, 13]. They used the third-order

Birch-Murnaghan EOS formalism to fit their data. For hydrostatic compression be-

low 27 GPa, they obtained a isothermal bulk modulus of 12.4 GPa with a pressure

derivative of 10.4.
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Fig. 3.1 Isotherms of RDX to 12 GPa from Ref. [12]. The solid circles are Yoo and Cynn’s data
and the open circles are Olinger et al.’s data. The vertical dashed line at about 4 GPa indicates the
phase transition from α to γ. The solid lines represent fitted third-order Birch-Murnaghan EOS

These two sets of data from Olinger et al. and Yoo and Cynn were analyzed

by Menikoff and Sewell [14]. They fit the data of Olinger et al. with a third-order

Birch-Murnaghan (BM) EOS to compare it to Yoo and Cynn’s data using the same

fitting technique. This fit is shown in Fig. 3.2 as a dotted line. They obtained a bulk

modulus of 10.6± 1.7GPa with a pressure derivative of 18.1± 13.4. Further, they

used Yoo and Cynn’a data to just 12 GPa, in an attempt to compare fits from the

same data domain. That fit yielded a bulk modulus of 16.0± 2.5 with a pressure

derivative of 7.3± 1.4. They concluded that using a BM EOS to fit such P–V data

requires more data points at lower pressures [14]. We obtained more than 30 —

P–V data points up to 5.5 GPa using hexane as a pressure medium [15]. Our bulk

modulus, obtained from fitting a third-order BM EOS, is considerably higher, at

21.0±1.0GPa with a pressure derivative of 7.5±0.9.

Considering these three sets of data on HMX, indications are that it is not nec-

essarily the fitting form that gives such widely disparate results for HMX. It is pos-

sibly the HMX itself, in that, the compression of HMX is hugely influenced by

non-hydrostatic pressure. Our pressure medium of hexane freezes at 1 GPa [16],

thereby introducing non-hydrostatic conditions and shear stresses in the samples

from that pressure. Olinger’s pressure medium also stiffens sufficiently above 4 GPa

to demonstrate stiffer HMX compression above 4 GPa. Whereas both the stiffness

and shear strength of the Ar pressure medium used by Yoo and Cynn remains much

lower than that of HMX, thereby providing the most hydrostatic compression condi-

tions of these three studies. The bulk moduli obtained from the less hydrostatically
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Fig. 3.2 The three sets of data on β HMX described in the legend are from Refs. [11, 13, 15],
respectively. The solid curve is a third-order BM EOS fit to our data [15], the dotted curve is a
third-order BM EOS fit to Olinger et al.’s data [14], and th e dashed curve is a third-order BM EOS
fit to Yoo and Cynn’s data to 27 GPa [13]

compressed studies indicate that the non-hydrostatic pressure felt by HMX stiffens

its lattice. Yoo and Cynn speculate that this trend, where increased hydrostaticity

results is higher bulk moduli, is due to chemical reactions occurring in the absence

of hydrostatic conditions [13]. If chemical reactions were occurring in our samples

at such pressures as 5 or 6 GPa, they are reversible because our samples decom-

pressed from 5 or 6 GPa do return to the β structure [15]. Clearly, this behavior

where non-hydrostatic stress stiffens the β HMX lattice bares further investigation.

The ambient-pressure volumes (V0) we obtained from samples at room temper-

ature, 100◦C, and 140◦C were plotted as a function of temperature [15]. Volume

thermal expansion was calculated assuming linearity in the V,T relationship. The

slope of the V vs. T plot was determined by a linear least-squares fit. Thermal ex-

pansion (α) was then calculated by dividing the slope by the ambient-pressure vol-

umes because α = (1/V )(V/T )P. The average volume thermal expansion obtained

from our data in this temperature range at ambient pressure is: 0.00027K−1 [15].

An older publication by Hermann et al. [17] reports a volume thermal expansion of

0.00013K−1 and a newer proceedings article by Saw [18] shows the same param-

eter to be 0.00020K−1. It is possible that the thermal expansion of HMX is very

sensitive to the amount of impurities within the lattice (such as RDX inclusions)

explaining this wide range of figures obtained for thermal expansion of β HMX.

However, neither Refs. [17] or [18] discuss the purity of their samples.
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Table 3.1 Isothermal EOS parameters at ambient temperature

Material Bulk modulus Pressure derivative Reference
(GPa) of bulk modulus

α RDX in Meth:Eth 13 6.6 [11]
α RDX in Ar 13.9 5.8 [12]
β HMX in Meth:Eth 13.5 9.4 [11]
β HMX in Ar 12.4 10.4 [12, 13]
β HMX in Hexane 21.0±1.0 7.5±0.9 [15]
β HMX in Hexane at 100◦C 14.1±0.82 11.6±1.41 [15]
β HMX in Hexane at 140◦C 13.5±0.56 9.0±0.85 [15]
TATB in Meth:Eth 16.2±2.0 5.9±1.4 [19]
TATB in Meth:Eth (to 8 GPa) 13.4±0.8 12.8±1.1 [20]
TATB in Meth:Eth (to 14 GPa) 16.9±1.0 8.2±0.7 [20]
PETN in Meth:Eth 8.70 9.9 [19]
PETN in Ar 12.3 8.2 [12]
AP in Meth:Eth 20.3±0.5 4 [25]
AP in FC-75 or NaCl 12.7±0.7 11.0±1.6 [26]
εL-20 in Dow-Corning 200 fluid 13.6±2.0 11.7±3.2 [30]
εL-20 in Dow-Corning 200 fluid at 75◦C 11.0±1.3 14.0±2.7 [30]
γ CL-20 (to 0.9 GPa with no pressure medium) 18.9±0.5 4 [30]

Isothermal equations of state at ambient temperature have also been obtained

for other energetic materials, as listed in Table 3.1. Another explosive, that is also

the most insensitive of those in use today, is triaminotrinitrobenzene (TATB). The

isothermal compression of TATB to 7 GPa was also initially reported by Olinger

and Cady [19]. They used the methanol:ethanol solution as a pressure medium, and

measured pressure using NaF included in the sample and its EOS. Very recently,

another group, headed by Dattlebaum, has done x-ray diffraction analysis of the

TATB structure under high pressure [20]. They also used a 4:1 ethanol:methanol

mixture as a pressure medium and obtained data to 14 GPa. Both data sets are shown

in Fig. 3.3.

The variation in Dattlebaum’s data in comparison to Olinger and Cady’s data

above 2 GPa, may be attributed to the analysis of the x-ray patterns used to calcu-

late unit cell volumes. TATB crystallizes in a unit cell with triclinic unit symmetry.

Therefore, a minimum of six peaks from a cross section of different h, k, and l lattice

plane configurations are necessary to obtain a good unit cell volume. Unfortunately,

Olinger and Cady could only see four peaks above 3 GPa pressure, and assumed that

the a, b axis compression is uniform to reduce the parameters necessary to obtain a

unit cell volume from a triclinic cell. Dattlebaum’s data shows this assumption to be

too lenient. Though Dattlebaum too had one problem, in that they could not observe

l reflections together with all the other hk planes from the same samples. Therefore,

they used peak positions from different samples (set to the same pressure) to obtain

triclinic unit cell volumes. These volumes are experimentally more reliable, because

no assumptions about the compression of the unit cell was made.



3 Equations of State and High-Pressure Phases of Explosives 109

12

10

8

6

4

2

0

P
re

ss
ur

e 
(G

P
a)

1.000.950.900.850.80

V/Vo

Olinger
Dattelbaum 

Fig. 3.3 TATB compression with third-order BM EOS fits (with no reciprocal-of-error weighting)
to data from Refs. [19] and [20]. The solid line includes all the data in Ref. [19], the short-dashed
line includes data to 8 GPa in Ref. [20], and the long-dashed line includes all the data in Ref. [20]

Fitting a third-order BM EOS to data from Ref. [19], results in a bulk modulus

of 16.2±2.0GPa and a pressure derivative of 5.9±1.4. This fit is shown in Fig. 3.3.

Dattelbaum’s data from Ref. [20] is fitted from ambient pressure both up to 8 GPa

and up to 14 GPa. Previous experiments have reported a cusp in the EOS at 8 GPa

[20]. However, the data included here does not show an obvious volume change

considering the possible error bars for each of the P and V values. To 8 GPa, the

third-order BM EOS fit gives a bulk modulus of 13.4± 0.8GPa with a pressure

derivative of 12.8±1.1. To 14 GPa, the third-order BM EOS fit gives a bulk modulus

of 16.9±1.0GPa with a pressure derivative of 8.2±0.7. Interestingly, the later two

fits with such widely disparate EOS parameters also highlight the vagaries of fitting

P–V data to the BM EOS formalism. This problem is less pronounced if each data

point is weighted by the reciprocal value of the error in P, as further discussed in the

Discussion section of this chapter.

PETN (pentaerythritol tetranitrate) a less utilized explosive, was also initially

studied under static pressure by the group of Olinger, et al. [21]. They later published

a correction to their pressure measurements which depended on the compression of

NaF, as available at the time [19]. Yoo and Cynn’s report in 1998 also included

the isothermal compression of PETN in Ar at room temperature to 15 GPa [12].

They compared their data to the EOS obtained from shock compression of PETN

single crystals, as shown in Fig. 3.4. Their third-order BM EOS fit resulted in a

bulk modulus of 12.3 GPa with a pressure derivative of 8.2. Yoo and Cynn used

an orthorhombic space group P2121 to analyze their diffraction data as published

in 1947 [22], while more accurate determinations claim a tetragonal space group
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Fig. 3.4 Static compression data (solid circles) together with shock compression data (open cir-
cles) of PETN from [12]. The solid line is a third-order BM EOS fit to the static data and the dashed
line from the Shock Hugoniot of PETN

P421c [23]. More recent experiments confirm the tetragonal symmetry stable to

6 GPa, interestingly, converting to an orthorhombic symmetry (similar to the 1947

structural analysis) above that pressure [24–26].

Ammonium perchlorate (AP) is also widely used in explosive formulations, par-

ticularly as an oxidizer. There are many, sometimes contradictory, reports of phase

transitions of AP at various pressures. The first high-pressure study on AP was re-

ported by Bridgeman who observed a cusp-like maximum at 3.1 GPa, attributed to

a phase transition at that pressure [27]. The change in volume due to this transition

was reported to be too small to quantify. Later, ambient-temperature x-ray diffrac-

tion measurements with isothermal compression in 4:1 ethanol:methanol mixtures

were recorded up to 5.0 GPa [28]. They report the ambient-temperature transition to

occur above 3.57 GPa with the new phase seen at 4.70 GPa. Our study of the com-

pression of AP using x-ray diffraction, Raman and IR spectroscopy, illuminated sub-

tle changes different from those reported till then [29]. Compressing AP in different

pressure media such as NaCl and FC-75, we saw new diffraction peaks starting from

0.9 GPa and above, with a complete phase change occurring at around 3.0 GPa. Fit-

ting the orthorhombic ambient-pressure unit cell to diffraction patterns up to 3 GPa,

results in a third-order BM EOS with a K0 of 12.7± 0.7GPa and K′0 of 11.0±1.6.

The data and fits are shown in Fig. 3.5. Fitting the six data points below 4.7 GPa

from Ref. [28] to a second-order BM EOS gives a bulk modulus of 20.3±0.5GPa

with the pressure derivative held constant at 4.0.
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Fig. 3.5 Static compression of AP from [29] with the third-order BM EOS fitted to 3 GPa because
of a phase transition observed above that pressure. Also included are data from [28] where the
phase transition was observed above 3.57 GPa

Hexanitrohexaazaisowurtzitane (HNIW or CL-20), a relatively recently synthe-

sized material that is not commonly used (mostly for economic reasons), has four

known polymorphs that have been found to be stable at ambient conditions. These

polymorphs are labeled α,β,γ, and ε, and of these, the ε- and γ-phases have been

extensively studied at static high pressure from the early 1990s. However, no isother-

mal compression data were published until 2006, when we reported the compression

of εCL-20 in Dow-Corning 200 fluid (0.01cm2 s−1 kinematic viscosity) to 5.6 GPa,

both at ambient temperature and 75◦C [30]. The third-order BM EOS fit to the data

yields an ambient-temperature isothermal bulk modulus of 13.6GPa± 2.0 with a

pressure derivative of 11.7±3.2 for the ε-polymorph. Compressing the γ-polymorph

at ambient temperature results in a phase transition at about 0.7 GPa [31]. Since

the γ-polymorph only existed for such a small pressure range samples were loaded

without the pressure medium, to obtain P–V data of the γ-phase to 0.9 GPa [30]. The

third-order BM EOS fit to these non-hydrostatic, ambient-temperature data yields a

bulk modulus of 18.5±2.6GPa with a pressure derivative of 5.4±7.9. The high er-

ror in the pressure derivative value is primarily due to the very small pressure range

of the data set. Fitting the data with a fixed value of 4 for the pressure derivative of

the bulk modulus, (which reduces the BM EOS to second order), results in a bulk

modulus of 18.9±0.5GPa. The data and EOS are shown in Fig. 3.6.
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Fig. 3.6 Compression of the ε-polymorph of CL-20 in Dow-Corning Fluid 200, at ambient tem-
perature and 75◦C. The γ-phase of CL-20 is only stable to 0.9 GPa, and its compression had to be
obtained without a pressure medium

Figure 3.6 also shows the compression of εCL-20 at 75◦C. Thermal expansion of

εCL-20 at ambient pressure, from ambient temperature (of about 27◦C) to 75◦C is

0.00014±0.00002K−1. However, when compressed at 75◦C, the expansion of the

unit cell becomes negligible, and the compression curves at both temperatures merge

at around 1 GPa. A third-order BM EOS fit to the 75◦C ε-data yields an ambient-

pressure isothermal bulk modulus of 11.0± 1.3GPa with a pressure derivative of

14.0±2.7. The third-order BM EOS for ε CL-20 at room temperature and 75◦C are

equal to within the error associated with each curve, indicating the merged compres-

sion curves and that heating to 75◦C does not change the compressibility of εCL-20.

3.3 High-Pressure Phases

3.3.1 Background

Most solid high explosives have positive Heats of Formation. This results in very fast

chemical reactions which usually start with a small insult (such as a shock or laser

pulse or other radiation) and persist with supersonic liberation of chemical energy,

culminating in the production of stable gaseous reaction products. The positive heats
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of formation also imply that the ambient-pressure, ambient-temperature solid-state

structure is itself meta-stable; resulting in multiple meta-stable crystal structures at

ambient pressure and temperature or various polymorphic forms. Therefore, heat-

ing or compression of these crystals also results in multiple phase transitions and

crystalline phases that are often meta-stable over long but finite timescales.

Further complication is added by the rate-dependent nature of phase transitions.

For instance, fast heating may result in a phase transition at a lower temperature than

if the sample were heated slowly. Or slow decompression may result in retention of

a high-pressure phase, while fast decompression results in a phase transition to the

ambient-pressure stable structure. In DAC studies, the presence of shear stresses

may also affect compression and the pressure at which phase transitions are ob-

served. Therefore, as concluded in the previous section, it is important to minimize

the effect of shear stress dependence on compression and phase-transition pressure

by using pressure media that are much softer at all pressures than the explosives

being studied.

The most definitive methods for solid structural analysis being neutron and x-ray

diffraction, and explosives being organic solids with molecules composed of C, H,

O, and N in each lattice site, structural analysis of these materials become non-

trivial. In addition, most of the solid-state structures have low-crystal symmetries

such as monoclinic or triclinic, requiring high-resolution diffraction methods to re-

solve multiple peaks occurring in close 2θ or d-space. All these factors, together

with the small samples in DACs, and the cone restrictions imposed by DAC configu-

rations culminates in old and well-utilized materials whose high-pressure dependent

phases are still under investigation and are not completely clarified.

3.3.2 Method

Typical experiments consist of loading diamond anvil cells with the sample and a

pressure medium, similar to the EOS studies. Samples are then heated and com-

pressed to explore the P–T phase space while using x-ray diffraction to detect

phase transitions or temperatures of thermal decomposition. Many explosives are

not stable in a liquid phase, so continuous heating to higher and higher temperatures

usually results in direct decomposition of the material to product gasses and solid

residues. In our studies the temperature of the samples was determined from ther-

mocouples in contact with each diamond near the culet tip. Pressure was determined

using the technique discussed in Section 3.2.2.

While diffraction is the definitive method for investigation of lattice structure,

studies using Raman and Infrared (IR) spectroscopy that provides information about

the point group symmetry of the molecule and the local lattice site are also helpful.

Both Raman and IR spectroscopy require incident lasers, either single-crystal or

powder samples, spectrometers, and detectors, all of which are commercially avail-

able. While synchrotron incident radiation for Raman and IR studies can be helpful,

excellent results have been obtained from lab setup equipment.
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Raman and IR data can only be understood when assigned to vibrational modes

calculated from Density Functional Theory (DFT) or other such theories. Commer-

cially available software such as Gaussian (currently 2003 version) have been suc-

cessfully utilized to calculate vibrational modes.

3.3.3 Data

Almost every explosive undergoes at least one phase transition under compression

to about 15 GPa. The bulk moduli or stiffness of explosives being between 8 and

20 GPa (with pressure derivatives of the bulk moduli between 4 and 14) by 15 GPa

most of these materials are compressed down to about 70% of their initial volume.

Isothermal compression studies of various materials including earth materials that

are significantly stiffer than explosives, show that almost all materials undergo phase

transitions when compressed down to 60% of their initial volumes. Explosives then,

are not an exception to this general observation. However, explosives, in compar-

ison to earth materials, display lower symmetry structures, and multiple phases or

polymorphs.

The ambient-pressure structure (α-phase) of RDX, has orthorhombic symmetry

(Pbca), and a unit cell approximately 11×10×13Å, containing eight molecules per

unit cell. In this structure, the individual RDX molecules possess essentiallyCs sym-

metry, with two of the NO2 groups being axial (A) and the third equatorial (E) with

respect to the triazine ring, in the molecular conformation AAE [32]. Under hy-

drostatic compression above 3.8 GPa at any temperature between room temperature

and 225◦C, RDX is reported to undergo a phase change to the high-pressure phase

labeled γ [11, 33]. All studies indicate that the γ-phase is of similar orthorhombic

symmetry to the ambient-pressure α-phase, and no definite structure for the high-

pressure γ-phase had been published until February 2008 [47]. A recent study by

Goto et al. of Japan using DFT calculations, FTIR spectra, and powder x-ray diffrac-

tion studies, suggests that crystal symmetry of the γ-phase remains Pbca with the

small volume change caused by the rotation and translation of molecules but with

no change in the structure of the molecule itself from the AAE conformation [34].

Another very recent detailed study by Dreger et al. [35] using Raman spectroscopy

of single crystals speculate that the point group symmetry of the γ-polymorph seems

to be the same as for the α-polymorph, and that the observed increase in the number

of modes or the splitting of internal vibrational modes may be due to factor group

coupling. Another study to higher pressure, shows new vibrational features above

18 GPa, suggesting yet another phase transition to a new δ-phase [36].

Under compression between 3 and 3.8 GPa at temperatures above 225◦C (and

below the melting temperature of 250◦C at that pressure), the α-phase of RDX is

reported to achieve the high-temperature phase β [33] This α–β transition is re-

ported as rapid and reversible, while the γ–β transition achieved by heating at pres-

sure above 3.8 GPa is reported to be sluggish and irreversible. The β-phase was

never observed to revert to the γ-phase, and was found to revert to the α-phase only

when cooled to room temperature and decompressed almost to ambient pressure.
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The crystal structure of the β-phase is hereto unknown, but with significant changes

in the molecular and lattice structures [33].

The common ambient P–T-stable phase of HMX, labeled β has a monoclinic

P21/c structure with two molecules per unit cell and a density of 1.90gcm−3. Com-

pression of this β-phase above 12 GPa together with Raman spectroscopy shows

many modes splitting at that pressure, but with no accompanying change in unit cell

volume [13]. A phase transition was reported above 27 GPa under hydrostatic com-

pression, though recent isentropic compression experiments to 40 GPa in 200–500

ns timescale, shows that this transition, if it occurs, is slow [37].

HMX is also known to crystallize in less-common, perhaps meta-stable phases

labeled α with a density of 1.84gcm−3 and δ with a density of 1.79gcm−3. (The

γ-phase was found to be a hydrate.) The effect of high pressure and high temper-

ature on the β- and δ-phases and transitions between them have been studied by

many investigators. These studies report that at ambient and pressures to 0.12 GPa,

β HMX transforms to δ between 149◦C and 190◦C, with the lower transition tem-

peratures achieved when RDX impurities are present within the HMX crystals or

when the heating rate is very slow [38, 39]. Above 0.2 GPa, the β-phase is stable at

high temperature to decomposition temperatures above 278◦C [38, 40]. Our com-

pression of the β-phase at various temperatures showed that the δ-phase is obtained

upon decompression from above 4 GPa to ambient pressure even at temperatures as

low as 140◦C [15]. We were not able to hold samples of δ at 140◦C for very long to

see if that phase really was stable at that temperature and ambient pressure. Instead

the samples were cooled to room temperature (at ambient pressure), and after a few

hours, the δ-phase obtained from decompression at 140◦C would convert to β. This

is in keeping with previous observations that when δ is prepared from β or with rem-

nant β in the structure, it slowly converts back to β under ambient conditions [38].

Complicating the phase diagram of HMX is then also the effect of the rate of

heating and the rate of compression. In each case, faster insult (heating or com-

pression) results in lower transition pressures or temperatures. Decompression or

cooling rates too result in vast hysteresis of phase transition conditions. In addition,

as noted in the previous section on equations of state within this chapter, non-

hydrostatic pressure also changes the compression of HMX. Such varied observa-

tions lead to the ambiguity surrounding the stable pressure and temperature regimes

of the various solid phases of HMX. However, given extremely slow heating or com-

pression rates and perfect hydrostatic conditions, the stable phase of HMX may be

easily predicted by simply considering the density. Under ambient conditions HMX

is at equilibrium in the β structure with a density of 1.90gcm−3, and as heating

drops the density below 1.79 g cm−3 the β -phase transitions to the δ-phase. Sim-

ilarly, upon compression at high temperature as the density again increases above

1.90gcm−3, the δ-phase transitions to the β-phase.

The ambient P,T structure of TATB is composed of graphite-like layers of

molecules, in triclinic symmetry with two molecules per unit cell. X-ray diffraction

studies of commercially available TATB powder show a very high intensity from

the layers (00l direction) with almost no intensity (<2%) from the other crystallo-

graphic planes. Further, finely ground powders show low crystallinity and degraded
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diffraction patterns. The combined effects makes studying high P–T phases of TATB

using x-ray diffraction extremely challenging. Los Alamos National Labs has differ-

ent methods for preparing crystalline TATB, and is able to make material whose 00l
planes do not overwhelm the diffraction pattern (see Fig. 3.7 for example). There-

fore, both x-ray studies of TATB at high pressures reported to date were conducted

by LANL [19,20]. Both studies agree that at room temperature the ambient-pressure

phase is stable to at least 8 GPa, while the later study hints at a non-uniform volume

change around 8 GPa. However, in view of Fig. 3.7, no corresponding diffraction

pattern changes are obvious.

Considering the difficulties of defining the structure of TATB, to date, there are

no high-pressure studies at high temperature.

The room temperature high-pressure phases of PETN have been investi-

gated in detail. Ambient pressure-structural analysis of PETN published in 1947

claimed a structure with P2121 orthorhombic symmetry [22], while more recent

determinations established a tetragonal space group of P421c [23] with a molecu-

lar point group of S4 [24] with two molecules in the unit cell. Early compression

studies by Olinger et al. in 1975, and by Yoo et al. in 1998, did not indicate any

phase transitions to 15 GPa [19, 21]. A 1997 detailed study using neutron diffrac-

tion and deuterated (d8-) PETN also showed no change in symmetry to 4.28 GPa,

the highest pressure achieved in that study [41]. More recent high-pressure stud-

ies report Raman peak splitting starting just above 5 GPa reducing the molecular

point group symmetry to C2 [24]. Since C2 symmetry is not compatible with the

ambient-pressure tetragonal P421 space group, these changes are interpreted as a
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Fig. 3.7 TATB diffraction spectra at various pressures. Note the intense 002 peak between 6.5◦
and 7◦ 2θ in the ambient-pressure spectrum from Ref. [19], and the lack thereof in the spectra
from Ref. [20]
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phase transition to, most likely, the orthorhombic symmetry P21212 [24–26]. This

later transition is still under investigation, and there are no high-temperature static

compression studies of PETN to date.

Ammonium Perchlorate (AP) crystallizes in an orthorhombic structure at ambi-

ent P,T. Bridgman observed a cusp-like maximum, thought to be a phase transition,

at 3.1 GPa using shear experiments at elevated temperature [27]. Richter and Pis-

torius clarified the phase-transition pressures and temperatures using heating rates

of about 1◦Cs−1. They published a phase diagram from 1 atm to 4 GPa and am-

bient to 300◦C [42]. However, another study done in DACs reports no solid–solid

phase transition to 26 GPa at ambient temperature [43]. Our compression of AP at

ambient temperature observed by utilizing x-ray diffraction showed new diffraction

peaks appearing from 0.9 GPa with a complete phase change occurring at around

3.0 GPa [29]. Increased pressure probably “freezes” or slows the freely rotating mo-

tions of the NH4 ion, concentrating electron density within the NH4 units in particu-

lar directions or orientations thereby losing local site symmetry resulting in a few ad-

ditional diffraction peaks as observed at and above 0.9 GPa. When heated at ambient

pressure the known orthorhombic-to-cubic phase transition occurs at 513 K. Under

static compression the transition temperature is reported to decrease with increas-

ing pressure to 4 GPa, above which pressure this transition was not observed [43].

The solid-to-liquid transition with an ambient pressure onset at about 550 K is re-

ported to have a strong inverse-pressure dependence, in that the onset temperature

decreases with increasing pressure. The phase diagram published indicates that at

25 GPa AP melts at 300 K [43]. After this book went to press, the AP structure above

3.0 GPa was reported to be Pnma, [48].

HNIW or CL-20, with four known polymorphs α,β,γ, and ε, has been extensively

studied at static high pressure [30, 31, 44]. Of these, the α-polymorph (space group

Pbca with eight molecules in the unit cell) has only been reported as a clathrate,

where decomposition products such as H2O, N2, CO, or CO2 are interstitial within

the structure. Hence this is also the phase that is observed with vibrational spec-

troscopy at high temperature just before thermal decomposition occurs [31]. The

β-polymorph with a density of 1.99gcm−3 (space group Pb21a with four molecules

in the unit cell) has been observed in a narrow P,T range, while the γ- and ε-

polymorphs with densities of 1.92 and 2.04gcm−3, respectively (both structures

showing space group P21/n with four molecules in the unit cell) are reported sta-

ble at a range of pressures and temperatures [30, 31]. Of these polymorphs, ε is

considered the most stable structure at ambient pressure and temperature [45, 46].

A comprehensive study of the γ-phase using FTIR spectroscopy to 14 GPa and

340◦C revealed the phase transitions shown in Fig. 3.8. The γ-polymorph is sta-

ble from ambient to 0.4 GPa, and temperature up to 250◦C when complete thermal

decomposition to gas products occurs. Between 0.40–0.50 GPa and 190◦–240◦C,

γ shows a transition to the α-phase together with partial decomposition products

of CO2 and CO. The results suggest that CO2 and CO are trapped within the

α-phase lattice, because the phase transition or the partial decomposition of γ to

α+CO2 +CO is reversible in the P,T range of 0.40–0.50 GPa and 190–240◦C [31].
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phase transitions and the dashed lines indicate irreversible phase transitions. The reversible or
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At pressures between 0.60 and 0.65 GPa and temperatures between 150◦C and

170◦C the γ-phase shows a reversible and sluggish (requiring several hours) transi-

tion to the β-phase. When the β-phase is heated to 200◦C at 0.6 GPa, it irreversibly,

partially decomposes to the α+ CO2 + CO phase. Furthermore, when β is pressed

to pressure little higher than 0.6 GPa, it transforms to the ε-phase. This transition is

also reported extremely sluggish [31].

At pressure between 0.65 and 0.7 GPa and between 120◦C and 140◦C, γ trans-

forms to ε. In this pressure range, when the ε-phase is heated above 200◦C it irre-

versibly, partially decomposes to form CO2 and CO and the α-phase, which then

completely decomposes at 260◦C [31].

Above 0.7 GPa and ambient temperature, the γ-phase transforms to the ζ-phase

[43]. At 0.7 GPa the two phases coexist, and heating both phases to 110◦C results in

a transition to the ε-phase, making that P and T a triple point in the phase diagram of

CL-20. Above 0.7–2.5 GPa when the ζ-phase is heated between 110◦C and 190◦C,

it transforms (irreversibly) to the ε-phase. When ε is heated further to 220◦C in

this pressure range, it partially decomposes to the α+ CO2 + CO phase. However,

this partial decomposition was not found to be reversible like the γ-phase partial

decomposition. Between 0.7 and 2.5 GPa, additional heating above 260◦C results in

complete decomposition of the α-phase [31].
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From 2.5 to 10 GPa the ζ-phase is stable from ambient temperature to above

230◦C when it undergoes irreversible transition or partial decomposition to the α-

phase, CO and CO2. In this pressure range, the α-phase completely decomposes

to the product gases above 280◦C. From 10 GPa up to the maximum pressure of

14 GPa achieved in the study, the ζ-phase fully decomposes between 300◦C and

340◦C [31].

Since the ε-phase is considered most stable [45,46], we studied the ε-phase using

x-ray diffraction experiments to 5 GPa and 175◦C [30]. Unlike in the case of in-lab

FTIR studies as in [31], our study obtained data at a synchrotron source where con-

servation of beam time required heating rates as high as 3◦Cmin−1 and quick pres-

sure increases. Therefore, the phase-transition pressure and temperatures achieved,

which are often heating/compressing rate dependent, may not be under ideal equi-

librium conditions.

At ambient pressure, heating the ε-phase to above 120◦C resulted in a phase

transition to the γ-phase. This high-temperature transition agrees with the densities

of the two phases (ε of 2.04 and γ of 1.92gcm−3) in that heating lowers density.

Compression of the γ-phase thus obtained even to pressures of 0.4 GPa, at 140◦C,

converts the γ-phase back to the ε-phase. Decompression of the ε-phase to ambi-

ent pressure at 140◦C returns the γ-phase, indicating that the γ↔ ε transition is

reversible at high temperatures between 120◦C and 140◦C. These observations are

in keeping with the observations from the FTIR study, that at pressure between 0.65

and 0.70 GPa and between 120◦C and 140◦C γ transforms to ε. The 0.4 GPa from

Ref. [30] does not include thermal pressure, so the real pressure inside the cell could

well be as high as 0.65 GPa. However, cooling the γ-phase from 140◦C to ambient

temperature did not return the ε-phase. That is, at ambient pressure, when heating

is started from the ε-phase transformed to γ above 120◦C and cooled, the sample

remains in the γ-phase. Even when we retained the ε-phase back to ambient condi-

tions from 140◦C and 0.75 GPa, by decompressing very slowly, after a few hours the

sample converts back to the γ-phase. This indicates that it is perhaps the γ-phase that

is the ambient P–T stable phase, instead of the ε-phase. However, it must be stressed

that fast compression and fast heating rates were used, and that samples may not be

reaching true equilibrium states.

At ambient pressure, further heating of the γ-phase above 150◦C resulted in ther-

mal decomposition between 150◦C and 175◦C. The decomposition of the γ-phase

too is in keeping with Ref. [31], though the temperature of decomposition is a lot

lower. The reduced decomposition temperature can be attributed to the faster heating

rates employed in the x-ray diffraction study [30].

Compressing the ε-phase at ambient temperature does not result in any phase

transitions to the maximum pressure of 5.6 GPa achieved in the study. For compari-

son with the FTIR study, the γ-phase was also compressed at ambient temperature.

The γ–ζ-phase transition started at 0.7 GPa and the sample was completely ζ by at

0.9 GPa, as shown in Fig. 3.9. Similar to [31] we found the γ↔ ζ phase transition

reversible.

The ζ-phase obtained at ambient temperature and 1.4 GPa was heated and by

180◦C, new peaks started appearing. The new peaks at 2θ of 3.97◦, 4.62◦, 5.78◦,
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Fig. 3.9 Compression of the γ-phase at ambient temperature illustrating the γ↔ ζ phase transition
beginning around 0.7 GPa

6.54◦, and 9.00◦ is shown in the pattern at 180◦C in Fig. 3.10. For comparison, the

previous pattern at 160◦C of the ζ-phase has also been included in the figure. Ac-

cording to the phase diagram in Fig. 3.8, the phase at 1.4 GPa and 180◦C should be

the ε-phase. Therefore, Fig. 3.10 also includes the pattern for the ε-phase at ambient

pressure and 100◦C (highest temperature of this phase that we have a clean pattern

at). However, the “new” peaks do not correspond to peaks in the ε-phase pattern.

Instead the new peaks do correspond to peaks from the α-polymorph, calculated

(shifted) to this pressure and temperature, and shown in Fig. 3.10 as sticks. Because

heating adds thermal pressure (which is not evaluated in our method), it is possi-

ble that the sample which was heated at 1.4 GPa is at higher pressure by 180◦C.

Then, consistent with the phase diagram in Fig. 3.8 this new phase could be the par-

tially decomposed α+CO2 +CO phase. Cooling from 180◦C down to ambient did

show a slightly yellow-colored sample, also indicating partial decomposition to the

α+ CO2 + CO phase. Diffraction obtained from these slightly yellow samples de-

compressed to ambient pressure show low crystallinity and a mixture of peaks that

cannot be assigned to any of the known phases of CL-20. Instead of cooling, heating

from 180◦C further, to above 220◦C, ensures complete thermal decomposition.

3.4 Discussion and Conclusions

This chapter detailed experimentally determined isothermal equations of state and

high-pressure, high-temperature phases of energetic materials. The bulk moduli or

stiffness of the most commonly used explosives listed in Table 3.1 are between 8

and 20 GPa (with pressure derivatives of the bulk moduli between 4 and 14) similar
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Fig. 3.10 XRD patterns obtained when heating ζ from ambient temperature and 1.4 GPa. The
pattern at 160◦C is the ζ-phase. The pattern at 180◦C shows some new peaks indicating the start
of a phase transition

to other molecular solids. In comparison, isothermal EOS of earth materials that

are inorganic minerals indicate they are much stiffer than explosives. In addition,

explosives, in comparison to earth materials, crystallize in structures with lower

symmetry and exhibit multiple phases or polymorphs.

Isothermal EOS are determined by measuring the volume, usually of the unit

cell, at various pressures to which the high-pressure device is compressed. When

the Birch-Murnaghan EOS is used to obtain thermodynamic moduli, the range and

the scatter in the data can result in various different values for the parameters. Such

an example is shown in Table 3.1 for TATB data from Ref. [20], where data points to

8 GPa give a bulk modulus of 13.4±0.8GPa with a pressure derivative of 12.8±1.1,

while fitting the data points to 14 GPa gives a bulk modulus of 16.9± 1.0 with a

pressure derivative of 8.2±0.7. These values are disparate even within the ranges of

the their error. Considering that the bulk modulus obtained is the value at P = 0, and

that any curvature in the data points close to P = 0 are not affected by the data points

between 8 and 14 GPa, the values for the isothermal P = 0 bulk modulus should be

identical no matter what the pressure range of the data used in the Birch-Murnaghan

EOS fit. Such discrepancies with fitting forms are described in Ref. [14] using HMX

data as an example. An important finding noted in Ref. [14] is the need for many

data points at lower pressures to constrain the uncertainty in moduli obtained from

EOS fitting forms.



122 S.M. Peiris, J.C. Gump

Consider the Birch-Murnaghan EOS fitting form:
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Experimentally, pressure is the independent variable that is easily controlled in DAC

experiments while volumes are obtained from assigning hkl indices to diffraction

patterns assuming certain lattice symmetries. However, in the Birch-Murnaghan

EOS and most other EOS formalisms, pressure is the variable whose value devi-

ations are minimized during P–V data fitting. Therefore, to minimize discrepancies,

attempts should be made to include the effects of deviations and errors in pressure

and volume in to the EOS fitting procedure. One simple solution it to weight the

fit with the reciprocal of the error in each pressure measurement. Since the uncer-

tainty in the measurements of lower pressures is low, usually, the reciprocal-error

weighted fit favors the low-pressure points. Then this weighting also helps achieve

statistically more dependable moduli, similar to obtaining lots of low-pressure data

points noted in [14].

Another important consideration highlighted in this chapter is that of hydrostatic

pressure conditions during compression. Energetic crystals, being of low lattice

symmetry and showing asymmetric axis compression, are easily influenced by non-

hydrostatic stress in the DAC, as shown for HMX. Therefore, in an attempt to find

the best isotherm for HMX, the data obtained under the most-hydrostatic conditions

from Refs. [11, 13, 15] were combined. That is, P–V data from [11] is limited to

4 GPa, and from [15] is limited 1 GPa. Combining the data thus also increases the

number of low-pressure data points, while ensuring that the data set is limited to the

most hydrostatic compression conditions.

To also understand the importance of weighted fits, attempts were made to fit the

combined HMX data with weighting. Unfortunately, no deviations in pressure are

published in Ref. [11] or [13]. Therefore, pressure errors were assigned consider-

ing that pressure measurements in DACs using most common methods of measuring

pressure are only accurate to 0.05 GPa. Usually deviations are about 5% of the value

of the measured pressure, and minimally 0.05 GPa. These data are in Table 3.2. By

weighting the Birch-Murnaghan EOS fit of these data to 26.0 GPa with the recipro-

cal of the error in pressure, moduli of K0 = 16.6± 0.4 and K0
′′ = 7.2± 0.3 were

obtained. These values are remarkably close to those obtained for Yoo and Cynn’s

data to just 12 GPa in Ref. [14]. When the fit is performed without weighting, the

values obtained to 26.0 GPa are comparable to those published by Yoo and Cynn in

Ref. [13]. These values are tabulated in Table 3.3 with the fitted curves displayed in

Fig. 3.11.

This analysis demonstrates the value of weighting when using BM EOS fitting

procedures to obtain isotherms. Reference [14] discusses the variation in isotherms

obtained by Yoo and Cynn’s data to 26 GPa in comparison to when the same data is

limited to 12 GPa. However, when a weighted fit is used, as in the combined data set

and fits herein, the isotherm obtained to 26 GPa is similar to that obtained even when
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Table 3.2 Hydrostatic P–V data for HMX combined from [11, 13] and [15]

Pressure Volume ratio Assigned pressure deviation Reciprocal error in P
(GPa) (GPa)

0.00 1.000 0.05 20
0.10 0.998 0.05 20
0.17 0.999 0.05 20
0.20 0.998 0.05 20
0.39 0.975 0.05 20
0.49 0.984 0.05 20
0.83 0.958 0.05 20
0.95 0.963 0.05 20
0.96 0.954 0.05 20
1.61 0.924 0.08 12
2.47 0.899 0.12 8.1
2.50 0.897 0.13 8.0
3.24 0.881 0.16 6.1
4.10 0.855 0.21 4.9
4.60 0.850 0.23 4.3
5.70 0.837 0.29 3.5
7.00 0.807 0.35 2.9
7.10 0.813 0.36 2.8
10.6 0.767 0.53 1.9
14.1 0.742 0.71 1.4
15.8 0.733 0.79 1.2
22.9 0.685 1.15 0.9
24.9 0.682 1.25 0.8
26.0 0.675 1.30 0.7

Table 3.3 EOS Parameters for HMX from data combined from Refs. [11, 13] and [15]

Data description Bulk modulus Pressure
(GPa) derivative

Combined un-weighted to 26 GPa 14.8±0.7 8.5±0.5
Combined weighted to 26 GPa 16.6±0.4 7.2±0.3
Yoo/Cynn data to 12 GPa [14] 16.0±2.5 7.3±1.4
Yoo/Cynn from [13] 12.4 10.4

data was limited to 12 GPa as in [14]. Thus thermodynamic parameters obtained by

considering errors and obtaining reciprocal-error weighted fits are statistically most

dependable.

This chapter also details the phases and phase diagrams of energetic crystals at

high pressure and temperature. At room temperature, each of the materials RDX,

PETN, and AP, undergo phase transition at or below 5 GPa, while the ambient-

pressure phases of both HMX and TATB are stable to higher pressure. The phase

diagram of CL-20 is complicated by the numerous phases of CL-20 that are either

stable or meta-stable at room temperature. As discussed, the phase diagrams of these

materials are complex and are also compression-rate and heating-rate dependent.
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Fig. 3.11 P–V data obtained under most-hydrostatic conditions from Refs. [11,13], and [15] com-
bined, together with the isotherm obtained from fitting the third-order BM EOS weighted by the
reciprocal of error in pressure and the un-weighted isotherm obtained in [13]

Perhaps because of this, the high-pressure and high-temperature phases and phase

diagrams of most of these materials (including TNT) have still not been investigated

even though the materials have been utilized for decades.
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Chapter 4
Equations of State of Binders and Related
Polymers

Dana M. Dattelbaum and Lewis L. Stevens

4.1 Introduction

The union of high-explosive molecules (HEs) with polymeric binders to form

plastic-bonded (PBXs) explosives was an important advancement in high-explosives

science, offering improved safety and reliability, while maintaining performance [1].

The development of PBXs would not have been possible without several timely

improvements in explosives technology, including an ability to produce decreased

sensitivity materials, improved chemical stabilities, and greater manufacturing re-

producibility. From a practical standpoint, the development of PBXs also brought

improved machinability, improved engineering properties, and enhanced chemical

resistance and long-term chemical stability. Eventually, insensitive high-explosive

(IHEs) molecules were incorporated into PBXs. The development of IHE-based

PBXs allowed for even greater flexibility in the choice of polymeric binders, per-

mitting the use of higher-density binders such as fluorinated polymers. Examples

of modern IHE-containing PBXs used by the Department of Energy are PBX 9502

(Figs. 4.1 and 4.2) (95% TATB/5% Kel-F 800) and LX-17 (92.5% TATB/7.5% Kel-F

800), which use the copolymer poly(chlorotrifluoroethylene-co-vinylidene fluoride)

or Kel-F 800, as the polymeric binder. The structures of TATB and Kel-F 800 are

shown below.
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Fig. 4.1 Optical micrograph
of PBX 9501, a conventional
high explosive consisting of a
bi-modal distribution of HMX
crystals in a binder matrix of
2.5% Estane 5703 and 2.5%
BDNPF/BDNPA eutectic
plasticizer (Micrograph cour-
tesy of P. D. Peterson, Los
Alamos National Laboratory)

Fig. 4.2 Photograph of a
PBX 9502 part machined for
plate impact experiments.
PBX 9502 consists of 95%
TATB, with 5% Kel-F 800
polymer binder (Courtesy R.
Alcon, Los Alamos National
Laboratory)

The investigation of the properties of plastic-bonded explosives and related pro-

pellant formulations will continue to drive research and development at defense lab-

oratories, particularly as simulations demand new models with improved fidelity,

and political and applications drivers dictate the development of new energetic ma-

terial formulations with improved safety. Recent requirements for insensitive and

combat safe munitions are currently motivating the development of new PBXs, pro-

pellants, and related formulations. For example, the United States Department of

Defense recently established a policy that all new munitions must be able to with-

stand fire, accidents, or attack (such as by gun fire). In addition to conventional

weapons applications, plastic-bonded explosives will continue to be used in applica-

tions where their flexibility can be exploited including reactive armor applications,

cutting explosives, and booster charges.
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4.1.1 Plastic-Bonded Explosive Formulations

Polymers offer a benefit of reducing an explosive’s sensitivity to impact or friction

by providing some mechanical “give” to the charge. To maintain the performance

of high explosives, PBX’s typically contain high-explosive particles mixed with a

polymeric binder at loading percentages exceeding 85%. These high volumetric fills

are fairly unique in the materials field and can pose challenges from both materials

characterization and modeling standpoints.

The long-chain structures of polymers coupled with their ability to exist in

many forms of network and composite structures impart their unique and desir-

able physical properties. The impact of polymer chemistry and synthetic polymer

science since their initial development in the 1940s is profound [2, 23]. In fact,

it was recently estimated that over 50% of chemists and chemical engineers are

involved in polymer research and development [2]. Polymer comes from “poly”

meaning many or multiple, and “mer” describing individual chemical units. Chem-

ical reactions of small chemical species called monomers with one another leads

to the formation of oligomers (short chain species), and eventually polymers. What

separates polymers from large organic molecules or oligomers is their molecular

weight. Low-molecular weight polymers are generally in the 10,000–20,000 amu

range, with high-molecular weight polymer capable of molecular weights exceeding

1 million amu.

Polymers can be categorized into a few major classes including thermoplastics

and thermosets, and their subclasses. Thermoplastics are materials that soften when

they are heated, and many of the polymeric binders encountered in today’s PBXs

fall into this class. Elastomers, or rubbery polymers, are also commonly found in

binder applications. Elastomers are within their rubbery regime, e.g. above the glass

transition temperature (Tg), at room temperature and usually for much of the oper-

ating temperature regime of PBXs. Additives to improve mechanical or electrical

properties of polymers are often encountered in PBX formulations, including stabi-

lizers, antioxidants, and perhaps the most common, plasticizers, or small molecule

additives designed to soften the neat polymer network. Generally, thermosets are

not widely used as binders in high explosives, as they form insoluble cross-linked

networks.

A (non-exhaustive) summary of some plastic-bonded explosive formulations

is listed in Table 4.1. Several polymers have emerged as commonly used PBX

binders today. They are the fluoropolymers Kel-F 800, PTFE, the Viton (DuPont)

and THV (Dyneon) families of fluorinated copolymers, and the elastomers Es-

tane 5703 and hydroxy-terminated polybutadiene (HTPB). Other relevant materi-

als used in recent formulations include the fluoroelastomer Kel-F 3700, Exon 461,

the polydimethylsiloxane (PDMS)-based Sylgard formulations (Dow Corning), and

HyTempTM polyacrylic elastomer. Exon 461 is a copolymer of chlorotrifluoroethy-

lene/tetrafluoroethylene/vinylidene fluoride, while Kel-F 3700 is a chlorotrifluo-

rothethylene/vinylidene fluoride copolymer at a 31:69 monomer ratio. Also used

in earlier formulations was Kel-F 827, a low-molecular weight version of Kel-F

800. These polymers emerged as commonly used binder materials because of a
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Table 4.1 Examples of plastic-bonded explosive formulations [33]. HMX is cyclotetramethy-
lene tetranitramine, RDX is 1,3,5,-trinitro 1,3,5-triazacyclohexane, TATB is 1,3,5-triamino-2,4,6-
trinitrobenzene, NC is nitrocellulose, NQ is nitroguanidine, AP is ammonium perchlorate, DATB
is 1,3-diamino-2,4,6-trinitrobenzene, Estane is Estane R© 5703 a polyester-urethane copolymer.

Common name High explosive Binder

X-0007 86 HMX 14 Estane
X-0009 93.4 HMX 6.6 Estane
X-0069 90.2 HMX 9.8 Kel-F 3700
X-0204 83.2 HMX 16.8 PTFE
X-0213 94.6 HMX 2.0 Estane/2.0 BDNPF/1.4 wax
X-0235 94 HMX 2 DNPA/2 NP/2 Estane
X-0143 85.6 HMX/9.2 DATB 5.4 Estane
X-0183 65.7 HMX/26.4 NQ 7.79 Kel-F
X-0118 29.7 HMX/64.9 NQ 5.4 Estane
X-0030 95 DATB 5 Estane
X-0219-50-14-10 50 HMX/40 TATB 10 Kel-F 800
X-0228 90 NQ 10 Estane
X-0224 74 RDX/20 Al 5.4 Elvax, 0.6 wax
X-0250-40-19 40.4 RDX 40.4 cyanuric acid, 19.4 Sylgard
X-0219 90 TATB 10 Kel-F 800

90 TATB 5 Kel-F 800, 5 Kel-F 820
85 TATB 15 Kel-F 800
85 TATB 7.5 Kel-F 800, 7.5 Kel-F 827

AF 902 95 NQ 5 Viton A
AFX-521 95 PYX 5 Kel-F 800
EDC 37 91 HMX/1 NC 8 K10 polyurethane rubber
EDC 35 95 TATB 5 Kel-F 800
EDC 32 85 HMX 15 Viton
EDC 29 95 HMX 5 polyurethane
LX-03 20 DATB, 70 HMX 10 Viton A
LX-04 85 HMX 15 Viton A
LX-07 90 HMX 10 Viton A
LX-09 93 HMX 4.6 BDNPA, 2.4 FEFO
LX-10-0 95 HMX 10 Viton A
LX-10-1 94.5 HMX 5.5 Viton A
LX-14-0 95.5 HMX 4.5 Estane
LX-15 95 HNIS 5 Kel-F 800
LX-16 96 PETN 4 FPC 461
LX-15 95 HNIS 5 Kel-F 800
LX-16 96 PETN 4 FPC 461
LX-17-0, -1 92.5 TATB 7.5 Kel-F 800
PBX 9501 95 HMX 2.5 Estane/2.5 BDNPF/BDNPA
PBX 9502 (X-0290) 95 TATB 5 Kel-F 800
PBX 9007 90 RDX 9.1 polystyrene 0.5 DOP, 0.4 rosin
PBX 9010 90 RDX 10 Kel-F 3700
PBX 9011 90 HMX 10 Estane
PBX 9404 94 HMX 3 NC, 3 tris-betachloroethylphosphase,

diphenylamine
PBX 9407 94 RDX 6 Exon
PBX 9405 93.7 RDX 3.15 NC, 3.15 chloroethylphosphate
PBX 9503 80 TATB, 15 HMX 5 Kel-F 800

(Continued)
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Table 4.1 (Continued)

Common name High explosive Binder

PBX-122, 124, 125 AP, NTO, RDX HTPB in various concentrations
PBXN-106 RDX Polyurethane
PBXW-7 36 RDX/60 TATB 5 Viton A
BX1 60 TATB/35 (95 RDX:5 HMX) 5 Kel-F 800
BX2 60 TATB/35 (95 RDX:5 HMX) 5 PTFE
BX3 60 TATB/35 (90 RDX:10 HMX) 5 Kel-F 800
BX4 60 TATB/35 (90 RDX:10 HMX) 5 PTFE
CX-84-A 84 RDX 16 HTPB
CX-85 84.25 HMX 15.75 HTPB

balance of their chemical and physical (mechanical) properties with processibility

when combined with explosive crystals of interest, as well as cost. The repeat struc-

tures of Estane 5703, PTFE, HTPB, and Viton A are given below.

F2C CF2

Estane® 5703 PTFE

HO
OH

n

F2C CH2 F2C CF

CF3

VDF HFP

x y

HTPB Viton A 

(CH2)4

(CH2)4

(CH2)4

O

O

O
C

O

C
O

n

m=1-3

n=4-6

O N N

O

C
O

m
H H

C
CH2

Fluorinated polymers have become popular as high-explosive binders because

they are not only highly dense, which provides a close match to the density of the

high-explosive crystals, but they also exhibit chemical inertness, and robust stability

over large temperature ranges. Polytetrafluoroethylene (PTFE), arguably the most

common fluoropolymer today, has been used as a binder material in simple for-

mulations. However, PTFE has several disadvantages from a formulations perspec-

tive, including a high melt viscosity, high melt temperature, and lack of solubility

in common solvents. Copolymerization of tetrafluoroethylene and the related riflu-

oroethylene with vinylidene fluoride and/or horopropylene dramatically improves
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the polymer’s physical properties for processing, while maintaining high densities

and chemical inertness. Examples include the Viton and THV class of resins, and

the copolymer of chlorotrifluoroethylene and vinylidene fluoride, Kel-F 800, which

is widely used in insensitive high explosives by the United States, and Europe [4,5].

Elastomers, such as Estane 5703, PDMS, and hydroxy-terminated polybutadiene

(HTPB), continue to be widely encountered, particularly when combined with some

of the more sensitive energetic materials. HTPB is a rubbery polymer used in numer-

ous PBX formulations that allows for high volumetric loading with its low pre-cure

viscosity. It is typically cured with an isocyanate, forming polyurethane cross-links.

A disadvantage of this polymer is its susceptibility to decomposition under acidic

conditions [6, 7].

Thermoplastic elastomers have also gained attention in recent years. In the

United States, these materials have gained considerable market share due to their

high temperature molding abilities. There are two types of thermoplastic elastomers,

those made from ionomers and block copolymers. An example of a block copoly-

mer that has been tested as an explosive binder is the family of styrene–ethylene–

butylene terpolymers (Kraton G-6500, G-1650). Kraton G-6500 has been found to

provide stability and reduced sensitivity in HMX-based explosives [8–12]. Recently,

an evaluation of three binders- Kel-F 3700, Kraton G-1650, and a polyurethane (Im-

pranil DLH)- used in coating HMX was performed. Each polymer was mixed with

HMX using a solvent slurry process, in which a lacquer of the polymer dissolved

in an organic solvent is mixed with an aqueous slurry of the explosive. It was found

that both Kel-F 3700 and Kraton G-1650 posed electrostatic hazards when mixed

with HMX, whereas the polyurethane produced the PBX in high yield. In addition,

Kel-F 3700 did not dissolve sufficiently to bind the HMX particles.

There have been a few systematic studies published in the open literature linking

the choice of polymeric binder with physical or performance characteristics of the

bulk PBXs. A comprehensive report describing formulations of TATB with various

binders and their performance characteristics was published by Dobratz [13]. Field

and coworkers investigated the bulk mechanical properties and initiation sensitivi-

ties of PBXs as a function of binder [14]. They found that some polymer binders

actually increase the sensitivity of explosives due to the way that they fail, form-

ing shear bands or crack tips, which, in combination their low thermal conduc-

tivities, allow local temperatures to rise, causing initiation to occur. Examples of

nonideal binder materials that perform in this manner include polycarbonate, poly-

sulphone, and polyester. Comparison of three binders – polyurethane, polyethylene,

and Viton – showed that polyethylene was the most brittle of the three materials,

followed by Viton and polyurethane, with addition of greater amounts of polymer

to the formulation found to increase the strain to failure. The formulation of 95 wt %

HMX, 5 wt % polyurethane was found to have the best combination of strength and

strain to failure, which is consistent with the ongoing use of the conventional explo-

sives PBX 9501, and the related EDC 37. A study by Arnold has also shown that

exchanging a silicon binder for HTPB can have a dramatic influence on sensitivity

by the gap test [15]. Additional studies examining the role of binders in influencing

the sensitivity of PBX formulations are described in references [16–18].
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There have also been efforts to incorporate reactive binders into PBX formula-

tions. Nitrocellulose is an example of one of the original reactive binders, which

was often used in formulations with nitroglycerine. A newer class of materials is

the substituted polymers containing reactive side-groups. Examples of this class

of materials are polymers that have been functionalized with azido- or azidomethyl

moieties. Glycidylazide polymer (GAP, poly-(azidomethyl)ethylene oxide) was first

synthesized in 1972 [19] and is probably the most widely recognized energetic

binder. GAP has been extensively studied as an individual polymer and in energetic

formulations [20–29]. The reactivity of GAP is derived from an exothermic reac-

tion that releases the azido groups, and consequently nitrogen gas, through chain

scission [30]. Azidomethyl-substituted polyesters have also recently been exam-

ined [31]. The oxetane-based binders 3-nitratomethyl-3-methyl oxetane (NMMO,

and its polymerized forms poly-NIMMO or NMMO), poly-GLYN (polymerized

glycidyl nitrate), and 3,3-bisazidomethyl oxetane (BAMO) are additional examples

of energetic binders in widespread use today. Common features of many of these en-

ergetic binders are low Tg’s, compatibility with common explosive molecules, and

miscibility with plasticizers or other inert elastomers.
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While the advances in explosive science precipitated by the development of

PBXs are unquestionable, the use of certain combinations of binders and explosives

can also have their disadvantages. Examples include chemical incompatability, or

disparate solubilities such that the binder cannot adequately coat the explosive par-

ticles. A relevant example is differing thermal-mechanical properties of the two ma-

terials. In the TATB-containing materials PBX 9502 and LX-17, the anisotropy of

the TATB particles coupled with their growth behavior under thermal cycling causes

a phenomenon known as “ratchet growth” in which a 1.5–2.0 vol % growth can oc-

cur [32]. It has been found that by using a binder with a higher glass transition

temperature (Tg) than Kel-F 800 (Tg = 28◦C–30◦C), such the epoxy comprised of

bisphenol A and epichlorohydrin, ratchet growth can be inhibited by fivefold [32]. It

was postulated that this was due to inhibition of movement between TATB particles.

Other binders shown to reduce the bulk CTE of PBXs containing TATB included

polystyrene/polyphenylene oxide, and Phenoxy PRDA 8080.

There have been many studies of the mechanical, shock, and initiation properties

of plastic-bonded explosives. For the purpose of this chapter, we will focus on exper-

imental methods and recent results pertaining to the equation-of-state properties of

binders and related polymers. In most cases, individual polymer materials must be

processed to obtain solid samples for experimental studies, as they are often supplied
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in granular or pellet forms, and so, studies of binders are limited compared with their

PBX formulations. In preparation of binders for these studies, special care must be

taken with material choice, processing method, and control of thermal conditions, as

polymer properties can vary widely with differences in temperature, thermal history,

molecular weight, and percentage of crystallinity or phase separation.

4.2 Equations of State

4.2.1 Introduction

The term “equation of state” can have many different meanings in the high-pressure

science and shock-wave communities. An “EOS” can be everything from the param-

eters of a linear fit to shock velocity–particle velocity data from shock-wave com-

pression experiments, to the application of an empirical isothermal fitting form to

static high pressure, pressure–volume, or density data derived from x-ray diffraction

experiments, to a full description of a materials energy, or so-called thermodynam-

ically consistent EOS, in which the first and second derivatives of the energy with

respect to volume or other parameters yield measurable thermodynamic properties

(such as heat capacity, pressure, etc.).

While the focus of this book is on the properties of energetic materials at static

high pressures, there have been significantly less experimental efforts in interro-

gating polymers, including high-explosive binders, at high pressures. This is due,

in large part, to the inapplicability of many common EOS experimental methods to

polymers or other amorphous materials. There is a growing need to understand more

about the behavior of polymers and other soft or disordered materials under high

static and dynamic pressures. As our EOS and constitutive capabilities improve, so

does our need for additional insight into constituent behavior increase. Polymers are

used not just as high-explosive binders, but are also found in many critical-function

applications such as gaskets, membranes, cushions, and structural supports in engi-

neering applications in which they are subjected to stressing environments either in

use or in production and processing.

The purpose of this chapter is to describe current experimental methods for the

determination of relevant EOS and thermodynamic properties of polymeric mate-

rials, and to give several relevant examples of experimental data, particularly for

high-explosive binder materials. In recent years, there has been a resurgence of ex-

perimental and theoretical interest in the EOS properties of polymers. It is our hope

to capture some recent results and make them available to the reader. The chap-

ter starts with a description of theoretical equation-of-state forms that have been

applied to polymers, and continues with a description of both static and dynamic

equation–of-state experimental methods.
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4.2.2 Equations of State

Given the premise of this chapter, a brief review of equations of state (EOS) pro-

vides a general background useful for understanding the analysis available to the

high-pressure experimental data discussed herein. While the conceptualization of

an EOS is straightforward, its broad application can be limited; particularly in re-

gards to the transferability of an EOS to fundamentally different materials (molec-

ular, polymeric, ionic, etc.). Therefore, EOS and their application become essential

for insight into not only macroscopic P–V–T behavior but also the basic forces in

condensed media [34–36].

Developing this association is vital to polymer research. While condensed-phase

forces range from ionic to dispersive, for polymers the relevant forces are van der

Waals forces. This stems from the pronounced affect these long-range, cumulative,

dispersive forces have over a polymer’s macromolecular structure [37–39]. Sub-

tle variations within the macromolecular backbone, whether configuration or con-

formation, can give rise to very different physical behavior. Understanding these

subtleties highlights the necessity of EOS analyses for polymers. However, EOS

analyses can be difficult for polymeric materials given the crystalline, amorphous,

phase-separating, or rigid amorphous phases encountered.

EOS can be roughly segregated by their basis, i.e. empirical (and semiempirical)

or theoretical. Certainly no attempt will be made here to inclusively describe each

type. Our discussion of the empirical EOS will include the Tait [40], Murnaghan

[41, 42], Birch-Murnaghan [43], Vinet [44, 45], and Sun [46] equations. This list

provides a logical evolution of EOS development ending with Sun’s EOS which

was applied specifically to polymers. Choosing to begin with the Tait equation

is appropriate for several reasons: (1) it has a simple structure, (2) it introduces

compressibility/strain-based equations of state and most importantly, (3) it suc-

cessfully reproduces compression data for variety of systems, including polymers

[47–50]. It is also illustrative to discuss the original definition of Tait’s EOS, which

has a slightly misconstrued interpretation [51]. In the literature, this has led some

authors to further discriminate the Tait EOS as either “original” or “usual” [36].

Empirical EOS are beneficial in their capacity to reproduce P–V data for a variety

of materials. However, this approach is limited when trying to develop a micro-

scopic, physical understanding of why a material behaves a certain way. As previ-

ously mentioned, this understanding is necessary, especially for the development

of new materials. In part, this has led to the development of several theoretical

EOS [52]. These equations are derived through statistical thermodynamics with the

assumption of a specific interaction potential, e.g. Lennard-Jones, square-well, or

hard-sphere. The widely applied Mie-Grüneisen EOS is derived for solids, com-

prised of a system of oscillators and how the characteristic frequency changes with

volume [52, 53]. In connection to polymer liquids, three main theoretical models

are also discussed: the cell, lattice-fluid, and hole theories. The Prigogine [54–56],

Flory-Orwoll-Vrij [57], Sanchez-Lacombe [58, 59], and Simha-Somcynsky [60]

equations will be used to compare and contrast the theoretical models as applied

to polymeric materials.
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4.2.3 Thermodynamic Foundation

Before describing different types of EOS forms, it is beneficial to first review the

thermodynamic concepts that provide their foundation. This basis begins with ther-

modynamic potentials, e.g. the Helmholtz free energy, F , internal energy, U , and

the natural variables: entropy (S), pressure (P), volume (V), or temperature (T).

Consider U for a closed system, i.e. a system without chemical potential. This

not only simplifies the equations but is representative of a typical hydrostatic exper-

iment. Assuming U is a function of V and S, then one can write dU for reversible

processes as,

dU =
(
∂U
∂S

)
V

dS+
(
∂U
∂V

)
S

dV (4.1)

Using the first and second laws of thermodynamics, Eq. 4.1 reveals that,(
∂U
∂S

)
V

= T and

(
∂U
∂V

)
S
=−P (4.2)

Similar expressions can be found using other potentials, but a common theme re-

mains. Various thermodynamic parameters, S, P, T , and V , can be determined by

differentiation of a potential with respect to its natural variables. Given this capac-

ity, equations of the type seen in Eq. 4.1 in conjunction with those like Eq. 4.2 to

provide a thermodynamic basis for equations of state [61, 62].

Using the partial derivatives in Eq. 4.2 along with Euler’s reciprocity relation,

the Maxwell relations can be derived. Maxwell relations are advantageous because

partial derivatives that are either with respect to or applied to entropy can be equated

to partial derivatives in P, V , or T . In the case of U , using the following Maxwell

relation for a closed system, (
∂S
∂V

)
T

=
(
∂P
∂T

)
V

(4.3)

Eq. 4.1 can be recast as,

(
∂U
∂V

)
T

= T
(
∂P
∂T

)
V
−P (4.4)

Equation 4.4 is a thermodynamic equation of state where the right-hand side is com-

posed of state variables or their derivatives. Similar forms can be constructed using

different thermodynamic potentials. The partial derivatives are often expressed as

thermodynamic parameters such as bulk moduli (inverse of the compressibility),

thermal expansion coefficients, or combinations thereof. As will be shown in the

following section, the isothermal compressibility is the cornerstone for several em-

pirical P–V equations of state. A useful relationship is the cyclic rule:
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∂x
∂y

)
z

(
∂y
∂ z

)
x

(
∂ z
∂x

)
y
=−1 (4.5)

The specific energy is given by de = −PdV + TdS. The Helmholtz free energy

F(V,T ) is related to the specific energy by:

F = e−TS
dF =−PdV −SdT

(4.6)

The free energy can be partitioned between noninteracting degrees of freedom:

F(V,T ) = Fc(V )+Fph(V,T )+Fel(V,T ) (4.7)

In which Fc is the energy of the cold curve describing atomic repulsion in the lattice

or static molecular structure, Fph is the phonon energy or energy associated with lat-

tice vibrations, and Fel is the electronic contributions. The phonon energy can be de-

rived from the quasi-harmonic approximation and the measurement of acoustic and

optical modes. The strength and utility of thermodynamically consistent equations

of state is that thermodynamic parameters are obtained directly from derivatives of

the free energy. For example, the pressure is the sum of partial derivatives of the free

energy with respect to volume:

P(V,T ) =−
(
∂F
∂V

)
T

(4.8)

Similarly, the entropy can be obtained with the derivative of free energy with respect

to temperature:

S(V,T ) =−T
(
∂F
∂T

)
V

(4.9)

The Hayes analytical form is a tractable EOS based on the free energy F(V,T ), in

which a reference isotherm, typically the room temperature isotherm, and thermal

component are partitioned according to:

F(V,T ) = F0(V )+FT0
(V )+Fth(V,T ) (4.10)

The electronic contribution is neglected. In practice, a room temperature isotherm,

and ambient pressure and temperature knowledge of the heat capacity and Grüneisen

parameter are needed to construct a Hayes EOS.

The development of the Debye EOS begins with a partitioning of the free energy

analogous to that described above for the Hayes EOS. In his treatment of the phonon

contribution, Debye extended the Einstein single-oscillator model, to include a dis-

tribution of frequencies (acoustic phonons), i.e., a phonon density of states, g(ω).
Debye assumed that for a collection of N atoms there are 3N vibrational degrees

of freedom and as such g(ω) must be normalized to that constraint. Furthermore,

Debye postulated that the available phonon states followed a harmonic progression
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and asymptotically approached a maximum frequency, ωD. Through normalization

of g(ω) constrained with theωD upper bound, it can be shown thatωD is found to be,

ω3
D =

6π2Nc3

V
(4.11)

where N is number of atoms, V the volume, and c the sound speed of the mate-

rial. Sound waves (acoustic phonons) can have three polarizations: two transverse

and one longitudinal. For less symmetric materials, these different waves can travel

at different speeds and hence c in Eq. 4.11 can be regarded as an average sound

speed. The Debye frequency in Eq. 4.11 is commonly represented as the Debye

temperature,

ΘD =
hωD
2πkB

(4.12)

where h and kB are the Planck and Boltzmann constants, respectively. Through this

treatment by Debye coupled with the harmonic approximation the phonon contribu-

tion to the thermodynamic variables can be readily derived.

Equations of state provide an analytical relationship between thermodynamic

states variables, often P, V , T , and U . Furthermore, utilizing differential calculus

and the identities therein, a set of thermodynamic parameters can be developed

from these initial state variables. While a rigorous treatment of this development

is beyond the scope of this chapter, the discussion of a few specific thermodynamic

parameters will prove useful.

The bulk modulus,K, describes the incompressibility of a material under uniform

pressure. That is, those materials that have a high bulk modulus are less compress-

ible than materials that have a low bulk modulus. K can be formally defined as,

K =−V
(
∂P
∂V

)
T,S

(4.13)

In the above equation, typically the partial derivative is evaluated under either an

isentropic or isothermal constraint which respectively yield the isentropic bulk mod-

ulus (KS) or the isothermal bulk modulus (KT ). The interrelation of KS and KT can

be expressed as

KS =
CP
CV

KT (4.14)

where CP and CV are respectively the isobaric and isochoric heat capacities, which

are defined as

CP =
(
∂H
∂T

)
P

and CV =
(
∂U
∂T

)
V

(4.15)

where H and U are respectively the enthalpy and internal energy of the system.

Since the CP/CV ratio is greater than one, KS will be slightly larger than KT .

While here emphasis is given the bulk modulus since it often appears in the pa-

rameterization of equations of state, another basic thermodynamic parameter is the
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volumetric thermal expansion coefficient, α , which is defined as

α =
1

V

(
∂V
∂T

)
P

(4.16)

Inter-relations between thermodynamic parameters are readily constructed from a

small set of independent parameters. To illustrate this, α can be recast as

α =
CP
KTV

(4.17)

A critical parameter to many equations of state is the Gruneisen parameter, Γ. This

thermodynamic quantity often thought of as the “thermal pressure,” and can be cal-

culated using:

Γ=V
(
∂P
∂e

)
V

(4.18)

Or more simply,

Γ=
βVKT
CV

(4.19)

Γ/V and CV are usually assumed to be constant with pressure in many equation of

state approaches, due in large part to a lack of experimental data on the pressure

dependence of these values. The basic thermodynamics discussed here serves as a

rudimentary introduction into the interrelation of state variables and parameters as

they pertain to an equation of state.

4.2.4 Empirical and Semi-empirical EOS

Despite their empirical nature, the equations of state described in this section are

encountered in widespread use in the high-pressure community. They are often the

starting point for quantification of the bulk modulus and its pressure derivative for

importation into more complex EOS forms or direct input into hydrodynamic codes,

such as CTH [63].

4.2.4.1 Tait Equation

In 1888, Tait detailed his analysis of sea water density using an EOS of the form,

V0P
V0−V =

B+P
C

(4.20)

where B and C are empirical parameters fit to the experimental compression data

with P0 being implicitly zero. Equation 4.20 is actually the inverse of that reported
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by Tait, but for all intensive purposes this is the original Tait equation. Inspection

of Eq. 4.20 shows that the left-hand side (inverse of the “average compressibil-

ity” described by Tait) has a linear dependence in pressure. Hayward details the

equivalence of Eq. 4.20 with a linear-secant bulk modulus EOS [51]. Given this

dependence, it is evident that B/C is the isothermal bulk modulus, K0 and 1/C is

proportional to the pressure derivative of the bulk modulus, K′0. While bulk moduli

determined with the Tait EOS have displayed a range of values, the 1/C parameter

has shown a much more restricted behavior with values ranging from approximately

0.090 (hydrocarbon liquids) to 0.150 (liquid water) [49]. This narrow range is ex-

pected given the marginal pressure dependence of K′0 at lower pressures.

Since the original Tait equation is identical to a linear-secant bulk modulus EOS,

it may be limited in application at higher pressures. In this regime, K′0 is no longer

constant and the assumption of a linear-dependent bulk modulus fails. Therefore,

the Tait equation is generally applicable to liquids (in keeping with its original use),

compressible solids and polymeric materials up to approximately 2 kbar of pressure

[64–66].

The deviation from the original Tait equation appears to have began with

Tamann’s reference Tait’s equation in 1907 [51, 67]. Tamann removed Vo and

replaced the finite difference (assuming Po is zero in Eq. 4.20) with a derivative.

The “cited” Tait equation was of the form,

− dP
dV

=
B+P
C

(4.21)

where again the inverse of the original citation is taken for clarity. Subsequent inte-

gration of Eq. 4.21 yields,

V
V0

= 1−C ln

(
1+

P
B

)
(4.22)

This representation of the Tait equation is in the form generally referenced. Hayward

argues that the replacement of the finite difference with a derivative is detrimental

to the original Tait EOS by virtue of making it unnecessarily more complicated. In-

consistencies aside, either description of the Tait equation reproduce P–V isotherms

quite well for a wide range of materials [68].

4.2.4.2 Murnaghan Equation

The modification to the Tait equation seen in Eq. 4.21 shows a tangential slope in P–

V-space is fundamental to the development of an EOS. This is the basis for empirical

equations based on strain; however, typically the isothermal bulk modulus, which is

defined as,

KT =−V
(
∂P
∂V

)
T

(4.23)
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is used instead. Integration of Eq. 4.23 would provide simple P–V equation,

P=−K0 ln
V
V0

(4.24)

The utility of this EOS is limited as the approximation of a constant bulk modulus

would be restricted to a very narrow pressure range.

The next logical extension of the crude approximation in Eq. 4.23 would be to

expand to the bulk modulus in pressure such that,

KT = K0 +K′0P+K′′0P
2 + · · · (4.25)

To simplify Eq. 4.25, terms quadratic or higher in pressure are removed and it is

assumed that K0
′ is constant. Although not outlined in Tait’s original paper, these

assumptions lead to a result analogous to Tait’s equation, i.e., the linear-secant bulk

modulus equation. Combining Eq. 4.23 with Eq. 4.25 truncated after the linear term

and integrating the result leads to,

P=
K0

K′0

[(
V0

V

)K′0
−1

]
(4.26)

This result is the EOS derived by Murnaghan in 1944 stemming from his treatment

of finite deformation of elastic solids.

Given the linear dependence on the bulk modulus, a comparison to the Tait equa-

tion (modified form shown in Eq. 4.22) seems appropriate. From the Tait equation,

K0 is found to be B/C. Furthermore, the pressure derivative of the bulk modulus

evaluated at zero pressure can be shown to be,

K′0 =
1

C
−1 (4.27)

Using these definitions, the Murnaghan equation can be recast as,

P=
B

1−C

[(
V0

V

) 1
C−1

−1

]
(4.28)

For comparison, consider a mock material whose Tait parameters areC= 0.150 and

B= 0.3GPa. These translates to a K0 of 2.0 GPa and a K0
′ of 5.66 GPa. The P− V

representation of this mock material is shown in Fig. 4.3. The values determined by

both equations are comparable up to 2 GPa. Above that pressure, the ∂P/∂V slope

for the Murnaghan equation sharpens considerably relative to the that shown by the

Tait equation, even though K0 and K′0 were assumed identical. This deviation illus-

trates that when analyzing P–V isotherms considerable attention should be given to

the limitation of different EOS forms.
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Fig. 4.3 Plotted Tait (•) and Murnaghan (◦) equation for a mock material with K0 = 2.0GPa and
K′0 = 5.66GPa

4.2.4.3 Sun Equation

Since different phases of a material can have very different intermolecular inter-

actions, EOS can have limited transferability between phases. Given the complex

phases often found in polymer materials, it would be improbable for one EOS to

accurately describe the P–V–T behavior of polymers in the melt, glassy, and crys-

talline states. For example, when applied to polymers the Tait equation is predom-

inantly used for the liquid state [66, 68]. As a solution to this problem, Sun et al.
offered the semiempirical EOS shown here,

P=
K0

(n−m)

[(
V0

V

)n+1

−
(
V0

V

)m+1
]

(4.29)

where n and m are empirical parameters. Equation 4.29 was derived assuming that

the internal pressure (usually defined at absolute zero) could be expressed as the

same slope at any general temperature. Then adopting a Mie potential for chain–

chain interaction energy, it was shown that a generalized EOS could be determined

for which the Tait and Murnaghan equations were both approximate solutions. It

will also be seen in the following sections that Eq. 4.29 bears a strong resemblance

to the Birch-Murnaghan EOS.

The application of Eq. 4.29 was tested by fitting the compression data for several

polymers, each in a different physical state (three glassy, three melt, and one liquid)

over the pressure range of up to 2 kbar. Sun et al. found that the empirical parame-

ters were essentially universal with n = 6.14 and m = 1.16. While the roots of this
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EOS express similarities to the Tait and Murnaghan equations, it is comparatively

new and has not been applied to the diverse number of materials its predecessors

have. Further application will determine whether or not the n and m parameters are

actually “universal.”

4.2.4.4 Birch-Murnaghan Equation

Besides expanding the bulk modulus in pressure, the relationship between a ma-

terial’s free energy and its volume can also be used to develop an EOS. For an

isothermal, closed system, the change in Helmholtz free energy with volume relates

to pressure through,

P=−
(
∂F
∂V

)
T,n

(4.30)

Equation 4.30 is the basis for a thermodynamic equation analogous to Eq. 4.6. How-

ever, in the treatment by Birch, he expanded the free energy in terms of Eulerian

strain. This expansion coupled with Eq. 4.30 allowed for the derivation of the Birch-

Murnaghan EOS. Expanding the Helmholtz free energy to a quadratic dependence

in strain yielded the second-order Birch-Murnaghan EOS which takes the form,

P=
3K0

2

[(
V0

V

)7/3

−
(
V0

V

)5/3
]

(4.31)

With further expansion to include a cubic term, the resultant third-order Birch-

Murnaghan EOS is,

P=
3K0

2

[(
V0

V

)7/3

−
(
V0

V

)5/3
][

1+
3

4
(K′0−4)

((
V0

V

)2/3

−1

)]
(4.32)

As would be expected, further expansion terms to the free energy expression could

extend the applicable pressure region for the EOS. However, this extension comes

with necessarily further parameterization, i.e., K′0. However, from inspection of

Eqs. 4.31 and 4.32, it can be seen that the third-order Birch-Murnaghan EOS re-

duces to second-order in the limit of Ko′ approaching 4′.
With our focus being on polymers, the similar forms of the second-order Birch-

Murnaghan and Sun equations suggests an application of the former to polymer-

based systems as well. Using the same mock material as previously described, the

comparison between these equations is illustrated in Fig. 4.4. Similar to other EOS

analyses, significant deviation begins at approximately 1.5 GPa. However, as V/Vo

approaches 0.5, the divergence becomes exorbitantly large. This behavior is a direct

consequence of the large difference in the Vo/V exponents for the Sun equation

(Δ = 4.98) compared to that for the second-order Birch-Murnaghan equation (Δ =
0.66). To determine whether or not the divergence of the Sun EOS is representative

of polymer behavior requires further studies beyond 2 kbar.
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Fig. 4.4 Plotted second-order Birch-Murnaghan (•) and Sun (◦) equation for a mock material with
K0 = 2GPa and K′0 = 5.66GPa

4.2.4.5 Vinet or “Universal” EOS

Vinet’s equation was originally developed for application to all solids ranging from

ionic to van der Waals. Analogous to the derivation of the Birch-Murnaghan equa-

tions, the free energy relation in Eq. 4.30 is the basis. However, the free energy is

not expanded in strain but rather assumed to take the form,

F ∼= (1+a∗)e−a
∗

(4.33)

where a∗ is a scaled distance defined as,

a∗ =
(a−a0)

l
(4.34)

where a defines the separation between atoms, ao is the equilibrium separation and

l is a scaling length. Using these definitions in conjunction with Eq. 4.30 yields the

Vinet equation,

P= 3K0

(
V
V0

)−2/3
(

1−
(
V
V0

)1/3
)

exp

[
3

2
(K′0−1)

(
1−

(
V
V0

)1/3
)]

(4.35)

The universal nature of Eq. 4.35 has been demonstrated on a variety of solids

and over a wide range of pressures [45, 69, 70]. However, given the definitions in

Eqs. 4.33 and 4.34, it is not surprising that the application has been predominantly
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to simple monatomic or diatomic solids. Therefore, without modification of the sim-

plified binding-energy expressions, the large number of internal degrees of freedom

available to polymeric materials may limit the application of the Vinet equation [70].

4.2.5 Theoretical Equations of State

4.2.5.1 General Development

Unlike purely empirical equations, theoretical EOS can provide P–V analysis cou-

pled with a detailed understanding of the fundamental, microscopic forces in mate-

rials. This capacity is afforded through statistical thermodynamics which provides

the bridge between the microscopic interaction potential and macroscopic proper-

ties [71, 72]. Similar to the discussion of empirical EOS, it is worthwhile to briefly

introduce the statistics that provide the basis for theoretical methods.

Statistical mechanics is based upon the equal a priori probability postulate, i.e.,

at equilibrium the most probable state is the thermodynamic state. To describe this

thermodynamic state, the system must be represented by an ensemble. For isolated,

closed or open systems, the respective ensemble is microcanonical, canonical or

grand canonical. For detailing a P–V isotherm, the canonical ensemble is appropri-

ate. To describe the thermal equilibrium for a closed system, the concept of tem-

perature is introduced using a Boltzmann distribution. Using this distribution, the

following partition function may be constructed,

Z =∑
i
e−

Ei/kT (4.36)

In Eq. 4.36, Ei represents the energy of the ith microstate. Each possible microstate

is comprised of several degrees of freedom including configurational, electronic,

nuclear, vibrational, rotational, or translational. If these degrees of freedom are con-

sidered independent, then the separate contributions are simply additive in Ei. Using

Eq. 4.36, the total partition function can be expressed as a product of individual par-

tition functions each representing a given contribution such that,

Z =∏
j
Z j (4.37)

where j spans over all available degrees of freedom and Zj is an individual partition

function describing the distribution in translation, vibration, etc.

With the partition function defined, the connection to macroscopic thermody-

namic states is straightforward. For example, the Helmholtz free energy can be cal-

culated from,

F =−kT lnZ (4.38)
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Applying Eq. 4.30 to the above definition, the pressure is found to be,

P= kT
(
∂ lnZ
∂V

)
(4.39)

Similar expressions to Eqs. 4.38 and 4.39 can be derived for the remaining thermo-

dynamic parameters.

Constructing a partition function by modeling the potential and interactions

within the microstates lays the basis to the development and discrimination of var-

ious theoretical EOS. With emphasis on polymers, our discussion begins with the

Mie-Grüneisen EOS and its application to crystalline polymers. The periodicity of

crystalline polymers provides a simplified theoretical treatment often focused on a

singular unit cell [52]. The translational symmetry of the unit cell can then be used

to develop the equations for the entire solid.

4.2.5.2 Solid Polymers: Mie-Grüneisen Equation

Assuming a system N atoms connected by a harmonic potential, the canonical par-

tition function is given by

Z = exp

(−U0

kT

)
∏
j

exp
(−hv j

2kT

)
1− exp

(−hv j
kT

) (4.40)

where U0 is the initial internal energy and v j is the jth vibrational frequency.

Applying Eq. 4.39 to the above partition function, one finds the pressure can be

expressed as,

P=−∂U0

∂V
+h∑

j
−∂v j
∂V

⎡
⎣1

2
+

exp
(−hv j

kT

)
1− exp

(−hv j
kT

)
⎤
⎦ (4.41)

The first term in Eq. 4.41 indicates the internal pressure and the second term de-

scribes how the change in vibrational frequency with volume contributes to the

pressure. In this form, Eq. 4.41 is analogous to the thermodynamic EOS (Eq. 4.6)

developed in the introduction to this chapter. The second term in Eq. 4.41 defines the

increase in thermal pressure comparable to the ∂P/∂T in Eq. 4.6. The multiplicative

term inside the summation is more traditionally cast as,

γ j =−∂ lnv j
∂ lnV

(4.42)

where γ j is the modal Grüneisen parameter for the jth vibrational mode. Under the

assumption that all vibrational modes display the same frequency dependence on

volume, Eq. 4.41 can be rewritten as,
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P=−∂U0

∂V
+
hγ
V ∑j

v j

⎡
⎣1

2
+

exp
(−hv j

kT

)
1− exp

(−hv j
kT

)
⎤
⎦ (4.43)

Furthermore, the definition for internal energy in a canonical ensemble is,

E = kT 2 ∂ lnQ
∂T

(4.44)

Applying Eq. 4.44 to the partition function in Eq. 4.40 and substituting the result

into Eq. 4.43, one arrives at

P=−∂U0

∂V
+
γE
V

(4.45)

which is the typical Mie-Grüneisen EOS.

While the previous development assumes a monatomic lattice, the theoretical

basis can certainly be extended to crystalline polymers. This extension is often cen-

tered on the distinction between internal and external vibrations. For a monatomic

material, there are no internal vibrational degrees of freedom and thus no distinc-

tion is required. However, for polyatomic, molecular, or polymeric materials, the

internal and external vibrations arise respectively from the intramolecular and lat-

tice potentials. The former often display little volume dependence in comparison

to the external vibration, i.e., the acoustic and optical phonons [73, 74]. This dis-

parate behavior is not surprising given substantial dependence intermolecular po-

tentials have on volume. Given this dependence, the external vibrations and their

respective Grüneisen parameters are given emphasis in EOS treatments of poly-

meric materials.

4.2.5.3 Liquid Polymers

The microscale irregularity inherent to liquids complicates their theoretical model-

ing [52]. This complexity is highlighted by the number of theoretical models used

to describe liquid behavior. Our discussion focuses on three models for liquid poly-

mers: the cell, lattice-fluid and hole theories. For all models, a volume network is

imposed onto the material. In the cell model, this volume is flexible; however, the

mass within each volume is fixed. In contrast, the lattice-fluid model maintains a

fixed volume element, while vacancies are allowed to be introduced. Finally, as

an extension to the cell model, the hole theory accommodates vacancies; however,

also maintains a compressible volume element. A cartoon representation of the fun-

damental differences between these three theoretical models is shown in Fig. 4.5.

Below, in more detail, representative equations of state are discussed for each of

them.
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Fig. 4.5 Representation of basic principles in the cell (a), lattice-fluid (b), and hole (c) models
for polymer liquids. Springs denote compressibility of the unit volume and the arrows denote the
possibility of vacancies [60, 75, 76, 78]

Prigogine Equation

Prigogine et al. extended the liquid-based cell model for application to macro-

molecules. The basic premise is that a polymer liquid consisting of r-mer, chain

molecules that may be treated as r point centers connected by a harmonic potential.

Furthermore, the spatial relation of the r-mers develops a quasi-crystalline lattice

where the mean potential energy for a point center displaced from its equilibrium

position is assumed to follow a square-well approximation to the Lennard-Jones

potential. Other approximations to this mean-field potential were also developed

by Prigogine et al. [75, 76] but this discussion will be restricted to that described

above. Using these potentials, it is assumed that the intramolecular restoring forces

are much greater than those between macromolecules. This allows for an effective

separation of the internal and external degrees of freedom and thus a separation of

the partition function into a form analogous to Eq. 4.37.

Applying Eq. 4.39 to their partition function, Prigogine et al. determined the

following equation of state,

PRVR
TR

=
V 1/3
R

V 1/3
R −2−1/6

+
2

TR

(
A
V 4
R
− B
V 2
R

)
(4.46)

where PR, VR, and TR respectively denote the reduced pressure, volume and temp-

erature.

The reduced variables are defined as,

PR =
P
P∗

, VR =
V
V ∗

, TR =
T
T ∗

(4.47)

where P∗, V ∗ and T ∗ are characteristic parameters specific to a material. A and

B are geometry-dependent constants from the Lennard-Jones potential. Adopting a

hexagonal close packing cell, i.e., 12 nearest neighbors, the Lennard-Jones constants

become A= 1.011 and B= 1.2045 [54].
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In the development of their EOS, Prigogine et al. assumed the distance between

monomers (i.e., point centers) within a r-mer was approximately the same to that

between adjacent r-mers. Therefore, at low temperatures, a nearly perfect crystalline

lattice is formed; however, for non-negligible thermal expansion, the “periodicity”

will become increasingly broken with temperature. Coupling this to the necessarily

small displacements required by a harmonic approximation to the mean-field poten-

tial, Eq. 4.46 may be limited in describing the behavior of branched or cross-linked

polymers at higher temperatures.

Flory-Orwoll-Vrij Equation

The treatment by Flory et al. departed from the cell model to address the inadequacy

of describing a polymer liquid as a quasi-crystalline system. Their development did

maintain the separation of internal and external degrees of freedom and therefore

derived a partition function of similar form to that found by Prigogine et al. How-

ever, rather than maintaining an equal intra- and inter-monomer distance, Flory et al.
segmented the modeled chain molecule into x subdivisions. The only stricture on x
was that it be linear in n, the number of repeat units; otherwise, its definition was

left open [57]. Furthermore, the modeled polymer contained terminal groups, rather

than r identical monomers, to distinguish intermolecular forces exerted at the ends

of chains from those in the middle. Flory et al. described their assumed intermolec-

ular potential as having, (1) hard-sphere repulsive potential and (2) soft attraction of

“unspecified character.” Given these considerations, the Flory-Orwoll-Vrij (FOV)

equation was found to be

PRVR
TR

=
V 1/3
R

V 1/3
R −1

− 1

VRTR
(4.48)

where the reduced pressure, volume, and temperature are again denoted with a sub-

script. The fundamental definition of the reduced variables are the same as Eq. 4.47.

In comparing the EOS developed by Prigogine et al. and Flory et al., the FOV

equation would seem more appropriate in describing liquid phase behavior. To illus-

trate this comparison let us consider high-density polyethylene (HDPE) at 175◦C.

In contrast to the empirical EOS comparisons, a specific example is chosen here to

illustrate the applicability of specific models. HDPE is a simple hydrocarbon with

minimal branching in contrast to its low-density counterpart, LDPE. The lack of

branching in HDPE affords a more efficient packing. This behavior may be more

aptly described by the spatially restricted cell model of Prigogine et al. However,

the isotherm used for comparison is at 175◦C which is well above the ∼130◦C melt

temperature for HDPE. This endows the material with some liquid character which

the FOV equation should more appropriately account for.

The 175◦C isotherm for HDPE is shown in Fig. 4.6. The empirical data for

HDPE, as well as, the characteristic parameters (P∗,V∗, and T∗) were taken from

the recent polymer EOS compendium by Rodgers and references therein [68, 77].
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Fig. 4.6 The 175◦C isotherm for HDPE (�) compared with the FOV equation (◦) and the cell
model equation from Prigogine et al. (•)

Inspection of Fig. 4.6 reveals that while the FOV equation represents the P–V
isotherm well, the cell-model equation by Prigogine et al. practically overlays the

empirical data. These results may reflect inherent crystallinity of HDPE even at el-

evated temperatures. Perhaps at still higher temperatures the results would reverse

with the FOV equation providing more precise results; however, current experimen-

tal data for HDPE is limited to approximately 200◦C.

Sanchez-Lacombe Equation

Thus far vacancies in polymeric materials have not been addressed. Clearly, the

packing of polymers in random orientations could generate voids in the material,

which would consequently affect its P–V behavior. To address these voids, there

is the lattice-fluid model, in which, the compression of the voids dictates the

P–Vbehavior of the material [78]. The lattice itself remains constant and thus

changes in volume are brought about by changing vacancy concentrations.

As representative of the lattice-fluid model, the Sanchez-Lacombe equation,

which was originally based on an Ising fluid, was developed to establish a gen-

eral theory for mixed fluids. In connection to polymer liquids, the mixed fluid can

be considered a r-mer liquid with vacancies dispersed throughout. In their partition

function, the only non-zero interaction energy arose from non-bonded, monomer–

monomer interactions. Thus, hole–hole, hole–monomer, or intramolecular interac-

tion energies were disregarded. Evaluation of the partition function via the method
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of steepest descent, Sanchez and Lacombe found in the limit of high molecular

weight, i.e., r approaching infinity, the equation of state is given by

PRVR
TR

=−VR
[

ln

(
VR−1

VR

)
+

1

VR

]
− 1

VRTR
(4.49)

Equation. 4.49 has been recast from the original form to facilitate comparison with

the previously discussed EOS. Although several assumptions are shared in the cell

and lattice-fluid models, the potential energy of Eq. 4.49 is not as highly dependent

on volume as in the cell model. This more subtle dependency is reflective of liquid

behavior. While that of the cell model is more representative of solids than liquids,

a criticism already discussed.

Simha-Somcynsky Equation

The final model discussed here for polymer liquids is the hole theory. As the name

implies, vacancies are inherent to the model; however, in contrast to a lattice fluid,

the cells of the lattice are compressible. This theory is detailed by Simha and

Somcynsky in their treatment on the statistical mechanics of spherical and chain-

molecule fluids. Using a square-well approximation for their cell potential, Simha

and Somcynsky derive an equation of state of the form,

PRVR
TR

=
1

1−2−1/6y2/3V−1/3
R

+
2y
TR

(
A

(yVR)4
− B

(yVR)2

)
(4.50)

where A and B are the Lennard-Jones parameters shown in Eq. 4.46 and y is the

fraction of occupied sites. A separate expression for y, which can be found through

minimization of the Helmholtz free energy, is given by
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(4.51)

where s is the number of monomers and 3c is the parameterization of the external

degrees of freedom. In order to calculate the P–V–T states, Eqs. 4.50 and 4.51

should be solved simultaneously [60].

The rigorous solution to the Simha-Somcynsky equation is unnecessary for the

general scope of this discussion. Rather, consider the limiting case of when y= 1.

Physically, this limit describes a lattice with all sites completely filled, i.e. a cell

model. As expected, when y= 1 is substituted into the Eq. 4.51 the resultant is

Eq. 4.46. The two equations become identical not only because of the full occu-

pancy but also since both treatments used the same interaction potential. Therefore,

the y-parameter in the Simha-Somcynsky EOS can simply be seen as a perturbation

on the cell model developed by Prigogine et al.
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4.2.6 Conclusions

Given the complexity of predicting P–V–T states over a wide variable range coupled

to a limited transferability, there is simply no completely universal EOS. Therefore,

a myriad of EOS have been developed from either an empirical, semiempirical,

or theoretical basis. Of the empirical EOS, the Tait equation (in either original or

modified form) has successfully reproduced the P–V isotherms for a variety of ma-

terials at pressures up to approximately 2 kbar. Using a mock material with given

thermodynamic parameters, all of the empirical EOS fit predicted similar behavior

up to ∼1.5 GPa. At still higher pressures, significant deviations were observed in

comparing the various empirical EOS. These deviations stemmed from the general

assumptions that distinguish the various EOS. Thus, when analyzing an isotherm

that spans a wide range of pressures, careful consideration must be given to which

EOS is most appropriate.

Beyond empirical equations, theoretical EOS not only allow for the calculation

of P–V–T states but also provide insight into the fundamental forces in materials.

Assuming an appropriate intermolecular potential, the partition function could be

constructed. Through statistical thermodynamics, the partition function connects

a material’s microscopic structure to its macroscopic, thermodynamic potential

(G,F,H, etc.). With the thermodynamic potential defined, extension to an EOS is

facile.

To simplify the treatment of theoretical EOS often square-well, harmonic, or cen-

tral potentials are assumed. Furthermore, in relation to polymer liquids, a network

is imposed on the material. The various strictures of this network discriminated

the cell, lattice-fluid, and hole theories. While the cell model is often criticized for

describing a liquid as quasi-crystalline, all models reproduce P–V isotherms fairly

well for a variety of polymers. However, similar to the empirical EOS, this general

predictive capacity is limited in its validation to approximately 2 kbar.

In either case, whether empirical or theoretical, equations of state provide valu-

able information about the P–V–T behavior and intermolecular forces in materials.

Understanding these fundamental forces is critical to a broad spectrum of research

directions ranging from structure–function relationships, shock-wave dynamics or

even the synthesis of new materials.

4.3 Static Experimental Methods

An obstacle to determining equations of state for polymeric materials is the lack of a

simple, static experimental method for acquiring P–V–T data for solid networks and

liquids at pressures greater than several kilobars. Rather, it is usually a combination

of approaches combined with assumptions about material behavior beyond mea-

sured pressure and temperature regimes that is used to piece together formulations

for the treatment of these materials.
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In particular, the use of polymers as binders in explosive formulations means

that the shock and detonation physics communities interested in their response are

concerned with what are considered very high pressures and temperatures com-

pared with those that the general polymer community would consider “extreme.”

Furthermore, coupling EOS information with a detailed understanding of network

structure, crystalline content and associated crystalline phase transitions, thermal

behavior (i.e. glass transition and melting temperatures), damage mechanisms, and

degradation chemistry is essential for accurately predicting polymer behavior over

a broad range of pressure, temperature, and deformation strain rates. Static high-

pressure, isothermal results are useful for improving interpretations of dynamic

shock experiments, and estimating the effects of shock heating on material response,

including shock-induced melting and determination of the onset of degradation or

the reactants-to-products transition. Unfortunately, polymer EOS data in the liter-

ature is sparse compared to metals and crystalline organics, and for the most part,

exists at limited, low pressure regimes (<200 MPa) [68, 79].

4.3.1 Thermodynamic Properties

Density is typically one of the first quantities measured when investigating the high

pressure or shock properties of a new material. For polymers, two methods are used

extensively, immersion techniques and gas pycnometry. Both are based on volu-

metric displacement, but of liquid and gas respectively. Application of immersion

techniques to polymers should be performed with care to avoid dissolution of the

polymer, and consider both polymer-liquid interfacial effects (such as wettability)

and void content. For these reasons, He pycnometry is often preferred over liquid

immersion methods. This method can also be used to determine skeletal densities of

foam materials. Some polymers can absorb He into their networks, giving erroneous

results.

One of the most important questions to be asked when investigating a new poly-

mer material concerns the nature of the polymer’s phase behavior and thermal tran-

sitions. Differential scanning calorimetry (DSC) is an indispensable tool for probing

thermal transitions at ambient and low (1–7 MPa) pressures. In addition, with recent

advances in experimental capabilities, DSC is now commonly being used to deter-

mine absolute or direct (not referenced) heat capacities [80].

A representative DSC trace for annealed Kel-F 800 is shown in Fig. 4.7. A glass

transition is visible as step function near room temperature. For Kel-F 800, the Tg

ranges from 24◦C–27◦C. The Tg predicted from the Fox equation and the glass tran-

sition temperatures of the homopolymers polychlorotrifluoroethylene (PCTFE) and

polyvinylidene fluoride (PVDF) of 27.7◦C is in good agreement with the experi-

mentally measured values [81–83]. Two melt endotherms are observable at higher

temperature. The melt endotherm is known to be due to melting of the crystalline do-

mains of the chlorotrifluoroethylene runs in the polymer structure, however the ori-

gin of the two transitions remains unknown [84]. Incidentally, it was DSC that first
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Fig. 4.7 Differential scanning calorimetry trace of highly crystalline Kel-F 800 (courtesy E.B.
Orler, Los Alamos National Laboratory).

pointed to incomplete drying of Kel-F 800 during its manufacture. Billets of Kel-F

800 prepared at LANL by compression molding at 90◦C and 15,000 psi showed

white opaque particles trapped within the bulk sample, Fig. 4.24. DSC of one of

these extracted particles showed a melt transition at 0◦C, suggesting entrained wa-

ter. This was later confirmed with coupled thermogravimetric analysis-mass spec-

trometry [81].

Figure 4.8 shows the measured absolute heat capacity for Kel-F 800 as a function

of temperature. From measurement of the heat capacity using DSC, and the bulk

modulus and thermal expansion coefficient from dilatometry, one can also calculate

the bulk Grüneisen coefficient.

An interesting feature of many polymers is the pressure dependence of the glass

and melt transition temperatures. The pressure coefficient,
dTg
dP , for the glass transi-

tion temperature can be quite large, reaching nearly 400 K/GPa for some materials

in the low pressure limit (where the effects of the compression of free volume can be

the greatest) [86,87]. Measurement of the shift of the melt and glass transition tem-

peratures with pressure are typically performed using dilatometry methods (PVT)

or dielectric spectroscopy.

4.3.2 Bulk Dilatometry Methods

Bulk dilatometry experimental methods such as piston-cylinder and anvil-based de-

vices use the general operating principle of applying a compressive force through
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Fig. 4.8 Heat capacity of Kel-F 800 from quasi-isothermal DSC measurements [85]

the use of hardened metal components coupled with the use of confining fluids or

powders, such as mercury, nitrogen or argon, to impart a high hydrostatic pressure

environment around a sample under study. There is always a tradeoff in high-

pressure techniques between the sample size and the obtainable pressure, as the

force must be directed over a smaller area to achieve higher pressures. Large vol-

ume presses today can accommodate mm to cm-sized samples at 15 GPa [88].

An excellent review of early high-pressure experimental developments is given

by Bridgman [89]. Development of high-pressure apparatuses has been driven, in

large part, by the desire to reach the pressures deep in the Earth’s (and other planet’s)

interior to interrogate a variety of physical and chemical properties of minerals. A

multi-anvil apparatus designed by Kawai and Endo was capable of reaching 25–

30 GPa, or the pressure at the top of the Earth’s lower mantle [90]. Anvil-based

apparatuses are able to reach much higher pressures than most piston-cylinder-based

devices, however they are usually applied to solid materials. To reach such high

pressures, the anvil materials must be fabricated from high-strength materials such

as tungsten carbide, boron carbide, and various types of hardened steels. A review

of anvil-based devices is given by Mao and Hemley [88].

In the polymer field, most literature P–V–T data has been obtained using piston-

cylinder or “piston-die” methods, due to the means of sample support and confine-

ment offered by these methods. The premise of these devices is the compression of

a sample cell assembly enclosed in a cylindrical chamber with either a compress-

ible powder or mercury confining medium. The use of a confining medium imparts

hydrostatic pressure around the sample. The prototypical piston-cylinder cell is the

Boyd and England design [91]. In these systems, the pressure is determined from the

force on the piston, while the volume change is measured directly from measuring
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the movement of the piston by displacement arms within the assembly. Attainable

pressures are typically in the 2–4 GPa range depending on the choice of materials

and amount of support. Because of the crush behavior of many of the confining and

sample cell materials, data below ∼0.5 GPa is usually discarded.

These techniques [50] can be used to obtain pressure–volume curves for the

determination of isothermal bulk moduli, and volumetric coefficients of thermal

expansion when performed at variable temperatures. Weir and Bridgman began in-

vestigating the isothermal compressibility of polymers as early as the late forties

and early fifties [92–94]. More recently, with the broad use of polymers in a vari-

ety of applications, there have been several recent reports and reviews describing

the bulk compressibility and applicable equations of state for a variety of polymers,

including poly(dimethylsiloxanes) [46, 68, 95–99, 101–109]. A specialized cell that

has been applied extensively to polymers and other soft materials is a piston-die

apparatus designed by Zoller, and often referred to as a Gnomix apparatus in its cur-

rent form [110,111]. Zoller and Walsh have summarized their efforts cataloging the

P–V–T response of numerous polymers, including PTFE, PE, and PDMS materi-

als [112]. We have applied the piston-cylinder approach using a Gnomix PVT appa-

ratus (Datapoint Laboratories) to obtain P–V–T information for several materials of

interest, including PTFE, Estane 5703 and Estane-NP mixtures, Kel-F 800, PCTFE,

and several elastomers. While piston-cylinder techniques are useful for probing the

response of the bulk polymer, they are limited to low pressures. The Gnomix appa-

ratus, for example, is limited to 0.2 GPa. Unfortunately, this is still within the more

crushable or non-linear compression pressure regime for most polymers, and the

application of the data to higher pressure regimes must be performed with caution.

4.3.2.1 Examples: THV 500

Poly(Tetrafluoroethylene-CoVinylidene Fluoride-Co-Hexafluoropropylene)

The P–V–T data for PTFE obtained from dilatometry is well documented [112].

Copolymerization of PTFE is commonly performed to improve processing and other

properties in fluoropolymers. PTFE copolymerized with hexafluoropropylene and

vinylidene fluoride can be performed to obtain THV 500, a terpolymer containing

60 wt% tetrafluoroethylene (TFE), 20 wt% hexafluoropropylene (HFP), and 20%

vinylidene fluoride (VDF) [113]. The THV 500 molding powder is manufactured

by Dyneon, a 3M (Minnesota Mining and Manufacturing) Company.

F2C F2CF2CCF2 CH2 CF

CF3
VDF HFPTFE

x y z
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Solid pucks or billets of THV 500 can be prepared by compression molding. The

density of the material we have examined is 2.01 gcm−3 with values ranging from

2.004 to 2.010 g cm−3 measured by He pycnometry, with a Tg at ∼28◦C–36◦C and

Tm= 157◦C. X-ray diffraction reveals that the crystal structure of THV 500 more

closely matches that of phase IV of PTFE in TFE/VDF copolymers than PVDF.

This observation and the high TFE content leads us to believe that the TFE domains

are crystallizing. For the compression-molded samples studied, the percentage crys-

tallinity is between 23% and 25% within the 60% PTFE domains.

We have applied low pressure dilatometry methods to determine the P–V–T be-

havior of THV 500. Figure 4.9 shows the isobars for THV 500 at 0, 0.04, 0.08, 0.12,

0.16, and 0.2 GPa, the standard pressures accessed by the Gnomix apparatus [114].

From analysis of the P–V–T data, the volumetric thermal expansion coefficient in

the linear regime between 23◦C–68◦C is 6.89×10−4/◦C. As confining pressure is

applied, the thermal expansion coefficient decreases to 2.39×10−4/◦C by 0.2 GPa.

From inspection of the V–T data, there is a clear inflection point associated with

the melt transition that shifts to higher temperatures with confining pressure. Pres-

sure decreases chain mobility and is known to shift transitions in polymers such as

the glass transition to higher temperatures [115]. For example, in PMMA the glass

transition temperature has been reported to shift by 200◦C/GPa and asymptotically

approach a limiting high-pressure value by ∼0.6 GPa [87]. A fit of Tm vs. pressure

to a linear fit gives a pressure derivative of 49◦C/MPa, which equates to a shift in

Tm with pressure from 169◦C at ambient pressure to 253◦C at only 2 kbar! Fur-

ther inspection of the data suggests that the glass transition temperature may also

be shifting to higher temperatures, though the maximum of the transition is much

harder to decipher.

While the room temperature isotherm was not measured, it can be extrapolated

by a linear extrapolation from the high temperature data to 23◦C. Application of
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Table 4.2 Results of application of isothermal fitting forms to the room temperature isotherm of
THV 500

EOS form KT,0(kbar) K′ Comments

Birch-Murnaghan 26.6±0.38 16.2
Vinet 26.9±0.30 7.3
Sun 29.3±0.30 n= 6.14, m= 1.16
Tait 27.2 C = 0.0744

isothermal fitting forms to the calculated room temperature isotherm gives a reason-

ably consistent zero-pressure isothermal bulk modulus and its pressure derivatives,

Table 4.2.

Combining the results from dilatometry, with the measured heat capacity also

allowed for calculation of the Grüneisen parameter [116].

4.3.2.2 Kel-F 800

Poly(Chlorotrifluoroethylene-Co-Vinylidene Fluoride)

Poly(chlorotrifluoroethylene-co-vinylidene fluoride) is known by its trade name

FK-800 R©, formerly Kel-F 800 R© resin. Kel-F 800 is a copolymer of chlorotriflu-

oroethylene and vinylidene fluoride in a 75:25 weight ratio. Kel-F 800 was first

developed by M. W. Kellog Company in the early 1950s and became commercially

available in 1955. In fact, the name “Kel-F” originates from a combination of “Kel-

logg” and “fluoropolymer”. 3M (Minnesota Mining and Manufacturing) continued

to market Kel-F 800 under this name until 1994. There has been some confusion

about the properties of Kel-F 800 due to its close relatives also bearing the “Kel-F”

name, including Kel-F 81 (also known as Kel-F 300), the pure homopolymer of

polychlorotrifluoroethylene (PCTFE). PCTFE is more crystalline and has a den-

sity of 2.13–2.14 g cm−3, whereas copolymerization of PCTFE with VDF reduces

the density to 1.998–2.02 g cm−3, depending on processing method and percentage

crystallinity.

The chemical and mechanical properties of Kel-F 800 were first studied exten-

sively by Cady and Caley due to its evaluation as a binder material in PBXs [117].

Kel-F 800 exhibited several advantageous properties that led to its common use in

PBXs. Kel-F 800 has a glass transition temperature at room temperature, Tg = 28◦C,

and melting temperatures between 85◦C and 110◦C. The desirable melt and flow

characteristics are derived from the addition of PVDF, which acts to decrease the

percentage crystallinity compared to PCTFE. Kel-F 800 is also thermally stable.

Cady and Caley found that the onset of weight loss in the copolymer varied from

150◦C to 210◦C and at low temperatures was attributed to entrapped emulsifier (not

the polymer itself) [117]. In fact, there is no significant weight loss below 200◦C
with decomposition of the polymer beginning at 300◦C in air that is not complete
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until nearly 450◦C. The linear copolymer is soluble in several common solvents such

as acetone, methylethylketone (MEK), and tetrahydrofuran (THF), and exhibits flow

below and approaching its low melting temperature (Tm∼110◦C).

Another unique feature of Kel-F 800, though perhaps undesirable in its PBX

application, is its near-room temperature glass transition temperature. The average

Tg was found by Cady and Caley to be∼30◦–31◦C [117]. In recent studies at LANL,

the Tg was observed at ∼28◦C by DSC. At the Tg, there is a threefold decrease in

the storage modulus across the temperature range of the transition.

One of the challenges associated with the determination of mechanical and

equation-of-state properties of Kel-F 800 is that it must be processed to produce

billets for bulk measurements. Kel-F 800 is supplied from 3M, Inc. as opaque white

to yellow colored granules. As with all polymers, processing conditions and ther-

mal history will cause widely varying bulk mechanical and thermal properties. The

material reported here was processed by subjecting the granules to cycling between

ambient pressure and vacuum at temperatures greater than 115◦C for up to 14 days.

The resultant material was then annealed at 65◦C to promote crystal growth for 40

days, and quenched at 0◦C, resulting in a percentage crystallinity of 12% by inte-

gration of the melt endotherm and referencing of the value to the heat of fusion of

100% crystalline PCTFE.

P–V–T data to 0.2 GPa at multiple pressures for annealed (∼12% crystallinity)

Kel-F 800 have also been measured [118]. There is a strong discontinuity in the

isobar data near 110◦C corresponding to the primary melt transition of the polymer.

Surprisingly, the melt transition for Kel-F 800 does not appear to shift with pressure,
despite the similarities between Kel-F 800, and THV 500, and PCTFE in which the

melt transition shifts measurably with pressure. It could be that there is more free

volume in the polymer network making the influence of pressure on chain mobility

negligible at low pressures. Extension of these experiments to higher pressures is

necessary (and in progress) to investigate this behavior further.

Analysis of the room temperature isotherm and zero-pressure isobar allowed for

determination of the isothermal bulk modulus and its pressure derivative through

the application of isothermal EOS fitting forms, Table 4.3.

The volumetric coefficient of thermal expansion was also determined. Between

24◦C and 87◦C,α = 6.73× 10−4/◦C. The thermal expansion coefficient is lower

below Tg(α= 5.08×10−4/◦C), and higher above Tg(α= 6.81×10−4/◦C).

Table 4.3 Results of application of isothermal EOS fitting forms to the room temperature isotherm
for annealed Kel-F 800

EOS form KT,0 (GPa) K′

Tait 2.70
Murnaghan 2.70 15.1
Birch-Murnaghan 2.60 23.53
Vinet 2.66 8.94
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4.3.2.3 Estane 5703 and Estane-NP

The phase-separating binder Estane 5703 poly(ester urethane) can be obtained in

pellet form from the BF Goodrich Co. Estane 5703 contains approximately 23 wt %

“hard” segments which are composed of 4,4′-methylenediphenyl 1,1′-diisocyanate

(MDI), and a 1,4-butanediol chain extender. The “soft” segments are comprised

of poly(butylene adipate). Estane pellets can be compression molded at 110◦C to

form a material with ρ = 1.19gcm−3 and Tg = −35◦C (by dynamic mechanical

analysis) [119]. In PBX formulations, such as PBX 9501, the binder is often a 50:50

mixture of Estane and “nitroplasticer,” with a small quantity of stabilizer added.

Nitroplasticizer (NP) is the common name for the 50:50 eutectic mixture of bis-(2,2-

dinitropropyl)formal (BDNPF) and bis-(2,2-dinitropropyl)acetal (BDNPA), a liquid

at room temperature with a density of ∼1.385g cm−3. The structures of BDNPF

and BDNPA are given below.

O O
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The results of dilatometry measurements for Estane 5703 are shown in Fig. 4.10

to 122◦C. The data are reasonably linear at all of the pressures studied across the

temperature range from 33◦C to 122◦C. From a linear fit to the V–T data at zero

confining pressure, the thermal expansion coefficient α = 6.64 ×10−4/◦C.
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Table 4.4 Results of third-order Birch-Murnaghan EOS fits to isotherms for Estane 5703

Temperature (◦C) KT,0(GPa) K′

33 2.86 13.1
43 2.68 14.7
53 2.65 12.8
63 2.55 12.8
78 2.38 13.0
93 2.24 13.3
107 2.18 11.9
122 2.08 11.8

Table 4.4 gives the results of fits to several isotherms to the Birch-Murnaghan

EOS form as a function of confining pressure for Estane 5703. As expected the

zero-pressure isothermal bulk modulus decreases as the material softens with an

increase in temperature.

For a 50:50 mixture of Estane 5703 and nitroplasticizer, P–V–T data were also

measured at three temperatures. Interestingly, the isothermal bulk moduli are similar

to that for neat Estane 5703. However, the pressure derivative of the modulus, which

gives information about the curvature of the compression curve at high pressures,

is lower for the plasticized material. The moduli and their pressure derivatives for

the Estane-NP material as a function of temperature are as follows: 33◦CKT,0 =
2.90 GPa, K′ = 9.47, 43◦CKT,0 = 2.82 GPa, K′ = 9.9, 53◦CKT,0 = 2.7 GPa,

K′ = 10.2.

4.3.3 Diamond Anvil Cell Methods

The successful development of laboratory-scale static high-pressure-generating ex-

perimental devices relied on the use of high-strength anvil and supporting materials.

In the late 1950s, the hardest natural material on Earth, diamond (from the Greek

adamas; invincible [120]), was first used in Bridgman anvil assemblies [88]. Ex-

tension of the use of diamonds rapidly progressed into today’s modern palm-sized

diamond anvil cells, advancing the pressure regime safely accessible in laboratory

experiment to over 100 GPa [121, 122].

The transparency of diamonds also greatly advanced the static high-pressure field

by allowing for numerous probes of material properties under high pressure to be

applied. These include visible inspection of sample states, electronic and vibrational

spectroscopies, x-ray and neutron diffraction and spectroscopic methods, in-situ
temperature and pressure measurements, and even shock-wave compression from

initial high-pressure states. Here, we describe examples of the application of some

of these methods to high-explosive binders and related polymers.
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4.3.3.1 X-Ray Diffraction

X-ray diffraction methods paired with high-pressure diamond anvil cells has by far

become the paradigmatic method for determining P–V isotherms for metals, min-

erals, and other crystalline materials. The commissioning of second and third gen-

eration synchrotron sources both in the US and abroad have brought with them an

explosion of research activities into materials properties at high pressure. Included

in this is the recent application of synchrotron-based x-ray spectroscopy methods,

such as inelastic x-ray scattering, and extended edge x-ray absorption fine structure.

However, most polymers do not possess significant order in the form of crystalline

domains requisite for application of diffraction (x-ray or neutron) methods. This

includes the large class of elastomers that are often used as high-explosive binders.

X-ray diffraction using both synchrotron and laboratory x-ray sources have been

applied to numerous semicrystalline polymers, with PTFE and polyethylene being

materials that have been extensively studied and relevant to explosive binders. Previ-

ous high-pressure studies on polyethylene have reported mixtures of orthorhombic

and metastable monoclinic phases at high pressures [123–125]. Likewise, the phase

diagram of PTFE is rich, with at least four known phases, including a high-pressure

planar zigzag structure at pressures >6 kbar. The phase behavior of PTFE is de-

scribed in detail below.

The general approach to developing P–V curves for materials at high pressure is

to index the phases to a space group with known lattice parameters, or to apply a

structure-fitting program to determine the space group from knowledge of the x-ray

wavelength, observed peaks, and Bragg’s law:

nλ = 2dhkl sin(θ) (4.52)

The lattice parameters, and hence crystal cell volume, are then tracked as the pres-

sure is increased, with careful inspection of the data for possible x-ray degradation

or presence of high-pressure phase transitions or chemical reactions.

While the advent of synchrotron sources with increased brightness, more tightly

collimated monochromatic beams, and advances in detector technology have sig-

nificantly improved high-pressure x-ray diffraction measurements, semicrystalline

polymers still may not possess enough crystalline domains by volume for extracting

useful information. Probing the crystalline domains by using x-rays does give direct

insight into the compressibility of those domains, but also neglects the remaining

volume percentage of amorphous domains. We have recently applied x-ray diffrac-

tion to the polymers Kel-F 800, polychlorotrifluoroethylene, and THV 500 at high

pressures. While the determination of space groups remains elusive, known low-

pressure crystal structures, and similarities of these materials to PTFE and PVDF

allow us to draw some conclusions about the crystallizing domains, and the pres-

ence or absence of phase transitions. An example of an x-ray diffraction pattern for

Kel-F 800 is shown in Fig. 4.11.
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Fig. 4.11 X-ray diffraction pattern of Kel-F 800 taken by angle-dispersive x-ray diffraction with
monochromatic x-rays at λ = 0.4234Å and ∼34kbar. The hydrostatic medium used in the experi-
ments was 4:1 methanol:ethanol solution, with pressure determined by the fluorescence of a small
ruby chip co-loaded with the sample

4.3.3.2 Vibrational Spectroscopy

Infrared and Raman spectroscopy are invaluable tools for understanding the be-

havior of materials at high pressure, and are arguably necessary methods for the

discovery of high-pressure phase transitions and changes in symmetry in molec-

ular species, the investigation of chemical reactions and high-pressure bonding

changes, and pressure-dependent intermolecular interactions. The availability and

high-pressure accessibility of diamond anvil cells, along with their innate optical

window properties, have made the coupling of spectroscopy and high-pressure con-

ditions commonplace. While a review of vibrational spectroscopy of polymers, or

even polymers at high pressure, is beyond the scope of this chapter, it is worth noting

that many of the polymers used as high-explosives binders have been studied with

infrared and/or Raman spectroscopy at high pressures or under dynamic deforma-

tion. These include Estane 5703 [126–129], Sylgard 184 [50], Kel-F 800 [118,130],

THV 500 [131], and PTFE (see below). Notable features of some of the spectro-

scopic work reported on these binders include an observation of increased hydrogen

bonding in Estane 5703 at elevated pressures, the presence or absence of high-

pressure phase transitions associated with the polymer’s crystalline domains (PTFE,

Kel-F 800, THV 500), and understanding which modes, and by inference which

portions of the polymer chain, were more or less sensitive to pressurization through

individual mode-Grüneisen analysis (PMMA, polycarbonate, Sylgard 184).



164 D.M. Dattelbaum, L.L. Stevens

Vibrational Spectroscopy as a Reporter of Material Behavior Under Extreme
Conditions: Examples

PTFE is one of the most well-studied polymers at high pressure, and is a good illus-

trative example of the application of vibrational spectroscopy at elevated pressures

to detecting phase transitions in polymers (polyethylene is another good example).

PTFE is an interesting material in that its long unbranched chains exist in both crys-

talline and amorphous domains, with the crystalline domains adapting at least four

known crystallographic phases near ambient temperature and pressure [132–135].

The phase diagram of PTFE was first reported by Bunn and Howells in 1954

[132], and subsequently refined by others [133–136]. Two crystalline phase tran-

sitions are observed at 19◦C and 30◦C at atmospheric pressure. Below 19◦C, at

atmospheric pressure, the linear chains of PTFE adopt a helical conformation with

13 CF2 groups per 180◦ turn, known as Phase II. The first-order transition at 19◦C
between phases II and IV is associated with an unraveling of the helical chain con-

formation from a well-ordered triclinic structure with 13 atoms/180◦ turn to a or-

dered hexagonal phase with 15 atoms/turn. The symmetry of the helical chains in

Phase IV is D(14π/15). Further rotational disordering and untwisting of the he-

lices occurs above 30◦C to give Phase I, a pseudohexagonal structure with dynamic

conformational disorder and long-range positional and orientational order, (i.e., the

interchain repeat structure is largely retained but the intrachain helical structure

adopts a random repeat twist angle). From a group theoretical analysis of phase

IV, there are 24 normal modes for PTFE: 4A1(Raman-active), 3A2 (IR-active),

8E1(IR and Raman-active), and 9E2 (Raman-active) [137–140]. The phase II–III

phase transition has been well-interrogated under high hydrostatic pressure condi-

tions [134, 135, 141–143]. Phase III is the known “high-pressure phase,” adapting

a planar zigzag conformation, with both orthorhombic and monoclinic phases be-

ing reported in the literature [144]. The II–III phase change is “reported” by the

disjointed frequency-pressure shifts of two the PTFE vibrational modes. The band

associated with the t(CF2) mode at ∼295 cm−1 shifts dramatically to lower pres-

sure (by up to 15 cm−1) at the phase transition, in addition to a disjointed shift in

the ρ(CF2) band at 578 cm−1 to ca. 615–620 cm−1 Further pressurization reveals

a nearly linear shift in the vibrational bands to higher pressure, with coincident

band broadening. Between ambient pressure and 40 kbar, dν̄
dP

(
cm−1

kbar

)
= 0.205 for

t(CF2), 0.409 for Δ(CF2), 0.287 for Δ(CF2), and 0.471 for ν(CF2), from a lin-

ear fit of vibrational energies vs. pressure, Fig. 4.13. Examples of Raman spectra

for PTFE below, at, and above the II–III phase transition in the low-frequency re-

gion are shown in Fig. 4.12. The kinetics of this transition have been previously

studied at cold temperatures by Nicol et al. and analyzed using the Avrami equa-

tion [145].

Extending our studies to examine fluoropolymer relatives of PTFE revealed dif-

ferent phase behaviors at high pressures. Copolymerization of TFE with monomers

such as vinylidene fluoride (VDF) and hexafluoropropylene (HFP) generally
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Fig. 4.12 Spectra of PTFE at three elevated pressures near the phase II–III phase transition at
6.5 kbar. The bottom curve is below the transition pressure, between 3–5 kbar. Increasing the pres-
sure to the phase boundary (6.5 kbar), middle curve, reveals the presence of both phases within the
focal volume of the laser probe. Note the shoulder that has grown in on the low frequency side of
the band at∼295cm−1, and the presence of two peaks near 580–620cm−1. Increasing the pressure
further completes the transition, top curve
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Fig. 4.13 Raman band frequencies (cm−1) vs. pressure for the four low frequency bands of PTFE
to 10 GPa
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reduces the crystallinity, though more so for the bulky HFP compared with VDF.

Copolymerization of TFE with HFP has also been shown to reduce material creep

by prevention of the slippage of chains past one other easily [146].

The Raman spectrum of THV 500 (Fig. 4.14) can be assigned based on its

components and the band assignments for the homopolymers PTFE and PVDF

[137–139]. There is no reported data on a homopolymer of hexafluoropropylene, but

one can use assignments from hexafluoropropene as an additional reference [147].

Interestingly, despite containing 60% TFE content, of which ∼25% is in a crys-

talline form, there is no definitive evidence of a phase transition associated with

the crystalline domains. While there is a change in the slope of dν̄
dP

(
cm−1

kbar

)
near

40–50 kbar, which is consistent with a possible structural change indicated by x-

ray diffraction, dramatic vibrational reporting of a phase transition was lacking.

Similar results have been observed for the copolymer Kel-F 800, in which the crys-

tallizing CTFE units do not appear to undergo phase changes to 4 GPa [118]. This

example reveals some of the complexity in interrogating and interpreting the high-

pressure behavior of polymers, particularly when they contain multiple monomers,

or phases.

Fig. 4.14 Raman spectra of THV 500, β-PVDF, and PTFE overlaid between 200 and 1,500cm−1

(Reprinted with permission)
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Individual Vibrational Mode Grüneisen Analysis

The application of vibrational spectroscopies to polymers at high pressure can be

extended beyond the investigation of phase behavior and identification of molecular

species to the direct interrogation of thermodynamic properties. The Helmholtz free

energy can be determined by summing over all of the normal modes of a molecular

species. First and second derivatives of the Helmholtz free energy can then be di-

rectly related to relevant thermodynamic parameters, such as pressure. Both the heat

capacity and Grüneisen parameter can be directly determined from the measurement

of vibrational modes. The Grüneisen parameter is used in multiple equation-of-state

forms, including the Mie-Grüneisen approach, and is used in calculating the thermal

energy under shock conditions [148]. The normal modes can therefore give direct

insight into both material behavior and thermodynamic properties under extreme

conditions.

Mode Grüneisen analysis not only provides a quantitative measure of the bulk

Grüneisen parameter, but also lends additional insight into the sensitivity of different

normal modes to pressure through the use of an appropriate equation of state for the

material being studied. Shifts in individual vibrational modes with pressure can be

related to changes in volume by Eq. 4.53, in which the subscripts 0 and P refer to the

vibrational energies (in wave numbers) and volume at ambient and high pressure, re-

spectively, and γi is the individual vibrational mode Grüneisen parameter [149–151].

ν̄0

ν̄P
=

(
V0

VP

)γi
(4.53)

The isothermal individual mode gamma, γi,T can also be defined as

γi,T =
B0,T

vi

(
∂vi
∂P

)
T

(4.54)

Which can then be combined through weighted summation to compute the bulk

Grüneisen parameter: γ0 =
∑
i
γiεi

∑
i
εi in which εi are the vibrational energies of the

individual oscillators, or γ0 =
∑
i
γiCV i

∑
i
CV i

, in which CVi are the individual mode heat

capacities. The heat capacity,CV , can also be determined from the heat capacities of

individual oscillators,Cv =∑Ci. The heat capacity for polymers has been described

by Cv =
4N
∑
i=1
Ci+N

14

∑
i=1
Ci = 4Nk+N

14

∑
i=1
Ci. [152]

This analysis has been previously applied to both PMMA and polycarbonate

at high pressures [149–151]. We have recently applied this analysis to the Raman

modes of Sylgard 184, a cross-linked polydimethylsiloxane polymer, between 200–

1,400 cm−1 [50]. Figure 4.15 shows Raman data for Sylgard 184, converted to

ln[νp/ν0] vs. ln[V0/Vp] using a Tait equation-of-state representation of static P–V
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Fig. 4.15 Vibrational frequencies for Sylgard 184 as a function of pressure converted to ln[νp/ν0]
vs. ln[V0/Vp] using a Tait equation of state fit to static high-pressure P–V data to convert the data to
volume. The lines are the fits to a volume-dependent mode Grüneisen form, Eq. 4.53, and show that
the symmetric Si–O–Si stretch is most sensitive to pressure (Reprinted with permission from Dana
M. Dattelbaum, Journal of Chemical Physics, 122, 144903 (2005). Copyright 2005, American
Institute of Physics.)

data [50]. From the behavior of the vibrational modes in this plane, one can see

that the dependency is not linear, an indicator that the commonly assumed relation

γρ (the bulk Grüneisen parameter times density) or γ/V = constant with increas-

ing pressure (or γ = γ0( VV0
)q=1) does not hold for this material [148, 153]. From

ln( ν̄0
ν̄P ) = γi ln

(
V0
VP

)
, a linear relation is expected if γi is volume-independent [149].

This observation is not surprising, given the known nonlinear compressibility of

polymers, and particularly PDMS, at low pressures. A volume-dependent Grüneisen

parameter of the form

γi = (a∗ (1− ΔV
V0

)) = (a∗ (1− VP
V0

)) (4.55)

has been proposed [149], and was applied to the data in the figure. From this anal-

ysis, the coefficient a was found to be the largest for the symmetric Si–O–Si back-

bone stretch, indicating that it is the most sensitive to pressurization. It is interesting

that the symmetric Si–O–Si stretch associated with the backbone, not vibrations

associated with the side-groups, was found to be the most sensitive to volume com-

pression. In addition, all of the modes were found to be increasingly sensitive to

the compressive volume change at higher pressures. Once the pressure exceeded the

free volume crush-up pressure of ∼10–15kbar, the data may be fit to a linear func-

tion, though further investigation to higher pressures is still required to validate this

approach.
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Additional examples are needed to better our understanding of the response of

this class of materials to the extreme environments of pressure (and temperature),

and further compare different types of polymer network structures, determine the in-

fluence of filler particles, and extend our understanding of the behavior of polymers

at high pressure to even higher-pressure regimes (beyond 10 GPa).

4.3.3.3 ISLS and Brillouin Spectroscopy

The acoustic properties of materials are excellent reporters of elastic properties and

by inference, mechanical response. From the acoustic velocities, information can be

extracted about material strength, temporal dynamics and relaxation phenomena re-

lated to molecular mobility, and equation-of-state properties. While ultrasonic meth-

ods are used at ambient conditions, there are two common methods for measuring

sound velocities at static high pressures: impulse stimulated light scattering (ISLS)

and Brillouin spectroscopy.

The basic components of an ISLS experiment are illustrated in Fig. 4.16. A laser

beam is split and recombined at an arbitrary angle, α , both spatially and temporally.

The interference of the overlapped pulses produces an intensity distribution

which in turn induces a transient thermal and acoustic grating. The acoustic wave-

length, i.e., the spacing of the induced grating, can be readily calculated from,

λA =
λE

2sin(α)
(4.56)

induced acoustic wave,
λA

α

Fig. 4.16 Schematic illustration of the ISLS experiment
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where λA and λE are respectively the wavelengths of the induced acoustic wave and

incident laser pulses and α is the angle between the two excitation pulses. A probe

laser beam, which typically has a different wavelength than the excitation source, is

subsequently diffracted from the induced grating and the intensity of the diffracted

probe pulse is monitored as a function of pulse delay. Analysis of the resultant ISLS

spectrum yields an acoustic wave frequency and coupled with the wavelength deter-

mined from Eq. 4.56 provides a sound speed determination.

A related, though fundamentally very different method for determining sound

velocities at high pressure is Brillouin scattering. Brillouin spectroscopy is analo-

gous to its more well-known counterpart Raman spectroscopy, in that it is an in-

elastic scattering technique. In Brillouin spectroscopy, coherent light is inelastically

scattered from acoustic phonons in a material. Liquid samples generally do not sup-

port shear, and so only longitudinal modes are observable. In isotropic solids, both

transverse and longitudinal modes are commonly observed. The theory of Brillouin

scattering is well-documented [154, 155]. As a thermally excited acoustic phonon

travels through a material, the molecular displacements generate a periodic fluc-

tuation in the local dielectric. Bragg reflection from this “thermal grating” gives

rise to the Doppler-shifted frequencies observed in Brillouin scattering. The acous-

tic velocities are then calculated from these frequency shifts using the Brillouin

shift equation. For scattering from a general material, the Brillouin shift equation is

given by,

Δv=
υνi
c

√
n2
i +n2

s −2nins cosθ (4.57)

where ni and ns represent, respectively, the refractive indices of the material along

the incident and scattered light directions, θ is the angle between these directions,

Δv is the frequency shift relative to the incident frequency vi, and υ is the acoustic

velocity.

In application to polymer systems, often the polymeric material is assumed

to be optically and elastically isotropic. Furthermore, in high-pressure Brillouin-

scattering experiments, symmetric, forward scattering is typically used [156, 157].

Descriptions of standard and high-pressure Brillouin instrumentation can readily be

found in the literature [158–160]. The application of this scattering geometry to an

optically isotropic material reduces the Brillouin shift equation to,

Δν =
2υ
λo

sin

(
θ
2

)
(4.58)

where Δν is the inelastic shift from the Rayleigh (elastically scattered) line. As a

consequence of forward, symmetric scattering, the effects of refraction at the inter-

face with the diamond, pressure medium and sample, mutually cancel. Thus, the

refractive index dependence in the Brillouin shift equation is removed. For high-

pressure Brillouin scattering this is particularly convenient because the acoustic ve-

locities can be essentially calculated directly from the measured frequency shift,

using Eq. 4.58. Measuring these velocities and their pressure dependence affords
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detailed insight into, for example, the mechanical and thermal properties, equations

of state analysis, and fundamental intermolecular interactions.

Recently, the acoustic properties of three polymer elastomers, a cross-linked

poly(dimethylsiloxane) (Sylgard 184), a cross-linked terpolymer poly(ethylene-

vinyl acetate-vinyl alcohol) (VCE), and Estane 5703 were measured from ambient

pressure to approximately 12 GPa by using Brillouin scattering in high-pressure di-

amond anvil cells [119]. To our knowledge, these results were the first Brillouin

scattering data on polymers to pressures exceeding 10 GPa. A second study exam-

ined the pressure-dependence of the acoustic velocities for three fluoropolymers,

Kel-F 800, PCTFE, and PTFE, also for the first time [161]. Representative Brillouin

spectra for Estane 5703 at several pressures are shown in Fig. 4.17.

For isotropic materials, elastic properties are described by two elastic constants,

C11 and C12 [8]. The elastic constants relate directly to the longitudinal and trans-

verse acoustic velocities through Eqs. 4.59 and 4.60:

ρ υ2
L =C11 (4.59)

ρ υ2
T =

C11−C12

2
(4.60)

The elastic constants can be related to the mechanical properties of solids through

computation of the bulk, shear, and Young’s moduli. For isotropic solids, the bulk

modulus can be calculated from the sound velocities by:

B= ρ
(
υ2
L−

4

3
υ2
T

)
(4.61)

Fig. 4.17 Brillouin spectra of Estane 5703 at high pressures (Reprinted with permission from
Lewis L. Stevens, Journal of Chemical Physics, 127, 104906 (2007). Copyright 2007, American
Institute of Physics.)
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Similarly, the shear (G) and Young’s (E) moduli for an isotropic system can be

determined by:

E =
(C11−C12)(C11 +2C12)

C11 +C12
(4.62)

G=
C11−C12

2
(4.63)

Since both shear and longitudinal acoustic waves were observed at elevated pres-

sures, elastic constants, mechanical property, and EOS analyses were performed for

the elastomers. The elastic constants were determined directly from the acoustic ve-

locities and Eqs. 4.59 and 4.60 for three elastomers [119]. The C11 and C12 elastic

constants for all three polymers were quite similar in both magnitude and pressure

dependence. Application of a linear regression to the C11 and C12 pressure depen-

dences showed that in the low-pressure limit, C11 and C12 converge and may be

approximately equal, i.e., the transverse velocity would approach zero.

B,G, and E were also calculated using Eqs. 4.61–4.63 for all three elastomers,

and of relevance here, for both Sylgard 184 and Estane 5703. They show the follow-

ing pressure dependencies (with y intercepts or zero-pressure extrapolated values):

Sylgard 184∂B/∂P= 5.6(y0 = 9.42GPa), ∂G/∂P= 1.6(y0 = 3.18GPa), ∂E/∂P=
4.3(y0 = 8.54GPa); Estane 5703 ∂B/∂P= 5.8(y0 = 7.81GPa), ∂G/∂P= 1.9(y0 =
0.06GPa), ∂E/∂P = 5.3(y0 = 0.62GPa). The data also reveal a common miscon-

ception about polymers. While the elastomers have low strength at ambient pressure,

they dramatically strengthen/stiffen with applied pressure.

Further insight into the elastic properties can be gained through the analysis of

the Poisson’s ratio. Poisson’s ratio relates the transverse strain to the strain of elon-

gation, and can be calculated for isotropic materials from:

σ=
υ2
L−2υ2

T

2υ2
L−2υ2

T
(4.64)

The calculated Poisson’s ratios for Sylgard 184 and Estane 5703 were found to

decrease with pressure. The values appeared to asymptote a nominal value for elas-

tomers at ambient pressure (0.4–0.5), then decrease with increasing pressure to val-

ues more commonly associated with most solids. For reference, σ∼0.5 for both an

ideal elastomer and liquids at ambient conditions [162]. The three elastomers appear

to behave close to this ideal value at ambient conditions, then change with pressure

towards values more in line with those of typical solids, ∼0.33.

Measurement of the acoustic properties as a function of pressure also gives di-

rect insight into equation-of-state properties, specifically the pressure-dependence

of density by Eq. 4.12.

ρP−ρ0 =
P∫

P0

γ
υ2
B
dP (4.65)
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The bulk sound velocity, υB, used in Eq. 4.65, can be calculated from the longitudi-

nal and transverse velocities with:

υ2
B = υ2

L−
4

3
υ2
T (4.66)

where υL and υT designate the longitudinal and transverse acoustic velocities re-

spectively. At pressures where the bulk sound velocity could be calculated for the

series of elastomers, Eq. 4.65 was integrated to generate a pressure-density or P–V

curve.

Five commonly used isothermal EOS forms applied to the P–V curve yielded

a range of zero-pressure isothermal bulk moduli (K0) for Sylgard 184 and Estane

5703, with average K0 of 1.1 and 3.2 GPa, respectively. Parallel analyses of dilato-

metric data below 0.2 GPa yielded extrapolated zero-pressure bulk moduli of 1.0

and 2.9 GPa for Sylgard 184 and Estane 5703. The pressure-dependent disparity

in K0 is likely due to preferential free volume compaction at low to intermediate

pressures common to polymeric materials, and the frequency-dependent stiffness

or viscoelasticity of the elastomers. The low and differing values of the bulk mod-

uli point toward the different polymer chemical and network structures influencing

their compressibilities, e.g., the flexible Si–O–Si backbone of the PDMS-based Syl-

gard 184, and the organizing feature, e.g., physical cross-linking, crystallization, and

phase separation, in Estane 5703. The compaction process results in nonmonotonic

changes in ∂P/∂V for a given isotherm, and reveals limitations in the capacity of

an EOS to accurately reproduce the observed P−V states in polymers over a broad

a pressure range.

Shear waves (transverse modes) were not observable for Sylgard 184 below

3.5 GPa, and for Estane 5703 below ∼1GPa [119]. Though instrumental factors is

one possible explanation to describe this unusual behavior, material features such

as possible near-zero Pockels constants, and frequency- and pressure-dependent

glass transition temperatures influencing chain mobility and relaxation dynamics

may also be factors.

The sound velocities vs. pressure for three fluoropolymers, including Kel-F 800

and Kel-F 81 (PCTFE) show, by comparison, higher acoustic velocities at low pres-

sures than the three elastomers, but are surpassed by those of the elastomers at pres-

sures >5GPa [161]. Transverse modes appeared at elevated pressures similar to

the elastomers, and at just 0.27 GPa for the binder Kel-F 800. The longitudinal and

transverse acoustic velocities for Kel-F 800 as a function of pressure are shown in

Fig. 4.18. Transverse modes were observed at lower pressures compared with the

elastomers studied. In addition, there may be evidence of a “cusp” in the acoustic

data for Kel-F 800 around 3–4 GPa.

4.3.3.4 Optical Microscopy

Even with the extension of piston-cylinder methods to higher pressure, and the

promising nature of the recent Brillouin results, there still remains a need for im-

proved experimental methods for EOS determination (specifically pressure–volume
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Fig. 4.18 Acoustic velocities for Kel-F 800 to > 10GPa

relationships) for amorphous materials. One novel approach that we reported re-

cently was the use of optical microscopy in high-pressure diamond anvil cells cou-

pled with image analysis to directly measure changes in cross-sectional areas that

could be then related to changes in volume [50]. The approach is similar to the

piston-cylinder methods in which unidirectional displacements are related to volu-

metric strain. Middaugh and Goudey described results for 17 polymers to 10,000 psi

to be used in deep-sea, moderate pressure environments using this method [163].

In this direct volume-optical approach, strain in two dimensions (area) is related

to that in three dimensions (volume) by assuming that dimensional reduction under

pressure occurs isotropically (uniformly) in all dimensions. The cross-sectional area

of a polymer sample is determined by capturing an optical image of the sample in

a high-pressure DAC. Optical micrographs of the polymer are then taken in a step-

wise fashion as a function of increasing pressure, which are subsequently analyzed

with image analysis tools. A typical optical image of a polymer sample loaded in a

DAC is shown in Fig. 4.19.

The two-dimensional strain can be related to volumetric strain by the following

procedure. For a rectangular sample of dimensions h (height), b, and c (dimensions

of rectangular sides), the initial volume is given by Eq. 4.67 (the subscript 0 repre-

sents an ambient pressure value, and 1 is a high-pressure value).

V0 = h0b0c0 (4.67)

The change in volume after application of pressure is given in Eq. 4.68.

ΔV =V1−V0 = h1b1c1−h0b0c0 (4.68)
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Fig. 4.19 Optical micrograph of a pre-cut piece of the elastomer Sylgard 184 in a high-pressure
diamond anvil cell at elevated pressure. A 13C-labeled diamond chip is located to the right for
internal pressure determination. The hydrostatic medium is nitrogen (Reprinted with permission
from Dana M. Dattelbaum, Journal of Chemical Physics, 122, 144903 (2005). Copyright 2005,
American Institute of Physics.)

Assuming that the thickness of the sample changes in proportion as the length of a

given sample dimension, a constant aspect ratio is maintained, Eq. 4.69.

h1 = h0
c1

c0
(4.69)

The constant aspect ratio reduces the change in volume, Eq. 4.68, to a simple re-

lation of cross-sectional area and sample dimensions by image analysis, where A0

is the cross-sectional area at ambient pressure, and Ap is the cross-sectional area at

pressure.

V
V0

=
(
Aplp
A0l0

)
=

(
Ap

√
Ap

A0

√
A0

)
(4.70)

This method was applied to Sylgard 184, a cross-linked silica-filled PDMS net-

work [50]. Comparisons between static and dynamic data were made, and the data

yielded several observations. For example, the compression curve obtained by this

method is stiffer than might be expected, and overlays with Hugoniot data. Given the

low calculated value for the Grüneisen parameter, the offset between the isotherm

and Hugoniot in the P–V plane is expected to be small, however one would still

expect the isotherm to be softer than the Hugoniot. In addition, Brillouin scattering

determination of the isotherm for Sylgard at high frequencies shows a softer curve.

The observed “stiffened” response of the polymer could be attributed to several



176 D.M. Dattelbaum, L.L. Stevens

factors including the adsorption of nitrogen into the polymer network, errors in im-

age analysis procedure, and a breakdown of the constant aspect ratio assumption.

This method was also recently applied to another elastomer, the cross-linked

terpolymer poly(ethylene-vinyl alcohol-vinyl acetate). Poly(ethylene-vinyl alcohol-

vinyl acetate) is prepared by a saponification of poly(ethylene-vinyl acetate) (EVA)

using potassium hydroxide until 6% alcohol content is obtained to yield a ter-

polymer containing 57 wt % ethylene, 37 wt % vinyl acetate, and 6 wt % vinyl

alcohol. This material is then cross-linked with a bisphenol adduct of methylene

bis-(4-phenyl-isocyanate). The final product has a Tg∼−25◦C, and ρ = 0.99gcm−3.

Figure 4.20 shows the compilation of experimental data on VCE, including the P-V

curve generated using the optical method. Also shown in the figure are the results

from recent Brillouin scattering results, the low pressure isotherm from dilatometry,

and Hugoniot loci from plate impact experiments.

Again, the results derived from the optical method are stiffer than what might be

expected, and overlay with the Hugoniot loci. There is a noticeable discontinuity

in the isotherm determined from Brillouin scattering below 20 kbar which is due,

in part, to an elevated pressure on-set of transverse modes, which affect the P–V

curve through integration of Eq. 4.65. A Murnaghan EOS fit to the combined Bril-

louin and dilatometry P-V curve gives KT,0 = 3.5GPa and K′ = 5.1. When these

values are applied in a Hayes EOS formulation, the predicted Hugoniot matches the

experimental results quite well (Fig. 4.20).

The coupling of microscopy methods with high-pressure diamond anvil cells is

an intriguing tool for direct determination of material volume in the future, particu-
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Fig. 4.20 Summary of equation-of-state data for VCE, including results from the static high-
pressure methods (optical microscopy method, dilatometry, and Brillouin scattering)
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larly as microscopy methods continue to be refined. Recent examples of extensions

of this work include the confocal imaging of water in a diamond anvil cell, [164]

and the application of x-ray microtomography to interrogate sample volume at high

pressures [165]. Direct measurement of volume continues to be a challenge to be

addressed for amorphous materials at high pressures.

4.4 Dynamic Experimentation

Shock compression science over the past 30+ years has provided a reasonably good

assessment of the shock response of a number of polymeric materials. There was

a large experimental thrust focusing on polymers during the 1960s-1970s, when

much of the Los Alamos Scientific Laboratory data was collected, then again over

the last 10 years or so in both the US and UK. This is due in part to the general

applicability of many shock techniques to the bulk response of polymer samples.

There are several challenges to deciphering the effects of shock loading on mate-

rials. These include temporal limitations of the short timescales of the experiments

(nanoseconds to microseconds), and reliable methods for bridging the gap between

what is typically measured in a shock experiment, i.e., the macroscopic features of

the shock environment (velocities, pressures, etc.), and the microscopic structural

changes that occur during the shock pulse. These changes must be gauged either by

fast spectroscopic techniques or by postmortem recovery and analysis.

The thermodynamic parameters associated with Hugoniot locus, pressure, spe-

cific volume (density), and specific internal energy, can be determined indirectly

through the direct measurement of shock and particle velocity and the Rankine-

Hugoniot equations derived from the conservation of mass, momentum, and energy

across a shock discontinuity:

V
V

=
1−up
Us

P−P0 = ρ0Usup (4.71)

E−E0 =
1

2
(P−P0)(V0−V )

Hugoniot loci determined from direct shock and particle velocity measurements

are often presented in the shock velocity–particle velocity plane. Barring phase

transitions or other dynamic processes, this relationship is expected to be linear,

Us = c0 + sup. The value of up = 0, or the y intercept of the linear fit to the data

in the Us− up plane, is the bulk sound velocity, c2
b = Ks

ρ . The slope of the data in

this plane, s= (K′+1)/4, where K′ is the pressure derivative of the isentropic bulk

modulus.
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4.4.1 High-Explosive Driven Experiments

Early insights into shock physics of polymers was gleaned from a large number

of plane wave lens experiments at LANL and elsewhere [166]. Carter and Marsh

performed arguably one of the most comprehensive shock-wave investigations of

polymers over the course of several years during the 1960s-1970s. While much

of this data is published in the LASL Shock Handbook, a second LANL report

specifically details their findings on polymers, and in particular their propensity

to undergo reactions under shock-wave conditions, was published in 1995 [166].

Carter and Marsh’s compendium detailed data for many important polymers includ-

ing polyethylene, polyvinyl chloride, PTFE, PCTFE, PMMA, polystyrene, epoxy,

and polyurethane.

The pressures accessible in these early experiments result from HE products driv-

ing a flyer plate, or alternatively, direct drive through boosters, and buffer materials,

such as a PMMA. Shock velocity is often obtained from “flash” associated with

argon or other flash gaps (transit time across sample), while the particle velocity is

obtained by impedance matching method, using standards with known Hugoniots,

or more recently velocimetry methods. A diagram of a plane wave lens assembly

is shown in Fig. 4.21. Advantages of this method is that lots of data can be ac-

quired with a single shot, but disadvantages include accessibility to firing sites, re-

producibility, planarity of the shock break-out from the plane wave lens, and limited

insight into the shock process.

Carter and Marsh discovered several unique features associated with the Hugo-

niot behavior of polymeric materials. The first is that linear Rankine-Hugoniot be-

havior in the Us− up plane typically does not extrapolate to the bulk sound speed,

e.g., there is curvature in this plane at low particle velocities [167]. Nonlinearity in

the Us− up plane at low up was attributed to the disparity in intermolecular vs. in-

tramolecular forces in the polymeric chains. At low pressures, the compressibility is

dominated by H–H interactions between chains, compared with intramolecular (co-

valent) forces at higher pressures. The disparity in forces gives rise to greater com-

pressibilities at low pressures to a “crush-up” pressure at which the intermolecular

forces become comparable to the intramolecular forces, and the polymer behaves

similarly to most crystalline solids.

Fig. 4.21 Diagram of exper-
imental setup for plane-wave
lens driven experiments

Drive Plate 

Fast HE 

Detonator 

Slow HE 

Booster HE 

Test samples 
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Fig. 4.22 Hugoniot data for linear polyethylene (◦) and polystyrene (•) from Carter and Marsh
offset from one another in the shock velocity–particle velocity plane. There is a clear break in
linearity for the ring-containing polystyrene near up = 3.5kms−1

There is also a nearly universal change in slope in the polymer Hugoniots in

the same plane at particle velocities between 2.5 and 3.5kms−1. From the cusp in

the P-V plane, Carter and Marsh estimated volume changes for various polymers,

and qualitatively associated larger changes in volume at the transition with those

containing side chains or pendant moieties, particularly ring structures. As seen in

Fig. 4.22, the Hugoniot for polyethylene is fairly linear, while polystyrene has a

pronounced cusp at up∼3.25kms−1. The cusp has been attributed to interchain

chemistry by Carter and Marsh, and to the on-set of shock-induced decomposition

processes.

4.4.2 Gun-Driven Experiments

A more commonly used method for obtaining Hugoniot data today is gun-driven

plate impact, which uses gas- or powder-driven guns to launch projectiles contain-

ing impactors onto stationary targets. The advantage of this method is that the input

shock can be well-controlled and well-understood through the use of multiple diag-

nostics, and even tailorable by use of different types of impactors. There are several

active gas gun facilities in the US and abroad. Accessible impact velocities with

single- and two-stage light gas guns can range from ∼100ms−1 or less, to over

7kms−1. Reaching the higher limits of projectile velocities requires the use of high-

performance guns with small bore launch tubes. Common diagnostics on gas gun

experiments are shorting or piezoelectric pins, velocimetry probes such as point- and

line-VISAR methods [168–171], ORVIS [172], and more recently photon Doppler
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velocimetry (PDV) [173–175] and embedded gauging methods using materials such

as maganin, PDVF, or Al-foil electromagnetic gauges. These methods provide nec-

essary insight into dynamic processes, such as the shock-to-detonation transition in

explosives, or phase transitions, viscoelasticity, melting, and spall from the direct

measurement of the shock-wave profile as it transits the material.

4.4.3 Hugoniot Data for Binder Materials

4.4.3.1 Estane 5703

Carter and Marsh first measured the Hugoniot for Estane 5703 using plane-wave

lens techniques [150]. Experiments were performed on a material with an initial

density of 1.186gcm−3. The linear fit to their 17 Hugoniot points between 1.13 and

17.90 GPa is Us = 2.32 + 1.70up. There is some evidence of increased scatter, and

the on-set of curvature in theUs−up plane at low pressures.

Johnson et al. followed the early work on Estane 5703 by examining its dy-

namic response at low pressures, and adding data on the binder in PBX 9501,

Estane-NP [176]. The Estane 5703 studied had an initial density of 1.19gcm−3.

The 50:50 Estane:NP mixture has a higher initial density, 1.27gcm−3. Polymer tar-

gets were impacted by z-cut quartz and TPX (poly(4-methyl-1-pentane) impactors

in gun experiments using a single stage gas gun. The Hugoniot points for Estane at

low particle velocities (0.076, 0.124, and 0.291kms−1) reveal the curvature of the

data in this plane, approaching the bulk sound velocity (1.742kms−1) of the poly-

mer at the intercept. The linear Rankine-Hugoniot fit to just the low-pressure data

gives Us = 2.00 + 2.00up. Just two Hugoniot points are reported for the Estane:NP

binder material, at impact velocities of 196ms−1 with TPX, and 179ms−1 with z-

quartz [176]. A linear fit to these two data points gives Us = 1.74 + 2.57up. There

have been no extensions of the Hugoniot for Estane 5703 above a particle velocity of

2.5kms−1, which is just below the region where most polymers undergo a chemical

change.

Bourne et al. have also studied the shock response of Estane [177]. In their exper-

iments, tungsten, copper, or aluminum impactors mounted in polycarbonate sabots

were launched using 50 and 75 mm bore light gas guns. Longitudinal stresses were

determined by the response of manganin gauges mounted at the impact and rear sur-

face of the targets. In addition, lateral stress gauges (manganin, MicroMeasurements

LM-SS-125CH-048) were embedded into the materials∼4mm from the impact sur-

face off center-axis.

4.4.3.2 PTFE

PTFE is the most commonly encountered engineering polymer. The shock behav-

ior of PTFE has been extensively studied. In fact, it may be the most examined
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polymer by shock-wave methods to date. High-pressure experiments using high ex-

plosively driven experimental assemblies and gas gun-driven plate impact have been

performed by Johnson et al. [176], Carter and Marsh [166], Morris and cowork-

ers, [178], and others [179]. By far the most thorough investigation of the shock

response of PTFE, including development of equation of state and shock recov-

ery, has been performed by Morris et al. [178] PTFE is known to have a complex

phase diagram with at least four known crystalline phases near ambient pressure

and temperature. Detecting evidence of the phase II–III crystalline phase change in

dynamic experiments was pursued by Champion [180] and Robbins [180,181]. The

II–III transition occurs under static high pressure near 0.5–0.6 GPa [182–185]. Re-

cently, this transition was also observed under laser shock conditions using Raman

spectroscopy [186].

A selection of Hugoniot data for PTFE is shown in Fig. 4.23. Recently, additional

Hugoniot data were reported on well-characterized DuPont-grade PTFE [187].

Generally, there is good agreement in the Hugoniot data measured by multiple

laboratories. Scatter in the data is likely due to varying amounts of crystallinity and

thus different densities. For example, the material studied by Carter and Marsh had

an initial density of 2.152gcm−3, whereas that studied by Morris et al. had a density

of 2.204gcm−3 indicating a difference in percentage crystallinity of nearly 20%.

At low pressures, Champion reported a cusp attributed to the II–III phase transi-

tion associated with a change in volume of 2.2% [180]. His linear fits to the data

below and above the cusp are Us = 1.258 + 2.434∗up at pressures <5kbar and
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Fig. 4.23 Hugoniot data for PTFE in the shock velocity–particle velocity plane from several
sources
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Us = 1.393 + 2.217∗up at pressures >5kbar [180]. Robbins et al. also observed a

cusp in the Hugoniot consistent Champion’s results, though at slightly higher pres-

sure (∼7kbar) [181]. The sample used in Robbins’ experiments had a lower density

than that used in Champion’s work, indicating a lower crystallinity. The purpose

of the more recent experiments was to apply the shock-wave methods to a well-

characterized PTFE sample, in which the percent crystallinity and other properties

of the material were well known. One of the unique aspects of the work performed

at LANL was the use of embedded electromagnetic gauges, which give direct in-

sight into shock-wave evolution through a material through the in-situ measurement

of particle velocity and shock-wave profiles [188]. Inspection of the shock-wave

profiles also revealed a dependence of the dynamic response of PTFE to shock in-

put pressure. At low pressures, significant rounding on the front of the wave profile

was observed, which lessened with increasing input pressure. Wave profiles from a

single high-pressure experiment at 11.7 GPa did not show any appreciable round-

ing. Additional work is still needed to understand the dynamic of wave evolution

in polymers and its relationship to strain-rate dependent mechanical properties as a

function of input shock pressure and strain rate.

4.4.3.3 THV 500 and Viton B

The THV and Viton families of polymers are related fluorinated copolymers. THV

500 is the fluorinated terpolymer described earlier. Viton B resins are close relatives

and are also terpolymers of vinylidene fluoride, hexafluoropropylene, and tetraflu-

oroethylene. The Viton A polymers are copolymers of vinylidene fluoride and hex-

afluoropropylene. DuPont reports that the fluorine content of Viton A is 68% by

weight. Viton A has been used as a PBX binder.

The shock compression behavior of THV 500 has been studied by Dattelbaum

et al. using plate impact methods [189], on the same material as described above.

Plate impact experiments were performed by launching Lexan projectile contain-

ing PCTFE impactors at instrumented THV 500 targets using single- and two-stage

light gas guns at LANL. The experiments used embedded electromagnetic gauges

for in-situ measurement of shock-wave profiles and extraction of particle and shock

velocities. Multiple Hugoniot points were measured and were fit to a linear rela-

tionship giving Us = 1.62 + 2.02∗up. The intercept, 1.62kms−1, overestimates the

bulk sound speed (cb = 1.34kms−1) by ∼300ms−1. In the case of THV 500, the

presence of the hexafluoropropylene in the structure of the polymer is anticipated to

increase the free volume in the network due to the side chains, compared with the

homopolymer, altering the pressure dependence of inter- and intramolecular forces

which are likely responsible for the nonlinearity in the curve at low pressures. An es-

timate of the pressure derivative of the isentropic bulk modulus can also be obtained

from the slope of the linear Rankine-Hugoniot fit, s= 2.02,K′s = 7.1.

Millet et al. studied Viton B by plate impact with aluminum alloy (6082-T6)

and copper impactors launched by a single-stage gas gun [190]. Since Viton B
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contains the TFE repeat unit, the authors also looked for the presence of a low-

pressure phase change similar to that observed in PTFE. The density of the Viton B

studied was 1.77gcm−3, much lower than that of THV 500 despite a qualitatively

similar repeat structure. The lower density points to lower TFE content, and less

crystallinity, though no characterization of the network structure was performed.

The Hugoniot of Viton B was linear in the shock velocity–particle velocity plane

in the pressure regime studied (Table 4.5). In some of the experiments, the sound

velocities at pressure from release wave speeds were also measured, and found to

be quite high (3−4kms−1 range). Overall, the Hugoniot for Viton B lies above that

of both PTFE and PVDF. It was postulated that this could be due to the presence of

bulk −CF3 side-groups in the hexafluoropropylene runs that could inhibit dynamic

flow during shock loading.

Table 4.5 Summary of the results of linear Rankine-Hugoniot fits to experimental Hugoniot data
for binder materials

Polymer name Initial density c0(kms−1) s Source

Estane 5703 1.186 2.32 1.70 Marsh, LASL
Handbook

1.19 2.00 2.00 Johnson et al.
50:50 Estane: NP 1.27 1.74 2.57 Johnson et al.
Kel-F 800 1.998–2.02 1.838 1.824 Dattelbaum et al., 3

crystallinities
Kel-F 81 2.14 1.989 1.763 Sheffield & Alcon,

LANL gun-driven data
Viton B 1.77 1.88 2.37 Millet, Bourne, Gray
THV 500 2.00–2.01 1.62 2.02 Dattelbaum et al.
HTPB 1.46 1.53 2.84 Millett, Bourne,

Akhavan “HTPB 1”
1.43 1.65 2.13 Millett, Bourne,

Akhavan “HTPB 2”
PVDF 1.77 2.587 1.575 Carter and Marsh

1.78 Quadratic fit Us = 2.01+
3.54up−1.72u2

p

Millet and Bourne

Low pressure
PTFE 2.165 1.35 2.45 Robbins – below cusp

2.165 1.20 2.78 Robbins – below cusp
2.175 1.258 2.434 Champion – below cusp
2.175 1.393 2.217 Champion – above cusp
2.150 1.14 2.43 Johnson et al.
2.151 1.68 1.79 Carter and Marsh – low

pressure
2.151 2.08 1.62 Carter and Marsh – high

pressure
2.15 1.84 1.71 Bourne

Polychloroprene 1.42 1.40 4.00 Bourne



184 D.M. Dattelbaum, L.L. Stevens

4.4.3.4 Kel-F 800 and PCTFE (Kel-F 81)

There have been at least five experimental studies detailing the dynamic response of

PCTFE (Kel-F 81), including a published report by Carter and Marsh [166], addi-

tional Los Alamos experiments by Johnson, Halleck, and Wackerle [191], and most

recently, data from Anderson and coworkers [192], Sheffield and Alcon [193], and

Weinberg [194]. The first two series of data were obtained via high explosive-drive

experiments. The data sets from Sheffield and Alcon, and Weinberg are the result of

gas gun-driven plate impact experiments. Anderson’s study focused on symmetric

impact experiments at low pressures (ca. 0.2 and 2.0 GPa) resulting from plate im-

pact at 130−136ms−1 and 766−783ms−1, respectively [192]. In all of the exper-

iments, the shock velocity was measured directly. The particle velocity is obtained

either by impedance matching (in the case of the plane wave lens experiments) or

directly from the response of embedded gauges (in the case of the gun driven ex-

periments at LANL). A linear Rankine-Hugoniot fit to the Kel-F 81 Hugoniot data

from Johnson, Hallacke and Wackerle, Sheffield and Alcon, and Carter and Marsh

below ∼8.0GPa are fairly consistent with one another with Us = 1.963 + 1.839up.
Above up = 1.0mmμs−1, there is a deviation of the data from the linear behavior

observed at low pressures.

Recently, shock-wave experiments have been performed on the PBX binder

Kel-F 800 with varying percentage crystallinity between 1.3% and 15%, using the

embedded gauge technique. The polymer was processed from its granular form

(Fig. 4.24) to create solid billets for the gas gun experiments. Particle (up) and shock

(Us) velocities were derived from the response of the embedded particle velocity

trackers in the gauge package (Fig. 4.25).

The voltage change arising from the electromagnetic gauges is proportional to

the particle velocity in the material, surrounding magnetic field, and gauge length.

The arrival times of the shock at the embedded gauges as a function of Lagrangian

Fig. 4.24 Photographs of Kel-F 800 binder in its as received granules, and after compression mold-
ing at 90◦C and 15,000 psi
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Fig. 4.25 Response of embedded electromagnetic particle velocity gauges for shot 2S-174, Kel-F
81 (PCTFE) impacting Kel-F 800 at 3.2 km s−1

position in the sample were used to deriveUs. Hugoniot loci for all three percentage

crystallinities (MP = 1.3%, HX = 12%, CM = 15%) of Kel-F 800 plotted together

in the Us− up plane can be fit to the linear Rankine-Hugoniot relationship Us =
c0 + sup, with s= 1.824(±0.052) and c0 = 1.838(±0.059). All of the data are well-

represented by this function even with a difference in percentage crystallinity of up

to 15%, allowing one to set margins on the shock response and EOS of the polymer

at a range of crystallinities that may be observed in the binder in the PBX. Linear

Rankine-Hugniot fits to shock data for the homopolymers PVDF and Kel-F 81 are,

for comparison,Us = 2.587+1.575up andUs = 1.963 + 1.839 up, respectively. Each

of the homopolymers is known to exhibit substantially greater crystallization than

Kel-F 800. A compilation of shock-wave data for Kel-F 800 and Kel-F 81, and the

related fluoropolymers PTFE and THV 500 is shown in Fig. 4.26.

4.4.3.5 HTPB

The Hugoniot of HTPB was first measured by Gupta and Gupta [195]. More re-

cently, the dynamic response of two different HTPB compositions was interrogated

by Millett and coworkers. One composition, with a proprietary composition, was ob-

tained from Royal Ordnance, Glascoed, UK. The second material was prepared by

Millett et al. by the reaction of HTPB (Krahn Chemie GmbH) with isophorone diiso-

cyanate, with dibutyl tin dilaureate as the catalyst. The densities of the two materials

were similar: 1.46gcm−3 for the Royal Ordnance formulation, and 1.43gcm−3 for

the Royal Military College of Science material. Both compositions were found to
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Fig. 4.26 Compilation of Hugoniot data on fluoropolymers Kel-F 800, Kel-F 81, PTFE, and
THV 500

have a linear Rankine-Hugoniot response, however, the slopes in the shock velocity–

particle velocity plane were measurably different. For the Royal Ordnance formula-

tion, the results of five shots between hydrodynamic pressures of 0.44 and 3.7 GPa

gaveUs = 1.53+2.84up. Three experiments were performed on the second material

givingUs = 1.65+2.13up. The difference between the two materials was attributed

to additives, including plasticizers, in the Royal Ordance material as it is used in the

formulation of PBXs.

As part of the dynamic experiments, samples of HTPB were recovered after being

shocked to several pressures. The authors concluded that up to 1.5 GPa, there were

no measurable changes in the morphology or chemistry as a result of shock loading.

4.4.3.6 Summary of Hugoniot Data on Binders

Table 4.5 summarizes the Rankine-Hugoniot fits, sometimes referred to Hugoniot-

based equations of state, to experimental shock data for the polymeric binder mate-

rials summarized in the proceeding sections.

Generally, the Hugoniot behavior of binders fall into a range of values. The bulk

sound velocity from the extrapolated y intercept of a linear Rankine-Hugoniot fit

to the data in this plane falls between 1.7 and 2.7kms−1 with an outlier for poly-

chloroprene at 4.0kms−1. Similarly, the slope of the fit, s, is typically between 1.2

and 2.5.

Selected data for the fluoropolymers PCTFE, Kel-F 800, PTFE, and THV 500

are overlaid in the shock velocity–particle velocity plane in Fig. 4.26. The com-

mon features described by Carter and Marsh of the dynamic response of polymers

are observed here. The materials do not exhibit linear behavior across the range of
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particle velocities studied, with curvature observed at both low and high pressures.

In addition, PTFE gives an example of the influence of phase transitions on the

Hugoniot behavior in this plane. The data for PTFE at low pressures lies measur-

ably below the other fluoropolymers in this plane. This is due to the presence of the

helical-to-planar zigzag chain conformation change, and a volume collapse of∼2%,

associated with the low pressure phase II–III transition at 0.5–0.7 GPa.

4.4.4 Isentropic Compression

A complement to shock-wave experiments are isentropic compression experiments,

in which the materials are loaded with a “ramp” wave or a more gradual pressure

wave. Isentropic compression probes the isentrope, another slice of the EOS sur-

face. This section briefly describes the contribution of isentropic compression ex-

periments (ICE), with emphasis given here to the recent ICE on the Z accelerator at

Sandia National Laboratory [196–198].

At low volumetric strain, a Hugoniot curve and an isentrope are essentially iden-

tical [199]. To fully describe a Hugoniot curve, several impact experiments are re-

quired; however, the path of an isentrope may be developed in a single experiment.

For ICE with the Z accelerator, a square short configuration connects the cathode

and anode with an evacuated gap running between them. A current pulse is applied

and a smoothly increasing pressure load at the surface of the sample is generated by

the cross-product of the current density, J, and the resultant magnetic field, B. The

time-varying, magnetic pressure is given by [197],

PB(t) =
1

2
μ0 [J]2 (4.72)

where μ0 is the permeability of free space. With a typical current pulse reaching a

maximum of 20 MA in a rise-time of around 2μs, the resultant PB is on the order

of 100 GPa. Given the nonlinear response of materials at these pressures, the ini-

tial compressive wave would eventually become a shock wave. However, this can

be avoided by judiciously choosing sample dimensions, drive pressure, and pulse

duration.

By driving two samples simultaneously with the Z accelerator, isentropic EOS

measurements can be taken. One sample serves as an internal reference relative to

the other. Using a velocity interferometer system for any reflector (VISAR), the ve-

locity histories are measured at the rear surface of both samples. With the sample di-

mensions and velocity histories known, the P–V isentrope can be constructed [200].

Isentropic compression experiments (ICE) have been performed by a joint

Sandia-Los Alamos National Laboratory team on Estane 5703, Estane-NP, a com-

posite of small particle size HMX crystals in Estane binder, PTFE, Kel-F 81, Kel-F

800, and THV 220 (a copolymer of tetrafluoroethylene, vinylidene fluoride, and

hexafluoropropylene produced by Dyneon) on the Sandia Z machine [201–205]. In

addition, experiments have also been performed on HTPB [202, 206].
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4.4.5 Special Topics: Behavior of Polymers under
Dynamic Compression

4.4.5.1 Compressibility of Polymer Networks

Curvature in the Hugoniot in the shock velocity–particle velocity plane data at low

up is common for liquids, polymers, and soft organic materials. It has been attributed

to the compression of porosity and free volume that occurs at fairly low pres-

sures [207], as well as to disparities in intra- and intermolecular forces in crystalline

materials. In liquids, the curvature is gradual, however it is often more pronounced

in solid polymers networks, reaching a “crush-up” pressure at which the free volume

is fully compressed out by 1–1.5 GPa. In polymers, free volume can be attributable

to interchain spacing and volume-producing features in the network structure (cross-

linking, branching, side chain size, etc.). Free volume content is important in many

industrial applications, for instance, for gas permeability, and diffusivity of small

molecules in polymer networks, and viscoelastic properties [166, 208].

There are several methods for estimating free volume in polymers. A well-known

approach is the combined method of Williams-Landel-Ferry (WLF) and Doolit-

tle [209]. This approach is based on an empirical observation that above Tg, the

temperature dependence of all mechanical and electronic relaxation processes in

amorphous polymers can be described by a single function. There is an empirical

“universal constant” in this function that has been related to polymer free volume.

The “universal constant” arises from invoking Doolittle’s equation, which surmises

that the temperature dependence of polymer viscosity is based largely on free vol-

ume content [209, 210]. There is an abrupt change in free volume as T → Tg, and

correspondingly a large increase in viscosity [211–214]. The nature of the volume

change at Tg was found to be nearly universal for all supercooled liquids [209]. The

fractional free volume ( fg = ( v f
(v0+v f )

), where v0 and v f are the core and free volume,

respectively) at the glass transition temperature Tg has been found to be a nearly

universal value of fg∼0.025 (or 2.5%). The universality of this value is consistent

with the iso-free volume postulate of Fox and Flory, and Simha and Boyer, which

assumes a constant coefficient of thermal expansion of the free volume, αFV,glass,

below Tg [215, 216]. Above Tg, the fractional free volume in amorphous polymers

increases in proportion to the difference in thermal expansion above and below Tg
(α2 = (α>Tg −α<Tg) and the temperature as f = fg+α2(T −Tg)) [209].

An “iso-core” volume model, assumes that the core volume of the polymer

stays constant and bulk volume changes with temperature are solely related to the

free volume. Recently, Positron Annihilation Lifetime Spectroscopy (PALS) cou-

pled with P–V–T experiments has been used to elucidate the amount of free vol-

ume in polymers and its temperature-dependent expansion behavior both below and

above Tg. PALS is the only direct means of experimentally determining free vol-

ume content [208]. Recent work has discovered that the glassy state for amorphous,

moderate molecular weight polymers such as poly(methylmethacrylate) (PMMA),

poly(styrene) (PS), and poly(2,6-dimethylphenyleneoxide) (PPO) is, in fact, not an

iso-free volume state [217]. There are net increases in both core- and free-volume
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with temperature below and approaching the glass transition temperature. In fact,

the free volume expansion, as opposed to “core” volume expansion, dominates bulk

thermal expansion below Tg, in contrast with the iso-free volume assumption by

Fox et al. and Simha et al. (αFV can be over an order of magnitude greater than

αcore) [215, 216]. An abrupt break in free volume content occurs at Tg, followed by

much greater thermal expansion of the free volume fraction above Tg. Bulk thermal

expansion above Tg is, again, largely dominated by the free volume and is attributed

to polymer chain mobility in a “liquid”-like state above Tg. At their respective Tg’s

the free volume content in PMMA, PS, and PPO ranged from ∼6% to 15%, signifi-

cantly higher than the “universal” 2.5% [217].

A first principles approach derived from van der Waals and molar volumes can

also be used to estimate free volume. The van der Waals volume for a molecule or

polymer chain can be calculated according to the method of Bondi using recom-

mended values for atomic and group radii [218]. This method assumes spherical

shapes and a knowledge of bond distances, angles, and van der Waals radii, rw. The

van der Waals (VW) volume is related to V ∗, the minimum in a Lennard-Jones inter-

molecular potential, by an experimentally determined empirical linear function V ∗
= 1.3–1.4VW at 0 K, or more specifically [V ∗ = (1.45∗VW) + 3.88] for polymers and

[V ∗ = (1.6∗VW)] for liquids [219]. The free volume can be estimated from the van

der Waals volume, scaling or core volume, andVf (free volume) = 1 -Vcore/Vm(Vm is

the molar volume or 1/ρ).

We have applied some of these methods to estimate the free volume of a cross-

linked PDMS network [50]. Examination of the volumetric thermal expansion coef-

ficient of linear PDMS and the cross-linked network Sylgard 184 [220], combined

with application of the WLF/Doolittle method gave a free volume content, fg∼10–

15% above Tg for linear PDMS depending on molecular weight. A molecular fea-

ture of note for PDMS is that the molar volume decreases (and density increases) as

the molecular weight increases due to fewer end groups and better chain organiza-

tion [78]. Application of a modified P–α model described previously to curvature in

the shock velocity–particle velocity plane was also performed for Sylgard 184 [207].

The porous EOS analysis predicts a free volume content of approximately 10%, with

a complete crush-up pressure of∼1.5 GPa. Previously, this model was applied to Es-

tane 5703, yielding a free volume estimate of only 1.4% [207]. The phase separation

and organizing features of the network structure of Estane 5703 could account for

the smaller predicted free volume. Similarly, this method yielded an estimate of 3%

for Kel-F 800 [221]. Recently, there have been attempts to measure the free volume

in binder materials using positron annihilation lifetime spectroscopy (PALS) [222].

For Sylgard 184, the free volume from PALS was ∼18%, which is in line with the

estimates from the methods described above.

4.4.5.2 Shock-Induced Chemistry in Polymers

Shock waves in both energetic and inert materials can induce damage, fracture, and

chemistry by the high pressures and temperatures that are typically generated during
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the shock. As soft materials, polymers are subject to plastic deformation, shock

induced damage, and chemical transformations at lower pressure and temperature

thresholds than other classes of materials.

Carter and Marsh found that polymers almost universally undergo a high-

pressure transition marked by a change in slope in the Us, up plane between up∼
2–3 km s−1 [166]. This break in the shock velocity–particle velocity plane has been

attributed to dissociation but not rigorously investigated for multiple classes of poly-

mers. There has been some debate about the microscopic molecular origin of this

transition, and whether it is a solid–solid phase transition or a dissociation reaction

into product species. Morris et al. found that the high-pressure phase transition in

polyethylene driven by a steady-state Mach compression disk was attributed to the

irreversible dissociation into products [223]. Post-shock recovered samples were

examined to characterize atomic and molecular species, structure, and morphology.

The majority of the bulk product was determined to be amorphous carbon.

Morris et al. also performed shock-recovery experiments on PTFE to aid in the

interpretation of the Hugoniot, and specifically the presence of cusps or nonlinear-

ities at high pressures [178]. In their experimental apparatus, a PTFE cylinder was

confined within a steel tube. A Mach disk was then introduced into the center of the

sample, with a large radial distribution of pressures from the center of the cylinder to

the confining walls. Post-shot inspection of the PTFE cylinder showed a small hole

in the center filled with amorphous carbon. Gas analysis of the products showed that

CF4, C2F6, and other perfluorinated gaseous species were formed.

While it is assumed that polymers dissociate into small molecular species like

explosives under sufficient shocked pressures and temperatures, preliminary detona-

tion chemistry apparatus experiments (LANL) suggest that only partial fragmenta-

tion may occur, such as in polydimethylsiloxane foams in which oligomeric species

were observed in the product mixture [224]. There has also been report of persistent

radical species observed in shock loaded and recovered samples of PMMA, Kapton,

and Vespel [225].

Graham and others have examined a possible effect of partial bond breakage in

polymers under shock loading. Several polymers have been shown to exhibit shock-

induced conductivity or shock-induced polarization. Shock-induced polarization has

been observed in polymers such as polymethylmethacrylate, polystyrene, nylon,

epoxy, polyethylene, PTFE, polyvinyl chloride, poly(pyromellitimide) (PPMI, or

Vespel SP-1), and others [226–232]. In all cases, there appears to be a percent-

age compression on-set to the phenomenon. Graham investigated the compression-

effective polarization phase space for several polymers and identified three regions:

an onset compression, a region of strong polarization generation in which the po-

larization ranges over three orders of magnitude, and a saturation region [232]. He

also found that polymers with complex backbone structures, often incorporating

ring structures, exhibited the strongest shock-induced polarization, and suggested

that this may be due to an increased inclination to undergo shock-induced bond

scission.

Shock-induced conduction measurements date back to Russian work in the late

1940s on PMMA [233]. Conductivity under both dynamic and static high pres-
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sures has been investigated for PTFE, PE, polyvinylchloride, polyvinylacetate,

polychlorotrifluoroethylene, and polyethyleneterephthalate, with many of these

materials remaining insulators or even showing an increase in resitivity at high

pressures [234–237]. However, investigations of thin films of PPMI and Kapton

have shown an electrical “switching” effect under shock-wave loading [234].

Related to this work is shock-induced piezoelectric effects in polyvinylidene-

fluoride (PVDF). PVDF adopts a TGTG (T = trans, G = gauche) configuration

in its α-phase, but converts to an all trans, β structure when stretched or suffi-

ciently deformed [238]. The β is spontaneously polarized due to the orientation

of the dipoles along the polymer backbone. This deformation-induced phase trans-

formation has been exploited for the use of PVDF a stress gauge in shock-wave

experiments [239–242].

Sheffield and Dattelbaum recently examined the shock response of simple

molecules that were expected to react under shock loading as models for carbon- and

silicon-based polymers [243]. In shock-wave experiments on tert-butylacetylene

and trimethylsilylacetylene, both materials underwent shock-induced chemical re-

actions at moderate pressures in which the reaction products were more dense than

the liquid reactants. By studying the two materials with a change in structure of only

one atom (from C to Si), the authors hoped to find a difference in the compressive

energy input required to break the chemical bonds. Interestingly, the energy was

nearly identical in both materials, indicating that the first bond to break was likely

a C–H bond on the acetylene moiety rather than a C–C or Si–C bonds between

the bulky substituent and acetylene group. It was postulated that the shock-induced

reactions were likely related to dimerization and trimerization of the acetylene

molecules under shock conditions.

Like knowing the first chemical steps in the initiation of explosives, understand-

ing shock-induced chemistry remains a major challenge. The characterization tools

for polymers are necessarily different than metals. Unlike metals, one cannot rely on

crystallographic information to determine shock-related damage mechanisms. How-

ever, one can anticipate and interrogate measurable changes in polymeric materials

during and post-shock loading such as melting, changes in crystalline content and

density, plastic deformation and related changes in microstructure and texture, phase

transitions (and the possibility of metastable phases), and dissociation chemistry.

4.4.5.3 Shock Recovery of Polymers

Shock recovery, or shocking samples with postmortem inspection and characteriza-

tion, is a common method for probing the effects of shock loading on material prop-

erties. Key to the success of shock recovery and shock-induced damage evaluation

experiments is the careful design of sample geometries and loading paths to ensure

that recovered samples had been subjected to primarily uniaxial shock compression

under well-understood conditions (such as peak pressure etc.) [244–249]. Soft re-

covery experiments use “momentum trapping,” in which the test sample is confined

by a shock impedance-matched material in order to mitigate radial release waves
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(and possible spall) at the sample boundaries (edges). To further minimize ten-

sion and plastic work from occurring as a result of rarefraction wave interactions, a

sample diameter-to-thickness ratio of 7:1 is also recommended for recovery experi-

ments [250]. Several authors have experimented with a variety of sample geometries

including confined, star-shaped, square, and composites of the above [245–249]. A

measure of the success of the momentum trapping experiment can be determined by

inspection of the residual strain in the sample, εres, which is the ratio of sample thick-

ness before and after the test [251]. Typically, εres is 0.2% to 0.5% for a successfully

trapped experiment on metals [250]. Postmortem analysis of grain structure (metals)

and bulk mechanical properties gives insight into damage mechanisms derived from

shock passage.

There are numerous reports of shock-recovery of metals and investigation of

shock-induced damage and strength changes by postmortem inspection and test-

ing [252–257]. This type of information is much rarer for polymers and other soft

materials because of challenges associated with both controlled 1-D shock-wave

loading, and the “soft catch.” A successful approach for shock recovery of met-

als introduces a shock wave into a sample typically by explosively launched or gas

gun-driven plate impact, through a same-material front surface plate or window. The

sample to be studied is contained in an assembly that has several features serving

several functions. Momentum trapping rings, impedance-matched to the target, ac-

commodate release waves from the assembly sides, and minimize interface wave

interactions between the target and the rings. The sample is released from both the

high-pressure state, and mechanically released from the rings into a soft catch ma-

terial before rarefaction waves from the sides can impinge on the sample. It has

been determined that two lateral momentum trapping rings are optimal for this pur-

pose [252]. The sample is further contained by spall plates at the backside of the

assembly (i.e., opposite side of sample from impact face), whose purpose is to ab-

sorb damage and spall behind the sample. The target assembly also typically has

a sabot-stripper on the front end to strip off the heavy sabot that may damage the

sample at late times, and a soft catch chamber, consisting of soft cloths, felt, or, as

sometimes used in the recovery of explosively driven shock experiments, a large

water reservoir.

Bourne and Gray performed Eulerian hydrocode simulations of their soft re-

covery apparatus used for polymers to validate the experimental design [258].

Their simulations showed nominally 1-D strain during the duration of the shock

experiment, and a maximum lateral strain in the sample of ∼0.2%. This assembly

has been applied to study shock-induced changes in PMMA, HTPE, PTFE, and an

HTPB-glass composite.

PMMA was used to test the soft recovery assembly. Impact of an EN3 steel

flyer plate into the PMMA at 300 m s−1 resulted in a fully recoverable PMMA

sample, with measured lateral strains calculated from postmortem dimensions of

<1%. The sample itself was also permanently (plastically) compressed in the shock-

wave direction.

Shock recovery experiments on HTPB examined the same material subjected

to shock loading, [259] a isophorone diisocyanate (IPDI) cross-linked formulation.
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Soft-recovered HTPB did not show any changes in its glass or melt transition tem-

peratures. Further, there was no evidence of any chemical changes in HTPB to a

shock pressure of 1.5 GPa, including no evidence of any change in molecular weight

or cross-link density.

An extension of the work on polymers is the investigation of the response of

polymer-glass composites, prepared as stimulants of plastic-bonded explosives. In

one experiment, a composite consisting of 30μm diameter glass beads in an HTPB

matrix was impacted by a steel flyer plate traveling at 200 m s−1 [259]. Inspec-

tion of the composite by scanning electron microscopy (SEM) before and after the

experiment showed evidence of cracking and decohesion of the binder from the

glass particles following shock loading, with no damage observed in the glass beads

themselves.

Brown and coworkers recently described shock recovery of PTFE at pressures

below and above the phase II–III crystalline phase transition [260]. PTFE was re-

covered from a shock recovery fixture similar to that described by Bourne et al. with

less than 1.3% residual strain. They found that shock loading above the phase transi-

tion resulted in an increase in crystallinity from 38% to 53% by differential scanning

calorimetry. They were also able to correlate the input shock pressure with changes

in microstructure by tapping-mode atomic force microscopy. From post-shock eval-

uation of the mechanical properties, shocked PTFE below the phase change showed

a decreased Young’s modulus and yield stress, while shocked PTFE above the phase

change showed increases in both the modulus and yield stress.

4.4.5.4 Spall in Polymers

Spall fracture is fracture in a material resulting from the interaction of rarefaction

waves placing a material in dynamic tension. Though all fracture is by definition a

“dynamic process,” spall occurs at high-strain rates and typically after a compres-

sion/shock wave has passed through the material. Posttest analysis adds insight into

the spall process by looking at the nucleation, growth, and coalescence of microc-

racks or voids in the material in order for the spall mechanism to be described by

appropriate models [261]. Therefore, spalled samples are often “soft-recovered” by

being caught in soft rags or other “soft” environments (such as water or felt) for

postmortem analysis.

There exists a solid foundation of literature reports with appropriate experimen-

tal designs for studying shock recovery in metals [250, 251]. The total flow stress

in metals can be attributed to several factors including the strength of dislocation–

dislocation interactions, the Peierls distortion barrier, hardening mechanisms, and

grain boundaries [250, 251]. Changes in microstructure are dependent on the strain

path, its rate, and temperature. Postmortem analysis of metals such as copper, alu-

minum, zinc, zirconium, and others by scanning electron microscopy (SEM) and/or

transmission electron microscopy (TEM) reveals that changes in microstructure in-

duced by high-strain rate deformation can include dislocation, planar slip, stack-

ing faults, and twinning [251]. If the materials are properly shock loaded and
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trapped, the damage is typically uniformly distributed throughout the material [250].

Metastable phases that exist back to ambient conditions have also been discovered

in some cases [250]. Complementary to microstructural analysis, postmortem me-

chanical testing strengthens the micro- to macro-scale understanding of the shock

effects on final bulk material properties. Most metals undergo greater work harden-

ing under shock conditions than under comparable quasi-static deformation to the

same strain which results in a greater overall yield strength under reloading. The

work hardening has been attributed to a higher concentration of dislocation sites in

the shock-loaded metal.

There is comparably little information on shock damage in ceramics or other brit-

tle materials. The primary reason for the lack of data is their low yield strength and

consequently high probability of fracture from both radial waves and from stress

concentration and fracture under compression waves [261]. Pores, microcracks, and

grain boundaries are stress concentrators in the inherent microstructure of ceramic

materials, initiating fracture. These materials are inherently inhomogeneous and

generally undergo plastic deformation as their dominant damage mechanism. It is

also difficult to determine fracture mechanisms in highly fragmented samples be-

cause one cannot distinguish between plastic deformation due to the shock process

or due to the tensile release in fragmentation.

While there are few reports on shock-induced damage in polymers, there have

been reports of spall fracture in poly(methylmethacrylate) (PMMA) and polycar-

bonate (PC), both glassy, rigid polymers. In PMMA, small-scale oscillations or re-

verberations were evident in the spall signal and were found to be unique to this

polymer [261]. These likely arise from reverberations in the spalled piece and per-

haps from the viscoelastic response of this amorphous polymer. As the peak input

stress was increased in PMMA, the spall became more viscous, presumably due

to heating and plasticization of the polymer [261]. The spall strength of PMMA

was determined to be 0.17–0.21 GPa. PC is transparent, making it easy to mea-

sure macrocracks in the material. Work by Curran, Shockey, and Seaman showed

that spall in PC occurred from the compilation of many short cracks through the

specimen [261]. There was very little nucleation, but cracks grew significantly once

nucleated and coalesced into a large crack.

Kanel et al. [261] have also examined elastomers, and found them to be inher-

ently different than other polymers. In these materials, spall does not occur, rather

void formation occurs, which typically proceeds ultimate rupture. This occurs at a

low “microvoid nucleation strength” of 15–30 MPa and the material does not un-

dergo complete failure.

Johnson and Dick investigated the spallation behavior of Estane as a follow-on

to their work measuring the low-pressure Hugoniot and investigating the viscoelas-

tic properties of the binder [262]. Shock-release wave profiles were measured using

VISAR, which were referenced to piezoelectric pins on the impact surface for the

determination of the shock velocity. Modeling of the data with a finite-difference

wave propagation code containing a simple void-growth model, successfully repro-

duced giving a void growth threshold of 65 MPa. The void growth kinetics also
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reproduce a gradual loss of material strength indicated by the VISAR profiles. No

attempts at shock recovery were performed to inspect the nature of the failure.

Bourne and Gray also focused on the spall and shear strengths of Estane under

increasing shock loading [177]. Estane showed a spall signature at 280 m s−1 impact

conditions, which would correspond to a low spall strength of 0.015 GPa, however

no evidence of damage was observed in the target. From the response of lateral

stress gauges located near the impact surface, there is a decrease in the lateral stress

as a function of time, which they report as indicative of a decline in shear strength

in the material under shock loading.

4.5 Conclusions

Polymers possess intricate behavior. Remaining challenges to understanding their

equation of state and dynamic behavior include measurement of material properties

at very high pressures (>10–20 GPa), persistently underexplored phase diagrams,

interrogation of high-pressure chemistry, and understanding of their highly pressure-

and strain-rate dependent properties. The development of new tools and methods for

studying the dynamic behaviors and equation-of-state properties of amorphous ma-

terials was recently cited as one of the priority research directions for understanding

materials under extreme conditions [263]. As we continue to require better models

for polymers as a high-pressure community, new discoveries relating to the response

of these amorphous (or semi-amorphous) materials under extreme conditions are

certain.
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Chapter 5
Reaction Kinetics

Suhithi M. Peiris

5.1 Introduction

Detonation, which is the result of a reacting high explosive, is not a simple chem-

ical reaction. Instead it is a complex process of rapid chemical changes that give

rise to equally rapid mechanical and physical changes. Initially, as the explosive is

initiated or subjected to a stimulus such as a shock wave, energy is transferred to

the material causing mechanical deformation and heating. The transferred energy

and heating produce chemically excited species, leading to initial bond-breaking or

reaction initiation. These processes are thought to occur in a Hot-Molecule Zone

(HMZ). Once reaction is initiated, sequences of chemical reactions follow resulting

in the liberation of chemical energy and the production of gaseous reaction products.

To understand and predict the behavior of energetic materials, reaction rates and

kinetic measurements of reactions in the HMZ need to be measured and understood.

The initiation of chemical reactions and energy release from the HMZ or “hot spots”

has been the subject of a great deal of research. However, dynamic measurements

such as shock studies are limited to a few analytical techniques, simply because

equipping such experiments with spectrometers and detectors that can capture fast

chemistry during shock initiation is extremely challenging. Therefore, the param-

eters that characterize reaction kinetics, the reaction mechanism, and initial bond-

breaking transitions states, are often evaluated at lower pressures and slower heating

rates than exist in the HMZ and extrapolated to the probable conditions in the HMZ.

Accurate prediction of reaction products and detonation modeling critically requires

these parameters at high temperature and high pressure of the hot-molecule zone.

Compared with fast dynamic measurements, static high pressure, such as that

maintained in a diamond anvil cell, allows time for detailed chemical analysis at

the pressures usually found in the HMZ. When energetic materials are initiated by

heat pulses or laser radiation, their global reactions show the slow induction, fast

growth, and slow deceleration features of typical sigmoid-type curves. Various ki-

netic models are available to copy the induction, growth, and deceleration features

S.M. Peiris, G.J. Piermarini (eds.), Static Compression of Energetic Materials, 203
Shock Wave and High Pressure Phenomena,
c© Springer-Verlag Berlin Heidelberg 2008
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of reactions occurring in the solid phase. Therefore, this chapter will start with an

introduction to the most relevant solid-state sigmoid kinetic models, followed by

descriptions of data and measurements on the reaction or thermal decomposition of

a number of energetic materials under static high pressure.

5.2 Kinetic Models

5.2.1 Background

A decomposition reaction is the chemical process that signifies the breakdown of

the reactant to produce simpler, more stable products. In the case of solid high ex-

plosives (HEs), the solid HE decomposes to form final products that are gases such

as CO, NO2, CO2. or N2, with perhaps some remaining solid C in the form of soot.

Usually the reactions of HEs are easily initiated with the use of heat, shear energy,

friction forces, or shock waves. Since all these methods of reaction initiation lead

to the decomposition of HEs, most of the discussions in this chapter will apply to

all of them. However, the decomposition pathway or mechanism by which the de-

composition occurs might depend on the initiation mechanism and may start with

initial bond breaking, or with melting, or with evaporation followed by initial bond

breaking, or other yet unknown mechanisms. In addition, under high pressure when

the solid HE is compressed, the solid-state lattice is held together to higher temper-

ature and intermolecular reactions become more important than at ambient or low

pressure where volatilization/evaporation is seen prior to chemical reaction. There-

fore, the method of initiation, the rate of heating, etc. will most likely change the

first few mechanistic steps of HE decomposition reactions, and this chapter will fo-

cus on solid-state reaction kinetics as relevant to higher pressure studies and fast

heating rates.

Considering the decomposition of a solid HE where the initial reaction oc-

curs within the lattice of the solid, the reaction is spatially limited to the location

where it was initiated. Unlike with gas-phase or even liquid-phase reactions, solid-

phase reactions propagate in a ever-widening volume within the limits of the three-

dimensional solid [1]. In such a case, there is a “boundary” or a surface, where the

reaction is occurring, with reacted material on one side and unreacted material on

the other side. This boundary or surface is usually referred to as the “reaction in-

terface.” Because reactions occur in the reaction interface, concentration of species,

usually defined as the total number of moles of that species in the volume, and the

commonly known kinetic rate laws that use concentration, cannot be easily applied

to solid-state reactions. Instead, the kinetics of a solid-state reaction is determined

by the velocity with which the reaction interface advances into unreacted or un-

changed material [1]. This is a process necessarily measured by both the numbers

of species within the reaction interface, and the spatial distribution or surface area

of the interface.
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Considering reaction as a growing interface, reactions propagating within a solid

can be considered to consist of several processes. The first process of reaction ini-

tiation is Nucleation, where the reaction interface is initially established [1]. The

initially generated reaction nucleus may be a small collection of molecules that are

reacting and creating high strain in a localized spot. In current detonation theory,

such localized spots have been popularly called “hot spots,” and many hot-spot ini-

tiation theories about why or how energy was localized in that spot etc., abound.

Some theories describe energy localization due to an imperfect lattice such as a few

layers of displaced lattice planes or due to defect sites such as lattice vacancies or

molecules substituted by impurities. Other theories explain the creation of hot spots

by discussing the density differences between crystalline HE and the surrounding

amorphous polymeric binder. Chapter 8 of this book takes an extensive look at such

reaction initiation theories so they will not be discussed further in this chapter.

Beyond the initial nucleation, more areas are nucleated, extending the reaction

interface. In most materials, because the initial steps of the reaction require energy

to overcome an activation barrier, initially, the reaction interface grows slowly [1].

This time during which little reaction may be observed is known as the Induction
Period. In HEs, the decomposition of a few initial molecules during nucleation pro-

duces heat. This heat then rapidly heats the next layer of molecules, etc., reducing

the induction period to a few microseconds. As the reaction interface continues to

expand, the reaction is said to undergo a Growth process. As most of the reacting

material gets consumed, the continued expansion of the reaction is no longer pos-

sible, leading to Deceleration ending in reaction completion [1]. Figure 5.1 shows

the s-shaped or sigmoid curves typically seen as the reaction interface grows from

almost nothing to consume the whole material.
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Fig. 5.1 Sketch depicting the decomposition reaction of a solid material. The dotted lines draw
attention to the three common ‘regions’ of the plot
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The decomposition rate or the velocity of advance of the reaction interface within

a solid, has been described from two different viewpoints [1]. One viewpoint is sim-

ply that the increasing nucleation sites geometrically advance the reaction interface

and the other viewpoint is that of the nucleated reactions yield chemical intermedi-

ates or products that activate more reactants in a chain-type manner. From the first

viewpoint, deceleration is thought to be the result of two scenarios, one known as

Coalescence where the reaction interface of one growing nucleus meets the reaction

interface of another growing nucleus, and the other known as Ingestion where unre-

acted material is eliminated and no new nucleation can take place. From the second

viewpoint, deceleration is thought to be the result of the consumption of the reactant

causing a decrease in the reaction rate. The most commonly used sigmoid kinetic

models (described below) for decomposition of a solid such as a high explosive were

developed starting from these two different viewpoints [1].

5.2.2 Decomposition Kinetics

The kinetic models most commonly used to understand decomposition of a solid

material assume that the reaction is occurring under isothermal conditions. No

heating or heating rate dependencies are built into the models, and therefore,

temperature-dependent phenomena such as melting are not included in the model.

Modeling decomposition kinetics requires an estimation of the reaction interface

at any given time during the reaction. Considering that the reaction is 50% complete

when the interface has consumed 50% of the reactant volume, the fraction of re-

action that has occurred (α) is usually quantified as a means of estimating reaction

progress. Experimental kinetic studies evaluate α by measuring a parameter that

changes with the fraction of reaction that has occurred. Then plots of α versus time

show typical sigmoid-type curves, and fitting such data curves with the different

forms of the different models help determine the kinetic model that prevails.

5.2.2.1 Advancing Reaction Interface Models

Advancing interface models developed by Avrami, Erofe’ev, and others, is based

on the viewpoint that increasing nucleation sites geometrically advance the inter-

face with time, t [1]. In these models deceleration would occur via coalescence

and ingestion. Reaction deceleration can also occur because the products formed

at the interface have to diffuse through an increasing thick layer of intermediates

or products and then, these models are sometimes considered diffusion-controlled

reactions. In either case, the expression found can be written in the general form:

−[ln(1−α)]1/n = [k(t− t0)]
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5.2.2.2 Chain-Type Nucleation Models

These models developed by Prout, Tompkins, and others, is based on the view-

point that increasing nucleation yield chemical intermediates or products that acti-

vate more reactants in a chain-type manner, similar to an auto-catalytic process [1].

The same chain-type behavior would also occur if lattice strain developed at the

interface caused crack propagation in different directions to become branching re-

action zones. Considering that sooner or later the reaction must slow down due

to consumption of reactant, and including an integration constant c, the following

equation is found to apply:

ln[α/(1−α)] = kt+ c

5.2.2.3 Lee-Tarver Ignition and Growth Model

For energetic materials, through the years, it is the Lee-Tarver model [2] that has

been successfully used to relate an energetic materials’ reaction rate with its chem-

ical energy and expanding gaseous products. Similar to chain-type nucleation, this

model assumes that ignition involves a small fraction of the explosive (such as a few

hot spots) that is initially ignited, and that these micro-sized reacting regions grow

and interact to consume the whole material. However, in this model reaction growth

is thought to be controlled by the pressure and surface area, similar to an advancing

interface. Their generalized model is:

∂α
∂ t

= I(1−α)x
(
V0

V
−1

)r

+G(1−α)xαyPz

where V0 is the initial specific volume of the unreacted material, V is the specific

volume of the unreacted material at pressure P, and I, G,r,x,y, and z are constants.

In this equation, the first part on the right-hand side using the constant I represents

reaction ignition and accounts for the induction time with “r” usually having a value

of 4. From empirical fits of this equation to various materials, “x” is evaluated to be

2/9. The second part on the right-hand side using the constant G represents reac-

tion growth and deceleration to consumption. For spherically expanding reaction

interfaces, “y” would be set to 2/3 to correspond with the surface area of a sphere

reacting outward. The pressure term represents the pressure dependence of the re-

action rate. For deflagrating or fast-burning materials the pressure exponent “z” has

been measured to be between 1 and 2.

Later, this initial Lee-Tarver model was modified to include two growth terms, to

accommodate high-intensity short-duration shock pulse initiation [3]. The third term

is necessary because when highly intense short-duration shocks are used for initia-

tion, a larger fraction of the explosive is rapidly ignited with a pressure-dependent

reaction growth. In this three-term model, the first step is still initiation via forma-

tion of hot spots created by the various mechanisms such as void closure, viscous

heating, shear banding, etc. The second step is a relatively slow growth of reaction
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modeled by inward burning of a spherical grain, and the third step is rapid comple-

tion of the reaction as hot spots begin to coalesce. Similar to the second step, the

third is also modeled by a pressure-dependent growth rate with an exponent large

enough for self-sustained detonation.

∂α
∂ t

= I(1−α)x
(
V0

V
−1−a

)r

+G1(1−α)x αs Py+G2(1−α)(1−x)αu Pz

In this equation, minimum and maximum values of α are used to turn on or off terms

at appropriate values. Most kinetic data collected for HEs were analyzed according

to one of the three models described above. However, as described in [1], there are

many other models that can be used to model kinetics in solids.

5.2.3 Method

Typical experimental methods (further detailed in the rest of this chapter) consist

of loading pressure cells with the sample and perhaps a material used for monitor-

ing the pressure. Pressure media, specially organic liquids, may affect the chemical

reaction of the sample under pressure and temperature, and are most often not em-

ployed.

As described in the rest of the chapter, most studies focus on heating the sample

at some set high pressure inside the pressure cell. While slower heating rates popu-

larly known as “cook off” mimic situations where an EM is a hazard that may cause

accidents, it is fast heating at the heating rates found in shock studies that mimic

detonation dynamics. Therefore, the more recent studies described herein employ

very fast heating with lasers initiating a single spot within the sample. The early

studies described here, used visual methods such as microscopy to “see” the sample

reacting. Others used temperature run away as an indication of reaction. These stud-

ies result in burn rates or time-to-explosion measurements, and measure the effect

of pressure on such values. Later studies that combined laser heating with time-

resolved spectroscopy provides a glimpse into the reaction mechanisms occurring

at detonation. Additional specific details of the methods used for the various studies

are described in the rest of this chapter.

5.3 Data

The earliest static-pressure reaction research focused on measuring the “time to ex-

plosion” (tx) of nitromethane (NM), TNT, PETN, and HMX at 1 and 5 GPa and

various temperatures [4]. These samples were loaded in high-pressure cells made of

gold and compressed between BN anvils. The cell is heated at rates measured by

seconds, and resultant tx values range around 100 s. Both PETN and HMX showed
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increased tx with increased pressure, while the tx of TNT was independent of pres-

sure. NM showed an opposing trend where tx was lower at higher pressure. These

results were interpreted to mean that the rate-controlling step of the reactions of

PETN and HMX involved formation of gaseous products which could then be sup-

pressed by pressure. The TNT decomposition rate-controlling step was interpreted

to include TNT melting and the formation of solid “coke,” thereby making that re-

action independent of externally applied pressure.

Through the years, nitromethane (NM) kinetics at static high pressures have been

studied utilizing several different methods. A detailed study of the decomposition

kinetics of NM between 2 and 7 GPa and 393 and 453 K was performed and is

described in Chapter 1 of this book. That study reports that pressure accelerates de-

composition kinetics and that at least two different kinetic pathways of chemical

decomposition are seen depending on the static pressure and temperature [5]. De-

composition of NM was also studied over the range of 115–180◦C and 0.6–8.5 GPa,

where samples were compressed in Merrill-Basset DACs and then heated with ex-

ternal heaters to the point at which reaction starts occurring [6]. Decomposition

products were collected and analyzed using infrared absorption microscopy. The

volatile products observed were N2O,CO2, and H2O, with the products remaining

as fluids below 2.5 GPa, and solids above that pressure [6]. Considering the compli-

cated phase diagram of NM now discovered, it is not surprising that several different

mechanisms and kinetic rates have been reported at various pressures and tempera-

tures [7].

Another study, that measured Combustion Front Propagation Rates (CFPR)

found that NM did not ignite below 2.5 GPa when initiated with a 10 ns pulse from a

frequency-doubled Nd:YAG (532 nm) pulse laser [8]. The authors listed in Ref. [8]

loaded samples in DACs and used the difference in light transmitted through the

reacted part of the sample in comparison to the light transmitted through unreacted

sample, to monitor the combustion front. They measured linearly increasing CFPR

from 5ms−1 at ambient pressure to 100ms−1 at 30 GPa. From 30 to 40 GPa, CFPR

reduces from 100 to 40ms−1. One explanation for this change in rate around 30 GPa

is that the reaction products change from carbon-based dark solid to a clear and

transparent material inside the DAC [8].

Ammonium perchlorate (NH4ClO4, AP) was studied from ambient to 26 GPa and

700 K. At almost ambient pressure (∼0.5GPa) heating to 603–620 K decomposed

AP to its gaseous components:

2NH4ClO4→ Cl2 +2NO+O2 +4H2O

When pressure is increased to 10 GPa the decomposition temperature increases to

670 K or so [9].

A faster heating rate comparable to explosive decomposition and time-resolved

spectroscopic measurements of chemical changes were used to study ammonium

perchlorate at static high pressures [10]. In these experiments samples were loaded

in Merrill-Bassett cells and heated by a pulsed dye laser (514 nm, 6μs FWHM)

with a measured laser fluence of 2.7, 11, or 22Jcm−2. Reaction products were spec-

troscopically identified with no AP remaining unreacted in the cell. To monitor
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the reaction progress, simultaneous with pulsed-laser heating, an UV-Vis source

light is transmitted through the sample. Transmitted light is collected and sent to a

spectrometer (SPEX 270M) for wavelength dispersion, and then to a streak cam-

era (Hamamatsu 1487) for time dispersion. The two-dimensional output is then

recorded in a CCD. A delay generator (Stanford Research DG535) controls syn-

chronization for the complete data-collection system. The absorbance is calculated

from A(t,λ) = log10(I0/I), where I0 is collected prior to pulsed laser heating and I is

collected during and immediately following the laser pulse. Then temporal change

in absorption during decomposition can be used to determine the extent of reaction

(∂α/∂ t) [10].

Figure 5.2 shows experimental data obtained for AP together with the Lee-Tarver

model adapted for laser-initiation experiments [10]. In this adapted model, the laser

fluence L, which is a time-dependent function, was included in the Ignition term and

the first Growth term. The parameters h and w are used to contain the effect of L on

the final result. A new parameter “i” was added to the first Growth term so that it

would not be turned off when the laser pulse died off. Therefore, i = 4e−5 Jcm−2

was used simply to yield a non-zero value for the first Growth term, even when laser

fluence L was zero [10].

∂α
∂ t

= Ig(1−α)2/9

(
V0

V
−1

)4

Lh+G1(1−α)2/9α2/3P(i+L)w+G2(1−α)2/3α2/9P

During data fits to this adapted model, the value of h = 0.66 was arbitrarily chosen.

The value of w= 0.1 was chosen such that w� h, because the growth term would

Fig. 5.2 Decomposition of AP monitored using time-resolved absorbance changes at 0.6 and
2.0 GPa when initiated by laser fluence of 2.7 and 22Jcm−2. The solid lines are from an adapted
form of the Lee-Tarver model, fit with a single set of parameters [10]
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be less affected by the initiation laser. The values chosen for the other parameters

are described in the Lee-Tarver reference [3]. A single set of values for Ig,G1, and

G2 were found that described the observed rates for 16 experiments performed with

different initial pressures and laser fluence.

As shown in Fig. 5.2, the model captures the slow rise (or induction period) at

lower pressures of 0.6 GPa, and the growth rates at all the pressures. Although the

calculated deceleration happens faster than is observed at higher pressures, the de-

celeration at low-pressure measurements do fit well. The good correlation between

the data points and the predictions of the Lee-Tarver-based model indicates that the

static-high-pressure, high-temperature reactions probed in these experiments have

the potential to describe real detonation chemistry.

Similar experiments have been performed on β-HMX, also laser-initiated at high

pressure approaching the condition of shock or detonation studies [11]. The exper-

imental setup is shown in Fig. 5.3. A single pulse from a flashlamp-pumped dye

laser was used to initiate the samples. Simultaneously, a source lamp for incident

absorption provides light covering the wavelength region 250–900 nm. The pulse

duration of this absorption source lamp is 25μs. The transmitted light is dispersed

in wavelength by a spectrometer and is streaked in time by a streak camera. A CCD

detector then measures the intensities of the wavelength- and time-resolved light.

In each CCD image collected, the x-axis is wavelength, and the y-axis is time, with

t = 0 being at the start of the initiating laser pulse.

More than 20 samples of β-HMX were compressed to various initial pressures

between 0.6 and 3.7 GPa and initiated with a laser pulse with various fluence be-

tween 1.4 and 8.5Jcm−2, reacting each sample completely to product gases. For

each sample, first, a “pre-initiation” transmission image was recorded through the

pressurized sample before initiating reaction with the laser. This transmitted image

is considered a reference intensity I0(t,λ). Then a transmitted image is recorded

during reaction to yield I(t,λ). Then the “change in absorbance” (ΔA) with res-

pect to the reference intensity is obtained according to: ΔA(t,λ) = log10[I0(t,λ)/
I(t,λ)] [11].

The ΔA intensity within 20 pixels around a chosen wavelength is averaged to

obtain ΔA versus time, at that chosen wavelength. Considering absorbance to be

514 nm, 6msFWHM Pulse Laser

UV-Vis Light Source

CCD

Streak Camera
Spectrometer

Anvil Cell

Fig. 5.3 Experimental setup for single-shot laser initiation and reaction propagation measurements
using time- and wavelength-resolved spectroscopy [11]
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time = 0. The three curves (solid lines are to guide the eye) show the pressure (P) dependence and
laser fluence (F) dependence

proportional to the quantity of HMX through which the UV-Vis light source is trans-

mitted (similar to Beer’s Law), allows .A to be an estimate of change in concentra-

tion of HMX with time, or the reaction rate [11].

Figure 5.4 shows the typical absorbance change that occurs during HMX reac-

tion. The data in solid circles shows an initial s-shaped rise to 5μs, and then a later

s-shaped drop to 11μs. Unlike the reactions of AP shown in Fig. 5.2, these two sig-

moid curves seen for HMX reactions reveal an initial increased absorbance due to

the production of some darker intermediates or two-phase interactions, and a later

decreased absorbance producing the clear final-product gases [11]. The lower pres-

sure, lower fluence data (solid circles) has an induction period of almost 2μs. As

fluence is increased to 8.5Jcm−2 as shown in the data marked by open diamonds,

the induction period is reduced to 1μs, and as pressure is increased at that high flu-

ence, as demonstrated by the data in closed squares, the period is further reduced to

the beginning of laser initiation, t = 0. Initiating laser fluence therefore, comparable

to the initial temperature of the reaction, decreases the total time for production of

clear gases or enhances the global reaction rate of HMX.

The latter part of the global reaction of HMX described by the second sigmoid

accounts for a larger part of the total reaction time. To determine the kinetic model

that would account for a larger part of the HMX reaction, the change in absorbance

(considered the extent of reaction) of this second sigmoid was fitted to the two ki-

netic models of Advancing Reaction Interface Model and the Chain-Type Nucle-

ation Model. Because both models have linear equations, plotting the data as lnα
and ln(1−α) versus time according to each model, should result in straight lines.

A sample of the HMX data, plotted according to each model, are shown in Fig. 5.5.
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Fig. 5.5 Chain-type nucleation kinetic model and Advancing-interface kinetic model fits to HMX
data at different pressure (P) and laser fluence (F). The better linear fits to the chain-type model
indicates HMX reactions proceed through chain nucleation

Note that the advancing-interface model data is far from linear. However, the chain-

type model does result in well-characterized lines. This indicates that HMX reaction

growth is best modeled by a chain-type nucleation model.

An increase of reaction rate with increasing temperature was also seen in the

previous work on HMX by Piermarini et al. [12]. They loaded the sample in the

DAC between layers of NaCl to provide a clear window for FTIR spectroscopy.

Samples were pressed to an initial pressure, then heated at a rate of about 5◦Ch−1

at that pressure to an initial temperature and held at that temperature until decom-

position was seen by decreasing intensity of IR-active HMX vibrational modes. It

was assumed that the quantity of HMX in the DAC is proportional to the intensity

of the spectral peaks. Peak intensity before initiation (I0) and at various times dur-

ing thermal decomposition (It), was ratioed (It/I0), and the ratios from nine peaks

were averaged to estimate the fraction of HMX decomposed at various times. Their

study shows a single sigmoid for the decomposition of HMX above 3.6 GPa, at ini-

tial temperatures of 280◦C,285◦C,290◦C,295◦C, and 300◦C [12]. They reported

that data below 3.6 GPa was inconsistent, citing reasons such as a more complex re-

action mechanism at lower pressures or leaking product gases that caused pressure

fluctuations during the thousands of seconds over which decomposition took place

in their study.

Their HMX data was also modeled by applying various forms of kinetic rates.

They also found that the chain theory of nucleation gave remarkably linear fits at

several temperatures and pressures over 3.6 GPa. These linear fits then resulted in

values for the rate constant (k) from the slope of the line.

ln[α/(1−α)] = kt+ c

At each pressure a plot of ln k versus 1/T , which is the typical Arrhenius plot, re-

vealed a linear dependence or Arrhenius behavior with temperature. This allows

the calculation of activation energies of HMX at various pressures. In addition,
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plotting ln k versus P yields the activation volume at various temperatures. The

positive activation volume they obtained indicates that the intermediate or transient

state of HMX during decomposition is volumetrically larger than the reactant HMX

molecule at these pressures and temperatures. Therefore, they concluded that the

decomposition of HMX involved a unimolecular transition state [12]. If two indi-

vidual reactant molecules came in close proximity to make a bimolecular transition

state, the activation volume would be negative because the transition state would be

volumetrically smaller than the two molecules in their usual lattice spacing.

There are many publications of the thermal decomposition reaction mechanism

and transition states of HMX at nominal pressures and high temperatures. These

are well reviewed by Thomas Brill in a 1995 paper on multiphase chemistry con-

siderations of nitramines [13]. In that paper, the accepted chemical scheme for the

initial steps of HMX decomposition (and RDX decomposition) is described as two

competing mechanistic paths, as follows:

The rate-determining step of path (b) is speculated to be N−NO2 homolysis in-

volving a single molecule of HMX, while the exact steps for path (a) are complex.

In addition, path (a) is reported to be faster at temperatures below 600 K and path

(b) faster at temperatures above 600 K [13]. Therefore, the dominant mechanistic

path and the initial concentrations of individual species depends on the tempera-

ture. Subsequently, the secondary reactions that follow the above initial mechanistic

paths to give the final gaseous products, also depend on the temperature. To discern

the pressure dependence of the decomposition mechanism, detailed high-pressure,

time-resolved FTIR or Raman spectroscopy that result in the concentrations of in-

dividual chemical species is necessary for future work.

There is also a laser-initiated reaction propagation rate study of HMX at static

high pressure, similar to the NM and AP studies discussed previously in Refs. [8]

and [9, 15]. This study simply followed the “flame front” or spread of light when

HMX was pressed to initial pressures between 0.7 and 35 GPa and then initiated

with a 532 nm Nd:YAG laser of 9 ns pulse width. They found the reaction propaga-

tion rate increased with pressure according to power law expressions, for both small

(∼3μm) and large (∼10μm) grain samples [15].

Decomposition studies of RDX global reactions at high pressure and temperature

have also been performed [14]. These are detailed in Chapter 1. In contrast to HMX,

they found the lower pressure (to 2 GPa) and lower temperature (to 215◦C) RDX

decomposition to be interface advancing rather than chain-type. In this lower P–T

range α-RDX decomposes directly, while at higher P–T α- and γ-RDX convert to

the β-phase before decomposition. The decomposition of the β-phase was found to

be autocatalytic or chain-type similar to β-HMX decomposition. Further, at lower

P–T α-RDX decomposition demonstrated a negative activation volume indicating a

bimolecular transition state, while at higher P–T β-RDX with a positive activation

volume demonstrated a unimolecular reaction [14].
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The chemical kinetics of TATB have also been investigated at high P and T. The

reaction propagation rate of TATB was measured at pressures from 3 to 40 GPa,

similar to other propagation rate studies [16]. The propagation rate was found to

increase linearly with pressure, other than the discontinuities observed at 19, 30,

and 40 GPa. A progressive shift of color was also observed, from yellow at ambient

pressure to red and then black above 30 GPa [16].

Laser-initiation reaction rates of TATB were also measured similar to those de-

scribed in [11] above for HMX [17]. In these experiments, an additional dichroatic

beam splitter was used to separate the transmitted light between two wavelength

regions of 270–420 nm and 550–780 nm. Unreacted TATB exhibited a broad ab-

sorption band centered at 370 nm, probably accounting for the yellow color of

TATB. As shown in Fig. 5.6 this band loses intensity during reaction, and absorbance

measurements of the clear solid product/s formed (post-laser) does not show this

feature. Therefore, absorbance at 370 nm was used to probe the global reaction rate

of TATB. After laser pulse initiation, the 370 nm absorption band was seen to de-

crease continuously and reach a minimum by 9 μs. However, none of the samples

to pressures of 2 GPa with laser fluence of up to 17Jcm−2 reacted completely to

product gases [17].

Under the P–T and laser fluence used, since TATB did not react completely to

product gases, global reaction kinetics could not be obtained. Therefore, the extent

of reaction at each P–T was estimated to note any trends. The percent of reacted

TATB was calculated by dividing the post-laser absorbance spectrum by the pre-

laser absorbance spectrum (both centered at 370 nm). The effect of pressure on the

extent of reaction is shown in Fig. 5.7. Clearly higher pressure allows a higher per-

cent of TATB to be reacted.
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Fig. 5.6 Absorbance centered at 370 nm (against a standard NACl sample of the same thickness in
the same DAC at the same pressure) of TATB at 0.5 GPa before laser initiation (pre-laser) and its
disappearance after laser initiation (post-laser)
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In addition, the photolysis of TATB has been studied using 568.2, 514.5, 488.0,

and 457.9 nm wavelengths of light [18]. Prolonged exposure to 200–300 mW of

radiation at 568.2, 514.5, and 488.0 nm wavelengths at pressures in excess of

1.5 GPa resulted in no photolytic degradation. However, 457.9 nm wavelength light

of greater than 250 mW resulted in the formation of a brown spot, interpreted to be

thermal degradation of the sample [18].

A single study of the reactions of CL-20 has been reported [19]. Samples of γ
CL-20 were used and compressed to 2.7 GPa to give ζ CL-20. Reaction was initi-

ated with a 8 ns, 532 nm, Nd:YAG laser pulse and used matrix-isolation techniques

together with IR vibrational spectroscopy for analyzing the products. Even though

the gem anvil cells used were cooled to 50 K to isolate the products, the laser fluence

of 5Jcm−2 heated the samples above 300◦C to a possible 740◦C. Infrared absorp-

tion spectra of the starting material and the reaction products after laser initiation

were measured. They observed mostly CO2, with some NO2, CO, and HNCO. NO2

is reported to be the major final product of a previous T-jump IR spectroscopy study

performed at ambient pressure. Therefore, the authors conclude that in their study

when products are cooled or matrix-isolated, the reaction of CL-20 is arrested along

the path to final detonation products.

5.4 Conclusions

This chapter describes available kinetic data and measurements of the reaction or

thermal decomposition of energetic materials under static high pressure. As is, there

are very few such studies performed, and work on very popular materials such as
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TNT is seriously lacking. Hydrocodes, and other models of detonation of various

formulations involving explosives, require data with burn rates, reaction rates, and

the effect of pressure on the burn rate or reaction rate, and rate mechanisms. There-

fore, there remains much scope for future studies of the reactions and kinetics of

energetic materials at static high pressure.

Acknowledgments I gratefully acknowledge support from the Defense Threat Reduction
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Chapter 6
Understanding Shock-Induced Changes
in Molecular Crystals

Zbigniew A. Dreger

6.1 Introduction

Understanding the response of molecular crystals to shock-wave compression is of

considerable interest to shock-wave research. This is, in part, because most ener-

getic materials (EM) are made of molecular crystals (MC). Because of their high

compressibility, low threshold for inelastic deformation, and low symmetry, molec-

ular crystals tend to undergo a variety of physical and chemical changes under shock

compression. The changes largely depend on the stress history, and involve defor-

mation, increased temperature, and are of short duration. The microscopic processes

occurring in molecular solids under these conditions are rather complex. They can

involve the molecular and crystal transformations, and formation or dissociation of

chemical bonds, all in a very short time. In energetic materials, an extensive de-

composition can occur. To reveal and unravel these effects from a single event of

the shock experiment is scientifically very challenging. Because of the complexity

of the problem and experimental and theoretical limitations, our understanding of

molecular-level processes in shocked molecular crystals/energetic crystals is lim-

ited. The governing microscopic mechanisms, both in the unreacted and reacted

molecular crystals, remain largely unidentified.

Over the last 20 years, various approaches have been undertaken to increase the

level of understanding of physical and chemical processes occurring in shocked

energetic materials. They include experimental as well as theoretical and computa-

tional efforts. Good recent reviews of these efforts can be found in [1–3], and other

chapters in this book. Synergy between these fields has been a challenging require-

ment, because the time and length scales of current experiments are many orders

of magnitude larger than those in atomistic models. Despite this, the advances are

being made in developing experimental approaches that provide more detailed in-

formation on molecular processes in compressed energetic materials.

S.M. Peiris, G.J. Piermarini (eds.), Static Compression of Energetic Materials, 219
Shock Wave and High Pressure Phenomena,
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In this chapter, we discuss how and to what extent static compression research

can feed and guide shock compression research. Specific examples on a model

molecular crystal and on energetic crystals will be provided, followed by a brief

review of current approaches and advancements in shock compression of energetic

materials.

The main body of research on shock-compressed energetic materials has been

directed toward assessing their performance [4]. Such studies are made on actual

high explosives (HE) that are inhomogeneous, multicomponent systems. Further,

most of the work has been concerned with continuum and thermodynamic prop-

erties, including detonation characteristics. While these studies provide important

information on the mechanics, thermodynamics, and hydrodynamics of EM under

shock compression, they do not provide a necessary insight into molecular-level

processes. Here, we present studies on well-defined energetic materials in the form

of homogeneous single crystals to avoid additional complexity involved in hetero-

geneous materials (particle size, defects, grain boundary, interface microstructure,

heterogeneity, etc.). Further, we focus on diagnostic techniques suitable for both the

shock and static experimentation, and on techniques for examining molecular-level

structural and chemical processes.

The obvious similarity between static and shock compression is that in both cases

stress is imposed on the object under the investigation. However, loading paths are

very different in these two methods, leading to qualitatively different responses (see,

Table. 6.1). In particular, shock-wave compression causes deformation and heating,

and all this is happening on a very short timescale. Nonetheless, attempts have been

made to relate the shock and static compression approaches as much as possible

(see, e.g. [3]). This is often accomplished by performing the static experiment at

elevated temperatures and under non-hydrostatic compression. The development of

a diamond anvil cell (DAC) (see, Chapter 1) greatly advanced these type of ex-

periments. Despite other differences in static and shock compression effects (e.g.,

timescale) the static high-pressure approach can complement shock-wave experi-

mentation. In addition to this complementary role, there are obvious technical and

practical benefits of employing a static high-pressure approach to understanding

processes in shocked energetic materials, particularly in an unreactive regime.

In this chapter, we emphasize an integrated approach to the study of energetic

materials by: (i) employing both types of compression on the same material, (ii)

controlling the experimental conditions, and (iii) using similar diagnostic methods.

Table 6.1 Comparison of shock and static loading characteristics

Feature Shock Static

Event Single Repeatable
Duration Short (ns–μs) Long (>s)
Stress Uniaxial strain Hydrostatic
Strain rate High (manageable) Low (uncontrollable)
Temperature Elevated (jump) Constant
Measurable Time dependent Steady state
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Our purpose is not to make an extensive review but to point out some interesting

features leading to a general comprehension of the response of molecular crystals, in

general, and energetic materials, in particular, to dynamic compression using static

compression for guidance.

6.2 Energetic Materials Under Shock Compression

6.2.1 Microscopic Mechanisms

Shock-compressed energetic materials undergo a very complex evolution from

shock initiation to steady-state detonation. The characteristics of this evolution de-

pend on the mechanical, thermodynamic, and chemical properties of EM. Impor-

tantly, these properties vary strongly with time and are often transient in time.

Therefore, time-dependent data on mechanical, thermal, and chemical properties are

needed to obtain in-depth insights into the microscopic mechanisms shock-induced

change.

As proposed by Gupta [5], the process of shock-wave induced chemical decom-

position of energetic material can be conveniently divided into three stages as il-

lustrated in Fig. 6.1. The three stages have been related to different timescales of

sequential events. The first stage involves energy deposition from the shock wave

to the energetic material and consequently to the molecule. This process is believed

to take place on a femtosecond–picosecond scale. Depending on the peak stress it

can lead to a reversible or irreversible process. A reversible process involves only

structural changes. The irreversible process is thought of as a preconditioning (“ex-

citation”) of the molecule to dissociation. The second stage is associated with the

onset of chemical decomposition resulting in the release of chemical energy. Usu-

ally, this process expands over hundreds of nanosecond range. Finally, coupling of

the liberated energy to the shock wave can result in eventual detonation. Below, we

briefly review recent progress in understanding the shock initiation of homogeneous

energetic materials.

The mechanism of the first step, i.e., energy transfer to the molecule, has been a

subject of extensive theoretical interest: see recent reviews [7–12]. An understand-

ing of this mechanism is essential for predictive assessment of energetic materials

decomposition. Several microscopic models have been put forward. They can be

classified into two models: vibrational and electronic. Dlott and Fayer [13, 14] pro-

posed a multi-phonon up-pumping model, suggesting that the shock wave produces

a bath of excited phonons which are absorbed by the lowest molecular vibrational

modes (vibrational doorway modes). Increased phonon absorption and intramolecu-

lar vibrational energy redistribution lead to excitation of higher energy modes. This

up-pumping mechanism heats the molecules enough to break chemical bonds. This

mechanism requires hundreds of picoseconds for a ladder of vibrational states to

reach thermal equilibrium. In contrast, several other models have been proposed
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Fig. 6.1 Diagram of processes and their timescales in shocked EM. Top box illustrates a defor-
mation of molecules due to the passage of the shock front. Middle box represents a hypothetical
decomposition step. Bottom box [6] illustrates a pressure vs. time plots leading to a detonation
wave (PZND and PCJcorrespond to pressures at the Zel’dovich-von-Neuman-Doring (ZND) and
Chapman-Jouguet (CJ) points, respectively

that favor microscopic electronic mechanisms (see, e.g. [10]). Gilman [15, 16] sug-

gested that compression from the wave front bends the covalent bonds reducing the

energy gap between the highest occupied and lowest unoccupied molecular orbital

(HOMO–LUMO gap) producing local metallization. In addition, Kuklja and Kunz

showed that the edge dislocations can significantly reduce the optical gap [17, 18],

leading to initiation chemistry. Recent calculations by Manaa [9] and Reed [10, 19]

show that even highest pressures are insufficient for lowering a band-gap to pro-

duce a significant population of excited states in nitromethane crystal, contradicting

the previous calculations [18]. Further work by Luty [20] and Munn [21] indicate

that the HOMO–LUMO band-gap closure is not needed for mechanically induced

chemical reactions. It was suggested that compression reduces the gap between the

neutral ground state of the crystal and an ionized state in which an electron is trans-

ferred from one molecule to another adjacent molecule generating a charge transfer
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pair (CT) exciton. This model emphasizes the role of CT pairs where, once they

recombine release energy sufficient to break bonds. Despite these efforts, the mech-

anism of the first step in shock-induced decomposition of EM remains an open

question mostly due to a lack of experimental data. On the other hand, the second

stage, chemical decomposition on the nanosecond scale, has been more accessible

experimentally (see, e.g. [22]). This step is discussed later in the chapter.

6.2.2 Experimental Methods

6.2.2.1 Shock-Wave Compression

Shock-wave/high-amplitude dynamic compression is produced by a rapid deposi-

tion of energy on the object. The methods for generation of shock waves can be

in general divided into two categories: flyer drivers (powder, gas, laser, and elec-

tromagnetic guns) and irradiation (lasers, magnetic accelerators, etc.). Each method

has own advantages and limitations [23–25]. For example, electric foil accelera-

tors are unable to launch high-impedance metal flyers. In the direct laser irradiation

technique, extensive tailoring of the laser temporal and spatial profile is required

to avoid the production of ill-conditioned shock waves. Any viable experimental

system for real-time examination of shock-induced physical and chemical changes

in materials should combine techniques for well-controlled and well-characterized

shock loading with suitable high-speed diagnostic methods. Therefore, to approach

optimal shock loading conditions, a large gas-gun driver is often used to generate

high-speed plate impact where the geometry is analytically tractable (e.g., planar).

Energetic material can dynamically be compressed by single shock, multiple

shocks, or ramp wave (shockless). The pressure–temperature state of the material

under the investigation will depend on these methods. The examples presented in

this chapter concern the experiments where shock-wave compression was produced

in the form of stepwise loading (multiple shocks). This type of shock-wave com-

pressing prevented the excessive heating of the sample. This method is very efficient

in tailoring the desired pressure–temperature state [22]. Below we discuss the prin-

ciples of this type of shock-wave loading. Note that the pressure–volume end states

in the shock experiments are determined by the Hugoniot (irreversible adiabat) and

in the static experiments by isotherm (e.g., [26]).

A schematic diagram of stepwise (or ring-up) loading is shown in Fig. 6.2. Upon

impact, a shock wave of pressure P1, propagates into the front window. When this

wave reaches the window/crystal interface, a partial reflection occurs due to the

impedance mismatch between the crystal and the front window. Therefore, the shock

wave with reduced pressure of P2 is transmitted to the crystal. An impedance mis-

match also occurs at the back window. A reflection occurs there, which sends a

higher-pressure shock wave. The propagation of these multiply reflected waves is

illustrated schematically in Fig. 6.2A. In this way, the shock wave reverberates in

the crystal between two windows until pressure equilibrium is reached. The pressure
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Fig. 6.2 Diagram of shock-wave stepwise loading. (a) Propagation of shock wave in energetic
crystal. (b) A sketch of stepwise loading profiles for different impactor materials. The final tem-
perature for the stress profile represented by the gray line is lower than temperature for the profile
represented by the dark line

of the final state is determined only by the projectile velocity and the properties of

the impactor and window material. However, the profile can be calculated using a

one-dimensional wave propagation code [27] and material model for the crystal.

By varying the impactor velocity, type of widows, and thickness, shock-wave am-

plitudes and duration can be controlled precisely. In addition, by proper selection

of material for the front window, different temperatures could be produced for the

same peak stresses. An increased number of reverberations will decrease the final

temperature (Fig. 6.2B). Sample temperature can be calculated based on the known

material model.
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6.2.2.2 Optical Spectroscopy Under Shock Compression

To date the most efficient methods of obtaining molecular-level information from

shocked energetic materials are vibrational and electronic spectroscopies. The com-

bination of time-resolved absorption, fluorescence, emission, and Raman spec-

troscopies have been used to examine the microscopic mechanisms in shocked

materials including energetic, plate impact [28–37], and laser shocks [38–42].

Coupling spectroscopic methods to shock-wave experiments requires careful

synchronization between the shock event, excitation, and detection. In plate-impact

experiments, using appropriate trigger pins, the pulsed laser and the streak cam-

era are carefully synchronized with both the impact event and the arrival of a shock

wave at the sample (Fig. 6.3). Because of the planar impact, the resulting shock com-

pression produces a state of uniaxial strain in the sample and in the impactor. This

state is maintained in the central region of the sample and in the impactor until the

arrival of wave reflections from the edges of the sample; the time of arrival defines

the duration of the experiment. The short duration of the shock event requires fast

and sensitive detection systems. The evolution of processes in the shocked sample

can be captured by time-resolved measurements.

Time resolution in shock experiments is limited by several factors. The most

prominent are: duration of the experiment, probe pulse duration, timing uncertainty

in shock front arrival, and the inherent coupling of temporal and spatial resolution

by the shock-wave velocity. Currently, in plate-impact shock experiments the spec-

troscopic measurements are attainable with nanosecond and subnanosecond reso-

lutions [43–45]. Picosecond resolution has been demonstrated with laser-induced

shocks, using a Coherent Anti-stokes Raman spectroscopy (CARS) and infrared

spectroscopy (e.g., [42, 46–48]).

Vibrational spectroscopy (Spontaneous Raman, CARS, infrared absorption) is

one of the most powerful methods for investigating the dynamics and stability of

Fig. 6.3 Generic experimental setup for time-resolved spectroscopic measurements under shock-
wave compression. The changes in shocked material are probed behind the shock front. FW – front
window, EM – energetic material (single crystal), BW – back window
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molecules in shocked energetic materials. Furthermore, vibrational spectroscopy

can detect molecular and crystal symmetry changes due to deformation, phase tran-

sitions, or chemical reaction. In principle, it can also be used to determine the tem-

perature, pressure, and composition of a shocked material with high-time resolution.

Below, we briefly describe two Raman systems that were developed at the Insti-

tute for Shock Physics (ISP) and have been used in studies presented here. These

two systems allow performing: (i) time-resolved Raman spectroscopy to monitor the

evolution of molecular changes as the shock wave reverberates through the material,

and (ii) high-resolution Raman spectroscopy to probe the material at peak stress.

For time-resolved Raman measurements [22,32,33] a tunable flash lamp pumped

dye laser, tuned to 514.5 nm with pulse width 2μs was employed. Around 65 mJ

pulse energies were used and coupled to the target with a 400μm optical fiber.

Backscattered light was collected by a second 400μm optical fiber, passed through a

holographic notch filter to remove scattered 514.5 nm light, and sent to an imaging

spectrometer with a holographic grating. The spectrally dispersed light was cou-

pled to a streak camera followed by an intensified CCD to provide a time-resolved

record of spectral changes. The spectral resolution of this system was ∼25cm−1,

but Raman data could be collected continuously for ∼2 μs during the experiment.

The time resolution, determined by the spot size on the detector, was ∼40ns.

High-spectral resolution (short-pulse) Raman spectra were obtained by illumi-

nating the sample with a single laser pulse from a Q-switched frequency doubled

Nd:YAG laser (532 nm) [49, 50], see Fig. 6.4. Typical laser pulse energies were

∼10mJ with a pulse duration of 20 ns. A mechanical shutter allowed a single pulse

from the 5 Hz pulse train to couple into an optical fiber connected to the target

assembly. The excitation light was focused to a size of 600μm on the sample. Back-

scattered light was collected with a 600μm core optical fiber and delivered to a

0.5 m spectrometer with a holographic notch filter to reject scattered 532 nm light.

Nd:YAG laser system 

Q-switch 

CCD 

intensifier 

spectrometer 

532 nm 

beam collimator 

laser pulse 
(optical fiber)

Raman signal 
(optical fiber)

projectile

impactor 

windows 

EM

Fig. 6.4 Schematic view of the experimental configuration for high resolution Raman measure-
ments. A single 532 nm pulse from a Nd:YAG laser is used for Raman excitation. The Raman
scattered light is recorded by the spectrometer–intensifier–CCD detection system
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Fig. 6.5 Time synchronization for acquisition of high spectral resolution Raman spectra. The laser
pulse is controlled by a Q-switch triggered by the projectile impact. The Raman spectrum is ac-
quired after the crystal reaches the desired peak stress. The stress history curve illustrated by the
solid line was calculated using a finite difference wave code [27]. The points represent the time
profile for shock-induced light emission (Reprinted with permission from Ref. [49])

The output of the spectrometer was amplified with a gated image intensifier and

detected by a back-illuminated CCD. The overall spectral resolution of the detec-

tion system was ∼3.5cm−1. The intensifier could be gated between 60 and 150 ns,

depending on the need, to reject any extraneous light due to emission by the sam-

ple. Synchronization of the shock event, the firing of the laser, and the gating of the

image intensifier was accomplished with an electronic delay control system. Pulse-

to-pulse timing jitter in the firing of the laser pulse was typically less than 20 ns.

The sequence of events after impact is illustrated in Fig. 6.5. Reverberation of the

shock wave between the front and back windows brings the sample to the peak stress

through a stepwise loading process. To minimize background light due to shock-

induced emission, the CCD was gated for 60 ns and the laser pulse was synchronized

to arrive at the sample during this time window, after the sample reached the desired

peak stress.

6.3 Effects of Non-hydrostaticity

Non-hydrostaticity or non-hydrostatic/non-homogeneous stresses can be encoun-

tered under both shock and static compression. The presence of non-hydrostaticity

can significantly change the response of a solid under compression. For instance, it
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has long been recognized that the existence of non-hydrostatic stresses can bias

equation of states of metals and ionic crystal determined under static compres-

sion, e.g., [51, 52]. As mentioned above, due to the weakness and anisotropy of

intermolecular forces, molecular crystals are particularly sensitive to even small

variations in the homogeneity of the applied stresses. Below, we show that non-

hydrostaticity plays a major role in producing microscopic changes in the molecular

crystals. An example of non-hydrostatic effects on electronic structure of molecular

crystal of anthracene is presented.

6.3.1 Non-hydrostaticity Under Shock Compression

Non-hydrostaticity is inherent in the shock-wave compression of solids. As shown

in the cartoon in Fig. 6.6, under the uniaxial strain conditions imposed by a planar

shock wave, the solid experiences highly non-hydrostatic stresses (σ3 �= σ1). Note

that because of the symmetry of the one-dimensional planar waves, σ1 = σ2 (no

motion parallel to wave front is considered). The only pressure component mea-

sured in the experiment with planar shock wave is σ3, which can be looked upon as

composed of mean stress (pressure),
−
p, and shear stress, τ:

σ3 =
−
p +(4/3)τ

where τ = (σ3−σ1)/2 and is often called “maximum resolved shear stress.” Fur-

thermore, σ3 − σ1 is the uniaxial stress component (a measure of the deviatoric

stress). Increasing the shock-wave amplitude or longitudinal stress results in a larger

mean stress and a larger uniaxial stress component in the solid. An increase in the

uniaxial stress component increase can result in plastic deformations. Under the

1 
3 

Uniaxial strain
(non-hydrostatic state, 1  3)

Plastic response
(defects)

Changes in various 
properties 

Mechanical deformation Shock  
Wave 

Crystal Impactor 

Fig. 6.6 Uniaxial strain effects in shocked crystal, σ3 �= σ1. σ3-longitudinal stress, σ1-radial stress
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uniaxial strain conditions imposed by a shock wave, the crystal can accommodate

plastic deformation through dislocation motion on preferred slip systems. In molec-

ular crystals, including energetic ones, the formation of such extended structural

defects may further enhance the reactivity of these solids. Therefore, processes oc-

curring due to uniaxial stress component can be very different from those under

mean stress.

6.3.2 Non-hydrostaticity Under Static Compression

Diamond anvil cell experiments are usually performed under hydrostatic compres-

sion. Since the DAC is a uniaxial stress device, maintaining hydrostatic conditions

in a compressed solid requires containing the sample within a fluid or gas medium.

However, at room temperature a completely hydrostatic environment cannot be sus-

tained at elevated pressures due to the solidification of all known pressure media.

Recently, development of third-generation synchrotrons made it possible to use

x-ray sources to examine hydrostaticity/non-hydrostaticity in compressed solids,

e.g., [52–59]. Access to these methods is limited however.

In general, in static high-pressure experiments, the hydrostaticity (negligible

shear stress) of a pressure medium is the most conveniently evaluated using the

ruby fluorescence technique [60, 61]. Fig. 6.7 illustrates three basic cases of stress

states exerted on the sample in a DAC chamber, together with the corresponding re-

sponse in ruby fluorescence. Let us take the stress component σ3 to be parallel to the

load axis of DAC. The other two components σ1 and σ2 (normal to the load axis)

are assumed to be equal because of cylindrical symmetry of the sample chamber.

Stress States Ruby Fluorescence 

Hydrostatic 

1.  s1 = s3

s1 ≠ s3

Non-hydrostatic 

2.  Stress
     gradient  

3.  Uniaxial stress
     component   

s3

s1

R2 R1

Fig. 6.7 Diagram of ruby fluorescence response to different state stresses in DAC experiments
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Under ideal hydrostatic conditions σ1 = σ3 in any position in the chamber. This

gives narrow ruby lines (R1,R2) with constant separation (splitting) between them

over the entire pressure range. The second case can be characterized by a stress

gradient, where σ1 = σ3 in any position, but they are spatially distributed. In this

case ruby peaks become broad but they should maintain the same position as under

hydrostatic compression. The third case shows uniaxial or deviatoric stress, where

σ1 and σ3 are different by the same amount throughout the sample chamber. In this

case, the separation between ruby lines changes, usually it increases. In practice, in

diamond anvil cell experiments non-hydrostatic stress states exist usually as a con-

volution of the two last cases. In other words, the splitting of R1–R2 ruby peaks and

their width are generally correlated, although they have a different physical mean-

ing. It was shown in shock-wave experiments that deviatoric stress itself changes

the splitting between ruby lines, but not the ruby line width [62–64]. Furthermore, it

was demonstrated that the magnitude of splitting between R1 and R2 lines depends

on the ruby orientation with respect to the applied stress tensor [62–64].

Building on these findings, we have recently introduced oriented ruby crystals

for DAC measurements to better assess and control stress state in the pressure-

transmitting media [65]. This approach allowed us to obtain more precise informa-

tion on the non-hydrostatic stress field imposed on a crystal surrounded by pressure

transmitting medium. In the studies, we used both a-axis and c-axis oriented ruby

crystals (35μm in diameter and 20μm thick) to determine the onset and extent

of non-hydrostaticity in various pressure-transmitting media. We determined the

onset and extent of the uniaxial stress component by measuring changes in split-

ting between the R1 and R2 ruby lines. The mean stress in the transmitting media

was established from the shift of R2 line because its shift is not affected by non-

hydrostaticity [62].

In Fig. 6.8, we present an example of data obtained with two ruby crystals in

poly(dimethylsiloxane) (PDMS). As shown, the a-axis is more sensitive to the uni-

Fig. 6.8 Relative change in
splitting between R1 and R2

ruby lines as a function of
mean stress. PDMS was used
as the pressure transmitting
medium. Solid symbols corre-
spond to a-axis oriented ruby
and open symbols to c-axis
oriented ruby Pressure (GPa)
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axial stress component (σ3–σ1) than the c-axis. The two crystals also show op-

posite splitting on compression. The onset of this splitting indicates the onset of

non-hydrostaticity, and the extent of the splitting is related to the deviatoric stress

[63, 64]. Therefore, by selecting the proper pressure-transmitting medium a desired

stress field can be created in the DAC experiment. In particular, the uniaxial stress

component could be increased relative to the hydrostatic stress by choosing pressure

media of increasing shear strength [65].

6.3.3 Electronic Structure of Anthracene Under High Pressure

Anthracene (C14H10) represents a large class of polycyclic hydrocarbons that have

served as models for organic molecular crystals. The interest in anthracene was

mainly stimulated by its attractive electronic and optical properties, and by advances

in purification and crystal growth techniques, see e.g., [66–68]. Although anthracene

has been studied extensively under static high pressure compression in the past

[69–74] the results reported from different laboratories vary significantly. Recently,

it has been recognized and shown that observed changes in the electronic struc-

ture are driven by non-hydrostaticity [75–77]. Below we present main findings from

these studies to emphasize the importance of static studies under non-hydrostatic

compression and to offer insight into microscopic changes in shocked molecular

crystals.

At ambient conditions, the fluorescence spectrum of anthracene crystals displays

a profound vibrational progression from the first excited state −1La band. Under

hydrostatic compression, this vibrational structure is well preserved; essentially only

the red shift of vibrational peaks is observed. However, non-hydrostatic compression

transforms the fluorescence spectrum to a broad, featureless band occurring at much

lower energies than the spectrum under hydrostatic compression. Fig. 6.9 shows the

above differences, together with the significant changes in the optical images under

these two conditions.

6.3.3.1 Non-hydrostatic Compression

To examine further the role of non-hydrostaticity on the electronic structure of an-

thracene, both absorption and fluorescence spectra were measured under static and

shock compression. The static compression was applied in a DAC with water as the

pressure-transmitting medium. This medium was chemically inert and introduced

the non-hydrostatic stresses above 5 GPa. The shock compression was generated by

plate impact onto the single crystal sandwiched between two optical windows. This

way the sample was loaded in a stepwise fashion, limiting temperature increase.

Despite some differences in these two loading conditions (timescale and tempera-

ture) the electronic spectra show many similarities [76,77]. Some details are shown

in Fig. 6.10. The absorption band edge, in addition to the monotonic redshift, reveals
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Fig. 6.9 Fluorescence spectra and optical images of anthracene single crystal under hydrostatic
(a) and non-hydrostatic (b) compressions. Fluorescence was excited with a 337 nm line of nitrogen
laser. The pressure given in the graphs corresponds to mean stress as determined from the position
of R2 ruby line

also a new band developed as a shoulder on the redshifted absorption-band edge.

This new band occurs around 5 GPa under both loading conditions. The new band

has a broad energy distribution, which seems to consist of multiple contributions.

The monotonic redshift observed in the absorption experiments indicates a change

in the electronic structure, i.e., a reduction in the energy gap between the ground

and first excited state of anthracene singlet. The appearance of the new absorption

band observed above 5 GPa indicates additional changes in the electronic structure

at high pressures.

To explore the origin of the new absorption band, we excited the compressed

crystals with a 514.5 nm wavelength (∼19.4× 103 cm−1). This excitation matched

the energy of the new absorption band, but it was below the energy of the singlet

state absorption. As shown in Fig. 6.10C, D, this excitation induces fluorescence

with spectra that are very different from this at ambient pressure. Both static and

shock compression produce a very similar, broad, and structureless spectra. Be-

cause fluorescence occurs upon excitation with the energy matching the energy of

the compression-induced band; the same electronic origin for both, the absorption

and fluorescence is implied. Furthermore, the close resemblance of new features

in the electronic spectra of non-hydrostatically and shock-compressed anthracene

strongly indicate the similar microscopic cause of the observed changes in the spec-

tra. A brief discussion of the possible origin of changes in the electronic structure

of anthracene is presented below.
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Fig. 6.10 Left panel: Absorption spectra (absorption edges) under static and shock compression:
(a) spectra under static compression at 3.0 and 6.1 GPa, (b) spectra under shock compression at
peak stresses of 2.5 and 6.0 GPa. Right panel: Fluorescence spectra upon excitation of new ab-
sorption band: (c) spectrum under ambient pressure (dashed line) and under static compression at
6.8 GPa, (d) spectrum under shock compression at peak stress of 6.0 GPa

6.3.3.2 Microscopic Origin of Changes in Electronic Structure

In this study, static non-hydrostatic and shock loading impose nonhomogeneous

stresses on the crystal. Providing that the stress applied exceeds the elastic limit for

anthracene [78], it should lead to plastic deformation and ultimately to the forma-

tion of defects. The appearance of the new band in the absorption spectrum could

be associated with stress-induced defects, likely in the form of dislocations. Indeed,

the analyses of optical images of non-hydrostatically compressed crystal in DAC in-

dicate formation of macroscopic defects [76]. As shown in Fig. 6.11, characteristic

lines are observed on the surface of the [001] plane. The lines intersect at the angle

of 73◦ ± 5◦. This angle matches quite well the angle between the [110] and [11̄0]

directions in the compressed anthracene crystal [79]. Therefore, it can be concluded

that non-hydrostatic compression, either static or shock, can introduce specific sets

of dislocations in the crystal. Of particular interest are 1/2 dislocations, e.g., 1/2 [110],

which can form sites of van der Waals dimers in the crystal by bringing closer paral-

lel molecules. These sites can be responsible for formation of new absorption bands

and structureless, excimer-like fluorescence spectra [76, 77].
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Fig. 6.11 The effect of non-hydrostatic compression on microscopic changes in anthracene crystal.
On the left, the optical image of the (001) plane of anthracene crystal compressed to 6.3 GPa. On
the right, diagram of the [001] plane with indication of dislocation planes and van der Waals dimers

6.4 High-Pressure Polymorphism of Energetic Crystals

Polymorphism (Greek: poly = many, morph = form) by definition is the property of

crystalline solids to exist in different forms. These forms correspond to different ar-

rangements of the constitutive elements of the solid. In molecular crystals, polymor-

phism can originate due to changes in the arrangement between molecules as well as

within the molecules. The latter is called conformational polymorphism. Polymor-

phic modifications of a compound can exhibit significant differences in its physical

and/or chemical properties. Many examples of polymorphism have been reported in

the literature. Further, many studies have attempted to understand the mechanisms

of transformation between different polymorphs and to relate polymorphic structure

with the properties in question [80].

Polymorphism is common among energetic materials and has been a subject

of extensive studies. Various polymorphs have been found to result from changes

in crystallization conditions at ambient temperature and pressure. Remarkable ex-

amples of this include HMX (octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine) and

HNIW (or CL-20, hexanitrohexaazaisowurtzitane). HMX can exist in four poly-

morphs, designated as α,β,γ, and δ [81, 82]. The γ-phase was however found to

be a hydrated form of HMX [83]. The stabilities of these polymorphs are known

to be in the order of β > α > γ > δ at ambient conditions [84]. HNIW was also

found in four polymorphs: ε,α,β, and γ at ambient conditions [85–88]. The α-

polymorph may exist as a hydrate or solvate. Two different stability ranks among

these polymorphs have been proposed: α-hydrate > ε> α-anhydrous > β> γ [87],

and ε > γ > α-hydrate > β [85]. Further information on the kinetics and activa-

tion energies between different phases for these two compounds can be found in

Refs. [89–94] for HMX and [85–88] for HNIW.
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These two examples show the richness and complexity of polymorphic phases

of energetic materials, even at ambient conditions. However, from the viewpoint

of shock-wave initiation, an understanding of the high-pressure/high-temperature

polymorphic phases of energetic materials is often more important than an under-

standing of ambient phases. In particular, an understanding of high-pressure poly-

morphism of EM is required for proper characterization of their reactive behavior.

Very often, a relatively insensitive EM may have a high-pressure polymorph that is

responsible for its performance. High-pressure polymorphism of EM is usually in-

vestigated under static compression and elevated temperature (for review see other

chapters in this book). However, the ultimate verification of the occurrence of high-

pressure polymorphs requires measurements under shock-wave compression. Here

we present the observation of polymorphic transformation in an energetic crystal

of RDX (hexahydro-1,3,5-trinitro-1,3,5-triazine) under shock compression. To our

knowledge, it is one of two cases where polymorphism was investigated on homo-

geneous EM at the molecular level under shock compression [49, 95].

6.4.1 α–γ Phase Transition in RDX Crystal

RDX, the cyclic trimer of methylenenitramine, is one of the most important crys-

talline energetic materials. It is used extensively in explosives and monopropellants.

The RDX molecule consists of three NO2 groups bonded to the nitrogen atoms of a

triazine ring. In the solid state, RDX is known to exist in three polymorphs: α,β, and

γ [96–107]. The α–polymorph exists at ambient conditions and has an orthorhom-

bic structure belonging to the Pbca space group with eight molecules per unit

cell [96, 97]. All molecules occupy sites of C1symmetry, but they possess Cs pseu-

dosymmetry with two of the nitro groups in the axial (A) position (with respect to the

s-triazine ring) and the third in equatorial (E) position. This molecular conformation

is usually referred to as the chair AAE conformer. The application of high tempera-

ture and pressure is one means of obtaining the β-polymorph [101,102]. The crystal

structure of this polymorph is unknown. However, the molecular symmetry was

suggested to be C3v [100, 108]. The up γ-polymorph was observed under pressures

greater than 3.8–4.0 GPa, using x-ray diffraction [98, 103, 105], Raman [101], and

IR spectroscopy [102, 104, 106]. X-ray diffraction results yielded a volume change

of ∼1.6% at 4.0 GPa, suggesting that the γ-polymorph, like the α-polymorph, may

have an orthorhombic structure. It was also suggested that the RDX molecule in

the γ-polymorph can adopt the AEE conformation [104], i.e., one nitro group in the

axial position and two nitro groups in the equatorial position. Despite these studies

our understanding of the α–γ transformation and the structure of γ-polymorph of

RDX is far from complete.

Our recent spectroscopic studies have provided more detailed information on

the response of RDX to high compression, in particular, on the symmetry of the

γ-polymorph and the α–γ transformation under shock-wave compression [95, 107].

Static high-pressure experiments were used to determine the main feature of the

γ-polymorph and to guide the shock compression experiments.
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6.4.1.1 Static Compression

Raman spectroscopy was used to detect changes in interactions and symmetries in

the crystal by probing modifications in lattice dynamics, molecular arrangements,

and conformations. To mitigate problems that are potentially encountered in studies

under high pressure of molecular solids (random morphology of samples and un-

certain compression conditions, see section above), the experiments reported here

were performed with good quality single crystals and under well-controlled pressure

conditions.

Polymorphism can be investigated through changes in the external (lattice)

modes. For RDX, group theory predicts 24 lattice Raman active modes at ambient

conditions [107, 109, 110]. Twelve of these modes are librational and the other 12

are translational. However, not all modes are seen in the static high-pressure exper-

iment. As seen in Fig. 6.12, only nine modes are detected for the α-polymorph. The

modes exhibit large pressure dependence, as can be expected with molecular crys-

tals. Above 4 GPa, clear discontinuities in pressure dependence of Raman shifts are

observed, confirming the onset of the α–γ transformation. The number of detected

peaks for the γ-polymorph apparently increases slightly from 9 to 12. An extra cou-

ple of peaks which show up above the phase transition could be ones that were not

well separated in the low-pressure phase. The pressure dependencies of the Raman
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Fig. 6.12 The effect of pressure on Raman spectra of external modes of RDX crystal. Left panel:
Pressure-induced Raman shifts of low frequency modes. Open symbols denote the internal mode.
The vertical dashed line marks the onset of discontinuity. Right panel: Example of separation
of vibrational modes from the low frequency spectra of α-polymorph (4 GPa) and γ-polymorph
(6.1 GPa). The spectrum at 6.1 GPa was magnified by a factor of 2. Internal modes are denoted by
dotted lines (Reprinted with permission from Ref. [107])
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shifts of external modes in the γ-phase are noticeably smaller than at ambient con-

ditions, but to some extent higher than those just before the phase transition. This

would indicate the hardening of the structure when pressure approaches the phase

transition and some softening of the structure above the phase transition.

Given that we observe 12 external Raman modes in the γ-polymorph, only crys-

tal structure with four or eight molecules per unit cell are allowed. This limits the

possible structure to D2h[C1(8)],C2v[C1(4)] and D2[C1(4)]. It is expected that the

Raman and infrared (IR) vibrations should be coincidental for the C2v[C1(4)] and

D2[C1(4)] factor groups and non-coincidental for the D2h[C1(8)] group. Therefore,

the comparison between Raman and IR modes in the γ-polymorph could be use-

ful in discriminating between the three proposed factor groups. Unfortunately, the

available IR spectral data at 9.8 GPa [104] do not have adequate resolution to make

an effective comparison with our Raman data. However, the available x-ray data

demonstrate that the dimensions of the unit cell hardly change at the α–γ transi-

tion [103, 105]. It would indicate that the number of molecules in the γ-polymorph

remains the same as in the α-phase. Consequently, the only structure that preserves

eight molecules in the unit cell is D2h[C1(8)]. Although our Raman data cannot be

considered conclusive, we propose that the γ-polymorph structure is isomorphous

with the orthorhombic D2h[C1(8)] group.

Another clue regarding the possible nature of changes in the RDX structure can

be derived from the behavior of internal modes. Fig. 6.13 shows a clear increase in

the number of modes in the γ-polymorph. In principle, two factors can contribute

to an increase in the number of internal molecular vibrations in the crystal. The

first arises from the effect of site symmetry, which lower the effective molecular

Fig. 6.13 Pressure-induced
shifts for C–H stretching
modes. The vertical dashed
line marks the onset of dis-
continuity (Reprinted with
permission from Ref. [107]) Pressure (GPa)
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symmetry and remove degeneracies. The second is the effect of factor group cou-

pling which can split vibrations due to interactions between different molecules in

the unit cell. If the γ-polymorph is isomorphous with the D2h[C1(8)] point group,

then RDX molecules occupy the C1 site symmetry. Therefore, all selection rules

and degeneracies for the molecule under its intrinsic symmetry are lost [111]. Con-

sequently, only factor group coupling can be responsible for the observed splitting

of the internal vibrational modes. Examination of the correlation diagram for the

D2h factor group indicates that this group would cause fourfold splitting of each

internal Raman active mode [112]. Actually, twofold splittings are observed in the

experiments. This could be because the magnitude of splitting is too small to permit

resolution of all four peaks or because the increase in intermolecular interactions

between pairs of RDX molecules is larger than those within the pairs.

6.4.1.2 Shock Compression

Static compression studies clearly indicate that changes in the CH-stretching modes

are the fingerprints of the α–γ transition [107]. This finding was used to guide the

shock-compression studies to address the following questions: (i) does the α–γ tran-

sition occur under shock loading, (ii) does shocked RDX exhibit anisotropy at the

molecular level at stresses close to the phase transition, and (iii) Is the phase transi-

tion time dependent? Investigating the structural response of RDX is an important

first step because changes in molecular structure and orientation are expected to be

important for shock initiation.

All shock experiments were performed on RDX single crystals oriented along

one of three crystallographic orientations: [111], [210], or [100]. Typical lateral di-

mensions of the samples were 7–8 mm and thickness of∼400μm. The crystals were

sandwiched between two windows of z-cut quartz. Planar shock waves were pro-

duced by impacting the sample assembly with another z-cut quartz window. Upon

impact, a shock wave propagated through the front quartz window and into the RDX

crystal. Because of the impedance mismatch between z-cut quartz and RDX, the

sample was loaded in a stepwise or ring-up fashion [95].

To investigate the stress dependence of the molecular response of RDX to shock

compression, a series of high-resolution Raman experiments was performed on

[111] oriented crystals. Selected spectra from this series are shown in Fig. 6.14 to-

gether with static pressure Raman spectra acquired at similar stresses. Despite the

different loading states in the two cases (the shock state is one of uniaxial strain

whereas the static pressure state is hydrostatic), such comparisons are valuable be-

cause both sets of data are at comparable densities. The Raman spectra of shocked

RDX [111] show a marked similarity to the Raman spectra of RDX under static pres-

sure. From this finding, we infer that the RDX crystal undergoes a shock-induced

transition to the γ-polymorph above ∼4GPa. The phase transition appears to occur

between 3.5 and 4.5 GPa, but the exact pressure was not determined. This range

agrees well with static pressure results that show the phase transition to occur be-

tween 3.8 and 4.0 GPa [101, 102, 107].
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Fig. 6.14 (a) Raman spectra of C–H stretching modes under static compression; (b) Raman spectra
of the C–H stretching modes of single crystals of [111] orientation under shock compression to
several peak stresses (Reprinted with permission from Ref. [95])

Experiments performed on three different orientations show no measurable ori-

entation dependence in the Raman spectra, either below or above phase trans-

formation [95]. This result seems surprising because compressibility of RDX is

different for the three crystallographic directions [98]. Also, recent wave profiles

measurements at 2.5 GPa show differences for the orientations used in our exper-

iments [113]. Finally, these results for RDX are different from those on energetic

crystal of PETN, where crystal orientation had a noticeable effect on the shifting

of the C–H stretching modes ([49] and sections below). Thus, the molecular-level
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Fig. 6.15 Time-resolved spectra taken during stepwise loading of the [111] oriented crystal to peak
stress of 5.5 GPa (Reprinted with permission from Ref. [95])

response of the two materials appears to be different and indicates the need for fur-

ther examination of the factors governing anisotropy in shocked energetic crystals.

Time-resolved Raman spectroscopy gives us some insight into the dynamics of

the phase transition. Selected spectra from a time-resolved experiment are shown in

Fig. 6.15. The stresses were calculated for the stepwise loading path of RDX con-

fined between two z-cut quartz windows. Comparison of spectra in Fig. 6.14 with

those in Fig. 6.15 indicates that some finite time is required for the phase transi-

tion to occur. We can make a prediction of the time-dependent Raman shifts based

on the assumptions that (i) the Raman shifts under shock are identical to those un-

der hydrostatic compression and (ii) there is no time dependence in the shift. The

2,949cm−1 mode is used for this comparison.

Figure 6.16 presents the results of this comparison, together with the calculated

stress history computed at the midpoint of the RDX crystal under stepwise loading

[27, 95, 114]. As the stress increases during the first step of the ring-up process, the

shift of the Raman frequency is predicted to increase.

However, at the second step, the predicted shift decreases slightly because of the

phase transition. As the stress continues to increase, this peak shifts further. The ob-

served shifts, however, exhibit different behavior than the prediction. At the second

and third steps in the loading path, the observed shift overshoots the prediction. The

shift does decrease, apparently once the phase transition occurs, but this takes place

at least 100 ns after the 4.0 GPa threshold was crossed. Therefore, it indicates that

the α–γ phase transition requires an incubation time of at least 100 ns when RDX is

shocked to a peak stress of 5.5 GPa.



6 Understanding Shock-Induced Changes in Molecular Crystals 241

0.0

6
50

40

30

20

10

0

5

4

3

sh
oc

k 
st

re
ss

 (
G

P
a,

 c
al

cu
la

te
d)

ch
an

ge
 in

 R
am

an
 s

hi
ft 

(c
m

−1
)

2

1

0

0.2 0.4
time after impact (μs)

0.6 0.8 1.0

Δt 100 ns
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6.5 Shock Initiation of PETN Crystals

In previous sections we presented examples of how static high-pressure experi-

ments can further our knowledge of molecular-level processes in shocked unreacted

molecular and energetic crystals. However, shock compression often leads to initi-

ation of chemical reactions in shocked solids. In particular, energetic materials de-

compose under suitable shock conditions. A good understanding of the microscopic

processes in shock-initiated energetic materials is needed for the development of a

predictive capability regarding issues of explosive sensitivity, safety, performance,

etc.

Although, the role of molecular structure parameters on sensitivity of EM has

long been acknowledged [115], the work by J. J. Dick brought a new dimension

to this problem. He found that under plane-wave loading the time and run distance

to detonation in PETN (pentaerythritol tetranitrate) depends strongly on the direc-

tion of shock propagation relative to the crystal axes [116]. Subsequently, Dick and

coworkers put forward a steric hindrance model to explain the observed anisotropic

behavior [117–119]. They proposed that the mechanical anisotropy is due to dif-

ferences in the dislocation slip systems that are activated in response to shock-wave

compression along different orientations. Furthermore, they suggested that shear de-

formation on the slip system depended on steric hindrance or resistance to molecular

motion on either side of the slip interface. Shock compression along the [110] (sen-

sitive) orientation resulted in significant steric hindrance, while compression along

the [100] (insensitive) orientation did not [119]. The steric hindrance was corre-

lated to the observed anisotropic, elastic–plastic response arising from activation of

different slip systems under uniaxial strain deformation along the different crystal
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Fig. 6.17 Conceptual diagram of molecular model of PETN anisotropic sensitivity

orientations. Although the model correctly predicted the dependence of the elastic

wave amplitude on crystal orientation, it remained largely correlational from the

chemical viewpoint.

6.5.1 Mechanism of Anisotropic Sensitivity

In response, Gruzdkov and Gupta proposed a model that linked mechanical

anisotropy to initiation chemistry [120]. In this model, the steric hindrance concept

was related through shear deformation at the lattice level, to rotational conforma-

tions of PETN molecules. Moreover, they proposed that conformational changes

could lead to local lattice polarization and consequently to ionic reactions. The

concept of the model is presented in Fig. 6.17.

According to the molecular hypothesis in Ref. [120], the difference between sen-

sitive and insensitive orientations is that in the former the hindered shear produces

local lattice polarization close to the shear planes, while in the latter the unhindered

shear does not. Thus, changes in rotational conformations of PETN molecules are

central to this mechanism.

6.5.2 Conformational Changes

The propensity of PETN molecule to conformational changes was examined theo-

retically [121]. A number of stable conformers, corresponding to different molec-

ular point-symmetries, were identified using semiempirical calculations. Harmonic

vibrational frequencies for the conformers were determined through normal-mode

analyses. Simulated Raman spectra in the region of C–H stretching modes for sev-

eral molecular conformers are shown in Fig. 6.18A. The calculations indicate that

upon symmetry change from initial, S4, to lower symmetries all peaks tend to split.

For example for the C2(α) conformer, the initial A (2,984cm−1), E(3,041cm−1),
and B(3,042cm−1) peaks transform into two A peaks (2,977 and 2,993cm−1), two

B peaks (3,041 and 3,061cm−1), and two A peaks (3,041 and 3,061cm−1), res-

pectively. Spectral variations predicted for symmetry change from S4 to C1 are

significantly more complex and produce combinations of peaks that are less reg-

ular than C2.
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Fig. 6.18 Raman spectra of PETN in the region of C–H stretching modes: (a) simulated spectra for
several molecular conformers, (b) experimental spectra for single crystal under static compression
(pressure values are given in gigapascals), (c) molecular structures of S4 (ambient) and C2 (high
pressure) conformers

The theoretical predictions on conformational changes of PETN molecule were

examined experimentally using Raman spectroscopy. Static high-pressure exper-

iments performed on single crystals in DAC with glycerol as quasi-hydrostatic

medium-indicated splitting of several peaks above 5 GPa. For instance as shown in

Fig. 6.18B, the two stronger C–H stretching modes split into doublets. This suggests

structural changes in the PETN crystal taking place under static compression. The

similarity of experimental spectra above 5 GPa to those of the C2 conformer sug-

gests conformational changes in compressed PETN from S4 to C2 symmetry. The

plausible conformational symmetry at high compression is shown in Fig. 6.18C.

This conformational change likely involves the transformation from a tetragonal to

orthorhombic crystal structure [121]. Recent high-pressure experimental studies on

polycrystalline samples [122, 123], and computations [124] suggest that the PETN

structural transition is sensitive to non-hydrostatic compression.

The static compression results were instructive in examination of the feasibil-

ity of conformational changes in shocked PETN. To test the anisotropic response,

the single-pulse Raman spectra were measured on crystals shocked along the [100]

(insensitive) and [110] (sensitive) orientations. High-resolution Raman spectra in

the region of C–H stretching modes for several pressures are presented in Fig. 6.19.

These results reveal measurable differences in the response of the two orientations.

In particular, the slopes of the stress-dependent frequency shifts for the [100, 110]

orientations differ, suggesting that the PETN molecules respond differently for uni-

axial strain along the two crystal orientations [49]. Also, there is substantial broad-

ening of peaks for [110] orientation above ∼4GPa.

This broadening was analyzed in comparison with static high-pressure data.

Voigt functions were used in fitting the spectra at 5.4 GPa under static compression
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Fig. 6.19 Raman spectra of
PETN crystal in the region
of C–H stretching modes
at several peak stresses for
the [100, 110] orientations
(Reprinted with permission
from Ref. [49])

and at 6.5 GPa under shock compression along the [110] orientation. Results are

shown in Fig. 6.20. The bottom panel of this figure shows that additional two or

four spectral components are needed to properly fit the shock data. The need for

additional components suggests that the anomalous broadening of the C–H stretch-

ing modes for the [110] orientation is due to the appearance of new spectral con-

tributions, likely caused by the splitting of existing peaks. Comparison with static

high-pressure spectra suggests that qualitatively similar changes in the molecular

structure occur during shock compression, i.e., lowering the molecular symmetry in

the crystal. However, as manifested by the differences in the spectra, the conformer

that is formed under shock compression can be different from that produced under

static high pressure. It is also possible that a mixture of conformers, rather than a

single one, is present in the shocked PETN along the [110] direction.
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Fig. 6.20 Peak fitting analysis
for the C–H stretching modes.
The open circle are the ex-
perimental data. Solid lines
represent Voigt functions for
fitting peaks. (a) Spectrum at
5.4 GPa under static compres-
sion; (b) Spectrum at 6.5 GPa
under shock compression for
the [110] orientation, two dif-
ferent fittings were used (solid
and dotted lines)
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6.5.3 Shock-Induced Decomposition

During shock-wave propagation in PETN crystal, significant tangential forces are

imposed on the molecules across the shear plane. Because of these forces, the

molecules can deform and change conformations as proposed by [120] and as sug-

gested by spectroscopic experiments. Shear along different slip planes will likely

result in different conformations. Hindered shear could transform the PETN from

a non-polar to a polar crystal. It is important to note that the polarization is micro-

scopic in nature. Because the dominant initial reaction of nitrate esters at elevated

pressures appears to be ionic [125–127], the formation of polar crystal would also

promote an ionic reaction in shocked PETN.

Investigation of light emitted from shocked PETN provided further insight into

reaction mechanisms in shocked EM [37]. Analysis of the emission spectra revealed

two bands: a high-energy band (HEB) at ∼3.0eV and the low-energy band (LEB)

at ∼2.4eV (Fig. 6.21). Both the HEB and LEB were observed in every experiment

regardless of stress or crystal orientation. However, their relative and absolute inten-

sities and kinetics revealed stress and orientation dependence.

To find the source of the emission, photoluminescence experiments were per-

formed under static compression. A 280 nm wavelength from a second harmonic

of dye laser was used for the excitation. A significant difference observed between
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Fig. 6.21 Typical emission spectrum of PETN shocked to peak stress of 9.6 GPa (open circles).
The spectrum is deconvoluted into the low- and high energy band (dashed lines)
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Fig. 6.22 Comparison between the shock-induced emission spectra and laser-induced fluorescence
spectra. Both spectra are corrected for instrumental responses. Experiments were performed at the
same pressure of 7.5 GPa

photoluminescence and emission spectra (Fig. 6.22) ruled out electronically excited

PETN as a possible source. Therefore, the emission was identified as chemilumi-

nescence from excited intermediates. The nitronium ion, NO2+, was proposed as an

emitting intermediate, on the basis of the electronic structure and its properties. The

nitronium ion was analyzed using ab initio calculations; these revealed transition

energies matching those of the experimentally observed emitting intermediate. Sev-

eral chemical reactions compatible with the formation of NO2+ were considered and

evaluated. Furthermore, a four-step chemical initiation mechanism was proposed in

shocked crystalline PETN [37].
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6.6 Concluding Remarks

Shock compression produces an unusual realm of pressure, temperature, and de-

formation, generated on a short timescale that can induce a wide variety of phys-

ical and chemical changes in molecular and energetic crystals. The recent years

showed several advancements in understanding the response of molecular crys-

tals/energetic crystals under shock-wave conditions. It was possible due to the

progress that has been made in modeling as well as in the experiments. Very

promising prospects emerge from the experimental developments, including: ultra-

fast vibrational spectroscopy of the laser-shocked molecular materials, high-spectral

resolution of Raman spectroscopy of the plate impacted energetic materials, and

controlled deformation experiments in a diamond anvil cell.

The static high-pressure approach already plays an important role in advancing

our knowledge of microscopic processes in shocked energetic crystals. It provides

an experimental tool that can separate the effects (pressure/stress, temperature, and

time) that are inherently tangled in shock compression. As pointed in this chapter a

further coupling of static and shock approaches is needed and necessary for scien-

tific benefits of both fields. To prove this case we have presented selected examples

from our laboratory, Institute for Shock Physics at Washington State University. We

illustrated the interplay between static and shock experiments in the cases of: (i)

the role of deformation on formation of new electronic states in anthracene crystal,

(ii) polymorphism in energetic crystal of RDX, and (iii) conformational changes

and decomposition in the shocked energetic crystal of PETN. Our aim was to pro-

vide within the framework of a single chapter the examples which demonstrate the

usefulness of static high-pressure approach to improve the understanding of micro-

scopic processes in shocked molecular and energetic crystals.
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Chapter 7
Equilibrium Molecular Dynamics Simulations

Betsy M. Rice and Thomas D. Sewell

7.1 Introduction

Molecular dynamics (MD) is a widely used atomistic simulation method due to

the detailed information it can provide, often with a relatively small computational

investment. The most distinguishing attribute of MD among molecular simulation

methods is that it provides a means to monitor the time evolution of a system of

particles (usually atoms) in phase space, thus allowing for an atomic-level view of

the dynamics of a material in a given equilibrium or nonequilibrium thermodynamic

state. This is particularly appealing for those in the energetic materials (EM) com-

munity since such a detailed description could reveal the fundamental mechanisms

controlling the initiation of an energetic material to detonation, a phenomenon for

which direct experimental measurement is in short supply due to the small time

and spatial scales involved and the accompanying large rates of chemical energy

release. MD is not affected by any of these factors; rather, its main limitations are

the description of interatomic interactions (potential energy functions) used in the

simulations and the viability of using classical mechanics to study molecular-scale

phenomena. MD is receiving increased use in condensed-phase EM research as

interaction potentials emerge that “realistically” describe the chemistry associated

with initiation of an EM. However, MD is not limited to studying nonequilibrium

dynamic events only; it has proven to be extremely useful for predicting thermody-

namic equilibrium properties in the condensed phase.

Often a complete mapping of the equation of state (EOS) or the shock Hugoniot

locus for an EM is extremely difficult to accomplish using traditional experimen-

tal methods of diamond anvil cells or shock waves [1–3]. Further, off-Hugoniot

data can be measured only through the use of specialized equipment designed to

study quasi-isentropic compression or using multiple-shock methods in which ex-

perimental and analytic uncertainties multiply quickly [4, 5]. MD simulations of

any of these states, on the other hand, are straightforward and can readily provide

a description of the EM under conditions not amenable to experimentation. Note
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that in many cases, particularly ones involving dynamic phenomena, the compari-

son between macroscopic and atomic-based results can be complicated due to the

effects of finite simulation domains or slow relaxation phenomena. However, recent

increases in time and spatial resolution of experimental diagnostics such as com-

puted microtomography [6, 7] and ultrafast dynamic ellipsometry of laser-driven

shocks on thin-film samples [8], which can provide the entire shock Hugoniot based

on stress-induced optical effects and low-strain particle motion within a single-shot

experiment, enable measurements of properties on scales routinely accessible by

molecular simulation methods.

The focus of this chapter will be limited to the use of the MD method to predict

thermodynamic, structural, and mechanical properties of EMs under static compres-

sion, although it will include references to MD studies of dynamic behavior of EMs.

A brief description of the method and design of appropriate MD simulations to study

EMs at static high pressures will be given, along with descriptions of interaction po-

tentials developed to study EMs. Since the accuracy of MD results is so strongly

dependent on the model of interatomic interactions used, we will describe the per-

formance of recent potential models for predicting the properties of EMs at various

thermodynamic conditions, describe capabilities and deficiencies of the models, and

identify what we think are the most crucial simulations that should be performed to

evaluate emerging methods and models. First, however, we will provide a descrip-

tion of certain aspects of energetic materials on the mesoscale (roughly 0.1–1,000μ)

that will provide a touchstone for the discussions of particular methods, materials,

and properties that follow.

7.2 A Mesoscale Perspective on Energetic Materials

Military energetic materials formulations, whether used in conventional munitions,

warheads, or propellants, are almost always highly filled composites comprised of

∼1–100μ-sized crystals (or “grains”) of energetic material suspended within a poly-

meric binder matrix with filler fractions of ∼70–95% [9]. While the binder may or

may not contribute to the energetic output of the charge, its principal roles are to pro-

vide mechanical integrity and to mediate initiation sensitivity to accidental ignition

under abnormal conditions of dynamic stress.

Energetic formulations are multiscale and complex. Spatial scales required for

a complete understanding range from Å–nm up through mm, with associated

timescales ranging from sub-picosecond for fundamental chemical events to μs or

beyond for prompt initiation processes, and much longer for slow processes such as

thermal cook-off. Practical engineering applications using Lagrangian or Eulerian

hydrodynamic simulation schemes require homogenized (scale-free, continuum)

models, known as “constitutive descriptions” with characteristic spatial scales of

mm or above. (Here, for convenience, we consider the constitutive description to

encompass material equation of state [10], thermomechanical response [11], and
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chemical kinetics [12].) These range widely in complexity, from fairly simple de-

scriptions to extremely complicated ones involving many physical properties, ther-

modynamics and, in some cases, kinetics of phase transitions, chemical reaction

rates, strain rate dependence, and so on. Practically, it is impossible to include ex-

plicitly in such models the fully resolved grain-scale microstructural features of

EMs, let alone the “sub-scale” physical and chemical processes that determine the

effective continuum response.

Nevertheless, in order to realize the goal of “predictive capability” for contin-

uum codes of energetic materials initiation and performance that goes beyond the

dominant “engineering calibration paradigm,” it is necessary that whatever homog-

enization schemes are employed include sufficient physics to capture at least in a

statistical sense the salient “sub-grid” features of the underlying material based on

physical models that can be connected to directly measurable or computable phe-

nomena. Among the latter are the spatial distributions of material heterogeneities

and enormous amount of interfacial area present on the grain scale; these arise due

to crystal defects (e.g., dislocation twins, voids, or solvent inclusions), regions of

poor binder wetting of the grains, or direct crystal–crystal contacts [13, 14]. Un-

der thermomechanical loading such heterogeneities lead to localization of energy,

corresponding to low-probability “tails” of distributions of temperature and stress

within the material [15, 16]. These regions of localized energy are generally known

as “hot spots.”

It has been accepted since the 1940s that the generation of a sufficiently high

density of sufficiently large hot spots at sufficiently high temperature is required for

the initiation of most energetic material formulations [17, 18] and in some cases

for the propagation of detonation waves [19]. The characteristic scale of “effective”

hot spots in a typical EM is on the order of 1–10μ, well below the resolution limit

of practical engineering calculations. It should be clear that the number and spa-

tial distributions of potential hot spots in a composite material can be affected by

material processing, thermal history, mechanical insult, chemical and physical ag-

ing processes, and so on. Coupled with the fact that the simple material properties

are generally functions of temperature, pressure, and sometimes strain rate (e.g.,

polymer viscoelasticity), and that these thermodynamic dependencies can interact

in complicated ways (sometimes offsetting, other times reinforcing), the problem of

how to describe a material in a way that yields “predictive” capability is nontrivial.

One challenge (among many) that sub-grid localization causes for continuum

simulations is the trade-off between the need to use simple chemical reaction

rates/models based on an effective, homogenized temperature – in fact more com-

monly pressure, for technical reasons – and the fact that those effective rates are not

the true rates for thermal chemistry in the material on the sub-grid scale. (Further,

the effective rates may themselves be mesh dependent [12].) Specifically, no matter

how it is achieved (e.g., shock heating, thermal diffusion or convection, or dissipa-

tion), the average temperature in a computational cell will necessarily be lower than

the hot spot temperature, such that the effective rate must be higher than the true

chemical rate in order to match macroscopic experiments (for example a wedge test

or “pop plot”). Menikoff has recently compared three different (simple) constitutive
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descriptions in a study of the initiation and detonation properties of the HMX-based

plastic-bonded explosive PBX-9501 [20]. His work elaborates on several outstand-

ing issues for such simulations.

Many of the thermomechanical equation of state properties, transport properties,

and fundamental inelastic deformation processes needed for the parameterization or

as aids to the formulation of mesoscale simulation models for energetic materials

can be computed directly using carefully designed molecular dynamics or Monte

Carlo simulations. Among the properties that are needed and that can be predicted

as functions of pressure and temperature (stress state) with a high degree of relia-

bility, given an accurate potential energy surface, are polymorphic crystal structures

and lattice energies, isothermal compression curves and coefficients of thermal ex-

pansion (both volumetric and linear), second-order elastic coefficients and derived

isotropic moduli, heats of sublimation and vaporization, and linear transport coeffi-

cients for mass, momentum, and energy (self-diffusion, shear viscosity, and thermal

conductivity, respectively). The major complication that arises in transferring these

quantities directly from the atomic scale to mesoscopic or continuum scales is the

current inability to include in a realistic way within the limited framework of a

molecular dynamics simulation the kinds of defect structures that exist in real ma-

terials. As a consequence, MD predictions for many of the properties listed above

based on structurally defect-free samples will represent upper or lower bounds to

values that would be measured in the laboratory. Additional properties for which

information is required but whose computation is more problematic using purely

classical molecular dynamics, typically due to the need to account in some way for

quantum effects, include the temperature- and pressure-dependent specific heat and

modal Gruneisen coefficients. Large-scale molecular dynamics simulations are in-

creasingly used to study dynamic processes with explicit inclusion of all mechanical

degrees of freedom, for example mechanisms of inelastic deformation under shock

loading in neat crystals or dissipative mechanisms during pore collapse. Finally,

with the advent of reactive force fields – that is, ones which can be used to study

chemistry in the condensed phase – it is increasingly possible to make predictions of

chemical reaction rates and mechanisms for thermodynamic conditions relevant to

understanding energetic materials initiation and detonation phenomena. With these

emerging capabilities, and subject to the caveats outlined above, it is reasonable to

attempt to construct on the basis of molecular dynamics simulations a substantially

complete, internally consistent thermal-mechanical-chemical constitutive descrip-

tion for condensed-phase energetic materials.

7.3 The Method of Molecular Dynamics

Molecular dynamics simulations are routinely employed in many areas of the chem-

ical and physical sciences and numerous reviews exist that describe methodologies

and applications specific to the various fields, including that of EMs [21]; there-

fore, we will provide only a brief overview of the method. A molecular dynamics
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simulation involves solving equations of motion for a system of classical particles.

The equations can be formulated in the Newtonian, Hamiltonian, or Lagrangian ap-

proaches [22], all of which correspond to the microcanonical (NVE) statistical me-

chanical ensemble in which the number of particles, volume, and total energy are

conserved. Simulations in other statistical mechanical ensembles can be performed

by using modified forms of the equations of motion, and are especially useful for

generating EOS information. These include the isothermal-isochoric (NVT, canon-

ical), the isothermal-isobaric (NPT, constant pressure), and isothermal-isostress

(NsT) ensembles. In all of these, the number of particles and temperature are con-

served. The volume is conserved for the NVT ensemble while isotropic pressure

is conserved in the NPT ensemble. The NsT ensemble is a generalization of the

isothermal-isobaric ensemble that allows anisotropic deformation of the simulation

cell in response to a prescribed tensorial stress rather than to simple hydrostatic

pressure. NsT-MD simulations are particularly useful for assessing interaction po-

tentials for EMs since they provide a test of the ability of an interaction potential to

accurately predict and maintain the correct crystal space group symmetry (i.e., size

and shape of the simulation cell and the arrangement of molecules within the cell)

during such a simulation. Other statistical ensembles include isobaric-isoenthalpic

(NHT, where H is enthalpy) and grand canonical (μVT, where μ is chemical po-

tential) ensembles, but these are not routinely used in EM research. Alterations to

the equations of motion have also been made use of in simulations that drive the

system to points on its shock Hugoniot [23, 24] or that sample states of the shocked

materials [25–27].

Integration of any of the aforementioned equations of motion will produce a tra-

jectory; that is, a time-ordered sequence of solutions that provide a description of

the dynamic behavior of the particles in phase space over the time interval of the

simulation. In the simplest cases, physical properties can be obtained by time aver-

aging of simple observables over the duration of the trajectory, for example, crystal

lattice parameters or liquid density. In many cases, however, it is necessary to con-

struct the fluctuation or second moment of some quantity in order to compute the

desired observable, for example, the elastic tensor, bulk modulus, or specific heat.

This generally requires additional computational effort to obtain a given level of

statistical precision, and special care must be taken if using extended ensembles to

ensure that the set of chosen external coupling parameters (e.g., thermostat and/or

barostat) does not affect the results. (Except for pathological cases, this choice of

parameters is not usually crucial when calculating simple first moments, but can

significantly affect the predicted higher moments.) In other cases, it is necessary

to compute integrals over time autocorrelation functions, for instance to predict the

shear viscosity or density of states. Even with clever averaging over all time origins

in an equilibrium simulation, such quantities can take several nanoseconds to con-

verge and care must be taken to ensure that long-time relaxations do not invalidate

the results.

For equilibrium simulations pressure and temperature are thermodynamic state

variables; thus, prediction of most quantities as functions of those variables is

straightforward and useful [28] since, in most cases, experimental data are available
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only in the vicinity of room temperature and pressure, or along one or the other axis

(i.e., isothermal or isobaric conditions; for an exception, see Ref. [1]). In the absence

of such pressure- and temperature-dependent information, most continuum models

treat important variables such as specific heat as constants and then “tune” other

adjustable parameters to agree with experiment; this level of approximation can

lead to difficulties for complicated situations such as materials subjected to multiple

shocks [10].

Beyond accuracy of the potential energy surface in the intervals of thermody-

namic space of interest, it is necessary to ensure the correctness of the equations

of motion and the stability limits of the numerical scheme used to solve them –

particularly for properties computed in the microcanonical (NVE) ensemble. In the

case of extended ensembles such as NVT or NPT, the simple integral invariants

(conservation of energy, linear, and [sometimes] angular momentum) that serve as

touchstones for accuracy in the NVE ensemble may not exist. Thus, it is wise to al-

ways check the accuracy of the equations of motion in a microcanonical limit prior

to performing calculations in some other ensemble. If possible, one should also in-

clude error bars on calculated properties to reflect statistical precision. (It is perhaps

permissible not to include them if some quantity is computed for several different

values of pressure or temperature, in which case the “smoothness” of the calculated

points may provide some indication of statistical variation.) Finally, one must assess

critically the validity of the approximation of classical mechanics in the context of

prediction of physical properties at the atomic scale. This is a reasonable approach

for most equilibrium properties, but in some cases the classical approximation is

not valid; the most obvious of these is prediction of the specific heat for organic

materials (and for low-Z metals such as Li or Be) for which the Debye temperature

is >2,000 K and thus significant population of high-frequency vibrons such as C–H

stretching modes is clearly inaccurate [29]. This “specific heat problem” is basically

a manifestation in the condensed phase of the “zero point energy problem” that is

well known in gas-phase chemical dynamics [30]. An unfortunate consequence of

the error in specific heat is that, in a full dimensional purely classical calculation, the

temperature behind a weak to moderately strong shock wave will be underestimated.

7.4 Properties Calculated in Static High-Pressure MD
Simulations

The prediction of intensive materials properties using MD is an attractive (and some-

times necessary) alternative to experimental measurement. Measuring common ma-

terials properties of EM can be difficult since phase changes [31–34] or changes

in chemical reactivity can occur in EMs upon compression [34–36]. Further, many

measurements exhibit systematic errors due to sample purity, thermal history, and

even particle size (for formally intensive properties!). In such cases, MD predic-

tions of material properties for structurally perfect crystals are particularly useful

since they will often provide upper or lower bounds to those properties.
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The most basic thermodynamic properties directly calculated from an MD simu-

lation of a bulk EM are temperature, pressure, internal energy, and specific volume.

(By specifying two of the preceding properties and predicting the remaining ones

one can arrive at an equation of state.) Also, a variety of other thermal or mechanical

properties can be obtained from these properties, including thermal expansion coef-

ficients, specific heat, and isotropic or anisotropic elastic properties. Others can be

obtained either through time averaging of properties calculated during the MD sim-

ulation or derived from the root-mean-square (RMS) fluctuations of thermodynamic

properties. In some cases it is necessary to compute convolutions of time correlation

functions.

Structural properties of an EM can be obtained simply by time-averaging struc-

tural descriptors that use the atomic positions of the material over the course of

an MD simulation. One of the most straightforward representations is the radial

distribution function, a simple measure of the local structure of the atoms within a

material (i.e., for a given atom, the number of its neighbors as a function of distance).

For materials that can be described by pair-additive interactions, this function can be

used to predict certain thermodynamic properties, such as energy. Structure factors,

similar to those obtained from crystallographic measurement can also be calculated,

and are particularly useful in characterizing molecular crystals. Another useful ex-

ercise is to compare thermally averaged atomic positions of all the molecules in the

simulation cell with those in an ideal crystal composed of symmetry equivalents

generated using the thermally averaged lattice vectors, thermally averaged atomic

coordinates of a single molecule, and space group symmetry operators of the vari-

ous crystalline space groups. This activity will determine the crystallographic space

group of the simulated crystal. The occurrence of a pressure-induced phase tran-

sition during an MD simulation can be observed by monitoring structural order

parameters, variables defined to represent translational, orientational, or conforma-

tional order within a crystal. (Only the first of these is relevant in the often-studied

case of simple metals.) These parameters are evaluated for each molecule in the sys-

tem at each integration step, then averaged and normalized, for instance the second

Legendre polynomial. These have been used to identify the melting transitions for

various EMs [37–42]. Other order parameters, for instance the Cremer-Pople ring

puckering coordinates [43] or the convex hull which defines first Vornoi polyhedra

(a sophisticated “nearest neighbor” method that is not invalidated by uniaxial or

hydrostatic compression) [44], can be used to identify transitions among solid poly-

morphs; these have been applied to stress-induced phase transitions and creation

of stacking faults in RDX (1,3,5-trinitro-1,3,5-s-triazine) crystals under compres-

sion [45].

7.5 Design of the Simulation

A representation of bulk EM is often required for the evaluation of nearly all mate-

rials properties of practical interest. Advances in both architectures and algorithms

for scalable parallel computing now allow billion-atom MD simulations [46, 47].
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However, even such large system sizes are too small to represent bulk material as a

discrete object in vacuum, since the surface-to-volume ratio will be large. (Particles

on the faces of a crystal or droplet are subject to forces that differ from those for

particles in the interior of the simulation cell. Thus, any thermal averages obtained

from such a system might be affected by edge effects.) Fortunately, infinitely large

system sizes are not necessary in order to study many bulk materials properties and

processes in an EM. Instead, the bulk material can be emulated using simulation

cells containing comparative atoms (∼103–106) by using periodic boundary con-

ditions. In this procedure, Cartesian space is completely filled with replicas of the

primary simulation cell along each of the three Cartesian axes x, y, and z. The only

formal constraint on the shape of the cell is that it comprises a space filling, three-

dimensional tessellation. In this way, particles within the simulation cell located at

a position r have identical images located at r + (ix+ jy+ kz), where i, j, and k are

integers. If a particle leaves the simulation cell through one of its faces, its image

enters the simulation cell through the opposite face. Each particle within the sim-

ulation cell can interact with other particles in the simulation cell, or with images

outside the simulation cell. Further (and necessary) computational efficiency is ob-

tained by limiting the range of the interatomic interactions (i.e., the potential energy

is set to zero beyond a specified cutoff distance) and restricting the simulation cell

to have dimensions that are at least twice the range of interaction. By doing this,

any particle within the simulation cell will interact only with the nearest periodic

images of particles within the interaction range; interactions with all other images

do not need to be calculated, except in the case of non-truncated long-range electro-

statics for which specialized lattice summation techniques are usually employed.

It is vitally important to reiterate that, even with periodic boundary conditions,

accurate evaluation of long-range forces, and an assumed “perfect” atomic force

field, developing predictive tools for many properties and processes needed for sim-

ulations of energetic materials on mesoscopic and macroscopic scales will remain

a difficult proposition due to complicated defect structures and complex interac-

tions among them on spatial scales that even the largest molecular simulation tools

cannot yet approach, or due to physical relaxation phenomena whose mathemati-

cal scaling properties do not extend down to the spatial scales currently accessible

to even the most determined molecular dynamicist (i.e., for organic materials with

electrostatic interactions, space scales below a few hundred nanometers in a 3-D cell

and timescales of less than a microsecond).

Numerical solution of the equations of motion is an initial value problem. Thus,

at the beginning of any condensed phase MD simulation, an initial configuration

(i.e., atomic positions, velocities, and lattice vectors [in the case of a periodic sys-

tem]) must be given. For those systems for which experimental crystallographic

information is available, the initial simulation cell can be composed of replicas of

unit cells of the material arranged in the experimental configuration at the condi-

tions of interest, and atomic velocities are assigned randomly from either a uniform

or Maxwell–Boltzmann distribution. Frenkel [48] notes that assigning atomic ve-

locities uniformly and subjecting the simulation to an equilibration trajectory will

produce a Maxwell–Boltzmann distribution of velocities; however, care must be
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taken to ensure complete equilibration, as will be discussed below. For those sys-

tems for which a priori knowledge of the crystal structure is not available, probable

candidate structures can be generated using a classical molecular simulation method

known as ab initio crystal prediction. Various implementations of the method gener-

ally follow a three-step computational approach [49–79]. The first step corresponds

to generating a 3-D model of the molecule that will be used to construct candidate

crystals of different symmetries. In the next step hypothetical crystal structures us-

ing the molecular models are created. Finally, in the third step the energy of each

hypothetical crystal is minimized, leading to the selection of the best candidates for

crystal topology. Each of these steps requires a description of interatomic interac-

tions. The creation of hypothetical crystal structures using the molecular model can

be accomplished in a variety of ways. The most general method of generating a hy-

pothetical crystal structure is to place Z images of the molecular model randomly

into a cell [80]. However, it is unlikely that the global energy minimum will be iden-

tified during the energy minimization step if the random insertion of particles into

the cell occurs without imposing space group symmetry restrictions. Thus, space

group symmetry for the cell and its contents is usually assumed at this stage of the

procedure. Once the choice of space group has been made, a reasonable starting

structure for the cell must be obtained. The parameters that must be assigned be-

fore energy minimization are the cell parameters and the location and orientation

of the molecular model within the crystal; in cases involving conformationally flex-

ible molecules, this must be done separately for all low-energy conformers. Once

these are chosen for the test molecule (more rigorously the crystallographic asym-

metric unit which usually consists of part or all of a molecule), the remaining (Z-1)

symmetry-equivalent entities in the cell are generated using the space group symme-

try operations. Typically, numerous hypothetical crystal structures are generated for

each space group for which the orientation and conformation of the test molecule

have been randomly or systematically selected; in some cases limited intramolec-

ular flexibility about the local conformational energy minima is included during

the energy minimization step. The larger the number of hypothetical crystals that

are generated, the more fully is configuration space sampled. Most computational

methods limit the sampling to the most common space groups, since the generation

of large numbers of hypothetical crystals for all 230 crystalline space groups within

a single calculation becomes computationally burdensome. This limitation is rea-

sonable, since a survey of organic compounds indicates that 90% of organic crystals

are described by only 17 space groups [81].

Regardless of how the initial condition is chosen for the simulation, it is crucial

that the system be properly equilibrated to the desired thermodynamic state before

time averages are calculated. This can be accomplished for the case of fixed volume

simply by integrating the equations of motion for all atoms in the simulation cell

and, in some instances, scaling atomic velocities and at periodic intervals during the

equilibration in order to more quickly reach the desired temperature. To determine

if equilibration has occurred, instantaneous properties such as temperature, pres-

sure, density, potential energy, or kinetic energy should be monitored. It is useful

to compute the full stress tensor and multiple measures of temperature to ensure
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equipartition of energy among the various modes of the system (i.e., phonons and

vibrons); this is particularly important if geometric constraints, such as fixed bond

lengths or bond angles, are employed in the simulation since conventional initial

velocity selection schemes of which we are aware are unable to properly sample the

associated manifolds in phase space. When the temporal behavior of the instanta-

neous properties does not change and the corresponding fluctuations are not large,

it can be assumed that equilibration is complete. At this point, thermodynamic and

structural properties can be calculated and accumulated for averaging for the re-

mainder of the trajectory integration.

7.6 Development of Interaction Potentials

All MD simulations require a description of the forces acting on the particles in the

system. This description is crucial to the quality of the simulation. An inaccurate

depiction of the forces experienced by the particles at the conditions of interest will

produce spurious results. If, however, the description correctly reflects the forces

acting on the particles at the conditions of interest, then the MD results will provide

an accurate representation of the classical statistical mechanical behavior of the sys-

tem. The forces can be derived from semiempirical [82] or empirical [83] functions

that describe the potential energy of the system, or they can be calculated directly

using quantum mechanical (QM) methods [84] (as will be described in greater detail

in the chapter by Kukla). In the latter case, however, the prohibitive cost of a direct

QM evaluation of forces during an MD simulation limits the size of the system be-

ing simulated and the duration of the trajectory. (Additional care should be taken

in the case of QM evaluation of forces, due to numerical issues with obtaining the

forces in a time-reversible way [84].) Thus, substantial effort has been devoted to

the development of a variety of analytic potential energy functions that accurately

represent energetic materials; in the following, we emphasize only the more recent

efforts.

It is not difficult to develop reasonably accurate empirical descriptions of the

forces for simple materials (e.g., noble gases) or for materials for which the MD

simulations will explore a small volume of phase space (e.g., low-temperature sim-

ulations). In fact, a few nonreactive empirical interaction potentials (from which

forces are derived) have been developed that accurately describe conventional EMs

near the ambient state (e.g., Refs. [85–91]). Unfortunately, these interaction poten-

tials are unable to correctly describe the complex chemical and physical behavior of

EMs in regimes of high temperature and pressure (e.g., Ref. [92]); thus, more elab-

orate descriptions are required. Development of such interaction potential is not a

trivial task. Conventional energetic materials used for military applications are typ-

ically large, polyatomic molecular crystals consisting mainly of carbon, hydrogen,

nitrogen and oxygen (with new classes of high-nitrogen materials now being synthe-

sized) [93]. Since many of these molecules are large (ranging in tens of atoms), they

have numerous and complicated vibrational degrees of freedom. Additionally, these
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molecules often have multiple structural conformers, which produce different crys-

talline polymorphs [94–97]. These materials react rapidly and release energy upon

initiation. Moreover, the chemistry associated with either deflagration (a subsonic

reaction wave) or detonation (a supersonic wave) is extremely complex, consisting

of a strongly coupled web of endothermic and exothermic chemical steps before

forming the final products. As indicated above, EMs can undergo a variety of phase

transitions with compression and temperature. This suggests that phase transitions

could have a role in the detonation or deflagration of an EM. Thus, development of

empirical interaction potentials that will correctly capture such complex and diverse

behavior in MD simulation requires significant and often arduous effort. It is not

surprising that while MD simulations have been performed since the 1970s, it has

only been within the past decade that interaction potentials have been developed that

allow a more realistic portrayal of the chemical and physical behavior of real EMs.

In the early days of MD simulations of energetic materials, little attention was

given to developing interaction potential functions to represent actual chemical sys-

tems. Instead, the various studies were designed to explore individual, or a small

number of, processes believed to be associated with shock and detonation, with

greater emphasis on probing the salient physics as opposed to accurate chem-

istry. In such studies, extremely simple and highly idealized representations of con-

densed phase solids were invoked, sometimes with reactions treated in an aphysical

fashion [21]. Eventually, models were developed that better represented the chem-

istry expected in shock initiation, most notably the Reactive Empirical Bond Order

(REBO) model developed by Brenner and coworkers [98]. This model, similar to

Tersoff-type models that allow for bond formation, bond breaking, or changes in

atomic hybridization due to local environment [99], has been subjected to numerous

MD studies to investigate reacting shocked solids. Although at the time of its origin

REBO was intended to describe detonation chemistry in NO (nitrogen monoxide, a

heteroatomic diatomic explosive), REBO does not in fact correspond to any known

EM, and its simplicity limits its ability to describe the more complex physics and

chemistry characteristic of real energetic materials. Fortunately, efforts have con-

tinued since then to produce interaction potentials which more realistically depict

both static properties and dynamic events in condensed-phase EMs. These efforts

can be partitioned into two categories: nonreactive and reactive models. Both can be

used to predict thermophysical properties of the crystals, but only the reactive mod-

els can be used to explore chemistry. Within the framework of unreactive models,

further subdivision can be made into fully flexible, partially flexible, and fully rigid

descriptions of the intramolecular degrees of freedom. Another distinction based on

the complexity of nonbonded interactions can be made between many-body poten-

tials (including for instance atomic polarizability) and the more common two-body

form with fixed partial atomic charges.

Regardless of which class of model is chosen, the methods for development gen-

erally follow the same steps. First, functions are selected that will describe a desired

interaction (i.e., Coulombic, dispersion, bond stretching, etc.). Next, parameters are

fitted to empirical or quantum mechanical information. In principle, the latter is

significantly more desirable since empirical information is often absent, sparse, or
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inconsistent from one experiment to another. However, care must be taken in the

choice of quantum mechanical theory used to generate information for parameteri-

zation of the nonbonding terms for EMs. The most common QM method used for

study of large systems is density functional theory (DFT) [100,101], due to its mod-

est computational requirements and demonstration of reasonably accurate results

for the prediction of intramolecular geometries and some molecular crystal struc-

tures. Unfortunately, conventional DFT methods do not properly treat dispersion,

which is the main component of the cohesive energy of molecular organic crystals,

such as EMs, at low pressures (less than 1 GPa). Therefore, predictions of equilib-

rium crystal structures at pressures for which dispersion is the dominant interaction

will be inaccurate compared to experiment when using intermolecular potentials

that are parameterized using DFT results for condensed phase materials at low lev-

els of compression (see, for example, Refs. [102, 103]). However, there have been

DFT predictions of crystal structures of compressed EM that are in good agreement

with experiment, suggesting that this QM method is appropriate to describe crys-

tals compressed to the point for which nondispersive interactions dominate [104].

(The dispersion error is still present under compression, but the overall dispersion

contribution to the total energy, and thus the effect of the error, is greatly reduced

compared to Pauli repulsion contribution to the energy.) Therefore, in lieu of reliable

QM information for a system, empirical corrections to the model should be made or

the user should recognize the limitations of any model that relies on conventional

DFT descriptions of cohesive forces of EM at certain conditions (i.e., low pressure).

7.7 Identification of Key MD Simulations to Assess Interaction
Potentials

As emphasized in earlier sections, the results of any MD simulation are strongly

dependent on the quality of the force field. Too often, however, interaction poten-

tials are used in MD simulations before undergoing extensive testing to assess their

limitations and capabilities. Therefore, in this section we will recommend key MD

simulations that should be performed to evaluate the interaction potentials. At a

minimum, a model interaction potential of a condensed phase EM should be able

to predict, in isothermal-isostress (NsT) MD simulations of the ambient conditions

phase, the following:

• The correct crystallographic space group symmetry (i.e., this should be con-

served during the simulation)

• Crystallographic parameters, including crystal density, to within 3% at the ex-

perimental condition

• Independent geometric variables of the unit cell (fractional positions of the cen-

ters of mass, relative molecular orientations, etc.)

• Isothermal compression curve over specified intervals of pressure

• Thermal expansion coefficient

• Heats of sublimation and/or fusion
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More rigorous tests of the interaction potential would involve using it in NsT-MD

simulations of each of the preceding for various polymorphic crystalline forms of

the EM. Ideally, the force field will accurately predict the melting point at ambient

pressure (the melting curve Tm = Tm(P) is an important quantity that is only rarely

known but which can be expected to significantly affect chemical reactions rates and

mechanisms of mechanical dissipation) [28]; and thermodynamic phase boundaries

between stable crystal polymorphs, the latter of which are particularly complicated

since they often involve reconstructive (sometimes called nonmilitary) phase trans-

formations in which simple group–subgroup symmetry relations between the initial

and final polymorphs do not exist [105]. This will allow evaluation of local energy

minima (and corresponding structures) of the potential energy surface. More telling

validation challenges include prediction of tensorial properties such as the elastic

tensor, thermal expansion tensor, and thermal transport coefficients for mass, mo-

mentum, and energy. It is clearly important to understand where the potential fails,

for example by significantly mis-predicting the relative stability of phases or even

predicting polymorphs that do not exist experimentally.

In the absence of an experimental determination, generation of candidate ini-

tial crystalline structures to use in these simulations can be generated using ab initio

crystal structure prediction procedures described above. In one procedure developed

specifically for EM research [79], a series of candidate unit cells of different crystal

symmetries are generated by orienting a molecule along Euler axes within the cell

and generating its symmetry equivalents using the space group symmetry opera-

tions. In this way, a large number of unit cells with different space group symmetries

and orientations of the molecules within the cells are constructed. In a standard run,

tens of thousands of candidate crystal structures are produced, from which a subset

of the most dense crystals are subjected to lattice energy minimization. The resulting

optimized cells can then be used as initial structures in subsequent NsT-MD simula-

tions to determine stability and energy ranking relative to the experimental structure.

Other MD simulations can be used to explore dynamical details of processes

related to or that precede initiation to detonation. These include NPT/NsT-MD sim-

ulations over wide intervals of pressure and temperature that span the solid and liq-

uid regions of the phase diagram. MD simulations to predict the pressure-dependent

melting points are particularly useful in assessing the predictive capability of a cho-

sen force field model. Finally, the shock Hugoniot of the materials can be evaluated

using NVE-, NPT-, or NVT-MD simulations and compared to available experimen-

tal data. We note that some of these models are limited in their capacity for pre-

diction, particularly if they are developed for rigid-molecule simulations only, or if

they do not include chemical reactivity.

Interesting questions in the case of chemically reactive potentials are the extent

to which many-body effects must be included and how to predict, and account for,

differences in “zero point energy” between reactants, transition states, and products.

Reactants typically include a wide range of vibron and phonon frequencies, whereas

typical detonation or deflagration products such as N2, CO, CO2, and H2O have

comparatively high vibrational frequencies and consequently significantly different

zero-point energies from the reactants. These differences will not be reflected in

“bare” classical potentials.
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7.8 Interaction Potentials Used in MD Simulations of Energetic
Materials

7.8.1 Reactive Models

To our knowledge, only one reactive force field has been developed and used

in published MD simulations for condensed phase CHNO EMs; it is known as

ReaxFF. We will provide only a brief description of ReaxFF [106], since the ma-

jority of its applications in EM research have, to our knowledge, been limited to

studying thermal and shock-initiated chemistry [107–109]. While these applications

are outside the scope of this chapter, the potential importance of ReaxFF in advanc-

ing realistic MD simulations of EMs merits discussion and therefore a short review

of published simulations using this force field model for reactive chemistry will be

given. This will be followed by more extensive descriptions of nonreactive empiri-

cal force fields that have been used within the past few years in MD simulations for

predicting properties and behavior of condensed phase EMs over wide intervals of

temperature and pressure.

The development of ReaxFF is an ambitious attempt to construct a transfer-

able force field for use in molecular simulations of chemically reacting systems.

An overall developmental goal for ReaxFF is to adequately describe any chemical

system composed of any element in the periodic table. Another goal of its develop-

ment is to rely solely on QM information in its parameterization. The philosophi-

cal advantage to this approach is that all information used in the parameterization

corresponds to a similar, well-defined level of theory uncomplicated by inclusion

of experimental information that may have ill-defined accuracies and systematic

experimental errors. It is a bond-order-dependent method, similar in spirit to the

Tersoff [99] and REBO [98] formalisms mentioned earlier. The force field par-

titions the total system energy into various valence and nonbonding components,

with only the valence terms being bond-order-dependent. The bond orders are cal-

culated for every atom pair within a simulation, and are assumed to be functions only

of the interatomic distances. Energetic penalties are imposed for over- and under-

coordination on the atoms. The bond-order-independent nonbonding van der Waals

and Coulombic interaction terms are calculated for every atom pair and are shielded

to eliminate excessive repulsive forces between atom pairs separated by short dis-

tances. Environment-dependent atomic charges used in the Coulombic expression

are determined using the Electron Equilibration Method (EEM) [110]. The param-

eterization of ReaxFF is accomplished by fitting to a training set of QM data com-

posed of pertinent structural and reaction path information that characterizes “the

atomic interactions under various environments (likely and unlikely [high energy])

each atom can encounter” [108]. To date, ReaxFF has been parameterized for use

in molecular simulations of hydrocarbons [106], nitramines [107, 108], peroxide-

based explosives [109], silicon/silicon oxides [111, 112], aluminum/aluminum ox-

ides [113], transition metals [114,115], metal oxide catalysts [116], B-N-H systems

[117], alkali metal [118] and alkaline earth systems [119], and ferroelectrics [120].
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At this time, ReaxFF is an evolving force field, as new elements are continually

being added to the potential energy description. Modifications to the form of ReaxFF

are also sometimes necessary to remedy deficiencies in its descriptions of chemical

reactions or material properties. Whenever new elements are included, QM informa-

tion is generated for each element in a variety of different environments and added

to the training set for reparameterization. To our knowledge, the majority (if not all)

of the condensed phase QM information used in the parameterization of ReaxFF

consists of DFT predictions. As discussed above, however, this QM treatment does

not properly describe dispersion interactions; thus, parameterizing ReaxFF using

only DFT information will clearly diminish the predictive capability of the force

field at certain thermodynamic conditions, notably including those of EMs near

room temperature and pressure. The subsequent effects of using DFT calculations

in the parameterization of ReaxFF is apparent from the results of a study in which

ReaxFF was used to generate EOS information for PETN I (Pentaerythrityl tetrani-

trate, polymorph I) [121]. In this study, EOS information for PETN I for pressures

ranging from 0 to 50 GPa at T = 0K was generated using ReaxFF and compared

with DFT predictions and experiment. The ReaxFF results were in good agreement

with DFT predictions over this pressure interval. Also, ReaxFF was in better agree-

ment with experiment (deviation of cell volume = 5.4%) than all DFT predictions

at 0 GPa. This is notable, since information generated using the linear combination

of atomic orbitals (LCAO) DFT code SeqQuest [122] was used in the parameter-

ization of ReaxFF, and predictions using this code and the Generalized Gradient

Approximation (GGA) [123–126] functional Perdew-Burke-Ernzerhof (PBE) [127]

produced a substantially larger deviation from experiment (deviation of cell volume

= 10%). It is assumed that future parameterizations of ReaxFF using non-DFT QM

information might better represent CHNO materials at low degrees of compression.

ReaxFF was first applied to a conventional CHNO EM in MD simulations

of shock-initiated chemistry in the cyclic nitramine RDX [107]; subsequent MD

simulations were performed to examine thermal-induced chemistry in the same sys-

tem [108]. It was later extended to describe another explosive, triacetonetriperioxide

(TATP), by inclusion of QM predictions of its unimolecular decomposition [109].

Since then, ReaxFF has been used in MD simulations of other EMs, including

β-HMX (octahydro-1,3,5,7-tetranitro-s-tetrazocine), TATB (triaminotrinitroben-

zene) [128], PETN [121], nitromethane [129], and RDX-based systems (EstaneTM/

RDX and nano-Al/RDX) [130]. To our knowledge all of the applications of ReaxFF

to energetic materials have been used to explore chemical events associated with

either cook-off or shock initiation, with the exception of the aforementioned EOS

study of PETN I [121].

7.8.2 Nonreactive Models

Most EOS information generated through MD simulation has resulted from the

use of nonreactive interaction potentials far less sophisticated than ReaxFF.

Usually, these nonreactive interaction potentials focus on accurately depicting
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the intermolecular interactions within the crystal and, in some cases, energetic

differences associated with intramolecular conformational transitions. Most mod-

els assume pair-additive terms of simple functions (such as Lennard-Jones or

exponential-six) to describe the dispersion interactions, and couple these with a

simple Coulombic description of the electrostatic interactions. One exception to

this is a very recent formulation and parameterization of a polarizable, many-body

force field for pentaerythritol tetranitrate (PETN) [131]. Typically, partial charges

centered on atoms in the molecular crystal are determined using quantum mechan-

ical calculations for the isolated molecules or by adjusting these, along with the

other intermolecular terms, to reproduce experimental information. Intramolecular

interactions can be described by functions that represent various molecular vibra-

tional motions within a molecule such as bond stretching, angle bending, torsions,

and wagging or scissor motions. These functions can be parameterized to empirical

or ab initio information. Fortunately, intramolecular motion is well described by

DFT, and several systems have used both DFT and non-DFT QM treatments in

parameterizing these portions of the force field, as detailed below. Also, for single

molecules or dimers, accurate correlated electronic structure methods can be used

to “benchmark” particular intermolecular interactions.

One of the simplest interaction potentials used to generate EOS information was

developed by Sorescu, Rice, and Thompson [85] and parameterized using empirical

data for α-RDX at room temperature and pressure. This model is composed of pair-

additive terms that describe interactions between atoms of neighboring molecules.

The model does not include terms that describe intramolecular interactions and thus

does not allow for molecular deformation (or reaction) during an MD simulation;

that is, it is a rigid-molecule force field. It was developed for MD simulations in

pressure regimes for which molecular deformation would be minimal and has been

assessed to determine its ability to describe various explosives in simulations at

moderate pressures and temperatures [92]. An extensive series of studies has been

performed to evaluate the degree of transferability of this method to other chem-

ical systems [132–136], including rigid-molecule NPT-MD simulations of poly-

morphs of 2,4,6,8,10,12-Hexanitrohexaazaisowurtzitane (HNIW, or CL-20) [132],

HMX [133], and dimethylnitramine (DMNA) [137]. Results from studies on CL-20

and HMX indicate that the force field correctly predicts the order of thermody-

namic stability of the different phases of these cyclic nitramines; cell parameters are

in agreement with experiment to within a few percent, with little deviation of trans-

lational or rotational descriptors from experimentally determined values. For the

DMNA simulations [137], crystal densities were within 0.2% of experiment, and

the predicted bulk modulus was 5.7% lower than the experiment. However, simula-

tions of the melting of DMNA using this model produced a melting point that was

∼15% higher than the experiment. (It is unreasonable to expect a rigid-molecule

approximation to a highly flexible system – in this case weakly hindered methyl and

nitro rotations are both present – to be accurate for predictions of melting, so this

result should not be surprising.) The most rigorous test imposed on this model force

field is one in which a total of 174 CHNO crystals were subjected to ab initio crystal

prediction [136]. The systems consisted of nitramine, nitroaliphatic, nitroaromatic,
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and nitrate ester molecules and included a variety of acyclic, monocyclic, and poly-

cyclic/caged species. Eighty-five percent (148 out of 174) of the crystals that were

subjected to this methodology produced crystallographic parameters and molecular

configurations that matched those of the experimental counterpart. The predicted

densities were, on average, higher than the experiment by less than 3%. However,

the lattice energy minimizations used in the calculations represent a 0 K result, and

do not capture thermal expansion effects due to finite temperature. Similar statistics

regarding identification of crystal and structural parameters were produced for each

of the chemical CHNO classes studied, namely nitramines, nitroaliphatic, nitroaro-

matic, and nitrate esters. The uniformity of the statistics for the four categories of

CHNO crystals that was identified by the ab initio crystal structure prediction pro-

cedure indicates that this interaction potential is transferable among these classes of

compounds within the limitations of its ended range of applications.

Another study was performed to determine the room-temperature pressure

regime for which the rigid molecule approximation was valid for four EMs (HMX,

RDX, CL-20 and PETN) [92]. These molecules are representative of EMs with

varying degrees of molecular flexibility. CL-20, a polycyclic caged nitramine, is

expected to be the most rigid, followed by the cyclic nitramines RDX and HMX.

PETN is an acyclic, “star-like” molecule and is expected to be the most flexible.

Molecular Packing (MP) and NPT-MD simulations were performed using the SRT

potential function over the interval of pressures for which experimental information

was available for each of these systems. Lattice parameters for the RDX, HMX, and

CL-20 crystals were in good agreement with experimental values over the entire

interval of pressures investigated experimentally. The highest pressures for which

experimental data were available for CL-20 and RDX at the time of this study are

2.5 and 3.95 GPa, respectively (an undetermined phase transition occurs in RDX

above 3.95 GPa), so it is not surprising that the rigid-molecule approximation is

valid within these limits. However, lattice parameters for HMX were in good agree-

ment with the experiment up to the highest pressure (7.47 GPa), indicating that, for

simulations at moderate pressures, the rigid molecule approximation is probably

valid for similar systems. The rigid-molecule approximation failed for PETN at

higher pressures; predicted crystal parameters were in unacceptable agreement with

the experiment for pressures higher than a few GPa.

Sorescu, Rice, and Thompson augmented the rigid-molecule form to allow

molecular deformations through the addition of intramolecular terms, the param-

eters of which were determined by fitting to QM (DFT) energies and energy

derivatives of an isolated nitromethane molecule [138]. NPT-MD simulations of ni-

tromethane using the augmented SRT potential over the entire temperature existence

interval for both solid [138] and liquid [139] phases and over large pressure intervals

predicted static and dynamic properties that were in outstanding general agreement

with experimental measurements. These included the prediction of an experimen-

tally observed 45◦ change in methyl group orientation in the high-pressure regime

relative to the low-temperature crystal configuration. The model was subsequently

used in other MD simulations to predict melting [39, 41, 42, 140] and to explore the

structure of the liquid [141]; results for all calculations were in good agreement with

experimental values where the latter are available.
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Additional flexible force fields that incorporate the SRT intermolecular terms

have been used in MD simulations of 1,3,3-Trinitroazetidine (TNAZ) [40] and

RDX [142, 143]. For the systems studied by Agrawal et al. [40, 142], intramolec-

ular terms from the generalized AMBER force field [144, 145] were used without

modification rather than with the kind of system-specific parameterization that was

used for the nitromethane potential described in the preceding paragraph. Predicted

densities for both systems were ∼10% smaller than experiment, and the crystallo-

graphic parameters (unit cell dimensions, space group symmetry, atomic positions,

molecular configuration) predicted for TNAZ were in reasonable agreement with

experimental values. However, the RDX simulations produced significant devia-

tions from experiment for the atomic positions within the unit cell, and the space

group symmetry was not preserved during the simulations. Goto et al. also devel-

oped a flexible model of RDX by augmenting the SRT rigid molecular potential

with standard functions to describe intramolecular motion. These parameters were

developed for protein and nucleic acids [146]. In the Goto et al. study [143], QM cal-

culations using DFT and NPT-MD simulations were used to analyze FT-IR spectra

of RDX compressed to pressures up to 50 GPa in diamond anvil cell experiments. As

is known, RDX undergoes a phase transition near 4 GPa at room temperature [34],

and the crystallographic structure of the new phase (denoted as γ-RDX) had not been

resolved at the time of the Goto study. In the absence of definitive crystallographic

information, Goto et al. [143] used QM calculations of simulated spectra of vari-

ous RDX conformers, and hypothesized that γ-RDX corresponds to the conformer

in which two of the nitro groups are in a pseudo-equatorial (E) position relative to

the ring, and the remaining nitro group is in an axial (A) position (this is denoted

AEE; α-RDX, the polymorph at room conditions, has the AAE conformation). The

authors then used NPT-MD simulations to assess pressure effects on the vibrational

frequencies of their model of γ-RDX, something that could not be captured in the

QM calculations of the isolated molecules. The authors performed a sequence of

NPT-MD simulations ranging from 0 to 50 GPa for a crystal composed of the pro-

posed γ-RDX conformer of RDX; however, details of the calculations are limited, as

are descriptions of the predicted crystal structures. Crucial details of the simulations

and results (e.g., the size of the simulation cell, the length of the trajectory, whether

space group symmetry was conserved, and the resultant molecular structure) are not

provided; the authors only report IR frequencies for the AEE conformer at 10, 30,

and 50 GPa. Additionally, they do not give the details of the geometry optimization

that appears to have been performed at the end of each NPT-MD simulation; it is

unknown whether optimization was performed for the full system, or whether they

optimized a single molecule within the field of the crystal to generate the vibrational

spectra. A similar and earlier study on the pressure dependence of vibrational fre-

quencies of PETN was performed by one of the authors [147] using a very similar

flexible interaction potential; the intermolecular interaction was the same as SRT

except the parameters for the N–H intermolecular interaction were refitted. As for

the RDX study, computational details were sparse and it is not known how well this

interaction potential would reproduce the EOS for PETN.
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Other system-specific flexible nonreactive force fields have been developed for

nitromethane [148], RDX [149], DMNA [150], energetic dinitro compounds [151],

and 3-nitro-1,2,4-triazol-5-one (NTO) [152], all of which extensively relied on QM

information in their respective parameterizations of intramolecular terms. The Alper

et al. [148] PES for nitromethane was recently used in NPT- and NVT-MD simu-

lations of nitromethane at high temperatures and pressures [153]; the study also

included calculations of the shock Hugoniot using this model. The volumes pre-

dicted from a series of NPT-MD simulations at room temperature were in reason-

able agreement with experiment only at low pressures; significant deviation between

calculated volumes and experiment was found for pressures greater than 5 GPa. The

authors suggest that the source of the deviation might be due to the use of a Lennard-

Jones function that over-describes repulsive forces for the compressed system. This

overestimation of repulsive forces would, as demonstrated in this study, also result in

significant disagreement of the predicted shock Hugoniot from experimental values.

Temperature-dependent crystallographic parameters for RDX were predicted in

NPT-MD simulations at 1 atm and temperatures ranging from 0 to 650 K using an

RDX potential developed by Boyd et al. [149]. Beyond this temperature, the crys-

tal melted. While this is substantially higher than the measured melting point of

RDX, it is well known that the melting temperature predicted from MD simula-

tions of perfect crystals is an upper bound to the true thermodynamic melting point

(see Ref. [42] and references therein). The authors report that the bulk modulus pre-

dicted by this model is substantially larger than the experimental value, but note that

this property was not used in the parameterization. This, however, suggests that the

simulated pressure dependence of the crystal parameters might not be accurately

represented using this model.

Hiyoshi et al. [152] used NPT-MD simulations and a CHARMM-type force

field [154] to explore pressure effects on the α-polymorph of NTO for pressures

up to 50 GPa. Parameters for the intramolecular terms were determined using infor-

mation generated by DFT calculations for the isolated molecule. Parameters for the

nonbonded interactions are those used in CHARMM29, and partial atomic charges

used in the Coulombic term were calculated for an isolated NTO molecule at the

optimized geometry, except for those atoms involved in hydrogen bonding in the

crystal. The latter charges were adjusted iteratively using molecular dynamics until

the correct ribbon structure of α-NTO was maintained. The experiments indicate

some interesting pressure effects on the crystal in that, overall, Raman bands blue

shift with pressure whereas bands corresponding to hydrogen bonds (i.e., carbonyl

and amino groups) show a red shift as pressure is increased. The authors used MD

simulations to generate radial distribution functions for carbonyl – amino pairs in-

volved in hydrogen-bonding and power spectra of correlation functions of the car-

bonyl bond length in NTO as functions of pressure; the results of the simulations are

consistent with experimental results. As in the Goto et al. study [143] discussed ear-

lier, Hyoshi et al. did not provide enough details of the results of the simulations to

establish whether this model reproduces the ambient condition crystal structure; nor

did they provide crystallographic information about the system under compression.
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Smith and coworkers have developed flexible unreactive force fields for

dimethylnitramine (DMNA) [150], HMX [89], bis-2,2-dinitropropyl formal/acetal

(BDNPF/A) [151], and PETN [131]. A principal point of distinction of these force

fields from others in the same class (fully flexible but unreactive) is that specific

emphasis was placed on accurately reproducing the energetics of dihedral dis-

placements, exocyclic rotations, and out-of-plane deformation motions based on

comparison to predictions of the highest level electronic structure methods prac-

tically feasible at the respective times they were developed. Generally, the size of

the target molecules was too large to allow extensive correlated electronic structure

calculations; thus, carefully chosen model compounds were considered that collec-

tively captured the most important chemical backbone linkages for the molecule

of interest, and these were subjected to intensive study. Simple point charges were

adjusted to optimally reproduce the molecular electrostatic potential and molecular

dipole moment around isolated gas-phase molecules; a single set of charges was

used for a given molecule irrespective of crystal polymorph, and all charges that

would be chemically indistinguishable in liquid or gas-phase environments were

constrained to have equal values. It was found empirically that polarization effects

in the condensed phase could be approximated by scaling partial atomic charges

by a factor of 1.25 relative to the calculated gas-phase values. Finally, most non-

bonded intramolecular and intermolecular pair interactions were taken from the

literature; however, in cases where existing parameters were found to be deficient,

correlated electronic structure calculations were used to provide energy profiles for

the relevant atom pairs.

A flexible molecule force field whose parameters were derived largely from

quantum mechanical calculations was developed by Smith et al. [150] for use in sim-

ulations of DMNA in the liquid state. Various physical properties of liquid DMNA

calculated from NPT- and NVT-MD are all in very good agreement with experiment.

These include solubility parameters, pressure–volume–temperature properties, and

correlation time and activation energy for molecular reorientation Although the ap-

plication of the DMNA force field developed by Smith et al. was first used in MD

simulations of the liquid, they subsequently used the model in isothermal-isochoric

(NVT)-MD simulations of the DMNA crystal at 295 K [155]; cell shape and volume

were sampled during the simulation by interspersing sequences of NsT Monte Carlo

moves throughout the trajectories. In this study, the cell edge lengths were found to

be within 1% of experimental values, and the predicted crystal density deviated from

the experimental value by 4%. Additionally, the shape of the non-orthorhombic unit

cell was maintained during the simulation, with the simulated cell angles deviating

from 90◦ by no more than 0.6◦. NPT-MD simulations of the melting of the crystal

produced a melting point of ∼330K, in outstanding agreement with the experimen-

tal values (331 K). Further applications of the model in MD simulations were used

to explore atomistic details of mechanisms of melting in both void-containing and

perfect crystals of DMNA [37].

The Smith potential developed for DMNA was extended to HMX by Smith and

Bharadwaj [89]. In this case, HMX gas-phase conformers and the model compound

1,3-dimethyl-1,3-dinitro methyldiamine (DDMD) were used in conjunction with

results for nonbonded parameters taken from the DMNA force field discussed above
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to determine structures and energetics at the MP2/6–311G**/B3LYP/6-311G** and

B3LYP/6-311G** levels of theory for DDMD and HMX, respectively. Among the

properties computed during validation of the potential [156] were crystal structures

for the three pure crystal polymorphs (β, α, and δ corresponding to monoclinic,

orthorhombic, and hexagonal symmetry classes, respectively), linear thermal ex-

pansion and compression coefficients, heats of sublimation, and anisotropic sound

speeds. A number of additional properties have been reported, including: isother-

mal second-order elastic coefficients and derived isotropic moduli of all three poly-

morphs [157]; and temperature dependent self-diffusion coefficients, shear viscosity

and thermal conductivity of the liquids at atmospheric pressure [158,159]. Many of

the properties computed for HMX using the Smith potential have been used directly

by others for the development and parameterization of mesoscale and continuum

scale simulations [10, 11, 160, 161].

Smith and coworkers used similar approaches to those used for DMNA and HMX

to parameterize force fields for the energetic compound bis-2,2-dinitropropyl for-

mal/acetal (BDNPF/A, a eutectic liquid at ambient conditions used as a plasticizer)

[151] as well as a poly(ester urethane) known as EstaneTM [162]. Along with HMX,

these two compounds are the main ingredients of the high-performance military ex-

plosive known as PBX-9501. In the case of BDNPF/A, most electronic structure

calculations were performed at the MP2/aug-cc-pvdz//B3LYP/aug-cc-pvdz level

of theory using 2,2-dinitropropane, dimethoxy dimethyl ether, and 2,2-dinitro-3-

methoxypropane as model compounds for parameterization of the force field, with

an emphasis on accurately determining the backbone dihedral and pendent nitro

group energetics; limited calculations were performed for five low-energy confor-

mations of BDNPF at the B3LYP/aug-cc-pvdz level of theory to confirm the accu-

racy of the potential. Validation simulations of the liquids were performed for all

model compounds, BDNPF, and the eutectic. The density and enthalpy of vaporiza-

tion for 1,1-dinitroethane were both predicted to be less than 3% lower than exper-

iment at 298 K. The density for 2,2-dinitropropane was predicted to be 2.5% lower

than experiment while the enthalpy of vaporization is 1% higher than the reported

value. The largest error in the validation set was a systematic∼30% underestimation

of the self-diffusion coefficient of 2,2-dinitropropane in the interval 328–358 K. The

calculated percent difference in the calculated and inferred value for the enthalpy of

vaporization of BDNPF at 400 K is 23%, with the predicted value being the larger of

the two. The zero frequency shear viscosity of the BDNPF/A eutectic was calculated

in the interval 450–700 K; the resulting values were found to extrapolate accurately

to measured values in the neighborhood of 323 K. The calculated density of the eu-

tectic liquid at 298 K was found to be within 3% of the experimental value, while

the calculated sound speed, 1323 m/s at 328 K, compares favorably to a measured

value of 1297.4–1301.9 m s−1 with a resulting percent error of 1.7%.

The validation of the EstaneTM force field was performed in a fashion sim-

ilar to that used for BDNPF/A. The same level of electronic theory, MP2/aug-

cc-pvdz//B3LYP/aug-cc-pvdz, used for BDNPF/A was employed. Due to the

chemical complexity of EstaneTM, nine different model compounds were used

to determine the torsional backbone energetics: methyl, ethyl, and propyl acetate;
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methyl propanoate; methyl butanoate; methyl-N-phenyl carbamate; ethyl-N-phenyl

carbamate; biphenyl methane; and hexanedioic acid diethyl ester. Specific polar

and hydrogen-bonded intermolecular interactions were determined using relevant

geometries of approach for dimethylketone dimers (DMK)2, dimethylketone–

dimethylamine complexes (DMK–DMA), and dimethylamine–dimethylamine

dimers (DMA–DMA). The resulting optimized force field yielded good agree-

ment with all configurations investigated for both the intramolecular and inter-

molecular interactions. Validation simulations revealed that the predicted density

of biphenylmethane is 2% larger than the measured value. The analogous pre-

diction for hexanedioic acid diethyl ester differs from experiment by less than

1%. Finally, the calculated and measured lattice parameters and unit cell volume

at 258 K for crystalline dimethyl-4,4′-methylenebis(phenylcarbamate), MDI, are

(a= 5.280Å, b= 9.831Å, c= 30.625Å, V = 1590Å
3
, α= β= 90.0, γ= 91.0)calc

and (a = 5.157Å, b = 9.800Å, c = 31.472Å, V = 1587Å
3
, α = β = 90.0,

γ= 93.9)expt, respectively.

Very recently, Borodin et al. [131] described the formulation, parameterization,

and validation of fully flexible, polarizable, and nonpolarizable, unreactive force

fields for alkyl nitrates, including PETN. The quantum-chemistry-based approach

used was generally similar to the preceding force field parameterizations due to

Smith and coworkers discussed above. The major point of distinction between pre-

vious Smith force fields and the new one for PETN is the inclusion of atomic polar-

izabilities in a many-body formulation of the potential. Specifically, partial atomic

charges and atomic polarizabilities were computed at the MP2/aug-cc-pvdz level

of theory for several alkyl nitrate model compounds and PETN in the gas phase.

Partial charges for the nonpolarizable force field were determined by fitting the

dipole moments and electrostatic potential to values for PETN molecules in the

crystal phase obtained from molecular dynamics simulations using the polarizable

force field. Explicit inclusion of polarizabilities in the many-body potential obviates

the need for empirical scaling of the atomic charges prior to use in the condensed

phase, while fitting the partial atomic charges in the two-body force field explic-

itly to the electrostatic potential of PETN molecules in the crystal environment of

the polarizable model provides a more rigorous path for obtaining partial charges

for the simpler, and computationally cheaper, two-body form. Both the two-body

and many-body parameterizations were demonstrated to yield good agreement with

available experiment for crystal lattice parameters and liquid density, phase transfor-

mation energies and temperatures (vaporization, sublimation, melting point), room

temperature elastic tensor, and isothermal compression curves of ethyl nitrate, butyl

nitrate, isopropyl nitrate, and PETN. Given the relatively large computational ex-

pense associated with use of the polarizable force field, the authors recommended

the nonpolarizable form for routine studies of bulk properties, but noted that the

polarizable form should be used for studies of interfacial phenomena.

For the most part, the nonreactive potentials discussed heretofore did not use con-

densed phase QM information in the parameterization of the intermolecular terms;

instead, fitting of such terms relied heavily on empirical information. However, there

are a few systems for which more computationally costly non-DFT QM treatments
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have been used in the development of intermolecular interaction potentials for

EMs [163, 164]. The first, a study by Gee et al. [163] for TATB, used second-order

Møller–Plesset perturbation theory (MP2) [165]. In this study, nine dimer geome-

tries, selected to represent interactions within and between crystallographic axes in

the unit cell of TATB at the ambient state, were calculated at the MP2 level us-

ing the 6–31 G(d,p) basis set [166]; this information was used to parameterize the

intermolecular interaction portion of the function for TATB. NPT-MD simulations

of TATB over a wide range of temperatures and pressures were performed using

a simple pair-additive intermolecular interaction potential consisting of Coulombic

and van der Waals terms, and intramolecular terms describing bond stretches, bond-

angle bends, and torsional motions [163]. Calculated temperature and pressure de-

pendencies of the unit cell parameters were in good agreement with measured values

over the range of conditions simulated, as were predictions of librational motion of

the nitro groups about the C–N bond. While the ab initio calculations used in the

fitting were based on dimers and thus did not account for crystal-field effects that

might influence the intermolecular forces in the crystal, this work clearly demon-

strates that carefully chosen ab initio calculations of dimers and small molecular

clusters in configurations that are representative of those of the crystal can be used

to develop a reasonably accurate depiction of condensed phase systems.

Sewell and Bedrov [167] have performed a study of the elastic properties of

TATB using a force field based on the model of Gee et al. [163]. Pressures and

temperatures in the intervals 0–1 GPa and 198–398 K respectively were studied for

pure crystals containing 192 molecules as well as defective crystals containing 5%

and 10% randomly distributed molecular vacancies. As expected the results indi-

cate very large mechanical anisotropy, with differences approaching a factor of 10

between predicted values of elastic coefficients (C11, C22) corresponding to strains

in the strongly intramolecularly and intermolecularly hydrogen-bonded a–b crystal

plane and C33 corresponding to deformation parallel to the c-axis which is domi-

nated by weak dispersion interactions. From a practical perspective, the most inter-

esting results of this study were the large differences between “isotropic” bulk and

shear moduli calculated using Reuss and Voigt bounds corresponding to limits of

uniform stress and uniform strain, respectively. These bounds for both the bulk and

shear moduli at room temperature and atmospheric pressure differ by more than a

factor of two; thus, it is unclear in light of the complicated (probably complex) stress

states present in a plastic-bonded explosive what values should be used in efforts to

derive physically based constitutive descriptions for TATB-containing composites.

Recently, a six-dimensional potential energy surface for dimers of RDX was fit-

ted using more than 1,000 ab initio points calculated using the highly accurate Sym-

metry Adapted Perturbation Theory based on the Kohn-Sham description of the

monomers (SAPT-DFT) [164]. This PES was subjected to NsT-MD simulations of

RDX (assuming the rigid molecule approximation) at room conditions and repro-

duced the three cell edge lengths to within 0.6%; the predicted density deviated from

the measured value by 1.5%. Molecular parameters for each of the eight symmetry-

equivalent molecules in the Pbca unit cell were averaged over time and all unit cells

in the supercell. The maximum deviation of the center-of-mass fractional positions
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within the unit cell was 0.0021, and the largest deviation of the three Euler angles

describing relative orientation of the molecules was 2.5◦. Additionally, the crystal

space group symmetry (Pbca) was preserved during the simulation. While the latter

study indicates a clear success in developing an ab initio-based force field of an EM,

the generation of each SAPT-DFT point required∼250 cpu hours on an IBM P4/1.7

GHz processor. However, as computational resources and algorithms advance, we

foresee increased dependence of non-DFT QM calculations in force field develop-

ments of EMs.

A few recent MD studies of EM have used general purpose, commercially avail-

able force fields [168–173] to describe crystalline energetic materials. Pospı́šil et al.

[168] used the cff 950 force field [174] in NPT-MD simulations of RDX to study

the pressure dependence of its decomposition at room temperature. Simulations

were performed over a large range of pressures (46–500 GPa), but detailed results

of the decomposition were provided only for 220, 225, 230, 350, 400, and 500 GPa.

While these authors provide mechanistic details of molecular decomposition under

these conditions, they do not report changes in the crystal structures at these condi-

tions. The COMPASS force field [175] has been used in several studies of both pure

energetic materials and plastic-bonded explosives (PBX) [169–176]. Gee et al. used

the COMPASS force field and NPT-MD simulations to study adhesion of various

fluoropolymers with TATB surfaces [176]. The COMPASS force field was used to

describe the amorphous bulk fluoropolymer; it appears that the application of mix-

ing rules using the TATB intermolecular parameters developed in Ref. [163] and

the COMPASS force field produced the interatomic potential energy parameters for

the fluoropolymer-TATB interactions. In order to validate the COMPASS force field

for its use in describing fluoropolymers, a series of MD simulations on the bulk

amorphous polymers were carried out to produce glass transition temperatures and

thermal expansion coefficients for comparison with experiment. The results were in

excellent agreement with experiment indicating that, for these types of polymers,

the COMPASS force field provides an adequate description. In addition to its use in

describing polymeric binders in the PBX [170,171,173], the COMPASS force field

was used to characterize the pure explosive component [169–173]. Qiu et al. [169],

in a combined QM and MD study of crystalline trans-1,4,5,8-Tetranitro-1,4,5,8-

tetraazadecalin (TNAD), used the COMPASS force field in NPT-MD simulations

to explore the temperature dependence of the crystal structural parameters at 1 atm.

A corresponding MD study of the pressure dependence of the structural parameters

at room temperature was not reported; however, temperature-dependent mechani-

cal properties, including elastic constants, tensile, bulk and shear moduli, Poisson’s

ratio and Lame coefficients, were given. Crystallographic parameters at ambient

pressure over the temperature range of 5–500 K were calculated using NPT-MD

simulations. While cell edge lengths at room temperature are reasonable, two of the

three cell angles in the unit cell deviate from experiment by more than 10◦. The

COMPASS force field was also used to describe interatomic interactions for both

polymers and crystalline energetic component in MD studies of polymer bonded ex-

plosives (PBX) [170, 171, 173]. In each of these, four fluorine-containing polymers

were represented by small oligimeric chains with end groups saturated by hydrogen
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or fluorine atoms. The EM fill was composed of small clusters of either ε-CL-20,

TATB or TNAD with the initial configuration consistent with that of the measured

crystal structure at room conditions. Two of the studies [170, 171] provided no in-

formation as to the accuracy of the force field in predicting structural or mechanical

properties of the pure energetic fill or the mixes; rather, they demonstrate depen-

dencies of the mechanical properties on the explosive blend. Also, in the study of

TNAD-based PBX [173], NPT-MD predictions of the crystallographic parameters

are given for pure TNAD, although the authors state that they only used NVT-MD

simulations in that study. It is notable that the values for the crystal parameters at

room temperature 1 atm that are reported in this work [173] differ from the earlier-

reported values using the COMPASS force field and NPT-MD [169]; the source

of the discrepancy is not given. The authors do not report in any of these studies

whether the crystalline space group symmetry is maintained for the pure crystals in

NPT-MD simulations using the COMPASS force field. However, in Ref. [173], the

authors compare translational and orientational parameters of one of the molecules

in the TNAD unit cell with an experimental counterpart; the net translation and ro-

tation of the molecular center of mass is ∼0.2 Å and ∼17◦, respectively. We note

that in Fig. 2 of Ref. [171], which displays a snapshot of the equilibrated configu-

ration of TATB mixed with poly(vinylidene difluoride) (PVDF), the TATB crystal

cluster has undergone significant molecular rearrangement, and appears to have a

substantial degree of disorder. It is not known if the disorder is a result of inade-

quacies in the COMPASS force field or simply introduction of the polymer chains

into the simulation cell. However, a simulation of TATB using the COMPASS force

field by Gee et al. [163] resulted in a rapid phase transition into an “unknown”

TATB crystal polymorph at 175 K. Since it is not clear that the COMPASS force

field can adequately describe crystalline energetic materials, we recommend that

the evaluation of its performance in NsT-MD simulations of various representative

energetic materials at conditions for which experimental crystallographic informa-

tion is available, to determine if the space group symmetries are even approximately

conserved, and whether the crystallographic parameters and atomic arrangements

within the unit cells are consistent with experiment. NPT-MD simulations were also

used to calculate the elastic properties of pure TATB using the Material Studios soft-

ware package. The force field used in the simulations and comparison of predicted

results with known experimental information (e.g., crystal structure) are given in

Ref. [172].

7.9 Obstacles to Success, Identification of Challenges
to Overcome

As we have shown in the previous section, several force fields have been rather

successful in their ability to predict properties of EM under various conditions; un-

fortunately, all of them have limited domains of application. Fundamentally, the

limiting factor for most of them is lack of inclusion of chemical reaction; all but one
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(ReaxFF) [106] is nonreactive. Because a few of them have been parameterized to

and used in MD simulations for specific chemical systems, their transferability to

other chemical systems is not known and should be carefully assessed prior to use

for new systems. Additionally, many of them have been used in only a few applica-

tions and thus their capability to predict properties and processes over a wide range

of conditions has not been explored. If a defect in a force field is uncovered (e.g., an

unphysical local minimum on the potential energy landscape), or if the model needs

to be augmented to expand its predictive capacity, the only remedy is to modify the

force field, either by reparameterization or through inclusion of new terms.

Ideally, these complications can be avoided through the use of first principles de-

scriptions of the forces in molecular dynamics simulations. We refer to these types

of simulations as ab initio or quantum molecular dynamics (QMD) calculations,

and they encompass simulations in which atomic forces are calculated and used di-

rectly in the integration of the equations of motion [177, 178]. In practice, however,

the computational demands of QMD simulations of condensed phase EMS have

required the use of QM theories that are semiempirical or that might not well de-

scribe EMs at low pressure (i.e., DFT). Only a few DFT-MD studies [179–181] have

been used to explore nonreactive states of EM; a few others focused on reactive

events [182–184]. Reed et al. [181] used DFT-QMD to explore dynamical effects

that might occur at the shock front of solid nitromethane. In this study, molecular

collisions between nearest neighbors that might result from shock wave propagation

were simulated, as was crystal shearing along a slip plane. Changes in molecular

structure, relative positions, and orientations were monitored, as were changes in the

HOMO–LUMO gaps as functions of collision velocities. Regarding the latter, the

simulations showed that the band gap is affected by the higher velocity collisions.

However, the band gap was not lowered enough to result in a significant population

of excited electronic states in the crystal, thus suggesting that electronic excitations

do not play an important role in the initiation of nitromethane. However, further

simulations to more realistically depict dynamic loading of crystalline nitromethane

are required before making any conclusions. Tuckerman and Klein [179] used the

Car-Parrinello DFT MD [185] approach to predict the molecular structure of nitro-

methane in both gas and solid phases and to predict the barrier to methyl group

rotation at low temperatures. A subsequent study by Megyes et al. [180] also used

Car-Parrinello MD to generate radial distribution functions of liquid nitromethane

for comparison with experimental diffraction results. The QMD results from both

of these studies are in reasonable agreement with experiment; however, these sim-

ulations do not allow for any shape or size change of the simulation cell; thus, the

performance of this method in predicting crystallographic parameters is not estab-

lished. However, other DFT studies of nitromethane in which the unit cell was fully

optimized have demonstrated that this quantum mechanical treatment is not suitable

for prediction of the crystal parameters of nitromethane, although it does reason-

ably reproduce the structure of the molecules contained within the cell [102, 103].

Therefore, until corrections can be made to conventional DFT to allow a proper de-

scription of dispersion interactions, QMD simulations of EMs using DFT should

only be performed for compressed crystals [104]. Numerous efforts are underway
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to remedy this important deficiency in conventional DFT [186–199], and we fully

expect that any successful endeavors along these lines will produce an increase in

both QMD simulations of EM and in the generation of condensed phase DFT infor-

mation for use in parameterizing classical force fields.
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Chapter 8
Modeling Defect-Induced Phenomena

Maija M. Kuklja and Sergey N. Rashkeev

8.1 Current State of the Field and Its Challenges

Elucidation of dissociation mechanisms, energy localization, and transfer phenom-

ena in the course of explosive decomposition of energetic materials (EMs) are

central for understanding, controlling, and enhancing the performance of these ma-

terials as fuels, propellants, and explosives. Quality of energetic materials is often

judged using two main parameters: sensitivity to detonation and its performance.

Low sensitivity is desired to make the material relatively stable to external stimuli,

i.e., controllable and able of triggering rapid dissociation only when needed and not

accidentally. Performance, on the other hand, is to be high to provide larger heat of

the explosive reaction. These parameters do not necessarily correlate with each other

and depend on many variables such as molecular and crystalline structures, history

of samples, the particle size, crystal hardness and orientation, external stimuli, ag-

ing, storage conditions, and others. Mechanisms governing performance are fairly

well understood whereas mechanisms of sensitivity are poorly known and need to

be much more extensively studied. It is widely accepted though that the thermal de-

composition reactions of the materials play a significant role in their sensitivity to

mechanical stimuli and their explosive properties [1].

The decomposition of energetic materials can be initiated with a mechanical

impact, thermal heating, a shock wave, or a spark. Such events in solids generate

molecules in highly excited vibronic and/or electronic states. Clearly, the decompo-

sition of solid explosives under shock, spark, laser, or plasma ignition must include

contributions from both ground and excited electronic states. Excitation in the UV

can markedly reduce the power requirements for detonation of some secondary ex-

plosives. Therefore, establishing the initial steps of high explosive (HE) decompo-

sition is an important goal to pursue. Decomposition triggered by excited electronic

states seems appealing because electronic excitation of the system to an unstable po-

tential energy surface can result in rapid dissociation of a molecule and consequent

chain reaction.

S.M. Peiris, G.J. Piermarini (eds.), Static Compression of Energetic Materials, 291
Shock Wave and High Pressure Phenomena,
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Careful studies of all stages of decomposition of energetic materials are needed

for solving both practical and fundamental problems. Design of novel materials with

prescribed superior properties, establishment of safe conditions for their synthesis

and usage, use of shock and detonation techniques in other fields of science and

technology require knowledge of mechanisms of thermal decomposition and qual-

itative data for the description of the processes over a wide range of temperatures,

pressures, and different states of matter. The most important practical problem of

today is the safety of synthesis, processing, storage, use, transportation, and han-

dling of energetic materials including large scale (i.e., large quantities of materials

stored at the warehouses, for example). The greatest fundamental challenge is fig-

uring out the relationship between structure, properties, and function in EM. This

naturally includes the development of theoretical models of solid-state chemical re-

actions and understanding of the details of decomposition mechanisms and kinetics

as well as conditions that control the energy management in practical materials.

Traditionally, investigations concerning explosive decomposition of energetic

materials have been carried out mostly in two main directions. One is the physics of

detonation waves describing macro-processes accompanied by explosive decompo-

sition of materials [2–6]. The other is the chemistry of explosives- studying various

chemical reactions in terms of molecular energetic barriers or kinetics [1, 7]. While

providing important information and most of the understanding of the modern deto-

nation theory, both approaches essentially ignore solid-state effects and behavior of

the materials.

Here are a few disturbing examples illustrating the current state of the field of en-

ergetic materials. There is an extensive body of studies of the structure and chemical

reactions describing all stages and kinetics of explosive decomposition of many en-

ergetic materials that are summarized in detailed recent reviews [1,7–14]; however,

there is no consensus of opinion concerning the decomposition mechanism of even

one of the simplest compounds, nitromethane. Based on observed CH3, NO2, and

CH3O products, by using a molecular beam in conjunction with infrared multipho-

ton dissociation technique and pyrolysis experiments, it was suggested that below

700◦C, the initial stage of the reaction involves cleavage of the C–N bond, which

must compete with the rearrangement of CH3NO2 to give methyl nitrite and by its

subsequent decomposition [15], which was also predicted theoretically [16]. Re-

cent experiments enriched possible scenarios by adding bimolecular [17, 18] and

ionic [19] decompositions. Theoretical studies propose that nitro-to-nitrite rear-

rangement and HONO elimination reactions are the most favorable and are about

15 kcal mol−1 lower in energy than C–NO2 break [20], in some qualitative agree-

ment with recent calculations [21, 22]. This is in sharp contrast, both quantitatively

and qualitatively, to the earlier ab initio results [23] in which the rearrangement

barrier of 73.5 kcal mol−1 was found to be 16.1 kcal mol−1 higher than the C–N

bond asymptote, concluding that concerted rearrangements on CH3NO2 potential

surface will not be observed, and to recent calculations [24]. More excitement is

augmented by a study of the C–NO2 rupture via lowest singlet–triplet transitions in

a nitromethane molecule and intersystem crossing of ground and excited states [25].

While discrepancies among theoretical efforts are mainly defined by differences in
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methodologies used, the persistent contradiction between theory and experiment is,

in our opinion, due to two main reasons. The first is the complex profile of the po-

tential energy surface of nitromethane [26], which is evidenced by numerous tran-

sition states found [22], and represents, most likely, a common feature of many

EMs [27, 28]. The second is that even excessively exhaustive computational stud-

ies on the decomposition of isolated molecules are unlikely to provide a consistent

interpretation of experimental measurements of solid-state processes because de-

composition in the condensed phase fundamentally differs from that in gas and/or

dilute solutions due to catalysis and intermolecular interactions [1]. This implies

that there are plenty of reasons to expect that the inclusion of lattice interactions is

imperative to obtaining unambiguous conclusions.

2,4,6-Trinitrotoluene (C7H5N3O6, TNT) achieves its special position among EM

because of its compatibility with other materials, low hygroscopicity, low melting

point, low cost, relatively low sensitivity to impact and friction, good thermal sta-

bility, and high power during explosion [29]. Despite of its long existence (TNT

has been available as a pure material since about 1870 and is very widely used)

and the fact that specific reactions of initiation have been extensively discussed, the

chemical analysis, which reconciles conflicting observations and statements previ-

ously made about the chemical mechanisms that control the explosive behavior of

TNT was reported only recently [29]. In the meantime, the details of the solid-state

decomposition mechanisms and their relationship with the kinetics as well as with

catalysis of decomposition products of TNT, not to mention the structure of the

samples, are not clear.

Triamino-trinitrobenzine (C6H6N6O6, TATB) manifests a significant stability

benchmark because it is remarkably insensitive to high temperatures, shock, and

impact [30, 31] yet retains acceptable performance [32]. Like TNT, TATB is a ni-

troarene, but is not melt castable, nor is it readily soluble in most known solvents,

which makes TATB difficult to process [30, 33]. The reasons for such a high stabil-

ity of TATB are not completely figured out despite the concerted attempts of several

groups. Among other efforts to understand the exceptional stability of TATB and

perhaps find alternatives, the thermal stabilities of related the methyl-, bromo-, and

amino-substituted homologous series were examined [33], which revealed some im-

portant trends but still did not provide a consistent answer. The overall balance of

the thermal stability of the molecular structures and of the lattice forces leads to

homologous series, which show stability trends both parallel and opposed to those

in solution [33]. The conclusions of this study suggested that, in condensed phase,

intermolecular attractive forces may be more important than the intrinsic molecular

structure.

It was noted that an excessive amount of possible correlations in various pa-

rameters of related EM do not account for the trend in the shock and impact sen-

sitivity. This was qualified as perfidy in the amino-2,4,6-trinitrobenzene series of

explosives [34]. The authors illustrated that the numerous electronic, molecular,

crystal, and explosive variables in the series 1,3,5-trinitrobenzene (TNB), 2,4,6-

trinitroaniline (MATB), diamino-2,4,6-trinitrobenzene (DATB), and triamino-2,4,6-

trinitrobenzene (TATB) give 153 nearly linear correlations and yet do not provide
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enough information to reveal the sensitivity tendency. It was also suggested from

Arrhenius data that C–NO2 homolysis is the initial decomposition reaction dur-

ing impact and shock initiation in all cases [1, 34, 35]. The lower activation energy

cyclization process of MATB, DATB, and TATB to furazan/furoxan products, as

proposed, can be overstepped at shock- and impact-initiation temperatures. How-

ever, the fact that C–NO2 homolysis does not account for the trend in sensitivity

is not only because the activation energy is relatively insensitive to the ring sub-

stituents [34] but also because intermolecular interactions and materials science

issues have to be taken into account.

Extensive literature on the appearance of the mutual influence of atomic groups

in various complex organic molecules is available [10, 33]. Combining a number

of experimental methods (IR and Raman spectroscopy, X-ray diffraction and neu-

tron diffraction, measurements of dipole moments, etc.) allows for reliable informa-

tion on the structural features of complex molecules and intramolecular dynamics

to be obtained [6, 7, 9, 10]. For instance, the relative extents of loss of NO2 and

NO were determined by electron ionization and tandem mass spectrometry to in-

vestigate dissociation processes for molecular ions formed by electron ionization of

para-substituted nitrobenzene compounds, NO2, CHO, H, OCH3 [35]. It was found

that electron-acceptor groups favor loss of NO2, while an electron-donor group fa-

vors loss of NO, and that NO2 to ONO (nitro-to-nitrite) isomerization precedes the

loss of NO [35]. At present, a number of stubborn problems related to the donor–

acceptor interaction between reaction centers in the molecules of explosives need to

be solved. For another illustrative example of the effect of substitutions in homolo-

gous series it is worthy to note that it is widely accepted that an α-CH bond ortho to

–NO2 group on an aromatic ring activates the thermal decomposition [1], while the

increased number of –NH2 groups in the aminonitrobezene series contributes to the

decrease of the heat of explosion [1]; there are other trends, as well. None of them

are able to explain, however, the fact that TNT decomposes about ten times faster in

the melt than in the vapor phase [36] since neither the detailed mechanism of hydro-

gen transfer in the condensed phase, nor the role of catalysis-induced by products,

is known. One of the urgent issues to be methodically explored is the interplay of

–NO2 bond scission and –NO2 to –ONO isomerization, especially in solids.

One of the oldest and most creative, the most explored by many researchers, and

at the same time the least elaborated concepts is probably the idea of “hot spots” [37],

special sites in a crystalline lattice that are capable of localizing the energy of

the shock or impact wave and triggering the chemical reaction. Although it is

generally accepted that crystallographic defects play a key role in formation of

hot spots, i.e., they are responsible for the sensitivity of energetic materials to

detonation initiation, it is not exactly known what kind of defects are important

and what chemical mechanisms take place in hot spots [38]. As was postulated

by Bowden and Singh, the initiation of explosives could be interpreted in terms

of the redistribution of moving dislocations [39]. An abundance of models for hot

spot formation to explain the shock and impact initiation, as well as the thermal

decomposition of explosives, has been suggested since then, but none of them lead

to the development of a comprehensive general theory in a widely agreed upon form
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partially due to the lack of knowledge about the microstructure of defects in explo-

sive materials [40, 41]. To clarify the situation and to select the proper models, we

need to learn more about the electronic and spatial structure of lattice imperfections.

This may be provided only by a complete loop of studies ranging from atomistic,

quantum-chemical to mesoscale, and continuum levels of the theory in addition to

high quality space- and time-resolved experiments to scrupulous analysis of materi-

als. Unfortunately, a careful characterization of samples is rarely performed for the

time being, which makes a reliable comparison between theoretical simulations and

experimental measurements problematic.

The significant progress produced lately in the field of ultrafast optical techniques

and computer modeling clearly indicates some of the possible directions in future re-

search on energetic materials and detonation initiation theory. Recent experimental

developments in ultrafast optical techniques in producing waveforms with specified

time-dependent amplitude, phase, frequency, and polarization demonstrate consid-

erable progress in understanding the mechanisms and dynamics of photo-induced

processes in ionic solids [42] and in reactive organic molecular crystals [43, 44].

The focus of ultrafast spectroscopies is now shifting from observation into appli-

cations of light, exploiting specially designed profiles of the above parameters so

as to guide the quantum dynamics of a system to a particular target [45]. For ex-

ample, it has been demonstrated that tailoring of light fields and their interference

can be used to control chemical reactions in the gas phase, such as system prop-

agation along a single vibrational mode or reaction along a single chemical path-

way [46, 47]. The theory of active control of molecular motion through the use of

shaped laser pulses has been developing for several years [48–50]. Femtosecond

pump-probe spectroscopy in combination with ab initio calculations of self-trapped

excitons and holes were applied to study laser-induced reactions in crystals [51].

A wealth of data on the mechanisms of chemical chain reactions in gases and

liquids has been accumulated [52]. A chain reaction occurs due to real migration

of active particles (free atoms or radicals) and their collisions and interaction with

virgin molecules. The nature of chain reactions in solids is more complex. There

is a paucity of experimental data demonstrating the chain-reaction nature of reac-

tion processes in solids. Serious difficulties exist in understanding the nature of the

active particles participating in a solid-state chain reaction. Apparently, real migra-

tion of reagents such as atoms or radicals over the crystal lattice may occur only

as a result of sufficiently slow diffusion processes. This is inconsistent with the

experimental data on explosive decomposition of solids where initiation of reac-

tion is thought to occur on a 10–100 ps timescale behind a shock front in some

EM materials [53]. Therefore, one can assume that the active particles participat-

ing in fast chain reactions leading to an explosion should arise from much faster

process, such as electronic excitations of the crystalline lattice: electrons, holes and

excitons [54, 55].

Plenty of experimental evidence, indicating that electronic excitations (electrons,

holes, excitons) play a key role in the initiation process, exists nowadays [56–64]. A

variety of initiation models have been proposed. Williams [65] considered the influ-

ence of electronic states and electronic transport on the initiation and propagation
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of detonation waves in solid explosives. Bowden et al. [66] developed a model

for laser-induced selective low-level excitation of a molecular species, which phe-

nomenologically incorporates coherent resonant energy transfer and collision damp-

ing. The vibrational energy up-pumping model [53] suggests that the shock wave

produces a bath of excited phonons absorbed by the lowest vibrational modes of

molecules that make up the crystal. Increased phonon absorption and intramolecular

vibrational energy redistribution lead to the excitation of higher frequency modes,

eventually leading to an equilibrium transition state, chemical bond breakage, and

subsequent chemical reactions [67]. The rate of phonon-to-vibron energy transfer

has been related to the sensitivity in common explosives [68]. Dremin et al., [69]

noting evidence for similarities between shock decomposition intermediates and

those of photochemical processes, proposed electronic excitation as the first molecu-

lar response in their multiprocess detonation model. They postulate that detonation

is caused by dissociation of molecules within the shock front that can proceed in

three ways: through the accumulation mechanism [70, 71], through thermal ioniza-

tion, and lastly, by electronic excitation [38]. Furthermore, correlation of impact

sensitivity with electronic levels of a homologous series of explosive compounds

has been reported [72]. Gilman proposed that the compression from the wave front

causes local metallization [59, 73], which results in bending of covalent bonds, and

thus closes the highest occupied molecular orbital–lowest unoccupied molecular

orbital (HOMO–LUMO) gap leading to the increased formation of these delocal-

ized electrons. Sensitivity to initiation of reaction then correlates with the formation

of delocalized electrons. It was also suggested that plasmon excitation may trigger

fast chemical reactions in a shock front [74]. The idea of the involvement of ex-

cited electronic states was buttressed by studies on RDX (C3H6N6O6) and TATB

(C6H6N6O6), among other systems, in which initiation sensitivity was found to cor-

relate with details of the electronic structure [75,76]. It is needless to say that despite

of loads of scattered data, the theory of detonation initiation including a chapter

of the theory devoted to the mechanisms of initiation of chemistry involving elec-

tronic excitations is yet to be developed. Those questions undoubtedly represent a

challenge, which is appealing to resolve; once addressed, it will have momentous

consequences.

In this chapter, we review the results obtained from first principles modeling of

various crystallographic defects and local deformations in a series of energetic ma-

terials with emphasis on their effect on the electronic structure and energy barriers

for chemical decomposition. We believe that these results signify solid fragments

towards a comprehensive theory to come in the future. This work, dealing with

traditional energetic materials, such as RDX, PETN, and TATB, also presents an

analysis of recently synthesized high explosive, FOX-7, and sheds some light on the

chemical and mechanical properties of FOX-7 as well as on its failure to become

a new prospective insensitive energetic material. Based on ab initio modeling, this

review also provides some specific recommendation for the search of new materials

with low sensitivity. The theoretical approach used is based on a combination of a

periodic model of a crystalline system and a molecular cluster model by means of

Density Functional Theory and Hartree-Fock band-structure calculations of perfect

and defective materials under a range of conditions.
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A brief review of ab initio modeling of structure and properties of energetic

materials containing various defects is presented in the next section, which de-

scribes an effect of vacancies and voids (Section 8.2.1), dislocation-induced modi-

fications of the electronic structure (Section 8.2.2), orientational molecular defects

(Section 8.2.3), and shear strain-assisted decomposition (Section 8.2.4) in energetic

crystals. Section 8.3 introduces ideas on electronic excitations and explores their

possible role in the initiation of chemistry as evidenced by recent calculations and

available experimental data. This section also discusses how the results obtained

from quantum-chemical modeling of defects can be linked with experiment. Fi-

nally, we present a summary, the main conclusions, and possible avenues for future

research in Section 8.4.

8.2 Modeling of Structure and Properties of Energetic Materials
Containing Defects

8.2.1 Vacancies, Voids, and Surfaces in RDX

In this section, we illustrate how a solid-state approach applied to a traditional prob-

lem of molecular decomposition brings qualitatively and quantitatively new conclu-

sions, which essentially reconciles experimental and theoretical contradictions. We

describe here modeling of a single molecular vacancy [77], vacancy dimers [78], and

surfaces [79] in RDX crystal. There are two questions we are going to address: the

effect of small and large voids on the electronic structure and on the decomposition

energy of an RDX molecule (Fig. 8.1).

In the course of the thermal decomposition of solid RDX [80], among all possible

reaction pathways, we considered only the N–NO2 bond rupture channel as the most

supported by experiments [81–83]; in fact, the nature of the initial step is still a sub-

ject of debate. Corresponding activation energies vary from 24.7 to 52.1 kcal mol−1

and reported pre-exponential factors vary from 1017 to 1020 s−1 for overall decom-

position [84]. The ab initio study based on gradient-corrected density functional

theory found the activation barrier of 34.2 kcal mol−1 for the N–NO2 dissociation

mechanism of gas phase RDX [84].

The ab initio Hartree-Fock method combined with two essentially different solid-

state models, a molecular cluster and a periodic defect, was applied to this problem.

To simulate a molecular vacancy in RDX, one of the eight molecules was removed

from the orthorhombic RDX unit cell [77]. Use of periodic boundary conditions

(supercell model) results in a model crystal with a concentration of defects as high as

12.5%. By doubling the size of the supercell and changing the positions of vacancies,

the corresponding concentration of defects becomes about 6%, one is able to study

the effect of defect distribution, in particular the formation of vacancy dimers, on the

electronic and optical properties of the solid [78]. In a similar manner we modeled

two-dimensional defects, such as fine nano-cracks, placed close to each other [85].
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Fig. 8.1 The (a) molecular and (b) ideal crystalline structures of cyclotrimethylene trinitramine
(RDX). The C atoms are depicted by larger gray balls, O are shown in black, N– by smaller gray
balls, H– in white

Surfaces were modeled by cutting the crystal in specific directions in accordance

with larger crystal faces observed during the crystal growth process. Then, various

clusters were constructed to study how the decomposition energy of the molecule

placed on a surface differs (if at all) from that placed in a bulk crystal [80].

A range of molecular clusters and unit cells were probed to ensure that the final

conclusion does not depend on the computational methods. We established that a

molecular vacancy has a low formation energy, and therefore, there should be plenty

of vacancies in molecular crystals; vacancies placed close to each other tend to ag-

gregate because of their positive binding energy. This led us to state that the decrease

in density leads to mechanical and chemical “softening” of the crystal. It has been

recognized that all of the probed imperfections (small or large voids, pores, internal,

or free surfaces) only slightly change the electronic structure of the material; neither

of them produce local states in the band gap, which is explained by the fact that all

of the defects are largely neutral in spite of some electronic density redistribution on

the atoms around the void. It has been also found that the energy for RDX N–NO2

dissociation is strongly dependent on the environment of the molecule. Thus, an

isolated RDX molecule with the “crystal geometry” exhibits some difference in en-

ergies for the cleavage of the equatorial and the axial bonds against all equal energies

for the gas-phase molecule [80]. This is due to bond length changes and symmetry

reduction. Next, the equatorial bond of the molecule inside the crystal is sensitive

to the crystal field and is characterized by the visibly increased energy compared

to the gas-phase dissociation energy. Finally, lowered energy barriers by 8–15 kcal

mol−1 are obtained for the molecule placed near the surface. Based on energetic

considerations, no preference can be made for the equatorial or the axial NO2 group

decomposition. The results obtained are supported by experimental data and previ-

ous theoretical investigations.
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Two interesting conclusions follow from this study. The molecule in the crystal

has three different energetic barriers for cleavage of three N–NO2 bonds while all

three energies are equivalent for the gas-phase molecule. This conclusion is per-

fectly in accord with the symmetry reduction in the solid phase. Also, a molecule

located near the surface can more easily dissociate than a molecule buried in the bulk

crystal. This can be understood in terms of missing interactions. The molecule asso-

ciated with voids or surfaces is more weakly bound to the crystal than the molecule

surrounded with all nearest neighbors.

These findings imply that the thermal decomposition will most likely start from

breaking bonds in molecules that are placed near voids, surfaces, or dislocation

cores due to the reduced energetic barrier caused by the imbalance of intra- and

intermolecular interactions. Obviously, the surface-induced effect and dynamics of

both the electronic and lattice relaxation due to a shock wave must be taken into

account when studying the initiation mechanisms.

8.2.2 The Electronic Structure of RDX Crystals Containing Edge
Dislocations

In this section modifications of the electronic structure of RDX induced by an

edge dislocation [55, 76, 86–88] are described. The main objective of this research

was to study the effect of dislocations on the RDX optical band gap under shock

compression.

The calculations are performed by means of the standard Hartree–Fock (HF)

method for a periodic system by the CRYSTAL code [89], the 6–21 g split valence

set with the modified scaling factor of 1.10 for the outer (most diffuse) Gaussian

function was used. In all calculations, internal geometry parameters of the RDX

molecule such as bond lengths, angles, and torsion angles were taken from experi-

mental data [90] and fixed, while the lattice constants were varied to minimize the

total energy. Electron correlation corrections based on the second-order many-body

perturbation theory (MBPT) are included in the calculations to correct the value of

the optical band gap of the system, which is overestimated in the HF limit. The

calculations have been performed for the crystal structures both in equilibrium and

under external hydrostatic compression. The band gap as a function of the crystal

compression V/V0 was carefully analyzed. A response of the ideal and defective

RDX crystals to the shock-wave excitation was modeled quantum-mechanically

with the rigid molecule approximation. Thus, isotropic compressibility of the crys-

tal in terms of volume-energy dependence was investigated by proportionally de-

creasing all lattice constants and keeping the structure of the RDX molecules in the

crystal unaltered. The pressure was calculated using the low-temperature formula

P = −dU/dV . The corresponding electronic correlation corrections were obtained

for each value of pressure.

Edge dislocations were modeled by assuming that the crystal was composed of

stacked parallel layers one-unit-cell thick. The configuration of the edge dislocation
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was taken from experimental studies. To produce a dislocation with the Burgers

vector of [001] one can slide the corresponding crystalline plane with respect to

another part of the solid along the z direction. This slip produces a plastic deforma-

tion in the material, and the boundary between the slipped and unslipped regions

is the edge dislocation. Its position is marked by the termination of an extra ver-

tical half-plane of RDX molecules crowded into the upper half of the crystal. In

our calculations we modeled the dislocation core by a one-dimensional (polymer)

model. The periodic translation was applied along the dislocation line d[010] and

no dislocation–dislocation interactions were included (Fig. 8.2).

The correlation correction, which is largely due to polarization effects, reduces

the computed pure, perfect RDX gap by 8.42 eV to a value of 5.25 eV. Optical ab-

sorption experiments [91] yield 3.4 eV. In particular, it was found that strong in-

tramolecular light absorption at wavelengths below 340 nm (3.4 eV) leads to the

formation of NO2 radicals. It was also revealed that this weak absorption band in

the near ultraviolet is not observed in spectra of the solvated or gas-phase RDX

compounds [91]. This fact coupled with a value difference of nearly 2 eV between

calculation and experiment, leads one to assume that this absorption is associated

with the essentially solid-state of matter, with lattice defects. In these calculations,

Fig. 8.2 A schematic plot of an edge dislocation model in RDX. The configuration was taken
from experimental studies: the Burgers vector b is parallel to the [001] axis, the dislocation line d
is oriented along the [010] direction. The (a) and (b) atomic structure around the dislocation line
in the two nonequivalent RDX [010] molecular layers
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the perfect crystal was modeled while the real solids containing some imperfections

were investigated in the experiments. In our study of the dislocation-related defor-

mation of the electronic structure, the band gap of RDX was calculated to be 3.3 eV,

much closer to the experimental value (3.4 eV). This creates a new absorption band,

which was not observed for either the perfect RDX crystal or the isolated RDX

molecule [55, 88]. The results obtained lead to the conclusion that the band gap is

most sensitive to the presence of dislocations, which, unlike other defects, produce

local energy levels in the forbidden gap [55, 76]. Positions of these dislocation-

induced electronic states in the optical band gap are strongly dependent on shear

stress and/or molecular motion in the solid [88] (Fig. 8.3).

The dramatic narrowing of the optical band gap, related to the high shear strain,

leads to the splitting off of local levels from both the top of the valence band and the

bottom of the conduction band. These local states, having bonding and antibond-

ing character, respectively, are attributed to the weakest N–NO2 bond in any RDX

molecule located near the dislocation core. From this observation one may suggest

that the lowest energy electronic excitation, i.e., promotion of an electron from the

highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular

orbital (LUMO) may lead to the breaking of the N–NO2 bond. The nature of the

HOMO to LUMO excitation and its relation to the molecular decomposition has

also been established in earlier theoretical [92] and experimental [91] studies. The

lattice relaxation induced by defects was neglected in this study to reduce compu-

tational costs. One can find more details regarding the calculation techniques and

approximations used in our studies elsewhere [79, 86–88].
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Fig. 8.3 A schematic of the optical band gap in RDX as a function of a generalized geometry
configuration Q for perfect equilibrium RDX, for RDX crystal containing an edge dislocation, and
for shocked RDX with the edge dislocation
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The strain-related change of the optical band gap in RDX may be even more dra-

matic in the presence of several dislocations that may cluster and form dislocation

patterns. The collective behavior of dislocation ensembles is known to play a critical

role in many practically important phenomena in metals including work hardening,

dislocation patterning in plastically deformed metals, the Portevin-Le Chatellier

bands of different kinds in monotonically, or cyclically loaded metals [93–95],

Luders fronts [95, 96], persistent slip bands, surface roughening, etc. In particu-

lar, the formation of persistent slip bands (they are called persistent because, being

removed by surface polishing they reappear in the same location if the cyclic stress

is continued) is thought to be a material instability at the mesoscale resulting in the

formation of regular arrays of dislocation walls [97]. In spite of the fact that many

properties of individual dislocation were successfully studied theoretically [98, 99],

as well as in atomistic simulations [100,101] it is an extremely difficult task to make

a connection between an atomistic scale and a mesoscopic level on which disloca-

tion patterning develops even for metals which have much less sophisticated atomic

structure than the molecular crystals considered in this publication. Some successful

attempts to establish such a connection exist (e.g., in Ref. [102] where both atom-

istic and mesoscopic simulations of dislocation junctions – Lomer-Cottrell locks –

were performed) but are still very rare.

Another approach to dislocation patterning in metals is based on a continuum

description, i.e., on the study of nonlinear systems of governing equations for dis-

location densities. This “self-organizational” approach considers the formation of

dislocation structures as a bifurcation phenomenon leading to solutions which do

not belong to the thermodynamical branch [97]. At present, there is no general way

to derive these equations starting from individual dislocations and their interactions.

The analysis of these governing equations is usually limited to studying their linear

stability which describes only primary bifurcations corresponding, e.g., to spatially

homogeneous oscillations in time (Hopf instability), or to formation of steady-state

spatial waves of dislocation densities (Turing instability).

Due to the rather sophisticated atomistic structures of RDX and other energetic

materials, not a single atomistic calculation at the ab initio level for more than one

dislocation in these molecular crystals has ever been performed. One could, how-

ever, expect a formation of spatial and temporal dislocation patterns in these mate-

rials similar to the Hopf and Turing instabilities. In this case, one will observe an

accumulation of dislocations in some spatial regions and formation of dislocation

piles, which will generate a larger strain in these areas than a single dislocation may

produce. This may cause even stronger distortion of some of the atomic bonds lo-

cated in this region and the appearance of a significant number of additional bonding

and antibonding states in the RDX band gap. An extensive body of dislocation anal-

ysis in a variety of materials has been performed over the years by Armstrong and

Elban [14, 103, 104]; in particular, they demonstrated an interesting contrast in the

mechanical properties of molecularly bonded energetic crystals containing disloca-

tions: the crystals are elastically soft, plastically hard, and brittle. They also show

that the generation of dislocation clusters at large shock pressures plays an impor-

tant role similar to the role of anharmonic lattice strains at the dislocation cores –

they generate either “in situ” hot spot heating or direct electronic excitation [105].
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8.2.3 Molecular Orientational Defects in FOX-7 and TATB

In this section, we explore how the changes of mutual orientation of molecules

in molecular crystals and internal stresses attributed to those can affect the elec-

tronic structure and decomposition barrier for crystalline diamino-dinitroethylene

(C2H4N4O4, FOX-7) (Fig. 8.4a) and triamino-trinitrobenzine (C6H6N6O6, TATB)

(Fig. 8.4b). For this purpose, we generate a “orientational-molecule” defects to

mimic the structure deformation in the vicinity of a dislocation core, stacking fault,

or grain boundary.

The initial hope for FOX-7 to be a promising insensitive energetic material with

superior properties [106], and potentially replace RDX (C3H6N6O6) and HMX

(C4H8N8O8), the commonly used energetic materials in practical applications has

been based on the fact that the chemical radicals in a FOX-7 molecule are the same

as in a TATB molecule: C−NO2, C−NH2, and C–C, etc. (see Fig. 8.4c, d). This

implies that FOX-7 and TATB would possess similar initiation chemistry and hence

the former material can be expected to exhibit the desirable similar stability (i.e.,

insensitivity to impact and shock) to the latter. The argument is certainly valid pro-

vided that all chemistry of the crystal is completely defined by the chemical com-

position and bond dissociation energies of individual molecules. Some similarity

of the layered crystalline structure, the lack of a melting point and related extensive

hydrogen bonding network [30,106] which are characteristic for both crystals, lends

some additional support to this line of reasoning.

Fig. 8.4 The ideal crystalline (a) and (b) and molecular (c) and (d) structures of FOX-7 and
TATB. The C atoms are shown by larger gray spheres, N– by smaller gray spheres, O– in black,
H– in white
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The unimolecular decomposition pathway of the FOX-7 molecule has been re-

cently investigated using density functional theory (DFT). Politzer et al. [107]

showed that C–NO2 dissociation energy is lower than C–NH2 dissociation en-

ergy and is equal to 70 kcal mol−1. Gindulyté et al. [108] proposed that the first

step in the decomposition is the C–NO2 to C–ONO isomerization, which requires

59.7 kcal mol−1, and as they noted agrees with the experimental activation energy

(58 kcal mol−1 for temperatures between 210◦ and 250◦C) [106]. There is an im-

portant point to be considered here; both of these values are related to the dis-

sociation mechanism in the gas phase, while the experimental studies have been

performed for the condensed phase. As was mentioned before (see Section 8.1),

the dissociation energy of the isolated molecule may or may not be related to

that of a molecule in the bulk crystal. Indeed, it has been shown for RDX (see

Section 8.2.1) that the activation barrier is different for the solid-state and the iso-

lated (gas phase) molecule and that the decomposition barrier near a defect is lower

than in a perfect crystal [80]. Defects formed by change of orientation of molecules

in the solid phase may play a significant role in the activation of the decomposition

process [109].

The self-consistent field calculations for both molecular and crystalline FOX-7

and TATB were done using VASP codes [110]. Density functional theory in the gen-

eralized gradient approximation (GGA) for exchange-correlation, and plane waves

with ultrasoft pseudopotentials for C, N, O, and H, were used [111]. The crystalline

structure of FOX-7 was determined to have space group P21/n with four FOX-7

molecules (56 atoms) per unit cell [112, 113] (Fig. 8.4a). The unit cell of TATB is

triclinic with P symmetry and contains two molecules (48 atoms) [114] (Fig. 8.4b).

The bonding between layers, which is defined largely by van der Waals interac-

tions, is weak. The energy cutoff for the basis set was set at 24 Ry, and the inte-

grations over the Brillouin zone were done using the Monkhorst-Pack scheme with

four k-points in the irreducible wedge [115]. The relaxed corresponding structures

acceptably agree with the experiment [106,112,114–116] and the calculations based

on the force field [117], DFT [107,108,118], and Hartree-Fock [27,118–120] meth-

ods. The relaxed structure and electronic density of states (DOS) of the defect-free

FOX-7 crystal agree well with previously published results based on force field and

density functional theory [117, 118] and with our recent investigation based on the

Hartree-Fock method [120]. The optimal migration paths and the decomposition

barriers were found using the nudged-elastic-band method [121].

We calculated the bond-breaking energies for the N–O, N–H, C–NH2, and

C–NO2 bonds in the FOX-7 molecule, and we found that the lowest of these en-

ergies is the C–NO2 bond-breaking energy of 72 kcal mol−1, which is in excellent

agreement with previous studies [107,108]. The structure of the ideal FOX-7 crystal

looks like a set of parallel corrugated (washboard-shaped) planes (Fig. 8.4a). In each

of the layers, molecules are arranged in a checkerboard order, and the NO2 (NH2)

groups of molecules in a given layer are neighboring with the NH2 (NO2) groups of

molecules in the next (previous) layer. The band gap is 2.2 eV for the crystal, very

close to the HOMO–LUMO gap of 2.3 eV for the molecule. This means that the

electronic states of a perfect crystal are mostly defined by intramolecular bonds. The
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Fig. 8.5 The unit cell for crystalline FOX-7 with the “reversed-orientation-molecule” defect. The
molecules 1 and 2 have a normal (NO2-to-NH2) intermolecular bonding while the molecules 3 and
4 have an anomalous (NO2-to-NO2) intermolecular bonding

intermolecular interactions, however, are responsible for the cohesion in the solid.

This is typical for molecular crystals and has been found in a study of RDX (see

Sections 8.2.1–8.2.2).

A simple structural defect one might imagine in a FOX-7 molecular crystal is a

“reversed-orientation” molecule where one of the molecules is rotated by 180◦ about

an axis perpendicular to the C–C axis. It corresponds to an interchange between the

NO2 and NH2 groups. In the unit cell that consists of four molecules, there are now

two FOX-7 molecules (1 and 2) with normal orientation (the NO2 groups of the

molecule are facing the NH2 groups of the adjacent molecule) and two molecules

(3 and 4) with anomalous orientation (the NO2 groups of the adjacent molecules

are facing each other) (Fig. 8.5). In other words, the system consists of alternating

washboard shaped molecular planes each of which consists of layers with normal

and anomalous mutual orientation. The total energy of this system is 2.5 eV per cell

higher than that of the perfect material. This structure corresponds to a local energy

minimum and the barrier to invert the molecule back to its normal orientation by

rotation is high.

The electronic structure of the FOX-7 crystal with the reversed-orientation-

molecule defect is different from the electronic structure of the perfect crystal

(Fig. 8.6). First, the band gap of 1.3 eV is 0.9 eV narrower than the gap of the per-

fect structure. Second, the additional states that appear in the band gap of the ideal

crystal have a dominant contribution from the oxygen atoms associated with the

anomalous intermolecular NO2–NO2 bonds.

We found that the decomposition barrier for the NO2 scission from a FOX-7

molecule with “normal” orientation located within the molecular crystal is about

4 eV (92 kcal mol−1), which is much higher than the experimental value of the de-

composition threshold of FOX-7 [106]. In other words, some regions of the crys-

tal may become locally overheated due to accumulation of elastic energy before

the NO2 group splits away. The NO2 scission barrier from a reversed-orientation-

molecule defect is 2.6 eV (59 kcal mol−1), which is in excellent agreement with the

experimental value [106].
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Fig. 8.6 Density of states of ideal FOX-7 unit cell as compared with density of states of FOX-7
unit cell containing reversed orientation molecule

In both the normal and anomalous intermolecular bonding we suggested that

the FOX-7 decomposition started with the detachment of one of the NO2 groups.

Reduction of the band gap supports the experimental observations of pre-explosion

conductivity and luminescence in metal azides [54,58]. The appearance of new local

electronic levels in the gap predicts new absorption peaks in optical spectra and new

luminescence lines. This is also consistent with previous experimental [122] and

theoretical results for RDX materials [55, 79, 85, 86].

In spite of the similarity of the chemical radicals in FOX-7 and TATB molecules,

the difference in their crystalline structure is apparently crucial. The crystalline ar-

rangement of TATB consists of nearly two-dimensional planes parallel to the ab-

plane (Fig. 8.4b), and the position of the planar TATB molecules in these planes is

quite rigid, i.e., in-plane slip motions are energetically costly. Such rigidity is largely

related to the high symmetry of the TATB molecule, which results in strong inter-

molecular and intramolecular hydrogen bonds in the ab-plane (the distance between

the O and H atoms located at neighboring molecules is 2.23 Å only). Each molecule,

however, has a possibility to rotate in-plane around its center, and such a rotation

may also generate molecular misorientational defects and produce structural distor-

tion of the two-dimensional planes.

Figure 8.7 shows an example of such a misorientational defect that was con-

structed by a 60◦ rotation of one of the TATB molecules around its center in the

ab-plane. Such a rotation generates three anomalous intermolecular NO2–NO2 and

three anomalous NH2–NH2 bonds (that are typically much weaker than the NO2–

NO2 bonds). This configuration is metastable, and its energy is only 3 eV higher
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Fig. 8.7 An area of the two-dimensional ab-plane in TATB showing the molecular misorientational
defect obtained by a 60◦ rotation of one of the TATB molecules around its center. Each 60◦ rotation
generates three anomalous intermolecular NO2–NO2 bonds (encircled by ellipses)

that the energy of an unperturbed 2D- plane, i.e., each NO2–NO2 bond costs about

1 eV (compared with 2.5 eV for FOX-7). Therefore, the intermolecular interactions

between the NO2 groups are significantly weaker in TATB than in FOX-7. The rota-

tion and bending of the NO2 groups (what pushes some of the oxygen atoms away

from the plane) can still be observed in TATB but these deformations are not that

valuable as in FOX-7, and the NO2 scission decomposition barrier in TATB does not

significantly change in the presence of misorientational defects as it does in FOX-7.

Therefore, one can say that TATB is not sensitive to the presence of some defects

that may significantly increase the sensitivity in other energetic materials.

8.2.4 Shear-Induced Decomposition in FOX-7 and TATB

In this section, we report the results of ab initio simulations of the shear-induced

decomposition in FOX-7 and TATB and reveal the important difference in chemical

properties of these two materials. This sheds some light on materials by design is-

sues and provides some suggestions for searching for new materials with prescribed

properties.

As we discussed above, the chemical radicals in a FOX-7 molecule are the same

as in a TATB molecule: C−NO2, C–NH2, and C–C, etc. (see Figs. 8.4c, d). There-

fore, it was initially expected that FOX-7 and TATB would possess similar initiation

chemistry and hence the former material can be expected to exhibit the desirable

similar stability (i.e., insensitivity to impact and shock) to the latter. However, in our

recent work [123,124] we clearly demonstrated that initiation of chemistry in molec-

ular crystals is a collective phenomenon and cannot be comprehensively understood

based on a description of individual molecules and even ideal crystalline structures
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alone. Hence, solid-state behavior, especially defect-induced incidents, cannot be

ignored and should be taken into account.

In order to simulate shear strain displacements we used six-layer molecular slab

(or (3+3) slab) supercells (see [125, 126] for details). The slabs were separated by a

10 Å layer of vacuum in the direction perpendicular to the layers. The shear strain

was introduced by an instantaneous shift of the three upper layers of the slab rel-

ative to the three lower layers in the directions parallel to the layer’s plane (i.e.,

the ac-plane for FOX-7 and the ab-plane for TATB) on vectors Δ = γaa + γcc for

FOX-7 (Δ = γaa + γbb for TATB). All the γ-parameters were varied in the range

between 0 and 1 (the unity corresponds to the in-plane shift on one of the transla-

tional vectors). The decomposition barriers were calculated using the nudged elastic

band approach [127] for molecules in the two “interfacial” layers (where the strain

deformation is maximal) at each vector Δ for both the “instantaneously shifted”

or “relaxed” supercells. The relaxation was performed with only one constraint,

namely, we fixed the position of one carbon atom attached to the NH2 group for

each molecule in the lower layer in the slab. Such a constraint eliminates the drift

of the supercell as a whole in the relaxation process. Also, it is physically justified

because the main contribution to the relaxation is related to the NO2 groups.

We calculated decomposition barriers of the FOX-7 and TATB molecules, per-

fect crystals, and crystals deformed by the shear to reveal a trend and determine if

there is any correlation between the experimentally determined energy of decompo-

sition, which is closely related to sensitivity to impact and shock, and the presence

of shear in the solids (see Table 8.1). We focused only on one mechanism among

all possible decomposition pathways, that is the C–NO2 rupture since it is the most

supported initial stage of chemistry [1, 128, 129]. Although cyclization reactions of

TATB that produce furazans and furoxans were suggested to be lower activation

energy processes [34, 130], which may compete with simple C–NO2 bond scission

at ambient conditions, they can be overstepped by the rapid, large temperature rise

during shock and impact stimulation [131]. Thus, we do not include cyclization and

isomerization reactions caused by hydrogen transfer in our consideration here [132].

It can be seen from Table 8.1 that the energy for molecular dissociation in the gas

phase is about 70 kcal mol−1 for both FOX-7 and TATB. This falls into the range

of 61–70 kcal mol−1 reported for a wide variety of compounds [1] and is in gen-

eral agreement with mass spectroscopy [133, 134], laser-assisted pyrolysis [135],

shock tube pyrolysis [136], and theoretical studies [107–109, 119]. This is some-

what higher, however, than the differential calorimetry-based estimate for FOX-7,

58 kcal mol−1 [106].

Table 8.1 Energy barrier of the C–NO2 bond decomposition (kcal mol−1)

Material Isolated molecule Defect-free crystal Shear-strained crystal

TATB 71 100–107 100–112
FOX-7 72 92 42–94
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Fig. 8.8 The schematic representation of the NO2 interstitial position due to the C–NO2 scission
in FOX-7 (a) and TATB (b)

The bond-breaking barriers in defect-free crystals are significantly higher, 92 kcal

mol−1 for FOX-7 and 100–107 kcal mol−1 for TATB; the crystalline field and ex-

tensive hydrogen bonding stabilizes the molecules in the condensed phase. Such a

stabilization reflects the fact that after breaking the C–NO2 bond, the detached NO2

group should be positioned somewhere in the interstitial between the molecules.

In both crystals, the space between the molecular layers is large enough to accom-

modate the NO2 group that finds a metastable position in the interstitial but still

interacts with other molecules (Fig. 8.8). It is worthy to note that the energy barriers

for C–NO2 bond scission are still very close to each other in both TATB and FOX-7

ideal solids (the range of the barrier values for TATB corresponds to different final

states of the system).

A fundamental difference between the crystalline solids TATB and FOX-7 arises

when sheer–strain is introduced into the lattices. For the relaxed structures, the

C–NO2 decomposition barrier does not significantly change in comparison with

the decomposition barrier in ideal crystals because the relaxation process is mainly

defined by the motions (stretching, bending, and rotation) of the most flexible NO2

groups, and in the relaxed configurations the molecules are not significantly de-

formed (see Ref. [124] for details). For unrelaxed structures (i.e., immediately af-

ter introduction of instantaneous shear strain), the decomposition barrier may be
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Fig. 8.9 The C–NO2 scission decomposition barrier as a function of the in-plane shift parameter γ.
Curve 1 corresponds to FOX-7 shift along the c-axis (γa= 0, γc – variable); 2 – FOX-7, a-shift (γa –
variable, γc= 0); 3 – TATB, a-shift (γa – variable, γb= 0); 4 – TATB, b-shift (γa= 0, γb – variable).
The vertical dashed lines indicate the range where the interfacial FOX-7 molecules overlap for the
c-shift

significantly affected by the shear strain. In the c-direction-shear strained FOX-7, for

the parameter γc, in the ranges 0≤ γc ≤ 0.3 and 0.55≤ γc ≤ 1 (for 0.3 < γc < 0.55,

the NO2 groups at the neighboring interfacial molecules significantly overlap, and

other decomposition channels become possible), the C–NO2 decomposition barrier

at interfacial molecules varies between 42 kcal mol−1 (for γc = 0.3 and 0.55) and

92 kcal mol−1 (for γc = 0 and 1) as shown in Fig. 8.9. Such a big change in the

barrier simply reflects the fact that a significant fraction of the strain energy is ac-

cumulated inside the C–NO2 bonds, which facilitates the detachment of the NO2

groups. The FOX-7-sub-slab shift along the a-translational vector (γc = 0) is en-

ergetically more favorable than the shift in the c-direction because in such a shift

the humps and grooves of the zigzag-shaped layers move parallel to each other and

never overlap.

An examination of a crystalline arrangement of TATB in comparison with FOX-7

clearly demonstrates that there is a more or less “rigid” two-dimensional order in

the ab-plane in which planar TATB molecules are situated with no specific in-plane

slips allowed. Such a rigidity is mainly related to the high symmetry of the TATB

molecule, which results in strong hydrogen bonds in the ab-plane (the distance be-

tween the O and H atoms located at neighboring molecules is only 2.23 Å). How-

ever, the shear between these layers is not energetically costly because the interlayer

overlapping is minimal. This slip motion does not cause any significant effects on

the dissociation of TATB molecules (and only slightly affects the electronic struc-

ture) (Fig. 8.9).

FOX-7, on the other hand, lacks molecular symmetry and is built out of po-

lar molecules linking with each other by attraction between NO2 and NH2 groups
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located on adjacent molecules. This creates strong bonding in corrugated chains of

molecules along the c-axis but not in all directions (this is why shear strain along

the a-direction does not produce so much structural damage). Also, several possible

motions of FOX-7 molecules are allowed by symmetry. This results in the appear-

ance of polar surfaces in the structure and allows a richer variety of local structural

defects to occur, such as, different conformers [107], or a “flipped” molecule [125].

A major consequence of this defect-induced disorder is attributed to the reduction of

the decomposition barrier and in turn, the higher sensitivity of FOX-7 to initiation

as compared to TATB. This means that regardless of whether the dissociation starts

from the ground state or from one of the excited states, less energy is required to

break bonds in a defective crystal than in an ideal crystal. Anyway, ideal crystals of

FOX-7 are unlikely to exist [125].

Hence we suggest that there is no sense in continuing to search for better cleaner

ways to synthesize FOX-7, hoping that crystals of higher quality with lower concen-

tration of defects will provide lower sensitivity to detonation, because the crystalline

lattice of FOX-7 has the ability to easily accommodate certain types of shear slips,

reducing the dissociation barrier and causing decomposition. Instead, one may redi-

rect efforts towards looking for another crystalline phase of FOX-7 or other material

of similar composition that presumably does not exhibit the reduction of decom-

position barriers that accompanies the shear strain and shear-induced defects in the

crystalline lattice. In addition, one might search for other materials whose crystalline

lattices have close packing of molecules in at least two directions (two planes) and

do not allow easy slipping of crystallographic planes or other structural defects that

are able to introduce large arrays of disorder in the crystal. In fact, FOX-7 would be

as insensitive as TATB if the migration barrier of a zigzag-shaped plane (or a group

of planes) in the ac-plane would have low anisotropy and low activation energy like

the migration of very flat, graphite-like planes in the case of TATB.

8.3 Modeling Initiation of Chemical Reactions

The modeling of chemical reactions in practical energetic materials includes a

description of individual imperfections, defect–defect and defect–lattice interactions,

a response of the system to the external excitation, and the behavior of materials under

high temperature, high pressure and, therefore, represents an extraordinary challenge

for both theoretical and experimental studies. Nevertheless, attempts to simulate

chemistry in these materials with appropriate models can and should be made. In

this section, we examine the possible role of electronic excitations in the initiation

of chemical reactions in solids. We try to understand how a fast process, such as an

electronicexcitation,promotedbylatticedefects(especially,edgedislocationsorother

shear-strain related local deformations) or external stimuli (for example, radiation)

and pressure of the shock wave, affects macro-properties of energetic molecular

solids and eventually leads to an explosion [76].We will deliberately focus on two
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different aspects of excited electronic states and their effect on the properties of the

explosive material. First, we discuss narrowing of the optical band gap in RDX and

an excitonic state, which appears as a consequence of that change in the electronic

structure. We think that this subject deserves further consideration since narrowing

of the band gap was recently confirmed experimentally in RDX [137] and found

theoretically in other materials [138]. Further, we describe how these early ideas

were tested on FOX-7 by addressing the question of whether the electronic excita-

tions can modify the dissociation mechanisms and alter the reaction barriers to such

an extent that the dominating chemistry changes from the endo- to exothermic type,

thus making new pathways for the molecular decomposition available [139]. The

scenarios described below are based partly on the available theoretical and experi-

mental results and partly on the extrapolation of these results. Therefore, the models

presented should be considered as possible interpretations of the results rather than

a complete theory.

Let us consider a very general view on initiation chemistry in high-explosive

solids. A transition of the metastable molecules in an explosive crystal (for exam-

ple, RDX or FOX-7) into the ground state corresponding to the most stable products

(CO2, CO, NO, NO2, H2O, HCN, etc. (see, for example, Refs. [1,3,67,140])) results

in a large energy release. Under normal conditions, no spontaneous chemical disso-

ciation can happen due to the high energy barrier that separates the metastable state

from possible reaction products. An external perturbation of the system, such as a

mechanical impact, a spark, a laser beam, shock, or plasma ignition, induces a wave

front progressing across the solid. For instance, a shock wave traveling through the

RDX crystal creates a local pressure of several GPa (experimental estimates for solid

RDX vary from 0.2 [57] to 4 GPa [38]), introducing a large shear stress. The energy

carried by the shock front is capable of initiating decomposition and further chemi-

cal reactions. It is commonly believed that the first step in the decomposition of most

nitro-compounds is a detaching of NO2 species with the typical dissociation ener-

gies from 40 to 70 kcal mol−1 [1]. For example, breaking the N–NO2 bond in the

RDX molecule takes about 50 kcal mol−1 (∼2 eV) [141, 142], and breaking C–NO2

bond in FOX-7 molecule requires about 58 kcal mol−1 [106]. Subsequent decom-

position steps release more energy than is required for this process. This additional

energy release contributes to the wave front and raises its pressure and temperature,

which, in turn, lead to a chemical chain reaction and an explosion.

In this very general picture it is not all clear how the energy of the shock front can

be transformed into chemical energy as the energy of compression due to impact is

not enough to break bonds [76]. It was shown earlier that a localization of all the en-

ergy of the impact wave (i.e., the energy stored in a compressed RDX crystal) on just

one N–NO2 stretching mode has a very low probability; hence the bond-breaking

in the RDX molecule while being on the ground-state potential energy surface is

also a highly improbable event [76]. Therefore, we need to look for a process that

selectively places the available energy (that is pumped up into the material as a re-

sult of an external perturbation) in only a few desired modes. Alternatively, there

should exist processes that can locally change the energetics and/or reduce decom-

position barriers. There is another important question. How many bonds per unit

time must be broken initially in order to start the chain reaction? This is, in fact, the
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same question as how hot are the hot spots [143], reformulated in terms of activa-

tion energy instead of thermodynamic temperature. Indeed, temperature is related

to a reaction rate. The reaction rate may also be described in terms of the number of

parameters per unit time achieving a certain activation energy, most likely through

collisions. The number of collisions per unit time and the energy they impart will,

of course, be related to the temperature.

8.3.1 Electronic Excitations in RDX

Let us now consider a way by which the reaction goes through the excited state

potential energy surface. The main modifications of the band structure of RDX are

illustrated in Fig. 8.3. As was discussed in Section 8.2, dislocations and, probably,

other complex defects (see, for example, Sections 8.2.3–8.2.4) reduce the perfect

calculated band gap of 5.25 eV to roughly 3 eV because of the local states in the

band gap, which is in good agreement with the experimental observations of the

optical absorption spectrum. The system is in the ground state until the impact wave

arrives. Volumetric contraction, induced by a shock wave progressing through the

solid, leads to an additional narrowing of the optical gap [76]. In other words, a

shock wave drives the system to a point from which the molecule has a good chance

of being excited. The probability for this excitation under shock condition is, clearly,

higher than at the equilibrium due to the locally reduced gap and a high sensitivity of

this local deformation of the electronic structure to external stimuli. The locally in-

creased temperature also contributes to the increased probability for excitation. The

number of electronic transitions in the shock front passing through N molecules

can be estimated by the simplified formula as w = N · exp(−Eg/kT ). Assume a

temperature of 600 K (kT = 0.046 eV, in fact, the temperature in hot spots can be

much higher) and the size of the RDX sample is 1 mm3. Our ab initio calculations

of the compressibility show that a pressure of ∼15–20 GPa (or even less) locally

reduces the gap, Eg, to about 1 eV for RDX containing an edge dislocation. Using

the RDX molar volume, 1.233×10−4m3 (which can be found from the known den-

sity, 1,800 kg m−2, and molecular weight, 222.12), the number of RDX molecules

in a sample of 1 mm3 size, ∼4.9× 1018, and typical concentration of dislocations

per unit area, 5×1012 cm−2 [144], one can find that about 8.5×1016 molecules are

located in the immediate vicinity of the dislocation cores in a 1 mm3 sample. Then,

a simple estimate by the formula mentioned above shows that about 3.1× 107 such

molecules will be excited by the impact front. The estimated number of excited

molecules is not large compared to the number of molecules in the solid. However,

it can be very significant relative to the number of locally broken bonds necessary

for chain reaction initiation.

The nature of electronic excitations in crystalline solid nitromethane under con-

ditions of shock loading and static compression has been investigated [145]. The

authors argue that the narrowing of the band gap observed is not enough to produce

a significant population of excited states in the crystal. We would like to note that we
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used here the energy gap corresponding to the optical (or vertical) electronic tran-

sition. In fact, the thermal excitation of electrons requires even less energy due to

nuclear relaxation in the excited state. The set of calculations discussed here do not

use full nuclear relaxation. Since molecular vibrations (10–100 fs) are fast compared

to the timescale of reaction initiation (10–100 ps [44]), nuclear relaxation is poten-

tially important. Nuclear relaxation can either inhibit (ground state relaxation) or

promote (excited state non-vertical transition) electronic excitations. Furthermore,

a dynamic response of the lattice to excitation by a shock/impact wave in terms of

probability and population of the electronic excited states is expected to be much

more pronounced. Therefore, the more reliable estimate of the probability of elec-

tronic excitations should include all the contributions mentioned above, which is

not a trivial problem. Also, a comparison to mass spectroscopy experimental data

would be highly desirable. For now, we have to conclude that external stimuli in

combination with lattice defects drive the system to the excited state with a nonzero

probability. Our recent quantum mechanical molecular dynamics study of the opti-

cal band gap of FOX-7 as a function of shear strain and temperature illustrates the

complexity of the crystalline lattice response to a mechanical and thermal perturba-

tion [124, 126] (Fig. 8.10).

Further, let us see what happens with the system once it is excited and transferred

into the excited state potential energy surface. There are three possibilities. First, the

system can relax back to the ground state with the energy release in the form of a

photon. This corresponds to a radiative transition accompanied by optical lumines-

cence. In this process the system becomes unavailable for initiation from an excited

electronic state because it is once again on the ground-state potential surface. It

can only be subject of a subsequent excitation. Second, the system can undergo a

fast nonradiative transition to the vibrationally hot state [25, 38, 44] thus speeding

up the vibrational excitation process. The subsequent decomposition will then start

from the vibrationally excited state [25]. Third, there is an actual dissociation of the

molecule from the excited state. As mentioned above, when the system (in our ex-

ample, an RDX crystal) is excited, an electron is removed from HOMO to LUMO,

Fig. 8.10 Relaxation of the
optical band gap of FOX-7
exposed to a shear-strain
deformation at two different
temperatures
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and the energy is localized on a single N–NO2 stretching mode. If the electronic

excitation is long-lived (triplet excited states are known to live much longer than

the period of nuclear vibrations), then this excess energy can be released in a form

of nuclear motion [146] and, with a high probability, result in the breaking of the

N–NO2 bond followed by the release of products having high kinetic energy. The

energy released will be expended in heating the sample and promoting further exci-

tations and subsequent dissociations. The process repeats itself, increasing the local

pressure and temperature around the site. Thus, even a moderate reduction of the

band gap can trigger initiation.

Our proposed model of initiation triggering by electronic excitations associated

with the dislocation presence in the crystal was here illustrated with RDX. Con-

sistent results concerning the electronic structure were also obtained for PETN

[C(CH2ONO2)4] crystal. Local electronic states induced by edge dislocations are

very sensitive to any molecular displacements around the dislocation core. New op-

tical absorption bands attributed to these local states are predicted to be a strong

function of a mechanical deformation of the crystal [79, 88]. This is in good agree-

ment with shock compression measurements of optical spectra of PETN [147].

PETN represents an intermediate case between primary and secondary high explo-

sives with respect to sensitivity to detonation. A number of experimental and theo-

retical data described in the literature lead us to believe that the suggested model of

initiation may be general for many solid molecular explosives. A detailed discussion

in favor of this proposal is available [76].

There is experimental evidence of the proposed excitonic mechanism, which de-

serves to be mentioned here.

It has been reported that eliminating or severely reducing the number of mov-

ing dislocations during rapid deformation will reduce the number and intensity of

shock-induced hot spots within the crystal. Carefully prepared crystals of the explo-

sives RDX, TNT, HMX, and PETN, with limited defect content and few disloca-

tions, are nearly impossible to ignite at shock pressures often in excess of 40 GPa

[148, 149]. Similar crystals of the same materials but with high defect/dislocation

content will ignite at a shock pressure of 2 GPa or less [150].

The initiation of RDX by laser excitation under modest pressure conditions (up

to 5.0 GPa) suggests that sample initiation occurred in a discrete region of the crys-

tals and not uniformly across the sample [122]. From this, it was concluded that

absorption must have occurred at point or line defects. In that study, theory favored

absorption at a dislocation or a vacancy associated with a dislocation core. As was

discussed above, the band gap of the RDX crystal containing this complex defect

is very sensitive to pressure and significantly reduced (∼2 eV with the pressure in

the GPa range). Thus, it is directly demonstrated that the energy associated with

this defect is consistent with the absorption of the green excitation wavelength ob-

served experimentally, whereas normally RDX is transparent to green light [122].

This study in fact demonstrates a real possibility for the laser-induced excitation of

selective modes of the sample.

A dislocation-induced effect in early stages of slow decomposition in the electric

field has been experimentally studied for AgN3 whiskers [54, 55]. It was observed
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that the gas (a product of chemical reaction) evolved mostly from dislocation etch

pits. Next, mobility of dislocations, caused by their magnetic moment, was used

for a significant reduction of the dislocation density in the crystal, which is, elec-

trical cleaning of the sample. Further, electric current was applied to the cleaned

samples for 20 h, and neither etch pits nor gas emission were observed during all

that time. Then, the initial properties of the sample were restored and gas emission

regions near etch pits were observed again. The obtained results suggest that the

regions of increased chemical reactivity, responsible for the initial stages of decom-

position, are associated with dislocations. Furthermore, a series of experiments were

performed to study kinetics of the pre-explosion conductivity of AgN3 crystals us-

ing YAG:Nd3+ laser pulse initiation (1,064 nm, 10 mJ, 30 ps), the methodology of

which is described elsewhere [54, 58]. Two groups of samples were probed: one

set of crystals with dislocation density ∼2 · 103cm−2, and another set of “pure”

crystals with dislocation density less than 102cm−2. A comparison of the kinetics

of pre-explosion conductivity for these two groups of crystals show that chemical

decomposition in crystals with a low density of dislocations develops noticeably

slower than in the highly defective samples.

8.3.2 Charge Trapping and Electronic Excitation as a Precursor
of Initiation in FOX-7

Elucidation of initiation mechanisms in FOX-7 is of significant interest for un-

derstanding sensitivity trends in energetic materials because of two reasons. First,

FOX-7 is an attractive model system because of its relatively small molecule

(Fig. 8.4c) and simple unit cell (Fig. 8.4a). Second, FOX-7 is chemically related to

TATB (Fig. 8.4c, d) and therefore, a careful comparative analysis of both materials

could potentially disclose a guide to desirable control of the explosive’s sensitivity.

In this section, we describe recent results on the modeling of chemical reactions for

the unimolecular decomposition of a single FOX-7 molecule in gas phase, in order

to understand the differences between the charged or excited states of the molecule

and its equilibrium state. It was revealed that charging and excitation may not only

reduce the activation barriers for decomposition reactions, but also change the dom-

inating chemistry from endo- to exothermic type [139].

The differential scanning calorimetry experiments of FOX-7 in condensed state

suggest that the thermal decomposition energy is approximately 58 kcal mol−1

[106]. Politzer [107] and Gindulyté [108] simulated possible unimolecular decom-

position pathways of FOX-7 from its ground state and proposed different scenarios.

Only a limited amount of experimental data on FOX-7 [106] and conflicting con-

clusions derived from theoretical calculations [107, 108] hamper establishing the

mechanisms of sensitivity to detonation initiation and of the related initial step(s) of

the decomposition of this material.

First, the relaxed structures of the ground state FOX-7 molecule, ionized

[FOX-7]+ and negatively charged [FOX-7]− radicals, and the lowest triplet excited
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state have been calculated. Positively charged ion has two stable configurations with

similar energies and different geometries, which we denote ha and hp. The elec-

tronic structure of the FOX-7 molecule and its fragments as well as the barriers for

molecular decomposition were calculated using Density Functional Theory (DFT)

and the hybrid B3LYP functional as implemented in the Gaussian03 code [151]

and 6–31+G(d,p) Gaussian-type basis sets. The details of the methodology and the

corresponding structures of FOX-7 are described in great detail elsewhere [139].

Then, we simulated relevant decomposition processes, such as rupture of the

C–NH2, C–NO2, and C=C bonds as well as CONO- and HONO-isomerizations (see

Fig. 8.11). We found that C–NH2 and C=C bond ruptures as well as HONO isomer-

ization are not favorable decomposition pathways of FOX-7. However, the presence

of an additional electron may change the energetics and make those reactions fea-

sible [139]. Thus, dissociation of a [FOX7]− radical via C=C break requires only

63.8 kcal mol−1, much lower than 120.2 kcal mol−1 in the ground state. Also, in

[FOX-7]−, the trapped electron is distributed over nitro-groups, which provides ex-

tra attraction between protons and oxygen atoms. This makes the exothermic HONO

arrangement (Fig. 8.12a) possible with the small energy gain of 3.25 kcal mol−1 and

a relatively low barrier of 29.76 kcal mol−1.

Next, we found that the C–NO2 bond fission reaction is an endothermic reac-

tion that requires 66.98 kcal mol−1, which is in good agreement with 70 kcal mol−1

from previous calculations [107] and experimental results for nitro-compounds [1].

In the case of positively charged [FOX-7]+ , the cleavage of a C–NO2 bond becomes

exothermic with the energy gain of 27.67 kcal mol−1 for the ha configuration and

8.08 kcal mol−1 for the hp configuration while the barriers for these reactions are

54.71 and 59.10 kcal mol−1, respectively. The decomposition of negatively charged

Fig. 8.11 A schematic plot of possible unimolecular decomposition mechanisms in FOX-7: break-
ing of C–NH2, C–NO2, and C=C bonds, or –NO2 to –ONO rearrangements

Fig. 8.12 The molecular structures of (a) HONO and (b) CONO isomers in FOX-7
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[FOX-7]− is endothermic with a dissociation energy of 14.48 kcal mol−1 and a bar-

rier of only 20.62 kcal mol−1. Such a significant reduction of the barrier is due to

a larger repulsion between nitro-groups accommodating an extra-electron. In the

triplet state of the FOX-7 molecule, the C–NO2 bond cleavage is also endothermic

with a calculated dissociation energy of 12.44 kcal mol−1 and a barrier of 32.97 kcal

mol−1. We confirm that the homolytic C–NO2 cleavage is a plausible initial decom-

position reaction in FOX-7. In addition, we reveal that the barrier for this reaction

becomes significantly lower in the electronically excited and charged states of the

molecule.

The presence of NO registered in final products of the decomposition of nitro

compounds suggests that the isomerization of C–NO2 to a C–ONO and/or other

intra-molecular rearrangements should take place prior to the decomposition [1,29]

(Fig. 8.12b). In our simulations, formation of a stable CONO isomer in the neutral

FOX-7 molecule is an exothermic reaction with a small energy gain of 4.1 kcal

mol−1. The calculated barrier for this transformation is 63.5 kcal mol−1 and the

transition state is characterized by a geometry in which one nitro-group is rotated

with respect to the molecular plane. After the CONO-isomer is formed, the CO–

NO bond can be cleaved releasing the NO species (see Fig. 8.12b). The calculated

barrier for this reaction is 27.4 kcal mol−1 and the overall energy gain is 6.6 kcal

mol−1, which is consistent with the previously reported results [108].

Importantly, we found that the NO species can detach spontaneously once the

molecule is charged or excited. Indeed, an additional electron can be trapped by the

CONO fragment. The vertical electron affinity of the unrelaxed negatively charged

CONO isomer of the FOX-7 molecule is 22.6 kcal mol−1. This configuration then

relaxes with the spontaneous NO detachment and overall energy gain of 23.8 kcal

mol−1 (with respect to the energy of the negatively charged CONO isomer of the

FOX-7). Alternatively, an ionization of the molecule (calculated vertical Ionization

Potential is 191.6 kcal mol−1, or 8.31 eV) also results in the spontaneous NO de-

tachment with an energy gain of 27.7 kcal mol−1 (with respect to the energy of the

positively charged CONO isomer). It follows from our calculations that isomeriza-

tion of C–NO2 to C–ONO does not occur for charged FOX-7 molecules.

A singlet-triplet excitation of the CONO isomer results in a bonding-antibonding

transition at the CO–NO bond. As a result, the CO–NO bond weakens and the NO

group can then detach without a barrier.

Further, we note that since the barriers of the C–NO2 to CONO isomerization

and the C–NO2 rupture are comparable, both of these processes are likely to take

place at the early stage of the decomposition, which is consistent with the observed

existence of both NO and NO2 products in the mass spectra of FOX-7 [106]. We

predict that once the CONO isomer is formed, trapping of a negative or positive

charge as well as photo-excitation will result in a spontaneous detachment of the

NO molecule.

Finally, our calculations demonstrate that the excitation and charging of the

molecule can have a dramatic effect on the decomposition process by facilitating

some mechanisms of dissociation and precluding the others [139]. For example,

as discussed above, the formation of CONO isomers can take place in the neutral
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molecule, but the negatively charged FOX-7 molecule does not support nitro-nitrite

rearrangement and therefore, breaks this channel of decomposition. On the other

hand, trapping an electron by a CONO-rearranged FOX-7 molecule leads to the

spontaneous detachment of NO species with an energy gain.

It is obvious that the decomposition of FOX-7 in the solid state is much more

complex [124–126] and is controlled by cooperative behavior, which involves the

excitation processes and structural inhomogeneities in a crystalline lattice. Explicit

modeling of the solid state chemical reactions for decomposition of molecules

placed on structural defects is currently underway.

8.4 Summary and Discussion of Perspectives

A series of structural and electronic defects have been considered here by means

of first-principle calculations. We noted two important outcomes that the defects

and simulated deformations have in energetic materials: the band gap narrowing

and the reduction of the dissociation barrier. Our observation is that the band gap

exhibits quite a complex behavior right after external stimuli. When the system is

let to relax, it tends to retain its equilibrium band gap and dissociation barriers,

yet the relaxation time is large enough for chemistry to occur and the relaxation

dynamics, most likely, reflect the complexity of the initiation process. This should

be scrupulously studied further on several classes of EM with significantly different

types of critical chemical bonds to draw conclusions.

Among all considered structural perturbations in the crystalline lattice, disloca-

tions, local stresses, and shear-strain-induced deformations generate localized elec-

tronic states in the band gap. At the same time, hydrostatic compression alone (even

to a very high degree), molecular vacancies, vacancy complexes, voids, and sur-

faces barely modify the electronic structure of the materials. However, they make

the materials chemically and mechanically softer, unlike dislocations, which make

the material mechanically harder and chemically softer. An important conclusion

from this observation is that the internal interfaces that are generally associated

with the presence of dislocations, grain boundaries, or shear strains are good candi-

dates for the main ingredients of hot spots since they assist in the decomposition of

molecules by affecting mechanical, chemical, and electronic properties of materials.

This combined power can force the system to various cross-sections of the poten-

tial energy surface and open up unusual pathways for the decomposition. From our

study, the molecules placed on structurally perturbed spots in the lattice, will readily

decompose right after the external excitation.

Another deserving point we would like to raise here is that the explosive decom-

position in condensed EM cannot be comprehensively understood based on gas-

phase experiments or modeling of isolated molecules because cooperative behavior

and interactions between molecules are apparently crucial and certainly control

solid-state processes. This argument has been mentioned in literature by many re-

searchers (see for example, [33,34,38,55]), yet not enough information is currently
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available. Hence, solid-state studies should be pursued at all possible levels of the-

ory and experiment. In order to illustrate only one aspect of this multicomponent

approach, the initiation of the chemical reaction by means of excited electronic

states in RDX has been described here from a solid-state physics viewpoint (see

Section 8.3.1). In particular, an attempt to look for the relationship between the

defect-induced modification of the electronic structure, electronic excitations, and

chemical reactions under shock conditions in RDX has been made. Ab initio band

structure calculations were performed to model the effect of the strong compres-

sion induced by a shock wave on crystals with and without edge dislocations (see

Section 8.2.2). The subsequent thermal decomposition via N–NO2 pathways of solid

RDX has been simulated. Both an excitonic mechanism for the earliest stages of ini-

tiation suggested earlier with RDX and an explicit modeling of all possible initiation

pathways in FOX-7 from equilibrium and excited states are discussed here in con-

junction with recent developments in fast spectroscopies.

We would like to draw attention to some fundamental aspects of the problem,

which extend beyond simply the elucidation of the mechanism(s) of EM decom-

position. We believe that this chapter convincingly demonstrates a very interesting

possible realization of chemical reactions in solid state, wherein the overall decom-

position can be triggered (or even controlled) by manipulating the particular local
atomic arrangement in the vicinity of lattice imperfections and hence the electronic

structure of the system rather than by its macro-parameters such as temperature or

pressure. The localization of electronic excitations at definite sites (presumably hot

spots) of the crystalline lattice leads to the birth of active radicals at the site. Thus, a

slow process of migration of heavy real particles (usually, in a diffusion process) is

replaced with the much faster migration of electronic excitations (quasi-particles).

As of yet, no complete microscopic theory for the early stages of initiation cur-

rently exists. Many questions, for example, the problem of how the energy of the

shock wave is transferred into the individual molecules, and how the released energy

produces the multiplication of electronic excitations to support a chemical reaction,

remain unanswered. Also, the question of how many bonds must be broken within

a certain period of time to trigger a chain reaction, and how sufficient populations

of electronic excited states need to be created, still need to be answered.

The results of this review establish some significant fragments of a general pic-

ture of the explosive decomposition of solids. First, electronic excitations of the

crystal lattice may trigger and control the decomposition process for high explo-

sives. The key role here belongs to the processes of regeneration and multiplication

of excitations, which still need to be clarified. If this multiplication is a result of ther-

mally activated processes, the classical thermal explosion takes place [9,55,143]. If

this multiplication is not related to thermal activation, we are dealing with the hot

spot chain explosion mechanism [52, 55].

Second, the earliest stages of decomposition, such as initiation, are associated with

the lattice defects and the modifications of the electronic structure induced by the

shock wave progressing through the solid. Dislocations and shear strains here play

the particular role of inducing localized states and consequent rapid narrowing of the

band gap locally, in the vicinity of molecules placed on dislocations or interfaces.
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The decomposition energy reduction favors the dissociation of those molecules. The

reduction of the band gap facilitates the electronic excitation generation in these

regions (for example, thermal or optical initiation). This is consistent with the hot

spot hypothesis of initiation.

Next, once the system is electronically excited, it can dissociate through a “slow”

forbidden transition from the triplet state to the singlet state. Or it can undergo a

fast nonradiative transition to the vibrationally hot state and then rapidly dissoci-

ate. Also, it can radiatively relax to the ground state to become a subject for the

next excitation. As was shown on the example of FOX-7, charging or excitation

of the molecule or its isomers (see Section 8.3.2 and [139] for details) can lead

to a spontaneous decomposition with energy release. At later stages, therefore, the

development of the decomposition is determined by the regeneration of all kinds

of excitations across the bulk of the crystal because other mechanisms are also in-

volved here. As extra energy becomes available as a result of the first decomposed

species, other molecules (with higher decomposition barriers) that are situated far-

ther from imperfections are ready to dissociate. This way the chemical reaction can

propagate through the material.

Finally, one would like to stress that the recent advances in the field of ultra-

fast spectroscopies can provide a very powerful method for investigations of fast

chemical reactions in situ. This is extremely important for many different types of

fast processes, such as explosive decomposition. For example, a possible selective

excitation of vibrational modes or a reaction along the single pathway seem really

appealing not only for elucidation of initiation mechanisms, but also for the highly

desired control of the process. Femtosecond and nonlinear optics opens up new

perspectives in applying the methods of solid-state physics to the technology and

physics of explosives. The use of ultrafast methods to tailor selected properties of

the materials by the controlled creation of lattice defects and deformations appears

to be a very promising tool for a successful solution of safety, aging, and handling

issues pertaining to explosives.
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