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Preface

In the booming fields of the life and material sciences, advances are taking
place on all fronts and often involve the use of luminescence techniques as
analytical tools and detection methods due to their high sensitivity, intrinsic
selectivity, noninvasive (or at least minimally invasive) character, comparative
ease of use, potential for multiplexing applications, and remote accessibility of
signals. Despite the fact that the measurement of fluorescence—with its birth
marked by the study of Sir Stokes on quinine sulfate in 1852—is not a new
technique and many fluorescence techniques have matured to a state where
quantification is desired, standardization of the broad variety of fluorescence
methods and applications is still in its infancy as compared to other prominent
(bio)analytical methods.

It is still often overlooked that all types of fluorescence measurements
yield signals containing both analyte-specific and instrument-specific contri-
butions. Furthermore, the absorption and fluorescence of most fluorophores is
sensitive to their microenvironment, and this can hamper quantification based
on measurements of relative fluorescence intensities as well as accurate mea-
surements of absolute fluorescence intensities. Hence, the realization of a truly
quantitative measurement is inherently challenging. This situation renders
quality assurance in fluorometry very important, especially with respect to the
increasing complexity of instrumentation, and the blackbox-type of present-
day instruments and software. This may compromise future applications of
fluorescence techniques in strongly regulated areas like medical diagnostics
and clinical chemistry that are within reach.

As a result, there is an ever increasing need for (a) recommendations and
guidelines for the characterization and performance validation of fluorescence
instrumentation and the performance of typical fluorescence measurements,
and (b) for an improved understanding of fluorescence-inherent sources of
error. This is closely linked to the availability of suitable and easily handled
standards that can be operated under routine analytical conditions, are ade-
quately characterized, and meet overall accepted quality criteria.

Within this context, the aim of this book is to provide a unique overview on
the current state of instrumentation and application of a very broad variety of
fluorescence techniques employed in the material and especially in the life sci-
ences thereby highlighting the present state of quality assurance and the need



VIII Preface

for future standards. Methods included span microfluorometric techniques
used for immunoassays, fluorescence microscopic and imaging techniques in-
cluding single molecule spectroscopy, flow cytometry and fluorescence in situ
hybridization to the microarray technology and technologies used in biomedi-
cal diagnostics like in vivo fluorescence imaging. Method-inherent advantages,
limitations, and sources of uncertainties are addressed, often within the con-
text of typical and upcoming applications. The ultimate goal is to make users
of fluorescence techniques more aware of necessary steps to improve the over-
all reliability and comparability of fluorescence data to encourage the further
broadening of fluorescence applications.

I wish to express my appreciation and special thanks to the individuals who
insisted and encouraged me in the preparation of this book. These include Dr.
K. Hoffmann, Dr. R. Nitschke, Dr. L. Wang, Dr. R. Zucker, and especially Prof.
Dr. O. Wolfbeis for help with the choice of authors and reviewers. And finally,
Jürgen and Claudia, for their continuous support and encouragement.

Berlin, July 2008 Dr. Ute Resch-Genger
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Abstract Characterization of fluorescence imaging systems from the manufacturer’s view
creates several challenges. What are the key parameters for which characterization is ap-
propriate? How can the standardization procedures developed for use during manufacture
be applied during installation and application? With so many instrument variables, how
can procedures be developed that give precise diagnostic information? These are not sim-
ply questions of “standardized tests”. There are also issues of finding shared confidence in
the tests amongst the different users of the systems. Ideally such tests should also allow
objective comparison of the performance of systems of different design or from different
manufacturers.

This chapter first discusses the factors that affect performance of fluorescence imaging
systems and for which standardization tests are required. In many cases the performance
in one respect is inter-dependent on the performance in another. The need to develop
tests that uncouple these dependencies is discussed.

The chapter then discusses in more detail the particular issue of signal detection sen-
sitivity and the development of standardized tests that are usable and acceptable both
during manufacture and for demonstration of performance during installation and on-
going use of the instrument. It is shown that featureless test samples have significant
advantages. They enable a range of performance tests to be made with a single sample
in a way that is equally accessible to the manufacturer and end user.

Keywords Confocal · Fluorescence · Instrumentation · Laser Scanning · Microscopy ·
Multiphoton · Standards
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1
Introduction

Having just sold his thousandth microscope in 1866, Carl Zeiss (1816–1888)
quoted that even the best technical knowledge is insufficient when trying to
reach perfect optical systems by manually trying out and not using calculations
(“Pröbeln”) [5]. This motivated Zeiss to contact the mathematician and physi-
cist Ernst Abbe (1840–1905), who during the next years laid the theoretical basis
for optics design, upon them the wave theory and the Abbe sine condition [6].

From a manufacturer’s point of view Abbe’s achievements enabled one, for
the first time, to measure and control the properties of single optical elem-
ents as well as whole instruments. This can be seen as the first standardization
tools for optical instrumentation.

During the last decade, fluorescence has become the most rapidly expand-
ing analytical technique available, used both in the medical and biological
sciences [1]. A fluorescence microscope image is an enormously rich source
of information. It will commonly reveal the spatial organisation of structural
elements of a cell or organism, such as the nucleus, the cytoskeleton, or the
cell membrane. These structural landmarks may be correlated with other
information such as the distribution and co-localisation of particular pro-
teins as visualised, using fluorescent probes with discrete spectral signatures.
In fluorescence microscopy, modern techniques, such as colocalization using
linear unmixing [10–12], Förster resonance energy transfer (FRET) [13–15],
fluorescence correlation spectroscopy (FCS) [16–18], fluorescence recovery
after photobleaching (FRAP) [19–22], or fluorescence loss in photobleaching
(FLIP) [20, 23] have been established. In case of the study of live material fluo-
rescence probes may be used to provide physiological information regarding
ionic concentration, pH, or membrane potential. A sequence of images may
provide time-course information both on the occurrence of physiological
changes and on changes of cell or organism structures as occurring during
various developmental stages. The observer of these images cannot help but
be enchanted, even bewitched, by such visual delight. Probably no other tech-
nique in biological studies has such a strong aesthetic element.

The richness of fluorescence images as a source of information is both
their strength and weakness. It is unavoidable that the interpretation of such
images will, at first, be qualitative. In order to obtain quantitative information
an intense reduction of the information must occur. One can then ask such
questions as: a) What is the size of a particular structure? b) Are two proteins
acting independently or is their activity correlated? c) What is the time-course
of a particular physiological response?

This complex relationship between qualitative and quantitative content of
fluorescence images also expresses itself in the way that commercial instru-
ments are assessed. On the one hand it is unavoidable that users initially are
strongly influenced by the visual quality of the images presented by the in-



Fluorescence standardization 5

strument. On the other hand the longer term scientific value of the instrument
depends crucially both on the quality of the visual information and the effec-
tiveness with which it can be reduced for quantitative analysis. This is a very
different “dynamic” from how, for example, a flow cytometer system is as-
sessed. In this case the information produced by the instrument is intrinsically
quantitative. The very first view of the data is a quantitative presentation of
counts per second correlated with intensity in different detection channels. The
strength of flow cytometry is the consistency of measurements. Without this the
technique could not have gained its very wide acceptance as a tool for medical
diagnostics. Indeed the scattergrams so widely used to present flow cytometry
data act almost as real time diagnostics of instrument performance. Any change
in performance from day to day will almost certainly be immediately apparent
and, in any case, a calibrated bead sample can be run at any time to check that
the system is performing within specification [26–31]. The reason for this sim-
plicity is that the data in a flow cytometer are already reduced (in the meaning
described above); thus they are immediately amenable to the normal protocols
for ensuring the system is performing to specification.

If only it were this easy with fluorescence images! The sample preparation
required for fluorescence imaging is itself subject to considerable variabil-
ity between different groups and even from experiment to experiment when
a “standard” protocol is used [7–9]. There are many factors that affect the
apparent sensitivity of a fluorescence imaging system that the manufacturer
must understand and control. These are briefly described in the appendix.
The problem, to put it simply, is that it is not readily possible to establish that
an image delivers the full available information content from the raw data.
This really is a case, at least in comparison with flow cytometry, of more being
less. The increased complexity of a fluorescent image (in terms of the number
of dimensions that can be measured), and the variability of sample prepar-
ation, makes it less easy to assess quantitatively the quality of the image. This
may seem a surprising, or at least somewhat bleak, assessment. But consider
this: In the 20 years or more since introduction of laser scanning confocal mi-
croscopes it has not been feasible, from published data, to assess how these
systems compare (in terms of absolute units associated with measurements).
No one can assert with confidence that instrument A in use in 1990 has better
or worse sensitivity than instrument B operating in 2006. There is, therefore,
a paramount need for standardised test samples and procedures for their use.

2
Standardization – but Which Parameters?

At the heart of any discussion about fluorescence images is the question
of which variables influence the information content of an image. How can
these performance parameters be optimised and how can the performance
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of a manufactured instrument be characterised to ensure that it meets its
required specifications?

In laser scanning microscopy a widely accepted representation of the
kinds of information available is the “eternal” triangle as illustrated in
Fig. 1 [36, 37]. The diagram shows the three main kinds of information that
are available, i.e., information relating to signal intensity (photometric sen-
sitivity), information relating to structural detail (spatial resolution), and
information relating to dynamic changes (temporal resolution). More impor-
tantly the diagram shows that these sources of information are interrelated. It
is the interaction of these three factors that influence the contrast of an image.
If resolution of structural detail is of most importance then the speed of
acquisition may need to be relatively slow thereby sacrificing temporal reso-
lution. If, on the other hand, what is important is to follow dynamic changes
such as a physiological response then some loss of resolution may be required
in order to achieve sufficient signal. These are essential tradeoffs in fluores-
cence imaging.

A good illustration of this interrelationship is provided by the example of
Stelzer [34] showing how the cut-off frequency, which determines the limit
of spatial resolution of the microscope is influenced by the signal-to-noise
(S/N) ratio. Figure 2 shows the optical transfer functions for a wide-field and
a confocal fluorescence microscope. Since the signal is lower in confocal mi-
croscopy the transfer function is also lower. Hence, any noise (indicated by
the line in Fig. 2) reduces the contrast of a confocal microscope more dramat-
ically in comparison to a wide-field microscope. This is directly relevant to
practical fluorescence microscopy where signal levels are generally very low.

Fig. 1 Eternal triangle showing the interrelationship between important parameters that
influence the image quality
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Fig. 2 Optical transfer functions of fluorescent microscopes: The fluorescent signal noise
level determines the resolution and contrast of the measured image (adapted from Stelzer
et al. [34])

In a point scanning confocal microscope the number of detected photons per
pixel of the image commonly ranges from a few 10s to a few 1000s of photons.
The higher figure might apply for a brightly labelled (usually fixed) sample.
The lower figure would apply for a weakly labelled live sample, as might be
prepared using genetic expression of fluorescent proteins. At these levels sta-
tistical variations in the detected signal are relatively large, since for a signal
of average intensity N photons, the standard deviation around this number is√

N. The effect of this on the available information content can be severe as
illustrated by this example of Stelzer.

Thus even if the system has very high detection efficiency the full reso-
lution may not be achieved in practice due to inability to collect sufficient
signal, i.e., to achieve a good enough signal-to-noise ratio. For this reason the
sensitivity of the system may be evaluated by determining the signal to noise
performance under a given set of imaging conditions.

The interrelationship shown here raises an important question as how best
to characterise system performance. How can one measure performance in
one aspect without conflicting effects from another aspect? The “eternal” tri-
angle gives some encouragement how this can be approached, which is to
develop test procedures that characterize the performance in each respect
separately. In this way measurements can be devised which provide more ob-
jective assessment of that aspect of instrument performance.

At this point it should be emphasised that there are several levels of in-
creasing sophistication in methods of characterising system performance. At
the most straightforward level is day to day characterisation of the perform-
ance of an individual system. At the second level is comparison of instru-
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ments build to the same or a directly comparable specification. At the third
and most difficult level is the comparison of instruments of different manu-
factures built to different specifications. In some cases the instruments being
compared may have very different technological approaches e.g., comparison
of a Nipkow spinning disk confocal system with a fast-raster point scanning
confocal.

3
Overview on Calibration Methods for Confocal Microscopy

Routine characterisation of an individual system is of most relevance to an in-
dividual user or core facility. Once the system is installed and commissioned,
the user needs to maintain confidence that the instrument continues to deliver
consistent performance. Ensuring conformance to specifications for imaging
workstations of the same or very similar design is of most relevance to the
manufacturer who must maintain consistent product performance.

The goal of meaningful comparisons of performance between the per-
formance of instruments built to different specifications or from different
manufacturers is the most difficult to achieve. However, this would certainly
be a requirement if imaging systems were to be used in the clinical arena
for quantitative diagnostic applications. It is also probably true that objective
comparison of systems from different manufacturers would stimulate inno-
vation, even if the comparisons were not always welcomed. In all that follows
these three levels of system characterisation should be kept in mind.

We have already seen that an attempt to characterize resolution when there
is insufficient signal is unsatisfactory. What other approach might be adopted
where one can be assured of a very bright signal? In confocal microscopy
there is an elegant way of addressing this issue which is to use the axial reso-
lution performance as the key characterisation of resolution. Lateral and axial
resolution are interrelated; therefore, axial resolution can be used as a metric
of lateral resolution. Axial resolution also has the advantage that is more sen-
sitive than lateral resolution to optical (especially spherical) aberration [38].
In this way it is possible to specify a simple test sample such as a mirror or
fluorescent “sea”.

For characterisation of sensitivity one similarly should develop a sample
that gives results that are not influenced by resolution. Thus a block of fluor-
escent material would not fully meet this requirement since the fluorescence
signal is sensitive to the axial resolution, which itself depends on the confo-
cality setting in the system, e.g., the size of the confocal aperture. What is
preferable is a sub-resolution sample that can be set up so that the collected
signal is insensitive to the confocal aperture setting. This sample could in
principle be made of fluorescent beads. However there are difficulties in using
such beads for imaging, and in acquiring sufficient signal, or more precisely
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signal from sufficient samples, for accurate analysis. It is also difficult with
such samples to easily monitor the photo-bleaching effect, which can lead to
understatement of the sensitivity. With sub-resolution beads there is the ad-
ditional risk that they drift out of focus during measurement. Larger beads
overcome these problems to a degree but may replace them with uncertain-
ties introduced by spherical aberration and lensing artifacts unless great care
is taken to match the refractive index of the bead material to the lens design.

Probably the popularity of beads as a test sample follows their widespread
use as calibration standards in flow cytometry. There is no doubt that they are
useful for characterising instrument performance as exemplified by the work
of Zucker [3, 4, 25, 35]. However, a flow cytometer has very different optical
and signal collection properties in comparison to a microscope. In reality it
analyses cells essentially as structureless particles not dissimilar from beads
and collects signal from the entire volume of the cell (or test) bead, and thus
is not troubled by resolution issues. It is our experience that for characteri-
sation of sensitivity of a fluorescence imaging system there are other samples
that might have advantages over the use of beads.

A different sample which shows promise for characterisation of sensitivity
is an ultra-thin film of fluorescent material which has been used by Wolf [32]
and Brakenhoff [2, 33]. The sample comprises a thin fluorescent film spin-
coated onto a glass coverslip. The film thickness is smaller than the optical
section resolution of the system. Thus in making measurements the confo-
cal sectioning can be enlarged so that the collected signal is insensitive to the
precise focus position of the sample. The requirement of developing a sam-
ple for characterising sensitivity free from influence of resolution effects is,
therefore, met.

4
Use of a Thin Fluorescent Film Sample to Determine
the Signal-to-Noise Ratio in a Confocal Microscope

In what follows we present characterisation of sensitivity in a confocal LSM
using a thin fluorescent film sample as described above. We do not claim that
it meets all the requirements of a calibration sample for sensitivity as itemised
in Table 1 but believe it is a step in the right direction. In particular, we believe
it can meet the need for comparisons between systems of the same design
and, with further development, open the way to comparison of systems from
different manufacturers of different design.

Consider a simple question. How can one check that the fluorescence sig-
nal in a CLSM increases linearly with the intensity setting, and determine
over what range of intensity this applies? In the factory this will be done with
the help of a calibrated power meter and access to a software mapping func-
tion. Upon installation the service engineer may want to confirm this. And
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Table 1 Key requirements of a test sample for characterisation of sensitivity in a LSM

• Simple to use
• Well defined and agreed protocols for appropriate tests
• Free of interfering effects due to uncertainty of confocal setting (axial resolution)
• Used at instrument settings (laser intensity, spectral filter, photomultiplier gain etc.)

similar to those used normally for biological samples
• Long term stability
• Suitable both for instrument manufacturer and users of the instrument
• Available from independent supplier who can guarantee standardisation
• Bleach resistant or well characterised bleach properties
• Fluorescence saturation only at illumination intensities higher than for normal

imaging applications

from time to time, the user may wish to check the linearity. The thin film sam-
ple enables this test to be made very simply, with operating conditions similar
to those used in practice, and additionally reveals other valuable information
about the system.

The basic measurement is to mount the sample in the focal plane and set
the imaging to achieve similar conditions of laser intensity, filter selection,
photomultiplier gain etc. to those used in normal imaging. These conditions
can be predetermined by the manufacturer so that they can be quickly re-
called by the software. For a range of illumination intensities a set of images
is then obtained. Note that the sample has been designed so that the image
should be of uniform brightness, apart from statistical fluctuations due to the
low photon signal. In practice there will be some variation of intensity over
the image due to field uniformity effects. However, with a region of interest of
a few thousand pixels in the central field the statistical variation in intensity
will by far exceed any effect due to field non-uniformity.

In the following we discuss measurements that have been done with
a LSM 510 META on an AxioImager using a Plan-Neofluar 40x/1.3 oil objec-
tive lens (Carl Zeiss MicroImaging GmbH, Germany). The fluorescent thin
layer sample has been provided by Prof. Brakenhoff. The LSM produced an
image from which one can determine both the average analogue signal SA
and the standard deviation of the signal SDA. Figure 3a shows a typical image
and Fig. 3b the statistics from the selected region of interest (RoI). For most
precise analysis it is best to collect a second image immediately following the
first and to determine the standard deviation from the difference signal at
each pixel (offset to avoid negative value). This substantially reduces errors in
determination of SD due to inhomogeneities in the sample.

What has been discussed so far might seem almost trivial. A featureless
sample has been imaged and the average signal and standard deviation from
a region of interest determined. It is the very simplicity of the measurement
and the featurelessness of the image that make it so valuable for use in per-
formance characterisation, as we now show.
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Fig. 3 a Fluorescence image of thin film sample with Region of Interest (RoI), b statistics
showing the Gaussian distribution in the histogram plot of the fluorescent signal. Sample:
homogeneous subresolution layer; Objective lens: Plan-Neofluar 40x/1.3 oil; Frame size:
512×512; Integration time: 1.6 µs; PMT voltage 565 V

Figures 4 and 5 show respectively the analogue signal SA and the stan-
dard deviation squared SD2

A vs. laser power. Both plots are linear. For the SA
vs. power plot there is a slight residual signal at zero illumination intensity
which is the analogue offset in the system. If the plot showed a negative off-
set then this would indicate incorrect set up since it would cause low signal
regions of the image to appear black – apparently improving contrast but in
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Fig. 4 Analog signal SA vs. illumination intensity. The illumination intensity has been cal-
ibrated using a Plan-Neofluar 10x/0.3 lens and a powermeter Coherent Fieldmaster. The
analog signal was measured by averaging over 512×512 pixels. Sample: homogeneous
subresolution layer, Objective lens: Plan-Neofluar 40x/1.3 oil; Integration time: 1.6 µs;
PMT voltage 565 V

Fig. 5 Standard deviation squared SD2
A vs. illumination intensity. The illumination inten-

sity has been calibrated using a Plan-Neofluar 10x/0.3 lens and a powermeter Coherent
Fieldmaster. The standard deviation was calculated from a 512×512 image by fitting
a Gaussian distribution in the histogram. Sample: homogeneous subresolution layer, Ob-
jective lens: Plan-Neofluar 40x/1.3 oil; Integration time: 1.6 µs; PMT voltage 565 V
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reality misrepresenting the image. For the plot of SD2
A vs. power there is in

this example, almost negligible residual SD2
A at zero laser intensity. This is

a good diagnostic of residual noise in the system due principally to dark cur-
rent from the detector or noise in the amplifier system. Already it can be seen
that these simple measurements provide direct, accessible information about
instrument performance.

The linear relationships of Figs. 4 and 5 are as expected. If they were
not linear this would indicate either a non-linear response of the fluores-
cence probe (e.g., saturation) or a fault with the system. In the case of the
relationship between SA and illumination intensity this is routinely done by
altering illumination intensity via the software interface, which assumes that
the software control is linearised for the actual response of the AOTF or other
intensity control device. If the response is not linearised this will show up
as non-linearity in the SA vs. intensity plot and would also appear as non-
linearity in the S2

A versus intensity plot. A quick check for faults in this set-up
linearisation is to use a reflective sample for the measurement.

Figure 6 shows the plot of SA versus SD2 for measurements made under
the same conditions as for Figs. 4, 5. What further information does this plot
provide about the system? The measurements presented here are for analogue
detection of the signal as is common in LSM imaging systems. However, as
discussed earlier, the fluorescence signal that the photomultiplier detects is

Fig. 6 Analog signal SA vs. standard deviation squared SD2
A. The standard deviation

and the analog signal were calculated from a 512×512 image by fitting a Gaussian dis-
tribution in the histogram. Sample: homogeneous subresolution layer, Objective lens:
Plan-Neofluar 40x/1.3 oil; Integration time: 1.6 µs; PMT voltage 565 V



14 A. Dixon et al.

a stream of photons. One can show that there is a direct relationship between
the analogue signal and standard deviation, as plotted in Fig. 6, and the pho-
ton count signal that is initially detected.

In photon counting the standard deviation (SDp) due to counting statistics
is, to a good approximation, given by the following:

SD2
p = Sp . (1)

Where Sp is the detected photon counts.
The photomultiplier and detection electronics amplifies this photon signal

to produce a proportional analogue signal SA as follows

SA = k·Sp . (2)

Similarly the analogue standard deviation is given by

SDA = k∗·SDp . (3)

Where k∗ differs from k only if there are additional sources of “statistical”
noise introduced by the detection system such as multiplicative noise in the
Photomultiplier.

From these simple equations one can deduce that

S2
A

SD2
A

=
k2·S2

p

k∗2·SD2
p

=
k2·S2

p

k∗2·Sp
=

(
k

k∗

)2

·Sp

or

S2
A

SD2
A

= S∗
p ,

an equivalent photon signal.
What is valuable about this representation of the analogue data is that it

shows a close equivalence between the analogue signal and the underlying
photon count signal from which it derives. Indeed, if an instrument is able
to operate both in photon count and analogue detection mode then the pre-
cise value of the factor k∗

k can be determined. If there is no multiplicative
noise k∗ = k and the factor is 1. If multiplicative noise is present then k∗ > k
and the factor is < 1. This means that the photon count signal deduced from
the analogue signal is less than the true photon count signal. If there are
other sources of intensity dependent noise that are non-statistical – such as
increased noise in the illumination at high intensity – then this would present
itself as a non-linear relationship between S and SD2. Thus with this plot,
as in the previous figures a linear relationship is a key diagnostic of proper
instrument performance.

There is one further point to note from Fig. 6. The slope of the straight line
of SA vs. SD2

A is the parameter required to directly convert the analogue signal
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to its equivalent photon signal as follows

S∗
p =

SA

SD2
A
·SA = c·SA ,

where c is the slope of the straight line plot SA vs. SD2
A.

The conversion factor c ideally should not depend on the gain of the detec-
tor system. Changing the gain does not alter the number of photons reaching
the photomultiplier. In practice there will be some dependence of the pa-
rameter c on gain, particularly on the photomultiplier gain. At too low gain
the detection efficiency of the photomultiplier may decrease and at high gain
there may be additional noise from the PMT. Both these effects reduce the
signal to noise ratio. At some intermediate PMT gain there should be a max-
imum signal to noise which, if possible, is the operating condition that should
be chosen. Figure 8 shows S∗

p vs. PMT gain for a PMT. In this case S∗
p is nearly

constant with PMT gain. Any departure from this on subsequent measure-
ment would indicate a fault in the PMT.

A simple sample of thin film fluorescence is thus able to provide detailed
information about the signal to noise (i.e., standard deviation) of the imaging
system. Many of the key performance aspects of the instrument can be ana-
lyzed quickly, easily and both by the manufacturer, installation and service
engineers and the user. If the sample can be produced reproducibly it offers
the promise of being a simple tool for monitoring system performance over
time.

Another example of the use of the tool is to measure signal and noise for
images acquired with different integration time, either by collecting single
scans with different pixel dwell times or by averaging a number of frames
all taken with the same pixel dwell time. From counting statistics one would
expect that four times the extended collection would give a twofold improve-
ment in signal-to-noise, 16 times collection a fourfold improvement and so
on. Figures 7a and 7b show that this is true over the range studied.

However, beyond a certain integration time, there will be no further im-
provement in signal to noise due to presence of other irreducible sources of
noise such as fluctuations in the laser illumination intensity. The test sample
can be a useful diagnostic tool in identifying changes in the residual noise of
the system.

All of the characterization measurements so far discussed are “relative”
measurements in which no attempt is made to deduce the absolute sensitiv-
ity – photons per mW of illumination intensity – of the instrument. Suppose
that for the test set up the measured signal to noise with the test sample is
found to have deteriorated since the previous measurement. The cause of this
could equally likely be a reduction in illumination power for the given setting
as a loss of collection efficiency. What both the manufacturer and the user re-
quire to know is in which part of the optical path the problem is. A loss of
detection sensitivity is far more serious than a loss of illumination power.
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Fig. 7 a Signal S∗
p vs. number of averaged frames N; b Signal S∗

p vs. pixel dwell time.
Sample: homogeneous subresolution layer, Objective lens: Plan-Neofluar 40x/1.3 oil; PMT
voltage 565 V

This issue can be resolved if there is some independent measure of the il-
lumination intensity at the sample. The obvious approach would be to use
a power meter or a monitor diode that is integrated into the scanning module.
However, in practice, it is surprisingly difficult to accurately measure illumi-
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Fig. 8 Signal S∗
p vs. PMT voltage. Sample: homogeneous subresolution layer, Objective lens:

Plan-Neofluar 40x/1.3 oil; Integration time: 1.6 µs

nation power at the output of an objective lens, especially at high NA. One
approach is to mount a second identical objective lens on the opposite side
of the sample and in this way couple light to a power meter. However this is
not generally a practical method since it requires modification of the micro-
scope stand to accommodate the second lens. A less conscientious approach
would be to couple the power meter to the objective lens in a reproducible way
and measure some unknown fraction of the illumination intensity. In this way
measurements made at different times could be normalized. This approach is
not unreasonable when monitoring performance of an individual instrument
or instruments of the same type from one manufacturer but, even so, is prone
to errors when used with very high NA objectives and could not be used with
immersion lenses.

Brakenhoff [33] has proposed a different approach to monitoring illumina-
tion intensity by using a fluorescence sample with well characterized bleach-
ing properties. The bleach rate itself can then be used as a direct measure
of illumination power. This approach has the attraction, if practical prob-
lems can be overcome, of enabling the same thin film sample to be used to
characterize both signal to noise and illumination intensity of a system. The
advantage of such a sample is that it could be used to compare and char-
acterize instruments of different design from different manufacturers and
produce a single figure of merit. A large figure of merit would correspond to
high sensitivity and low bleach rate – exactly what is required in biological
imaging.



18 A. Dixon et al.

5
Conclusion

From all that has been discussed so far, it is clear that the performance of
a fluorescence imaging system relies on synergy between a large number of
components each susceptible to variation and disturbance of performance
in different ways. However for both the manufacture, who must demon-
strate and deliver a defined level of performance, and the user, who requires
that this performance (or something close) be maintained consistently over
a period of months and years, there is a requirement for characterisation
tests that can assess global performance of the system without needing to
assess the performance of individual components. Such a tool should at the
same time help the engineer identify the specific cause of any reduced per-
formance. Importantly the tests should allow performance to be measured
independently of the particular application for which the system is being used
and able to deliver, beyond argument, comparison of the performance of one
system with another. Even better if the tests can compare the performance of
systems of different design, possibly even from different manufacturers.

It is worth highlighting at this point that a manufacturer and his cus-
tomer do not always agree about the results of performance characterisation
tests. The service engineer may suspect the problem lies with poor sample
preparation or some change in the user’s imaging protocol. The users will
prefer to dispute the performance of the system and defend the quality of
the laboratory imaging protocol and method sample preparation. How is this
confrontation to be avoided, since if it does occur there is risk of a lengthy
“cold war” breaking out between manufacturer and user which is to the
advantage of neither party? The answer almost certainly lies in the use of
“arbitrated” samples for carrying out the performance tests. These are sam-
ples that are independently verified as to their performance characteristics
and mode of use. Neither manufacture nor user should have any interest in
their design although both may have contributed to the body of data that
established their performance and consistency.

We can return now to our opening remarks about information content in
a fluorescence image and the signal to noise as the key determinant of con-
trast. What the manufacturer requires are tests that assess the signal to noise
performance of the system in a way that is accurate, repeatable, easy to un-
derstand and simple to perform both in the factory and in the field, by both
a trained engineer responsible for manufacture or service of the system and
a user responsible for ensuring that the system is performing consistently
within specification.

Although there is yet no fully certified sample that meets this need we have
shown that a thin film sample of uniform fluorescence can meet many of the
requirements. It is easy to use and provides direct and easily understood in-
formation. The simplicity of obtaining an image devoid of all contrast except
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for statistical and other sources of noise allows the underlying performance
of the instrument to reveal itself.

Appendix
Factors Affecting Signal and Noise in Confocal LSM

Table 2 Variability of the optical components of a confocal microscope (modified from
Jim Pawley [24])

Instrumental variations: optics and their description
[∗ Important especially in multi-photon microscopy]

Laser unit

• Power output stability:
Usually noise and instability is < 1% but lasers can become much more
unstable as they age.
• Efficiency of the optical coupling to the connecting fibre:
Dust, misalignment or mechanical instability can be the source of random
changes of 10–30%.
• Alignment and reflection characteristics of laser mirrors:
Can be the source of long-term drift in laser output.
• Beam-pointing error/alignment:
The location from which the laser light appears to emanate is determined by the laser
mirrors. Instability here will show up as changes in brightness because changes in the
apparent source position will change the efficiency of the optics coupling the laser
light into the single-mode optical fibre used in most instruments.
• Repetition rate (only with pulsed lasers)∗:
Recognised repetition rate might deviate from triggered one due to setting of time-to-
amplitude converter or offset.
• Pulse-width (only with pulsed lasers)∗:
The excitation efficiency in two-photon microscopy strongly relates on the pulse
width. The smaller the pulse width the more peak power and thus more two-photon
processes are triggered.

Objective lens

• Numerical aperture:
Effects fraction of light emitted by specimen that can be collected. Ditto for light
from laser.
• Objective magnification:
Magnification is inversely related to the diameter of the objective lens entrance pupil.
The objective will only function properly if the entire entrance pupil is filled with
exciting laser light. Underfilling will reduce spatial resolution and hence peak
intensity. Overfilling will cause some laser light to strike the metal mounting of the
objective and be lost, also reducing the intensity in the spot.
• Cleanliness:
Dirty optics produce much larger, dimmer spots.
• Transmission:
The fraction of light incident on the objective that can be focussed into a spot on the
other side. Varies with wavelength. Beware using older optics in IR or UV.
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Table 2 (continued)

Instrumental variations: optics and their description
[∗ Important especially in multi-photon microscopy]

• Chromatic and spherical aberration:
Both make the spot bigger and vary with wavelength. Spherical also varies strongly
with coverglass thickness and the refractive index of the immersion and embedding
media.
• Diffraction/optical resolution:
Diffraction is the unavoidable limit to optical resolution. It effectively enlarges the
image of objects smaller than the diffraction limit, making them appear dimmer
than they should be.

Other optics

• Transmission:
Measure of the absence of absorption and reflectance losses in optical components,
particularly: ND and/or bandpass filters, beamsplitters, and objectives. Also the
transmission efficiency of Acousto-Optic Tunable Filters (AOTF) may drift over time
mostly due to temperature effects.
• Reflections from air/glass interfaces:
Usually represent lost signal but may appear as bright spots, unrelated to specimen
structure.
• Mirror reflectivity:
May be strong function of wavelength in the IR and UV and degrades with exposure
to humidity and dust.
• Focus-plane position:
A feature slightly above of below the plane of focus will appear dimmer. When
collecting 3D data, Nyquist sampling must also be practiced in the spacing
of Z planes.
• Mechanical drift of stage:
Causes the plane of the object actually imaged to change with time.

Pinhole

• Size:
The detected signal is proportional to the square of the pinhole diameter. Usually set
equal to the diameter of the Airy Disk at the plane of the pinhole.
• Alignment:
The image of the laser that is focused onto the specimen and then refocused
back through the optical system should coincide with the centre of the pinhole.
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Table 3 Variability of the non-optical components of a confocal microscope (modified
from Jim Pawley [24])

Instrumental variations: others and their description

Scanning system

• Zoom magnification:
This control determines the size of a pixel at the specimen. For Nyquist sampling, the
pixel should be at least 2× smaller than the smallest features that you expect
to see in your specimen. Assuming a Rayleigh criterion resolution of 200 nm, the
pixels should be < 100 nm. Larger ones produce undersampling, reducing the
recorded brightness of small features.
• Scan speed:
The longer the dwell time on a particular pixel, the more signal will be detected and
the less it will be distorted by Poisson noise. At high scan speeds (< 100 ns/pixel)
signal from dyes with fluorescent decay constants that are longer than this dwell time
can be reduced.
• Raster size:
Together with the zoom magnification, the number of pixels along the edges of your
raster will determine the pixel size. More pixels [1024×1024 vs. 512×512]
makes undersampling less likely but means that one must either spend less time on
each pixel [reducing the number of photons collected and increasing Poisson noise]
or take more time to scan the larger image [possibly causing more bleaching]
• Geometrical distortion:
Can be introduced by the optics or the scanning mirrors. Can result in discordance
between the shape of the object and the image.

Detector: (PMT)

• Quantum efficiency (QE):
The detected signal is directly proportional to QE. The effective QE of the PMTs used
in most confocals drops from ∼15% in the blue to ∼4% in the red end
of the spectrum.
• Response time:
Most fluorescent signals can be amplified rapidly but detectors for others, such as
transmembrane currents, respond only slowly, making slow scanning speeds
necessary.
• PMT voltage:
Determines the amplification of the PMT. An increase of 50 volts corresponds to
a factor of ∼2 more gain.
• PMT black level or brightness:
This control permits the addition or subtraction of an arbitrary amount from the
signal that is presented to the digitizer. Set so signal level in the darkest parts
of the image is 5–10 digital units. Value is temperature dependent.
• Noise:
In single point laser scanning microscopes the most commonly used detector is
a photomultiplier. These detectors produce a “dark” noise due to thermally
stimulated emission of photoelectrons from the photocathode. The dark current can
be reduced by cooling the detector and is less for photomultipliers that are insensitive
to red wavelengths.
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Table 3 (continued)

Instrumental variations: others and their description

Digitization

• Linearity:
The electronic signals presented to the digitizer of “8-bit” microscopes must be of
a size to be recorded between 1 and 255. Because of statistical noise, > 10 and < 220
is safer.
• Digital conversion factor:
The ratio between the number of photons detected and the number stored. Depends
on PMT voltage and other electronic gain, but usually about 30 for “normal”
specimens recorded on 8-bit instruments.

Table 4 Sample variability influencing a confocal microscope image (modified from Jim
Pawley [24])

Sample variations and their description

Fluorophore

• Illumination wavelength:
The best contrast between excitation of specific fluorescence (e.g. the dye)
and non-specific fluorescence (e.g. autofluorescence) is commonly obtained at the
excitation wavelength giving the maximum efficiency for fluorescence emission.
Excitation at shorter wavelengths is often used when the dyes exhibit small
Stokes shifts.
• Illumination intensity:
Low intensity illumination at appropriate collection times prevent intensity saturation
effects, e.g. departure of linearity in the relationship between illumination intensity
and fluorescence signal. For a correctly set up system illumination intensity should lie
within the range where both S and (S/N)2 obey a linear relationship with illumination
intensity.
• Fluorophore concentration:
Within the Förster radius, commonly less than 10 nm, fluorophores transfer
energy between each other and thus their light emission is altered (e.g. quenched).
This effect is exploited in Förster Resonance Energy Transfer (FRET).

Sample

• Specimen & solvent:
Both, specimen and solvent properties such as polarity and ion concentration
influence the spectral properties of chromophores. Especially absorption and
emission wavelength, extinction coefficient, and quantum yield are altered. Under
the right conditions this may lead a complete loss of signal.
• Cleanliness:
Dirty glass or plastic carriers induce aberrations and lead to blurred images.
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Table 4 (continued)

Sample variations and their description

• Coverslip thickness:
The least expensive optical component and the most likely to be carelessly chosen.
Check with objective lens specifications and adjust correction collar. Standard cover
glass thickness is 170±5 µm. Check each batch.
• Immersion oil:
Its refractive index must be exactly matched to the objective used. This may only
occur over a small temperature range. Alternatively, it can be especially mixed.

Table 5 Environmental variations influencing confocal imaging (modified from Jim Paw-
ley [24])

Environmental variations and their description
[∗ Important especially in multi-photon microscopy]

Environment

• Temperature:
Changes in temperature influence the mobility (e.g. diffusion) of compounds
within the sample. This aspect comes to the fore especially with live specimen and
in Fluorescence Correlation Spectroscopy (FCS). Furthermore changes in temperature
affect instrument performance through disturbance of the system alignment. Thus
modern instruments are specified for an operating temperature range.
• Incident light:
Depending on the photostability of the specimen incident light, especially sunlight
is harmful to the specimen.
• Background light in room∗:
Incident light is much more a matter in two-photon microscopy than in confocal
imaging due to missing pinhole.
• Vibration:
Vibration and stray EM fields can cause improper mirror deflections, resulting in
distortions that may vary with time. The most prevalent source of vibration is air
conditioning within the building which can induce a low frequency vibration within
the entire structure. Fortunately it is relatively straightforward to isolate a system
from such vibration, if necessary, using a stiffened table with anti-vibration supports.
• Humidity:
Humidity does not usually cause immediate effects on system performance. However
over time in high humidity optical components can degrade.
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Abstract A fluorescence image calibration method is introduced based on the use of stan-
dardized uniformly fluorescing reference layers. Crucial to the approach is that these
layers are highly uniform. It is demonstrated to be effective for the correction of non-
uniform imaging characteristics across the image (shading correction) as well as for
relating fluorescence intensities between images taken with different microscopes or
imaging conditions. The approach can be used both in wide field or regular and sectioned
(see the section on fluorescence microscopy).
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In wide field it is shown that in addition the variation of the illumination intensity
over the image can be determined on the basis of the uniform bleaching characteristics
of the layers. This permits correction for the latter and makes bleach-rate-related imaging
in wide field microscopy practical.

The significant potential of these layers for calibration in quantitative fluorescence mi-
croscopy is illustrated with a series of applications. The approach is also shown to be
valuable for general microscope testing and characterization. Specifically in sectioning,
specifically confocal, microscopy a set of parameters derived from through-focus datasets
of such layers can be used to define a number of properties relevant to sectioned imag-
ing. The main characteristics of a particular imaging situation can then be summarized
in a sectioned imaging property chart (SIPchart), which turns out to be a very useful tool
for characterizing the properties of particular sectioned imaging systems.

Keywords Confocal microscopy · Fluorescence microscopy · Fluorescence
photo-bleaching · Image correction · SIPcharts · Sectioned imaging · Shading correction

Abbreviations
D(x,y) Detection efficiency distribution
DPPC Dipalmitoylphosphatidylcholine
F(x,y) Fluorescer distribution
FRAP Fluorescence Recovery after Photobleaching
FRET Fluorescence Resonance Energy Transfer
I(x,y) Illumination distribution
k(x,y) Bleach rate distribution
LC Liquid condensed
LE Liquid expanded
NA Numerical Aperture
NBDPC NBD-phosphatidylcholine
P(x,y) Product distribution
PSF Point Spread Function
SIPchart Sectioned Imaging Property chart
ti (s) Exposure time

1
Introduction

A fluorescence image calibration method is introduced based on the use of
standardized uniformly fluorescing reference layers. Crucial to the approach
is that these layers are highly uniform. It is demonstrated to be effective
for the correction of non-uniform imaging characteristics across the image
(shading correction) as well as for relating fluorescence intensities between
images taken with different microscopes or imaging conditions. The ap-
proach can be used both in wide field or regular (Sect. 2) and sectioned
(Sect. 3) fluorescence microscopy.

In wide field it is shown that in addition the variation of the illumina-
tion intensity over the image can be determined on the basis of the uni-
form bleaching characteristics of the layers. This permits correction for
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the latter and makes bleach-rate-related imaging in wide field microscopy
practical.

The significant potential of these layers for calibration in quantitative
fluorescence microscopy is illustrated with a series of applications. The ap-
proach is also shown to be valuable for general microscope testing and
characterization.

Specifically, in sectioning microscopy, a set of parameters derived from
through-focus datasets of such layers can be used to define a number of prop-
erties relevant to sectioned imaging. The main characteristics of a particular
imaging situation can then be summarized in a sectioned imaging property
chart, or SIPchart, which turns out to be a very useful tool for characterizing
the properties of particular sectioned imaging systems.

2
Image Calibration in Wide Field Fluorescence Microscopy

2.1
Introducing Calibration in Wide Field Microscopy

For the purpose of this section on wide field imaging characterization the
pixellated image P(x,y) – also called in this chapter the product distribution
– of a fluorescence microscope can be described as:

P(x,y) = I(x,y)·D(x,y)·F(x,y)·ti(s) , (1)

where I(x,y) is the illumination distribution over the image field of view,
D(x,y) the detection efficiency distribution, F(x,y) the fluorescence distribu-
tion from pixel to pixel over the specimen, ti (s) the image exposure time in
seconds s, and x,y the image pixel coordinates.

In this section we address two types of fluorescence calibration:

1. Fluorescence of the fluorescence image intensity. This involves calibration
at the level of the product I(x,y)·D(x,y) as needed for shading correction
and image comparison.

2. Fluorescence of the variations in illumination intensity I(x,y) as required
for the correction in bleach rate imaging.

The key to the approach is the use of fluorescent reference layers for the
calibration that are both to a high degree spatially uniform as well as repro-
ducible. In the presented procedure the fluorescence image is calibrated with
the help of an image of the reference layer taken under identical imaging
conditions as the image to be calibrated.

The work is partly a continuation of earlier work of our group [1, 2] and is
related to the work done by Castleman [3] and Jericevic et al. [4]. The latter al-
ready showed that with a calibration layer spatial variation of the product of the
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illumination and detection pathways could be corrected. Ghauharali et al. [1]
did obtain in addition separate illumination distributions by using a mono-
exponential function for fitting the observed bleaching of their test layers.
Fitting the bleaching characteristics using stretched exponential decay kinetics
provides much better fits then with a mono-exponential function dependence.

Originally, we intended to develop two types of reference layers: one uni-
formly fluorescing, but non-bleaching for calibrating the product distribution
P(x,y), and one uniformly bleaching to determine the illumination distribu-
tion. However, it turned out that the latter layers as developed could serve
effectively both functions combined. While the bleaching was sufficiently slow
to permit for fluorescence calibration with the first or second image of such
a layer, it still showed enough bleaching over a finite time span to be practical
for determining the illumination distribution from the bleaching dependence.

After illustrating the necessity for using stretched exponential fitting, we
show that the fluorescence reference layers are suitable for the determination
of both I(x,y) and D(x,y) in a range of intensities relevant to regular wide-
field fluorescence microscopes. Subsequently, it is shown that the reference
layers can be manufactured with narrow tolerances and with fluorescence and
bleaching characteristics uniform within a few percent.

2.2
Bleach Kinetics

The excitation illumination distribution in a microscope image can be deter-
mined from the bleach behavior at each pixel point in a series of images taken
as a function of exposure time. Ghauharali et al. [1, 2] have shown that with
a suitable photo-bleachable test layer the distribution of both the excitation
intensity and the detection efficiency over the image can be determined by
this approach. Following up on their findings we set out to develop optimized
calibration or reference layers which should show ideally mono-exponential
irreversible photo-bleach kinetics with respect to the total irradiation dose
of incident light. In practice, we found that none of the layers we produced
did satisfy this requirement. Even at low dye concentrations where dye-dye
interactions are minimized, still no mono-exponential decay could be ob-
served in the layers produced by us. This does not come as a surprise, as it
is known [5, 6] from polymer kinetics that in polymer films, dye molecules
are subject to small differences in their environment affecting the local bleach
rate. We found that by fitting the fluorescence bleaching with a stretched ex-
ponential function (Eq. 2) – often used to describe polymer kinetics – that
good fits with small residuals can be obtained.

If(tb) = C + A exp
(
(– ktb)β

)
. (2)

In Eq. 2, If (tb) expresses the fluorescence intensity in counts, C the non-
bleaching background fluorescence intensity, A the bleached fluorescence
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Fig. 1 Mono-exponential (A) and stretched exponential (B) fitting of the decay of fluores-
cence intensity measured for a single pixel with the residuals shown at the top of each
figure

intensity, k the bleach rate, tb the bleach exposure time, i.e., the time the
layer is exposed to the illumination light and b the stretched exponential
coefficient, which has a value between 0 and 1. Note that the stretched expo-
nential function is equivalent to a mono-exponential function for β = 1. In an
example on a bleach series from one pixel point, we see that the fit of the flu-
orescence bleaching behavior (Fig. 1) with the stretched exponential function
shows a great improvement over a mono-exponential fit on the same data.

We also found (Fig. 2) that the bleach rate k obtained from the stretched
exponential fitting procedure is linearly proportional to the illumination in-
tensity within 2% over a range of excitation intensities relevant to regular
arc-lamp fluorescence microscopy [1]. It is clear that such linearity is an abso-
lute requirement for the successful application of this method for illumination
calibration in practical microscopy.

Fig. 2 Bleach rate k from the stretched exponential fitting procedure versus the relative
excitation intensity, set by neutral density filters. 14 measurements are included
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2.3
Fluorescence Reference Layer Development and Test Procedures

2.3.1
Preparation of Reference Layers

A fluorescence reference layer typically contains a fluorescent dye embedded
in a uniform polymer film. For the irreversibly photo-bleaching dye we se-
lected the well-known [7–9] highly fluorescing dye fluoresceine. It possesses
suitable bleach sensitivity such that illumination calibration under typical
specimen illumination conditions in an arc lamp equipped microscope can be
done in a few minutes. Upon irradiation of fluoresceine in its absorption max-
imum, around 488 nm, an irreversible series of photo reactions takes place,
leading to a change in the absorption spectrum, and therefore to a decrease
in the fluorescence output, around 530 nm [7].

Since fluoresceine is water soluble, the polymer in which the fluoresceine
is to be diluted has to be water soluble as well. Furthermore, the polymer
solution should provide highly reproducible and well-defined layers after spin-
ning. Polyvinylalcohols were identified as suitable polymer host layer material.
Typically solutions were made comprising 0.01 wt % fluoresceine (Merck) in
polyvinylalcohol (Aldrich, 87–89% hydrolyzed, MW 124 000–186 000), which
were spin-coated (1250 rpm) on a 24×32 mm cover slide (Menzel), resulting
in layers with a thickness – depending on the spin rate – between 150 and
200 nm and with each layer uniform in thickness within 5 nm. These layers
were mounted and sealed with epoxyresin on a microscope slide (76×26 mm).
Very reproducible layers could be obtained in this way. Due to the low con-
centration of fluoresceine we avoid intermolecular dye interactions as much as
possible. As a result the fluorescence intensity from the layers is generally one
order of magnitude lower then stained biological samples.

The layers are stored in the dark at room temperature and have been
used more then one year after production, without any significant changes
observed.

2.3.2
Instrumentation

Images were acquired with an Olympus BX60 fluorescence microscope
equipped with a Photometrix Coolsnap fx digital camera. Excitation oc-
curred with light from a Hg-arc lamp, which was filtered through an Olympus
41017-model UMF2 filter set, providing excitation at wavelengths between
451–490 nm light while transmitting fluorescence light to the camera between
491 and 540 nm. Measurements were carried out with an Olympus Ach 20x
(NA = 0.4), or an Olympus UPlanFL 40x, (NA = 0.75) objective lens. Data
collection and processing was done with IPLab Spectrum software from



Characterization and Calibration in Fluorescence Microscopy SIPcharts 31

the Signal Analys Corporation with a custom written kernel added for the
stretched exponential data fits. Spin coating of the layers was performed with
a Delta 10TT system from BLE Laboratory Equipment.

2.3.3
Shading Correction and Microscope Calibration Procedure

An image in a fluorescence microscope (P(x,y)) can be described – see
Sect. 2.1 – by:

P(x,y) = I(x,y)·D(x,y)·F(x,y)·ti(s) . (3)

For characterization of the microscope imaging conditions we use an image
Pr(x,y) of the reference layer taken under identical imaging conditions as the
fluorescence image to be calibrated:

Pr(x,y) = I(x,y)·D(x,y)·Fr(x,y)·tir(s) . (4)

By taking the ratio of both images a calibrated image Pc(x,y) is obtained:

Pc(x,y) =
P(x,y)
Pr(x,y)

=
F(x,y)

Fr
· ti(s)
tir(s)

, (5)

where the pixel by pixel fluorescence is normalized in units of fluorescence
with respect to the reference layer. We see that the actual imaging conditions
described by I(x,y)·D(x,y) have dropped out. The fluorescence generation is
assumed to be linear with respect to illumination intensity, i.e., only dose
– I(x,y)·ti (s) – dependent.

With the actual pixel by pixel imaging conditions removed in this image
due to the division, the calibrated image Pc(x,y) directly represents a shading
corrected image.

For the same reason we have seen that fluorescence images taken under
different imaging conditions, if no other factors play a role, can be directly
quantitatively related to each other, as they are expressed in units of the stan-
dardized fluorescence of the reference layer.

2.3.4
Separation of I(x,y) and D(x,y)

As the reference layers – as shown below – possess highly spatially uniform
bleaching characteristics it is in addition possible to obtain the specimen
illumination distribution I(x,y) independently of the detection distribution
D(x,y). This illumination distribution can be derived from the analysis of the
bleaching behavior of the calibration layer. For this a time series of images
is taken of the reference layer during which the layer is bleached down to
about 30% of its starting fluorescence intensity. Using the stretched exponen-
tial bleach kinetics described in Sect. 1 we fit the bleach decay at each pixel
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Fig. 3 Analysis of the fluorescence bleaching of a spatially uniform test layer by fitting
(pixel by pixel) with a stretched exponential function. If(tb) = C + A exp ((– ktb)β):
A C(x,y), B A(x,y), C k(x,y) and D β(x,y)

of this series of images with a stretched exponential (Eq. 2). The result of this
operation can be represented as 4 images corresponding to the respective fit-
ting parameters. A typical result obtained on our reference layers is shown in
Fig. 3 with panel A the non-bleaching part of the fluorescence of the image
C(x,y), panel B the bleached fluorescence intensity A(x,y), panel C the bleach
rate k(x,y) and panel D the stretched exponential coefficient β(x,y). With
k(x,y) = k0·I(x,y) over the relevant range of illumination intensities (Fig. 2)
the illumination intensity distribution (I(x,y) can now be derived from the
bleach rate image k(x,y) apart from a constant factor. k0 is a bleach constant
for the used bleaching material. Such an illumination distribution I(x,y) can

Fig. 4 The product distribution P(x,y) of the microscope (determined from the image at
t = 0 of the test layer), divided by its illumination distribution I(x,y) (determined by the
bleachrates k of the test layer), gives the detection sensitivity distribution D(x,y) of the
microscope
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be useful for determining the actual illumination conditions – such as align-
ment or uneven illumination in a microscope.

Dividing Pr(x,y) by I(x,y) obtained from the bleach procedure gives the de-
tection sensitivity distribution, D(x,y), of the microscope as is directly clear
from Eq. 4. Figure 4 shows the results of the separation of P(x,y) into D(x,y)
and I(x,y). A remarkable feature in the D(x,y) image is the appearance of dark
spots solely in the detection distribution, which are due to irregularities such
as dust particles in the detection pathway.

2.4
Calibration Layer Reproducibility and Uniformity

2.4.1
Uniformity of the Calibration Layer

2.4.1.1
Fluorescence

For application of the calibration procedures uniformity of the fluorescence
and bleach properties across the layer are crucial. To determine if the refer-
ence layer is really spatially uniform, two fluorescence intensity images were
taken at tb = 0 at different spots on one reference layer (see Fig. 5g). To obtain
such images, the layer is put into focus first using the diaphragm of the micro-
scope, after which the layer is moved slightly with the light switched off. The
measurement is started when the light is switched on.

The first image was then used as reference image Pr (tb = 0) – Fig. 5a – and the
second – Fig. 5b – as the object image P(tb = 0). Then in the test for the layer uni-
formity the object image was “calibrated” by dividing it by the reference image
resulting in the calibrated image Fig. 5c. If now both areas imaged are both uni-
form and show equal fluorescence, then in the histogram of pixel values of this
calibrated image, we should see a narrow distribution with an average value of 1.

This “self” test using the reference layer itself is very effective because
if the layer properties would not be uniform over the image area or would
differ from location to location over the layer, then such differences would
immediately show up as a broadening in the calibrated image histogram.

The images shown in Fig. 5 are in fact also an excellent illustration of the
effectiveness of shading correction. The “uncalibrated or raw” reference layer
images Pr(tb = 0 and P(tb = 0) show in their respective histograms Fig. 5d
(avg. 2210; fwhm 277) and Fig. 5e (avg. 2206; fwhm 292) intensity variations
of up to 29% and relative standard deviation of ca. 5%. Correction leads to
Fig. 5c with its corresponding histogram (Fig. 5f) (avg. 0.999; fwhm 0.038)
with a clearly improved relative standard deviation of 1.5%. Furthermore the
average value of the corrected image is close to 1.0, which is the value ex-
pected for a layer with identical fluorescence as its reference.
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Fig. 5 The reference image (a) and object image (b) as used in the “self” test for layer
uniformity with (c) the resulting calibrated image. d,e and f are the corresponding his-
tograms of pixel intensity values of these images. g shows the configuration of the
reference layer. See further text

2.4.1.2
Uniformity of Bleaching Characteristics

In a similar way as described above using the layer itself, the uniformity of the
bleaching properties of the layer can be tested. The approach is correcting for
the observed bleach rates in one location with the help of the illumination dis-
tribution data obtained at a second location of the layer. A narrow distribution
in the bleachrate histogram in the illumination corrected bleachrate image then
indicates that the bleach characteristics are indeed uniform over the layer.

A series of 100 images (515×630 pixels) was taken at identical time in-
tervals of a reference layer. From these images an illumination distribution,
Icor(x,y) (Fig. 6a) can be calculated as described in Sect. 2.3.4. This illumina-
tion distribution Icor can now be divided by another illumination distribu-
tion, Iobj (Fig. 6b) obtained in a similar way at a different spot on the same
reference layer or another reference layer. This results in a calibrated illumi-
nation distribution, Ical (Fig. 6c).
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Figure 6d–f show the histograms for the 3 images shown in Fig. 6a–c. Ical is
centered on 1.012±0.023 (fwhm 0.054), whereas for a perfectly uniform test
layer this value is expected to be one. The relative standard deviation of the
uncorrected bleach rates from Iobj of 10.7%, after calibration is reduced to 2.3%.

Fig. 6 Uniformity of reference layer bleach characteristics. a shows illumination distribu-
tion with which the bleach rate image (b) is corrected to obtain the uniform corrected
bleachrate image (c). d,e and f are the corresponding histograms. See further text
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2.4.2
Reproducibility of the Reference Layers

For a reference layer to be of practical use its properties should be repro-
ducible from batch to batch during manufacturing. For a number of reference
layers, prepared and measured under the same circumstances, the intensity
at the onset of illumination and their respective bleach rate distribution have
been measured. The results from the layers in one batch – prepared from the
same fluorescer solution and under identical spinning and sealing conditions
– are shown in Fig. 7A. For five samples, i.e., Fig. 7A(a–e), bleach rates with
a relative standard deviation of 1.3% have been established, whereas their
intensities at tb = 0 have a relative standard deviation of 2.2%.

From batch to batch we observed very similar bleach properties in all
properly sealed layers examined. Some variation in the absolute fluorescence
intensities of the layers was observed both between batches and layers from

Fig. 7 A Bleach rate versus start intensity (emission at tb = 0) at different locations in one
test layer, inset enlargement of measurements a, b, c, d and e. B Bleach rate versus start
intensity in layers from two different batches as indicated by f and g
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one batch (Fig. 7B). The relative small variation in fluorescence observed is
probably caused by fluorescer concentration variations from batch to batch
and – within a batch – small variations in layer thickness due to spinning con-
ditions. Some further optimization and calibration of the layer fluorescence
against a common standard or in absolute terms – see below – can address
this problem.

2.5
Application Examples in Wide Field Microscopy

2.5.1
Fluorescence Intensity

2.5.1.1
Shading Correction

In addition to the result presented in Sect. 2.4.1.1 we demonstrate the effec-
tiveness of the shading correction procedure on a sample, which has an evenly
distributed fluorophore concentration associated with recognizable morpho-
logical features. For this test liquid lipid monolayers of DPPC doped with
the fluorophore NBDPC on a glass substrate were prepared. These mono-
layers give rise to two distinct morphological features: a liquid condensed

Fig. 8 False color fluorescence intensity images (A,B) and histograms (C,D) of DPPC mono-
layers doped with 4.4 mol % NBDPC, as obtained before (A,C) and after (B,D) shading
correction
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(LC) phase with low fluorescence intensity and a liquid expanded (LE) phase,
characterized by higher fluorescence intensity [10, 11]. The uncorrected fluo-
rescence image of these monolayers is shown in Fig. 8A while after correction
with the reference layer image Fig. 8B is obtained. We observe after correction
a much clearer association between respective regions of lower and higher
fluorescence intensity and regions with LC and LE phases. The effect is also
demonstrated in the histograms Figs. 8C and d of these images, where the dis-
tributions of associated with the LE and the LC phases are significantly better
defined after shading correction than before.

2.5.1.2
Calibration of Microscope Conditions

It would be very valuable in fluorescence microscopy to be able to compare
quantitative images taken at various imaging conditions. This is especially
important as reproducing imaging conditions between microscopes – or even
maintaining identical conditions in the same microscope over time – is diffi-
cult, if not impossible. When evaluating the possibilities of image calibration
for comparing microscope conditions we found it to work well when com-
paring images obtained under similar NA conditions or different NA and
similar object structure but not when both factors were different. A factor
in this may be that the complexity of object structures – a flat layer vs. for
instance cells of finite thickness in culture – affects the angles over which
light is scattered. This may make the efficiency of fluorescence light collection
NA dependent.

For the present we found it is useful to distinguish three different cases for
evaluating the possibilities of image calibration as a function of microscope
imaging condition:

(a) Comparing the imaging of objects in the imaging field with similar scat-
tering properties and observed under different NA and magnification
conditions.

(b) Idem with differently scattering objects but with identical NA and magni-
fication and varying illumination conditions.

(c) Idem but with both differently scattering objects and different NA and
magnification.

For demonstrating image calibration under uniform scattering we looked
at images at different NA and magnification of liquid expanded and con-
densed lipid layers used above – see Sect. 2.5.1.1. These layers are basically flat
and can be assumed to possess similar scattering properties over the whole
image. We compared images obtained under 20× and 40× magnification.
In order to compare images with these different magnifications a window
which is about 1/4 of the total image in the 20× image was chosen, which ex-
actly corresponds to the area covered by the 40× image. In Fig. 9 we see that
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Fig. 9 Image calibration of fluorescence images of the labeled DPPC layer taken with 20×,
N.A. = 0.40 (A,C) and 40×, NA = 0.75 (D) objectives respectively. For clarity the corres-
ponding histograms are also given. Of the 20× image (A) the corresponding area viewed
by the 40× lens (C) is shown as indicated by the sketch. With C, (B, histogram of C)
and D (hist: E) serving as object images to be calibrated and G (hist: F) and G (hist: H)
as reference images the calibrated 20× image K (hist: J) and 40× image K (hist: L) are ob-
tained. From their false color representation it can be seen that the calibrated 20 and 40×
images not only are shading corrected but also show closely similar calibrated intensities

the different intensity distributions in Fig. 9C and d after calibration (with
Figs. 9G and H respectively) – Figs. 9K and L – show a nice correspondence
and are also both shading corrected in the process.

Figure 10 shows the results of image calibration of images taken under
strongly different illumination conditions, however at the same NA and mag-
nification. These specimens are C3617 mouse cells transfected with GFP-GR
(Glucocorticoid Receptor) [12]. Noteworthy is that in the ratio image h of the
corrected images the non-bleaching background can be seen to have ratio
values around 1 indicating good correlation between images after calibra-
tion. Due to some bleaching of the cells between the two images – image
with objective 1 taken first – we see that in the ratio image h the cells show
up somewhat brighter. The present result shows that in an object with some
scattering and with very different product distributions – created here by on
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Fig. 10 Comparison imaging of C3617-mouse cells transfected with the GFP-glucocortico-
id receptor using two different – but with the same NA – objectives, objective 1 and 2,
and under different imaging or product distributions P1(x,y) and P2(x,y), respectively.
A image taken with objective 1 and P1(x,y), B with objective 2, P2(x,y). The ratio image
(C) (= a/b) shows very poor correlation between (A) and (B). After calibrating both im-
ages (A) and (B) with the respective product distributions D (P1(x,y)) and E (P2(x,y)) we
see that the corrected images, F and G respectively, show much better correlation as also
witnessed by the ratio image (H) (= f/g)

purpose disaligning the illumination conditions between the objective 1 and
2 images – still good image correlation can be achieved.

We found in preliminary experiments that on objects with finite scattering
such as the cells used above, and observed under different NA and magnifi-
cation conditions differences of up to 20 to 30% could be observed between
the calibrated fluorescence of these objects, differences which could not be
explained by bleaching. As indicated above these differences after calibration
may be tentatively associated with the varying scattering properties of the
structures imaged. A systematic exploration of this subject has not been done
yet but we hope to address this issue at a later time.

2.5.2
Bleach Rate Imaging and Correction for Uneven Illumination

Bleach rate imaging becomes practical if the effect of uneven illumination –
producing uneven bleaching over the image – can be corrected. We found
during the imaging of the NBD chromophores present in the monolayers as
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Fig. 11 False color images of the bleaching constants before (A) and after (B) illumination
correction measured for DPPC monolayers doped with 4.4 mol % DPPC-NBD. C shows the
illumination distribution used during the correction

described in Sect. 2.5.1.1, Fig. 8 that these are subject to substantial bleaching.
Figure 11a shows the bleach constant k(x,y) image obtained by fitting with
the stretched exponential fitting procedure an image bleach series of the cen-
tral area shown in Fig. 8 corresponding to about 1/4 of the original image.
After correction with the illumination distribution – Fig. 11C – we see in the
corrected image Fig. 11B that both the LE and the LC phases bleach at a simi-
lar rate. However, in the phase coexistence region, the monolayer bleaches
about 25% faster. While the underlying reason for this behavior is not fully
clear – it could be associated with reduced ordering in the phase coexistence
region – this result still shows that imaging in the bleach constant param-
eter can indicate new features in the image which would remain unnoticed
otherwise.

3
Characterization of Sectioning Fluorescence Microscopy (3D)
with Thin Uniform Fluorescent Layers: Sectioned Imaging Property
or SIPcharts

3.1
Introducing Calibration in Sectioned Fluorescence Microscopy

Three-dimensional fluorescence microscopy has found widespread applica-
tion in recent years, especially in molecular cell biology. Imaging in this type
of microscopy is usually based on a series of sectioned images obtained by
stepping the specimen through the focal region of a beam type scanning mi-
croscope. In most confocal or two-photon microscopes the signal at each lat-
eral image position in a section is digitized and the data subsequently stored
– together with the data of the other sections – as a 3D dataset. Ideally, the
imaging properties should be identical over the imaging field. However, al-
ready at the inception of confocal microscopy it was realized that for instance
the apparent fluorescent intensity in confocal imaging could vary significantly
over the image field [13]. Also the actual confocal imaging conditions do vary
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significantly from microscope to microscope. In fact the actual sectioning
properties of an instrument and the apparent image intensities are observed
to depend sensitively on its optical properties related to the optics employed,
and operator controlled factors like pinhole and alignment settings. The latter
two factors especially cause uncertainty in reproducing settings with confi-
dence making the comparison difficult of images obtained during different
confocal sessions.

Up till now to our knowledge no reasonably easy to use and effective
means are available for describing a particular imaging situation in 3D mi-
croscopy. Here we propose the use of thin uniformly fluorescing layers for
characterizing the confocal or more general sectioning properties of a par-
ticular imaging situation. It has the specific advantages that it gives a good
“feel” for the sectioning properties over the image field, is sensitive to small
changes in the imaging conditions and possesses good signal to noise prop-
erties under regular imaging conditions, the latter because the fluorescence
data from the thin layers can be binned to a substantial degree without loss
of information on the lateral variation of measured sectioned imaging char-
acteristics properties (see below). Its ease of use makes it feasible to use this
method for routine determination and analysis of the 3D imaging properties
as a function of parameters such as pinhole settings, alignment, and other
parameters.

The method is based on the uniform fluorescent reference layers as utilized
above for the calibration of regular wide-field fluorescence microscopy. Their
uniform thickness and uniform fluorescence properties are also essential for
the success of the presented method for 3D calibration. Schrader et al. [14]
employed very thin – order of nms – fluorescent layers for monitoring the
resolution in 4pi-microscopy. Their layers were neither aimed for use for gen-
eral characterization of sectioning microscopy, nor specifically developed and
tested for lateral uniformity.

3D datasets acquired by the deconvolution of non-scanned regular fluo-
rescence images [15] can also, in principle, be characterized by the present
approach: applications are restricted here to sectioned imaging obtained by
the scanning approach.

It is to be noted that in the present approach only access is obtained to the
axial imaging characteristics (or axial PSF, see below) but not the lateral vari-
ation of the point spread function (PSF) governing the imaging. While this
constitutes a limitation on the presented method, we think that the axial PSF
gives at least an excellent indication of the quality of a particular sectioned
imaging system. Often the results will be more then sufficient for judging the
relative imaging conditions between sessions or instruments with the ease of
use and sensitivity of the method outweighing this limitation.

In Sect. 3.2, some basic aspects of confocal and 2-photon sectioned imag-
ing by the scanning approach are described as an aid to the understanding of
the sectioning imaging effects characterized by the presented method.
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3.2
Imaging in Confocal and Two-Photon Scanning Microscopy

The image formation in confocal microscopy is governed by the confocal
point spread function (PSF) formed by the product of the illumination distri-
bution and detection sensitivity function distributions overlapping in speci-
men space. The former is given by the spatial distribution of the focused laser
illumination while the latter refers to the spatial distribution of the probabil-
ity that the fluorescence photons generated in the specimen by the focused
laser excitation will in fact be detected and contribute to the imaging. Opti-
cally this distribution is represented by the back projection of the detection
pinhole into specimen space.

Optimally the confocal PSF should be the product of ideal or diffraction
limited illumination and detection distribution functions perfectly overlap-
ping over the whole of the lateral imaging field both in the center as well as
at the borders of the imaging field.

However, optical aberrations or alignment errors and often a combination
of both may prevent this from being the case. For instance chromatic aber-
ration in combination with off-axis aberration can cause relative walk-off of
distributions, which were adjusted during alignment for optimal overlap in
the center of the scanned image field. (Fig. 12). This then will result in a re-

Fig. 12 Conceptual illustration of the walk-off due to chromatic aberration at off-axis
scan-field positions between illumination and detection distributions and the resulting
reduction in the detected confocal signal
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duced confocal signal in the off-center regions. Also other parameters like
the axial resolution may be similarly affected and often – see below – in an
irregular manner over the imaging field.

In multi-photon microscopy the fluorescence generation in the specimen
is proportional to the quadratic or higher power of the intensity of the fo-
cused excitation radiation in the microscope. Well focused, diffraction limited
excitation distributions result in the highest multi-photon yield. This makes
the fluorescence generation in this type of imaging sensitive to various on-
axis and off-axis aberrations in the focusing of the excitation radiation during
the scanned acquisition of a multi-photon image. As mostly no detection
pinhole is employed, the situation on the signal collection side will be less
critical.

A more extended treatment of both types of imaging has been written by
Diaspro [16].

3.3
Sectioned Image Characterization, Principle and Analysis Parameters

3.3.1
Principle of the Method and Definition of the Axial PSF

The presented sectioned imaging characterization method utilizes a 3D image
or data stack of a thin uniform fluorescence or reference layer, acquired
through the standard 3D imaging routines as available in most confocal or
two-photon microscopes. When the fluorescent reference layer is stepped
through the confocal region in this routine the fluorescence signal at each lat-
eral image point will track the axial dependence of the laterally integrated
intensity of the confocal PSF, or “axial PSF,” as further explained in Fig. 13.

It is essential in order to be able to measure the axial variations of the axial
imaging properties with acceptable resolution that the layers used are reason-
ably thin with respect of to the dimensions of the axial point spread function.
On the other hand a “too thin” layer will lead to lower signal to noise in the
fluorescence data. With a typical axial PSF width under high NA conditions of
around 700 nm we found that a layer thickness of the order of 100 nm proved
a good compromise. The measured axial PSF will be in fact a convolution of
the actual PSF. The increase in the apparent width due to the convolution of
a layer of finite thickness will be approximately by a factor of

√
(1 – (l/w)2

with l the layer thickness and w the axial width of the PSF [17].
Similarly as wide field applications we have found that the fluorescent

layers need to be laterally uniform to a high degree. Only then will the axial
responses found at each x-y point do indeed represent a correct measurement
of the axial PSF suitable for establishing the sectioned imaging characteristics
at the various lateral points of the sectioned image. The layers, with a thick-
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Fig. 13 The 3D image characterization is based on a 3D-data stack acquired by stepping
a thin uniform fluorescence reference layer axially – i.e., along the z-axis – through the
confocal region. As illustrated in (A) the set of values found at a particular x-y position
as a function of z in the stack represent the axial variation of the laterally integrated PSF
as sampled by the thin – about 100 nm – fluorescence reference layer. This set of values
is called the axial PSF, the shape and amplitude of which will track the variations of the
underlying PSF over the image scan field, as illustrated for field positions 1 to 5 in (B) and
collected together in (C)

ness of ca 100 nm used for this application satisfy this condition with their
fluorescence intensity and layer thickness uniformity similar to the ones de-
scribed before [18]. With the layers sufficiently thin and uniform, the axial or
z dependence of the fluorescence at each lateral image point in the 3D dataset
of such a layer will in fact represent the axial PSF and can thus be used for
characterizing the sectioned imaging at that point. Figure 13b and c show,
as an example, taken from an actual measurement, the axial responses meas-
ured at 5 locations in the imaging field, showing that the actual axial PSF does
vary over the imaging field. This is not unexpected in a beam scanning confo-
cal instrument where the axial PSF may indeed be affected by off-axis optical
aberrations in one form or another.
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3.3.2
Analysis of the Axial PSF Properties

Various choices can be made to analyze these axial PSF responses in the terms
of parameters. At present we have chosen the following, (see also Fig. 14):

Itotal the total integrated intensity under the axial PSF response;
Imax the maximum fluorescence intensity found along the axial response;
Zmax the axial position at which the value of Imax is found;
fwhm the axial resolution as represented by the fwhm of the axial response;
skew s axial asymmetry of the axial PSF response.

For the purpose of this paper the skew s is defined as s = (a – b)/(a + b)
with a and b evaluated at the level of half maximum intensity of the axial PSF
as indicated in Fig. 14. The sectioned imaging properties of a given system
can conveniently be represented in a so-called sectioned imaging property
chart or SIPchart (see Fig. 15a and b) based on the above parameters. As
these parameters can be determined at each point in the lateral image field
it is a logical step to represent the data in these charts in the form of color-
coded images or maps. In addition the average and variation of the above
parameters over the image can be calculated and are added as an inset in
the respective color coded images. These values, summarized in a separate
table, are useful for a numerical characterization of the imaging properties
over the whole image field. The axial resolutions of the system, white against

Fig. 14 Parameters for the characterization of the axial imaging characteristics of a sec-
tioning microscope
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Fig. 15 (a) Sectioned Imaging Property charts or SIPcharts for two confocal microscope
systems: SIPchart of confocal microscope system 1

the black background of the resolution bar, can be compared directly with the
theoretical resolution – in red – to be expected at zero pinhole size and the
numerical aperture NA of the used objective. Also included in the SIPchart
are the actual axial responses measured in the center and 4 off-center loca-
tions. The SIPcharts shown are from an actual comparison of the sectioning
conditions between 2 confocal systems as further discussed in the next sec-
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Fig. 15 (b) Sectioned Imaging Property charts or SIPcharts for two confocal microscope
systems: idem of confocal microscope system 2. Both microscope systems are equipped
with NA 1.4, 63× oil immersion lenses and operating at the same nominal pinhole setting
of 1 Airy. See further text

tion. The color coded images are binned in this case to 64 by 64 from a set of
images originally of 512 by 512 image points. As the various imaging proper-
ties can be assumed – and are in fact observed – to vary relatively slowly over
the imaging field, this binning while improving signal to noise conditions
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does not cause any significant loss of information on the lateral variation of
the represented parameters.

3.4
SIPcharts and 3D Imaging Assessment

The utility of SIPcharts for 3D image characterization is illustrated with an
example based on SIPcharts taken from a comparison of two different confo-
cal microscope systems 1 and 2 as presented in Fig. 15a and b, respectively. It
should be noted that the point of this discussion is not to determine if one of the
microscope systems is superior to the other, but to show that SIPcharts can be
effective for evaluating and comparing their relative imaging properties. Both
systems 1 and 2 are equipped with similar oil immersion lenses (63×, NA 1.4)
and examined under similar settings for nominal pinhole (1 Airy) and zoom.
For each measurement a 100 step z-scan with was made through focus. In both
cases a zoom is chosen such that a – for this objective extended – scan field
resulted: 238×238 µm for system 1, and 146×146 µm for system 2.

The panels Itotal represent the integrated intensity along the axial response
over the field and permit one to judge – together with the panels Imax – the de-
gree to which the apparent fluorescent intensities in the confocal images are
affected by not-optimal sectioned imaging. The Imax panel is useful to judge
the maximum difference in apparent fluorescence in the separate sections due
to microscope factors while integrated Itotal panel has a similar function for ex-
tended depth or axially integrated images. With fluorescer distribution in the
reference layers to a high degree laterally uniform, one would expect under
ideal imaging conditions that the both the integrated Itotal and the Imax im-
ages to show uniform fluorescence over the image field. That this is not the
case is clear from a first glance at these panels. Looking in more detail it can
be seen that the Imax panels of the SIPcharts of both systems show a variation
in the maximum fluorescence intensity of 20% and 30%. For system 1 we see
a maximum located around the center of the image field with the intensities
falling off smoothly towards the edges. For system 2 a much more disordered,
non-symmetrical, distribution over the image field of the axial PSF maxima is
observed.

The Zmax panels show the axial positions at which the maxima shown in
the Imax panels were found. In both cases we see that these are located in an
approximately flat plane; however, these planes are not fully perpendicular to
the optical axis but somewhat tilted by 300 nm (system 1) and 2600 nm (sys-
tem 2), respectively, over the image field. The possible cause of these small
tilts (up to 2% for system 2 over the image field) may be either a tilt of the
specimen table with respect to the optical axis or an artifact connected to the
optical scanning technique used.

Assuming that the observed fwhm values of the axial responses are close to
and representative of the axial resolution then from the fwhm panels a good
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impression can be obtained of the resolution variations over the image field.
We see that for system 1 areas with higher resolution correspond well with
those with maximum intensities (Imax), as can be expected for a reasonable
aberration free system. For system 2 this correspondence is not so clear-cut.
In fact, the fwhm panel resembles the skew panel better then the Imax panel
does. This suggests that aberrations in the latter system play an appreciable
role in the image formation, as also witnessed by the much greater values for
the skew and skew variation observed there. Also, comparing both systems, it
is interesting to note that while in system 1 the average resolution is somewhat
better than system 2, the opposite is the case for the resolution variations over
the field. Thus system 2 has a more uniform resolution over the image field.
The same is also the case for the fluorescence intensity variation as can be seen
from the lower standard deviation of the Imax values for system 2. Of course,
when making this judgement it should be noted that the imaging field shown
of system 2 is appreciably smaller then the one of system 1.

The skew parameter s as defined in Fig. 14 is a parameter characterizing the
first order asymmetry of the axial PSF and may be indicative of the presence of
spherical or other optical aberrations. The severity or degree of aberration can
and indeed often does vary over the image field. Comparing the data in the skew
panels of the SIPgraphs of both systems very low skew values are seen close to 0
in the case of system 1 while in for system 2 a more irregular, somewhat striped
pattern is seen with local skew values varying from 0.15 to –0.15.

The black resolution bar is useful to get an “at a glance” impression of the
axial resolution and resolution variations of the system – the white band – in
relation to the theoretically possible resolution – the red bar – at zero pinhole
size. Finally in the SIPcharts the actual axial responses are given at 5 locations
in the image field. With a binned image size of 64 by 64 the curve Iz(16,16)
represents the axial response taken at point x = 16 and y = 16 etc. The avail-
ability – in the lower, middle panel of the SIPchart – of the actual responses
is useful to recognize the presence of strong aberrations which sometimes
cannot be effectively recognized from the fwhm and skew parameters values
only.

System 1 and 2 represent two systems of major confocal manufacturers
which were evaluated by the SIPchart method in the state we found them, in-
cluding for instance, sub-optimal user alignment, etc. It is neither proper nor
relevant for the purposes of this paper to further identify these systems, as
the presented data are not necessarily representative of the imaging attainable
with the instruments.

3.5
SIP-Charts, Analysis Examples, and Sensitivity

SIPcharts present a great amount of data to the researcher, which can serve
subsequently as a convenient starting point for analysis of specific aspects of
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the imaging. SIPcharts and data extracted from them are effective and con-
venient tools for analyzing sectioned imaging conditions and are sensitive
enough for tracking differences or changes in sectioned imaging conditions.
Using the SIPcharts, various specific imaging aspects can easily be compared
by directly extracting the applicable data/images from the SIPchart document
for documenting the sectioning conditions under which, for instance, confo-
cal images were acquired.

While for further examples of the use of SIPcharts in sectioning mi-
croscopy we refer to Brakenhoff et al. [19] we would like to include here
one application illustrating the use of SIPcharts for tracking the influence of
spectral conditions on sectioned imaging. Modern confocal microscopes can
collect simultaneously or sequentially images at different excitation and de-
tection wavelength settings. However, it is well known that image plane-shifts
and other effects between imaging conditions may occur due to chromatic
effects in the imaging. These can be documented very well with the help of
the described procedures and the SIPchart representation. Figure 16A and B
show the Zmax panels extracted from the SIPcharts of a microscope system
acquired at two spectral settings: the first for excitation at 488 nm, using
a detection band-pass filter of 503–530 nm and the second with a 543 nm ex-
citation and 560–615 nm detection band-pass filter. The through-focus data
stacks for both SIPcharts were obtained in one experimental run not chang-
ing the position of the reference layer (which in this case is based on a red
fluorescing dye), only changing the filter settings. The full charts are shown
to illustrate that many subtle differences may be noted between the imaging
between both imaging conditions. Particularly important for work where data
with a different spectral signature are correlated – as in the co-localization or
FRET studies – is that not only the image planes between both conditions are
found to be shifted with respect to each other but also that this shift is not
uniform over the imaging field. Figure 16C, obtained by processing the Zmax
data of these SIPcharts, illustrates this nicely.

Fig. 16 Axial image plane position as a function of wavelength derived from SIPcharts of
a multi-channel confocal microscope. Wavelength conditions: A excitation 488 nm, detec-
tion band-pass 505–530 nm, B excitation 543 nm, detection band-pass 560–615 nm. The
data shown in panel (A) and (B) are represented on a common color scale. Panel C shows
the axial height difference of the sectioned plane imaged at the two spectral conditions
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4
Conclusions

We have shown in this chapter that using thin uniform fluorescent layers it is
possible to do effective characterization and calibration in fluorescence mi-
croscopy. A major motivation behind effective calibration is that it would
enable microscope users to derive quantitative specimen information from
the primary fluorescence of their objects, to a first order independent of the
microscope systems used. At present, quantitative data in microscopy are
often determined by methods such as fluorescent life time, FRET [20] and
FRAP [21], or ratiometric methods for measuring ion concentrations (Ca2+,
pH and others) [22].

Key to the presented approach is the availability of sufficiently uniform and
reproducible layers as, for instance, produced here by spinning techniques.

The presented fluorescence reference layers may have significant value for
characterizing microscope properties in general well beyond just their ap-
plication in fluorescence microscopy quantification. For instance fluorescent
yields under known illumination conditions allow microscope throughput or
efficiency under various optical conditions to be assessed. Such illumination
conditions can in fact be derived from layers with known uniform bleaching
properties which were the basis of the bleach rate imaging demonstrated here.
The bleach rate can serve as an environmental probe as the local bleach rate
is known to be dependent on environment factors such as pH and molecular
binding or as a proximity probe, the latter, for instance, through the mechanism
that the mutual distance between excited molecule influences bleach proba-
bility [7, 23]. For the characterization and aligning of confocal microscopes
presently different methods are employed. For instance, confocal microscopes
are often aligned by maximizing the fluorescence yield from a slab of solid
fluorescent material at the center of the image field. However no axial in-
formation becomes available for judging/optimizing sectioning conditions,
possibly leading to sub-optimal instrument alignment. 3D imaging of fluores-
cent spheres can in principle give access to the full 3-dimensional point spread
function, provided these beads are small in relation to the PSF. A limitation is
that the small size and the hence limited number of fluophore molecules con-
tained in these beads may make it difficult to obtain a sufficient fluorescence
signal for accurate PSF determination before bleaching sets in. Also, we have
found in practice that a substantial variation in apparent fluorescence between
beads can be observed in many commercially available beads.

In contrast, thin uniform reference layers can provide axial PSF informa-
tion at sufficiently low illumination conditions such that bleaching plays a mi-
nor role. Of course they do not provide access to the lateral PSF properties,
but they do have the advantage that the laterally uniform layer fluorescence
assures that fluorescence intensity variations related to instrumental proper-
ties are correctly mapped.
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The SIPcharts, together with the underlying data could, in principle, be
employed for correction purposes; correcting for the often observed varia-
tions in fluorescence intensity yield over the image field first comes to mind.
We think the data contained in the total intensity image of the SIPchart can
be used for an approximate first order correction.

Present day de-convolution algorithms are in general assuming a constant
PSF over the image field. The data contained in the maps of the fwhm and
skew variations in the SIPchart can be used to assess if this assumption is
reasonably correct. Advanced de-convolution algorithms – incorporating PSF
variations over the image field – can in principle be constructed. The pre-
sented skew and fwhm panels of the axial PSF can be a good starting point
for such procedures.

Co-localization studies require accurate knowledge of relative axial pos-
itions of specimen elements imaged under different excitation and detection
spectral conditions. Both on- and off- axis chromatic aberrations may cause
shifts in the axial position at which these elements appear in the 3D image.
By analyzing 3D datasets of the reference layer obtained at various wavelength
conditions of a suitable reference layer we showed that the axial chromatic
shift can be charted over the image field. We think that such shift data can
be used for correction for such chromatic effects. At present lateral chromatic
shifts cannot yet be tracked with the laterally uniform reference layers, but we
are considering approaches to overcome this limitation.

We found – not shown here – that the presented characterization method
can be very effective for the evaluation of the relative performance of other-
wise identical microscope objectives when mounted on the same microscope.

The present work was mostly done using fluoresceine based uniform thin
layers with an optimum excitation sensitivity around an excitation wave-
length of 480 nm, but usable in a range from 430 to 490 nm. Layers suitable
for any excitation and detection range are under development, with already
promising results. In fact the data on chromatic effects on imaging – Fig. 16 –
were acquired using a more red sensitive dye in the layer.

In this paper it is shown that the quantification and correction of fluores-
cence imaging can be successfully realized in wide field fluorescence imaging.
Extension to sectioned microscopy imaging, a subject we are at present work-
ing on, seems to be feasible and the SIPchart representation of microscope
system properties may be a good starting point for realizing this goal.
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Abstract It is important to have a working awareness of the many factors that can en-
hance, degrade or even distort the interpretation of quantitative data. Measurements in
fluorescence microscopy may be discussed in the context of three major headings: (1) in-
tensity, (2) spatial, and (3) temporal. The quantitative ability of instrumentation in each
dimension is dependent on the performance characteristics of the instrument subsys-
tems that contribute to the data gathering. In order for accurate and precise data to be
recorded, not only must each subsystem perform well on its own merits, they must all be
carefully orchestrated to work together in synergy. A number of basic considerations re-
garding the quantitative application of imaging instruments is outlined in the pages that
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follow; topics covered include detector technologies, illumination sources, optical limits,
scan raster, specimen positioning and multi-channel acquisition.

Keywords Axial resolution · Bit-depth · CCD · Chromatic aberration · Dark noise ·
Dynamic range · EMCCD

Abbreviations
2D Two-dimensional
3D Three-dimensional
ADU Analog/digital units
AOTF Acousto-optical tunable filter
CCD Charge-coupled device
CV Coefficient of variation
EM Electron multiplication
EMCCD Electron multiplication charge-coupled device
F Excess noise factor
FRET Förster resonance energy transfer
FWHM Full-width at half-maximum
ma Mean pixel intensity
NA Numerical aperture
PMT Photomultiplier tube
QE Quantum efficiency
sa Standard deviation about mean pixel intensity
S/N Signal-to-noise
λ Wavelength
η Refractive index

1
Introduction

Images can deliver an enormous psychological impact and so play a unique
role in scientific communications. In spite of the convincing nature of image
data, the weight of evidence reflecting such quantitative measures as pro-
tein concentration, co-localization, Förster resonance energy transfer (FRET),
shifts in emission spectra, and identity of ambiguous fluorescent signals is de-
pendent on both the methods used to acquire and analyze data as well as the
accuracy and precision of a multitude of instrument functions. For today’s ad-
vanced quantitative methods it becomes imperative to be aware of the many
subtle factors that may contribute to measurement accuracy and precision.

There is an extremely rich variety of applications that fall under the topi-
cal heading of quantitative fluorescence microscopy. Much of the growth has
been in the context of biological microscopy, and a number of factors have
contributed to this recent explosion in popularity of fluorescence imaging.
The development of molecular techniques and cloning technology has pro-
vided the prerequisite knowledge for deciphering the information content
that drives living systems. The development of genetically encoded fluores-
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cent proteins that can be used in living cells to provide a marker for genetic
expression [1, 2] has revolutionized biology. Also significant are the develop-
ment of advanced laser illumination, optical-sectioning technologies, efficient
interference filters that permit unambiguous signal detection, real-time dig-
ital image capture and storage, precise and reliable instrument automation,
along with effective computational processing and visualization of image
data.

Today’s researcher can directly monitor molecular interactions in living
cells in multiple dimensions using fluorescence microscopy. Variables that
can be quantified include lateral and axial spatial organization, shifts in
the frequency distribution of fluorescent signal intensities [3–5], fluorescent
decay lifetimes [6, 7], fluorescence polarization anisotropy [8, 9] as well as
any temporal changes associated with these parameters. Sources of fluores-
cence contrast are under continual development and include such powerful
tools as fluorescent chemicals for monitoring ion flux and membrane volt-
age potential [10, 11], genetically encoded fluorescent proteins that can act as
targeted sensors of enzyme activity, ion flux, protein localization or gene ex-
pression [12, 13], second or third harmonic frequency conversion of incoming
light by biological tissues [14, 15], and robust, functionalized semi-conductor
nanocrystals of tunable emission wavelength [16].

The basic classes of instrumentation used for quantitative fluorescence mi-
croscopy include point-detection laser scanning microscopes as well as array
detection scanning microscopes and array detection widefield illumination
microscopes. Within each class is a plethora of technologies, each with its
own strengths and weaknesses. To complicate matters, the term “quantitative
microscopy” may be held to a wide range of interpretations. The level of rigor
to which quantitative and semi-quantitative measurements are held may vary
depending on the nature of the study.

A number of basic considerations regarding the quantitative application
of imaging instruments is outlined in the pages that follow. It is important
to have a working awareness of the many factors that can enhance, degrade
or even distort the interpretation of quantitative data. Thus, it is helpful to
confirm performance tolerances in the laboratory to ensure acceptable instru-
ment performance and to assign a meaningful margin of error to the data
generated.

Measurements in fluorescence microscopy may be discussed in the con-
text of three major headings: (1) intensity (usually expressed as a function of
spectral frequency), (2) spatial (three dimensions: x, y and z), and (3) tem-
poral. Clearly, the quantitative ability of instrumentation in each dimension
is highly dependent on the performance characteristics of the numerous in-
strument subsystems that may contribute to the data gathering. Oftentimes,
meaningful data includes measurements from numerous dimensions (e.g.,
three spatial dimensions, one temporal dimension, three emission spectral
scalars). Thus, in order for accurate and precise data to be recorded, not only
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must each subsystem perform well on its own merits, they must all be care-
fully orchestrated to work together in synergy.

2
The Intensity Dimension

2.1
Photon Detector Technologies

Intensity measurements are influenced by the image sensor as well as the
illumination source. The detection subsystem chosen for a particular quan-
titative fluorescence application can have a profound impact on the feasibility
of an experimental approach as well as the quality of the data acquired. The
primary classes of detector commonly used in fluorescence microscopy fall
into two major categories: (1) charge-coupled device (CCD) cameras, and
(2) photomultiplier tubes (PMTs). CCD detectors are generally used on wide-
field illumination systems because they are array detectors and can capture
images of many points within the field of view simultaneously. CCDs are
also found in line-scanning devices. PMT technology lends itself to point-
scanning microscopes in which the signal for each pixel is sampled separately
as the point-illumination rasters across the field of view. Each technology
has different strengths and weaknesses with regard to signal quantification.
A brief overview of general concepts, widely used technologies and cor-
responding considerations in the context of image sensors for quantitative
fluorescence microscopy are outlined below.

Photon detection is a quantum mechanical event; because of this there
is an inherent uncertainty in the number of photons actually registered for
each pixel in a given exposure. This uncertainty follows a Poisson distribu-
tion. This noise due to quantum uncertainty, termed shot noise, is a physical
limitation and cannot be rectified. In a Poisson distribution, the number of
recorded events (photons) varies about the mean with a standard deviation
equal to the square root of the mean. In other words, the standard deviation
about 100 photons counted is 10. The uncertainty of the measurement in the
latter example is 10%. If only 16 photons are counted, then the uncertainty is
+/–4 photons or 25%. Thus, accumulating more photons reduces the relative
contribution of shot noise to the uncertainty of the measurement.

The signal-to-noise (S/N) ratio is a measure of the data quality produced
by an imaging system with a given sample. In other words, the S/N ratio is
a figure of merit that relates the measured signal to the total system noise
at each pixel. The signal-to-noise ratio has an inverse relationship with the
uncertainty of the data, i.e., a high signal-to-noise ratio implies a low uncer-
tainty with regard to the brightness levels recorded.
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The S/N ratio is reflected in the intensity distribution of pixels correspond-
ing to a constant signal level. Thus, the S/N ratio can be conveniently gauged
in terms of a percentage known as the coefficient of variation or CV [17]:

CV = (sa/ma)×100% , (1)

where ma is the mean pixel intensity and sa is the standard deviation of the
pixel intensities in the measured region.

The dynamic range of an imaging system is defined as the ratio of the largest
single pixel intensity that can be quantified to the smallest measurable in-
tensity that can be quantified. Dynamic range is a property of the detection
system and is independent of experimental measurements. Imaging systems
with higher dynamic range are able to quantitatively detect very dim and very
bright pixels within a single image. Dynamic range is a figure of merit and car-
ries no units. Dynamic range for imaging detectors is equal to the full-well
capacity (number of photoelectrons that can be accumulated before the de-
tector is saturated) divided by the total system noise of the detector. When
the gain and/or bias offset are manipulated, such as on a confocal micro-
scope or variable gain camera, the dynamic range of the detector is affected.
This is because the full-well capacity is effectively reduced by increasing the
off-chip digitization gain, while the noise level remains stable or may even
increase. The bit-depth of the image may stay the same, however it is import-
ant to realize that the many brightness levels depicted may not correspond
to actual variations in signal level due to molecular concentration, but rather
may be an artifact of statistical variations (shot noise) in the signal. This phe-
nomenon is most commonly encountered where very low levels of photons are
contributing to the overall signal, as in point-scanning confocal images [18].

2.1.1
CCD Signal Detectors

The advantages offered by CCD detectors with regard to quantitative fluores-
cence imaging are several:

1. CCD technology provides an array of sensors that capture all pixel coordi-
nates of a two-dimensional (2D) image simultaneously; this ensures that
the data at each pixel is captured at a single time point. Furthermore, be-
cause the data is captured in parallel, many more photons are integrated
for each pixel in the time taken to acquire a single frame than for a point-
scanning PMT-based system [19]; this generally yields a higher S/N ratio
for a given exposure time. As a general rule, because of the increased in-
tegration time for each pixel provided by parallel capture, much lower
illumination intensities can be used to acquire an image in a given amount
of time and this is beneficial to studies of living cells (where phototoxicity
can be a major concern).
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2. Modern CCDs have comparatively very high (some >90% across the visi-
ble spectrum) quantum efficiency as compared to PMT technology; again
this can serve to reduce the exposure time for greater temporal resolution
and for reduced phototoxicity/photobleaching.

3. CCDs have been developed for quantitative microscopy that have very
high dynamic range. High dynamic range increases the range of bright-
ness values that can be quantified.

4. The relationship between the number of photons integrated by any single
pixel on the array and the electronic signal that is subsequently quanti-
fied is inherently very linear. CCD technology has reached a high stage of
refinement; in many situations CCDs have superior qualities as imaging
devices where the quantitation of intensity levels is of major concern.

There are a number of classical sources of noise that impact the signal-to-
noise ratio achievable with a given CCD camera in the context of a given
sample. The primary sources of noise with regard to CCD detection are shot
noise (introduced above), read noise and dark noise. In order to arrive at the
total noise value for a camera system, the individual noise components are
added in quadrature:

NoiseTotal =
√

(NoiseDark)2 + (NoiseRead)2 + (NoiseShot)2 . (2)

The following section discusses some of these potential sources of uncertainty
in quantitative data acquired with a CCD camera.

The camera bias is the current charge on a CCD sensor and the associated
electronic offset. A bias signal results from biasing the CCD offset at slightly
above zero analog-to-digital unit (ADU) counts. In other words, the camera
bias signal is an initial signal already on the CCD detector before an exposure is
taken. The reason for the bias is to ensure that a high enough intensity such that
a negative number does not get passed to the A/D converter; the A/D converter
on a CCD camera can only process positive values. The bias voltage is artificially
inserted after the data is read off of the CCD and before the data is received by
the A/D converter. Generally, the bias is set at the factory and is stable over the
lifetime of a camera. The bias level should be proportional to the bit-depth of
a camera, e.g., a 12-bit camera (4095 brightness levels) may have a bias level of
50 to 70 ADUs, while a 16-bit (65 535 brightness levels) camera would have a bias
level in the neighborhood of 500 ADUs. The camera bias can be determined by
taking a readout of the CCD with zero exposure time. The average pixel value
in the resulting image represents the bias offset of the camera.

The camera gain refers to the number of electrons that are assigned to
each stepwise increase in the brightness value of a pixel, i.e., gain is a conver-
sion factor that relates the number of electrons gathered in a pixel to digital
numbers (ADUs). For example, an 8-bit image is capable of displaying 256
brightness values ranging from 0 to 255. If each pixel on the CCD sensor array
is capable of gathering and holding 512 electrons before saturation, then we
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can say that the full-well capacity of each pixel is 512 e –. Full-well capacity
is generally proportional to the physical size of the pixels on a CCD array.
An 8-bit analog to digital converter can divide the full-well capacity into 256
brightness levels by assigning 2 e – to each analog-to-digital unit (ADU). The
CCD gain can be estimated by dividing the full-well capacity by the bit-depth.

Intensities given in ADUs provide the user with a convenient method for
comparing images and for comparing data generated by different camera sys-
tems. For camera systems with continuously variable user-modifiable gains,
the exact same gain setting must be used between images for any meaning-
ful comparison to be made between images. There is a single gain setting
that optimizes the dynamic range of the camera to the digitization bit-depth.
For dim samples, the gain can often be increased to permit easier visualiza-
tion of the signal, but the dynamic range of the camera will be reduced. Gain
should only be increased if a higher intensity is required and other condi-
tions, such as exposure time, illumination level, and/or binning factor, cannot
be changed.

Dark current is caused by spontaneous creation and accumulation of elec-
trons in the pixel elements (storage wells) of a CCD. This constitutive accumu-
lation of electrons in the storage wells is caused by thermal energy in the CCD.
The rate at which electrons are liberated and stored in the pixel elements is
temperature dependent, and the total number of electrons that will contribute
to dark noise is a function of the integration time of the exposure at a given
temperature. Thus, dark current is usually reported in e –/pixel/sec. Dark cur-
rent noise follows a Poisson distribution. The dark noise is the square root
of the dark current value. This is an important distinction: the dark current
can be subtracted from an image, but the dark current noise (variability of the
dark current) will remain. Thus, the best cameras should (and do) have very
low dark current, and hence, very low dark current noise. The rate at which
dark noise is accumulated is reduced by 50% for every 6.7 degrees Celsius re-
duction in temperature; for this reason, most research grade CCD cameras
are deep cooled using peltier elements. CCD cameras intended for especially
long integration times may even be cooled with liquid nitrogen. An image
taken at a given exposure time with no light going to the camera will include
the dark current as well as the bias offset. If a bias offset image is acquired
(see above) and subtracted from an exposure taken with no light going to the
camera, the average value of the difference between the two images will rep-
resent the dark current. If this average value is multiplied by the camera gain
and divided by the exposure time (expressed in seconds), the result will be
the dark current expressed in e –/pixel/sec. This value can be compared to
a spec sheet provided by a camera manufacturer to confirm the dark current
performance.

Read noise is the noise component that is attributed to the camera elec-
tronics during readout of the image. Most read noise is introduced in the
output amplifier and preamplifier when the signal is boosted before analog



62 K. Garsha

to digital conversion. Careful electronic design and slow readout speeds can
minimize the contribution of read noise. In general, a slow readout of a CCD
array will generate low read noise, and higher read noise results from faster
readout of the pixel values. At fast readout rates, under low light conditions,
the readout noise may exceed the shot noise. Under such conditions we can
say that the data is read noise limited.

The total read noise for a camera can be evaluated by taking two bias
images (zero exposure time) and subtracting one from the other. The mean
value of the resulting difference image is then multiplied by the camera gain
and then multiplied by 0.707. This converts ADUs to electrons, and the re-
sult is the total system read noise expressed in e –. This value can then be
compared to a camera spec sheet.

Linearity means that the relationship between the light level incident on
the CCD and the signal that is digitized by the A/D converter has a linear
relationship. In other words, when the light level is exactly doubled, the sig-
nal recorded by the camera should be exactly doubled as well. Well-designed
CCD cameras typically have linearity deviations of less than 1% over the en-
tire well.

Linearity can be measured using a stable light source by acquiring ex-
posures at increasing integration times. Provided that a dark image (image
taken at the given exposure time with no light incident on the CCD) is ac-
quired and subtracted from each image of the illumination field, a plot of
exposure time vs. signal intensity should yield a straight line.

A relatively recent development in CCD technology is the introduction
of on-chip multiplication or electron multiplication (EM) gain technology.
Such cameras are commonly referred to as EMCCD cameras. EM gain tech-
nology multiplies the photon-generated charge from each pixel on a CCD
array to a level above the read noise; this permits signal detection at low
light levels and high pixel readout rates, a regime that would not be possible
using conventional CCD technology. This is because the read noise would
dominate the image and cause excessive uncertainty in the data. This signal
boosting process occurs before the charge reaches the on-chip readout am-
plifier, effectively reducing the read noise by the gain multiplication factor.
This charge multiplication factor can be over 1000×. Despite clear advan-
tages where high-speed, low-light imaging is concerned, EMCCD technology
has some additional complexities that can impact the level of uncertainty in
signal quantification.

The principle difference between a charge-multiplying CCD and a tradi-
tional CCD is the presence of a special extended serial readout register. This
special serial register applies a high clock voltage. Because of this high clock
voltage, the signal electrons generate secondary electrons with each clock
cycle through an impact ionization process. The level of gain can be con-
trolled by increasing or decreasing the clock voltage applied to move the
electrons towards the readout register; the gain level is exponentially pro-
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portional to the voltage. The overall gain factor achieved through the impact
ionization process can be greater than 1000×.

On-chip multiplication gain is useful only up to the point of overcoming
read noise limitations. Traditional slow-scan CCDs with sufficiently low read
noise achieve a better S/N ratio in the shot noise limited regime. The shot noise
limited regime occurs at higher illumination levels or situations where longer
exposures to accumulate many photons and/or slow readouts can be used. Be-
cause of this fact, EMCCDs have been developed with dual readout registers:
an EM gain register as described above, and a conventional slow-scan readout
register. Depending on the situation, the end user can select the appropriate
readout technology on such cameras to permit maximum flexibility.

On-chip multiplication gain is a complex function of the probability of sec-
ondary electron generation and the number of pixels in the multiplication
register. Mathematically, the gain function can be represented as:

Gain = (1 + g)N , (3)

where N is the number of pixels in the multiplication register and g is the
probability of generating a secondary electron. The probability of secondary
electron generation is dependent on the clock voltage being applied and
ranges between 0.01 and 0.016. Because of the large number of pixels in the
gain register, the total gain can be quite high even though the probability of
secondary electron generation is relatively low.

On an EMCCD, the sharp inflections of the multiplication register clock
waveform occasionally generate a secondary electron even if no primary elec-
tron is present. The probability of this phenomenon also increases slightly
(along with the probability of secondary electron liberation by primary elec-
trons) as temperature is decreased. This anomalous secondary electron cre-
ation is known as spurious charge. Spurious charge is usually added to the
dark current to arrive at a total dark related signal in an EMCCD. Typic-
ally, a single spurious electron is generated for every 10 pixel transfers in
the gain register; this yields a spurious charge value of 0.1 e –/pixel/frame.
For example, for an EMCCD with 1.0 e –/pixel/sec dark current at a 30 ms
exposure, the total dark related signal would be 0.133 e –/pixel/frame (0.033
e –/pixel/0.030 s dark current + 0.1 e –/pixel/frame spurious current).

Because EM gain is a probabilistic phenomenon, there is an inherent un-
certainty associated with this form of gain. This uncertainty of secondary
electron generation through the gain register is quantified by the excess noise
factor (sometimes referred to as multiplicative noise). Experimental results
show that the excess noise factor is between 1.0 and 1.4 for levels of on-chip
multiplication gain as high as 1000× [20, 21]. In noise determinations, both
the shot noise and the dark noise are multiplied by the EM gain and the excess
noise factor. This additional uncertainty creates a situation analogous to the
quantum efficiency of the EMCCD detector being reduced by approximately
half [20, 21]. In order to make up for this limitation, the most effective EM-
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CCD cameras use backthinned chips with very high (above 90%) quantum
efficiency.

The determination of total system noise on EMCCDs is different than that
for regular CCD technology. In an EMCCD, total system noise is given by:

NoiseTotal =√
(Gain×F×NoiseShot)2 + (Gain×F×NoiseDark)2 + (NoiseRead)2 , (4)

where Gain equals the system electron multiplication gain and F equals the
excess noise factor. The corresponding signal to noise ratio is given by:

S/N =
Signal×Gain√

(Gain×F×NoiseShot)2 + (Gain×F×NoiseDark)2 + (NoiseRead)2
.

(5)

2.1.2
PMT Detection

On laser scanning microscopes, only a few photons are generated in the time
frame to sample a single pixel. These photons strike the photocathode of
a photomultiplier tube (PMT); only a small fraction of these incident photons
generate photoelectrons in turn. These photoelectrons can then be amplified by
a factor of about 1 million by charge multiplication through the PMT dynodes.
The signal emerging from the PMT is digitized under control of a clock signal
that divides the time it takes for the laser to scan a single line of the image into
the appropriate number of intervals for the number of pixels in each line.

Photomultiplier tubes (PMT) acquire light through a glass or quartz sub-
strate covering a photocathode; the photocathode then releases electrons to
be amplified by dynodes. The composition of the photocathode has a large
influence on the spectral response, quantum efficiency, sensitivity, and dark
current of a photomultiplier tube. Most photocathodes in the visible range
are less than 30% efficient. Photomultiplier tubes have the advantage of a very
high gain through the generation of secondary electrons by the dynodes, and
very fast response. For this reason, PMTs are useful in the context of point-
scanning devices, in which the number of photons generated per sampling
period (pixel) is low, and the sampling periods are kept short to minimize
acquisition time and photobleaching.

It should be noted that many factors might influence the signal as meas-
ured through the detector on a laser scanning microscope; in order to at-
tribute any variation between measurements to the detection subsystem, all
of these factors must be held constant [21]. Furthermore, the “noise” level
in a confocal microscope has two fundamentally different major components:
the noise level due to spontaneous generation of photoelectrons (dark noise),
and photon (shot or Poisson) noise. Both dark noise and shot noise may
become convolved with multiplicative noise (the excess noise factor due to
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uncertainty of amplification). PMTs may vary in their quantum efficiency
(QE), gain response, and dark-count rate, even within the same model and
manufacturing lot. PMT technology is primarily limited by contributions
from shot noise and dark noise; read noise can generally be assumed to be
negligible. Strategies for evaluating the relative contributions of dark noise
and shot noise under standardized conditions are described below.

When assessing dark noise, stray light should be prevented from entering the
detectors. Using standardized settings for PMT gain and offset, a single-scan
image is collected; PMT noise will be displayed as single high-intensity pixels
(or sometimes 2 or 3 bright pixels, always oriented in the direction of the scan
line) scattered randomly throughout the image. Changing the confocal zoom
setting will not alter the presence or size of these high-intensity noise pixels.

When imaging a fluorescent specimen of relatively low quantum yield,
a great deal of non-uniformity is often evident within an image. This non-
uniformity mainly reflects the statistical uncertainty inherent in the detection
of any photon signal (shot noise). The histogram of the intensity levels within
such an image provides an intuitive way to visually assess this noise level
(a broader spread in intensities results in a broad histogram). For an accurate
assessment, the signal source must be uniform, i.e., no visible features and no
shading such as might be caused by signal loss at the edges of the field of view.
This condition is more easily met by using a moderate level of zoom. The
FWHM of this intensity histogram is a description of the noise in the image.
The width of the distribution can be expressed quantitatively by calculating
the coefficient of variation (CV) for the image as outlined previously.

It may be useful to measure and record CV values over a range of signal in-
tensities. For instance, to describe the relationship between quantum yield and
the sampling uncertainty at fixed laser power, a standardized laser power can
be used to image increasingly dilute fluorochrome solutions; the detector gain
may be raised proportionately to achieve a standardized mean intensity value.
Mean pixel value and standard deviation about the mean are recorded for the
dilution. These values can be used to calculate the CV for the image. Values
for a range of dilutions can be recorded in this manner to provide a record
of relative uncertainty over a range of quantum yields. An analogous test uses
a sample having a standardized quantum yield and monitors CV as a function
of the laser power [17]. For either test, all other variables such as scan speed,
resolution, zoom, optics, dichroics and filters (alternatively beam splitter and
spectral detection bandwidth settings), pinhole(s), beam expanders, PMT type,
and laser power should be standardized and held constant [22].

The relationship between fluorescence quantum yield and the average PMT
signal produced at a given gain voltage should be understood where quanti-
tative studies are concerned. In this case, gain is set to a standardized level
and left at that setting. Mean signal is next plotted as a function of either flu-
orochrome concentration (using a standardized laser power) or illumination
intensity (using a standardized fluorochrome concentration). In either case,
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one would expect the relationship to be approximately linear except where:
(1) fluorochrome concentration is at a point where quenching occurs, (2) there
is chemical saturation of the fluorochrome solution, or (3) excessive laser power
saturates the number of molecules that can be raised to an excited state. It is
a good idea to ensure that the detector subsystem behaves as expected on a par-
ticular imaging system, and also to validate that the behavior is stable. This
exercise also gives an idea of the dynamic range of the instrument in the context
of a particular fluorophore.

2.1.3
Spectral Imaging Systems

Fluorescence microscopy segments differentially labeled features by virtue
of the emission wavelength of the signaling moiety. For this reason it is
important that quantitative instrumentation be able to accurately discrim-
inate the spectral signatures of multiplexed probes; a variety of approaches
are available, with the most sophisticated instruments being able to acquire
high-resolution emission spectra from the sample at every pixel in an image.
Evidence of the ability of such systems to solve problems such as distinguish-
ing the identity of fluorochromes with overlapping emission profiles has been
established [3, 4, 23–25]. It should be noted, however, that the integrity of
such extrapolations is dependent on the accuracy and reliability of the under-
lying system [26–28].

Numerous approaches towards spectral imaging instrumentation are com-
mercially available, both for point-scanning PMT-based systems and wide-
field illumination systems equipped with CCD or EMCCD detectors. The
advantages of a particular system will depend on the scope of applications an
instrument is expected to handle. Strategies to evaluate the performance of
such systems are of prime importance.

Three major aspects of the spectral imaging subsystem should be peri-
odically evaluated: (1) the accuracy of the system in terms of the recorded
location of spectral features, (2) the resolution in terms of the minimum
bandwidth of spectral features that can be identified as discrete, and (3) the
relationship of sensor efficiency with respect to wavelength.

As monochromatic light sources, the lasers installed on the system in ques-
tion can be used as a convenient standard. In order to check the accuracy,
resolution and wavelength response, multiple laser lines can be used simul-
taneously to provide a source of reflected light for measurement. An example
of a spectral scan from a point-scanning system found to have miscalibrated
spectral detectors by detecting reflected light from the laser lines is por-
trayed in Fig. 1. There are at least three potential advantages of using the
instrument’s integral laser illumination for spectral testing: (1) point source
radiation provides a discrete cone of illumination so that both the lateral
spectral–spatial resolution of the system, and the degree to which the pinhole
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Fig. 1 Spectral scan over laser lines using backscattered light on malfunctioning point-
scanning system. The wavelength selection mechanism for PMT 1 is inoperable, hence the
low signal for that channel. The spectral reading for each channel is centered about a dif-
ferent wavelength and the spectral resolution approaches 18 nm in places. The laser lines
corresponding to the peaks are 458 nm, 476 nm, 488 nm, 514 nm, 543 nm, and 633 nm

is effective in rejecting out-of-focus or scattered light from contaminating
a spectral reading (axial spectral–spatial resolution) can be assayed, (2) the
wavelength range between laser lines should have no signal, so baseline noise
levels are easily evaluated, and (3) the power of individual spectral features
(laser lines) can be easily measured and controlled.

An alternative approach is to use a calibration lamp standard in the man-
ner described by Zucker and Lerner [28]. An ideal calibration lamp has
numerous spectral features that form a sophisticated spectral fingerprint
(Fig. 2); in theory, all instruments would be expected to reproduce the charac-
teristic location, bandwidth and relative heights of peaks and valleys provided
by the standard. The effect of sample aliasing on accuracy and precision is
easily demonstrated using such a standard. This method isolates the detec-
tion subsystem from the integral illumination sources and may be useful
where comparisons between different instruments are concerned, or where
a system is not equipped with laser lines covering the full extent of the de-
tection range. Traceable, well-characterized spectral calibration lamps based
on elemental spectral peaks are available commercially. One cautionary note
is that care should be taken when selecting a calibration lamp, however. It is
a good idea to avoid lamps that depend on phosphors for some or all spectral
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Fig. 2 Traces taken from a pure Hg calibration lamp (dotted trace) and a pure Xe cali-
bration lamp using an EMCCD-based slit-scanning spectral imaging system. The Hg
standard was used to calibrate the system because of the discrete peaks and high signal-
to-noise ratio that can be achieved with this bright source. Once calibrated, a spectral
recording of the output from a traceable Xe lamp standard (solid trace) was recorded
and the peak locations noted. The peak locations for both lamps were determined to be
consistent within 1 nm of the known values across the practical wavelength range for the
instrument

features, the spectral emission profile of such fluorescent phosphors may be
shifted due to contamination or temperature dependence.

2.2
Illumination

2.2.1
Broadband Arc Lamp Sources

High-quality fluorescence microscopy, and quantitative imaging in particular,
is dependent upon stable and intense illumination sources. Most laboratory
fluorescence microscopes rely upon mercury or xenon arc lamps for illumina-
tion. Unfortunately, traditional arc lamp sources have shortcomings that can
compromise the integrity of quantitative measurements made in their con-
text. Such light sources provide an intense broadband illumination source,
but suffer from spatial and temporal instabilities [29]. For instance, the field
illumination is not homogeneous and the intensity at the edges of the field
can fall by a factor of two or more. The intensity distribution of conventional
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arc lamp sources for fluorescence microscopy is known to have hot spots that
wander as a function of time; this in turn leads to spatial changes in the in-
tensity of illumination at the image plane.

It is ideal to be able to reduce the impact of spatial and temporal inhomo-
geneity in illumination to below the limitations imposed by random shot
noise; one proven strategy for accomplishing this is the use of light-guide de-
livery [29] to scramble the spatial variations in the raw lamp output. When
properly implemented, light guide delivery delivers light with a very smooth
intensity profile and has been demonstrated to provide greater than 100-fold
improvement in spatial intensity variation over the field of view [29]. Re-
maining temporal intensity variations can be minimized using a closed loop
approach in which the illumination intensity is sampled with a sensor and the
lamp output is adjusted in real-time [29].

Recently, metal halide lamps for quantitative fluorescence microscopy have
been introduced by the commercial sector. These modern broadband light
sources simplify alignment, last many times longer than the traditional mer-
cury arc lamps, have superior spectral outputs for imaging of green and red
fluorophores, and have excellent stability over time. These optimized light
sources are delivered through a liquid-filled fiber light guide to offer the ad-
vantages of light-guide scrambling.

2.2.2
Laser Illumination Sources

The consistency of results derived through the use of microscopy is depen-
dent on predictable illumination levels. For this reason it is important to be
able to confirm standardized illumination power levels at the specimen plane,
and gauge the temporal stability of the illumination output.

Tracking long-term changes in power output requires the use of standard-
ized settings. Because different objective optics exhibit different levels of
transmission, it is important to consistently use a particular objective for power
measurements. The same precautions apply in the context of widefield mi-
croscopy when measuring the power delivered from an arc lamp source. As
a general rule, it makes sense to measure power through a dry objective of
relatively low numerical aperture. This helps in that the power meter sensor
can be located such that the angles of the incident rays are minimized and the
cross-section of the cone of light exiting the objective is sampled in its entirety.

When measuring absolute average laser power it is important to keep in
mind that readings taken during an active scan will usually fall well short
of the actual value. This is because systems equipped with fast power modu-
lation systems (such as acousto-optical tunable filter (AOTF) systems) may
blank the laser beam during the flyback component of the scan raster, as well
as during the short period between consecutive frames. Unless a facility is
equipped with a relatively exotic high-speed chart recording power meter, the



70 K. Garsha

intermittent laser modulation will be averaged by the power meter, resulting
in readings in the neighborhood of 1/2 to 2/3 of the actual value (this fac-
tor can fluctuate based on the relative speeds of the flyback and the speed
of the forward raster portion of the scan cycle). On some systems, this can
be alleviated through the use of a bi-directional scan at high zoom. In this
type of scan, the sample is exposed during both the illumination phase of the
scan and during the flyback. High zoom concentrates the laser power into
a smaller area for easier gathering by the power sensor. The beam is usually
blanked at the end of a frame for a short period of time, but the scan can be
made slow enough that a reading can be obtained in the timeframe of a single
scan using a slow dwell, high-resolution scan.

The method of determining laser power with the fewest contributing vari-
ables involves the use of “beam parking” or “point bleaching” features present
on some platforms. In this procedure, software control provisions for bleach-
ing a diffraction-limited point are used to designate a point in the center of
the field of view, and a useful time of exposure (e.g., 30 s) is provided to the
control software. The laser power is not modulated during beam parking; this
is the ideal situation for power measurement. Several measurements should
be taken to provide an idea of the precision of the data. In order to evaluate
the laser line attenuation system, typically an AOTF, an extension of the ba-
sic power reading test may be used. Readings taken at different attenuation
settings provide information on the linearity of the laser power response to
AOTF gain, and they also provide data illustrating the amount of laser light
that may be leaking past the AOTF when the attenuation is maximized.

Short-term temporal laser power stability can be measured with a power
meter as well. An advantage of this approach is that the performance of laser
power delivery system is isolated from problems related to the detection sub-
system. The disadvantage to this approach is that rapid oscillations of laser
output may be beyond the temporal resolution of the power meter.

Although less conclusive as a diagnostic measure, some may prefer to
measure rapid power fluctuations by observing the impact of such fluc-
tuations on a fluorescent sample under imaging conditions. For this test
a standardized, stable fluorescent sample is used. In an effort to reduce con-
tributions from photobleaching, the use of a freshly prepared, standardized
dilution of fluorochrome in an index-matched solvent is helpful [24]. For
those using inverted platforms, chambered coverslips with multiple wells
work quite well as bulk fluorescent specimen holders. Carefully prepared
concavity slides can be used as an alternative on upright microscopes. It is
a good idea to centrifuge a test solution in order to remove particulates prior
to its use as a standard. The microscope is focused into the bulk fluores-
cent standard near (but not at) the dye–coverslip interface. The procedure for
recording data involves setting up a 2D time series with an appropriate ac-
quisition interval and overall duration. Settings should be configured such
that the laser power is standardized to a reasonable value, and the signal sen-
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sors should be adjusted such that the measured mean pixel intensity of the
recorded field of view is about 3/4 of the available intensity maximum (e.g.,
192 on a scale of 0 to 255) [20]. This helps to ensure that the PMT response
to intensity variation is within the linear range. After acquiring the dataset,
fluctuations in the fluorescent intensity can be expressed by plotting the mean
pixel intensity as a function of time.

A caveat to the latter approach is that fluctuation of image intensity can
be misleading as to the source; this is because recorded fluctuations may be
due to a number of other subsystems (such as the PMT control board or
spectral detector sliders on some platforms). Also, it may be tempting to use
reflected light imaging instead of fluorescence in the protocol above. The in-
tensity values recorded with the use of reflective samples can be exquisitely
sensitive to slight movements of the z-positioning mechanisms [20]. For this
reason, a movement in z that is only on the order of tens of nanometers can
be wrongly assumed to represent fluctuations in power or efficiency of the de-
tection system. Relatively thick fluorescent samples are more forgiving with
regard to the latter problem.

2.2.3
Field Illumination

In order to perform experiments that presuppose a correlation between signal
intensity and fluorochrome concentration, it is necessary to confirm an even
illumination pattern across the field of view. This is easily accomplished using
a fluorescent sea [30], fluorescent slides [31, 32] or fluorescent beads [33]. Alter-
natively, reflected light from a mirror standard may be used. For a sequence of
increasing zoom levels, the fluorescence intensity near the coverslip interface
is recorded for the field of view (FOV). In order for the distribution of inten-
sity levels to be representative of the illumination intensity across the FOV, the
highest and lowest pixel values should not exceed the dynamic range of the in-
strument, that is, bright pixels should not be saturated, and the lowest values
should not drop below an intensity value of 0. To evaluate the data, a diag-
onal linear region of interest (ROI) is drawn from one corner to the opposite
corner using image analysis software. A graph of intensity value as a func-
tion of position along the line is compiled (Fig. 3). When the field illumination
is not uniform, it is possible that there is an alignment problem in the op-
tical train [31]. An alternative explanation (in the context of point-scanning
systems) would involve an uneven scan speed with relation to position.

Digital correction for residual uneven field illumination and calibration
of brightness levels is possible in many cases [30, 34–36]. Such methods are
based on the use of a uniformly fluorescent sample to record the field illumi-
nation properties (any flaws in the uniformity of detection will be convolved
with flaws in the uniformity of illumination in the image of the reference
sample). Classical field illumination correction involves dividing the image of
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Fig. 3 Flatness of field. Deviation from an evenly illuminated field can be seen by plotting
intensity as a function of position along the diagonal line drawn across the field of view.
The intensity values have been normalized for purposes of illustration in this case

an experimental sample (with bias and dark current subtracted) by the image
of a reference sample of even quantum yield across the field of view (again
with the bias/dark current image subtracted first). The result of this ratio is
multiplied by the mean intensity value of the difference between the refer-
ence sample image and the image representing dark current and camera bias.
This method does not calibrate the intensity levels for comparison between
imaging systems however [30]. In the manner presented by Zwier et al. [36],
a fluorescent thin film composed of fluorescent polyvinyl alcohol polymer is
spin coated onto coverslips to produce a very uniform fluorescent field with
predictable bleaching characteristics. Such an approach permits correction
for bleach-rate related imaging and provides methods for distinguishing the
illumination distribution from the product of the illumination and detection
pathways. Furthermore, such a standard sample can be used to character-
ize the imaging properties of an optical sectioning instrument [37]. In the
methods introduced by Brakenhoff et al. [37], uniform fluorescent thin films
(150–200 nm) are shown to permit standardized evaluation of axial reso-
lution (see below), spherical aberration and off-axis chromatic aberrations in
addition to illumination and signal collection uniformity.

3
The Spatial Dimension

3.1
Optical Limitations

Light has many fascinating properties, all of which may come into consid-
eration during the design of sophisticated modern microscopes. Theoretical
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models that attempt to predict lateral and axial resolution of optical sec-
tioning instruments under a variety of conditions have received much atten-
tion [38–49]. For a general approximation of what to expect with a given
numerical aperture (NA), refractive index (η), and wavelength (λ), lateral
resolution may be approximated by:

0.61×λ

NA
, (6)

and axial resolution by:

2×λ×η

NA2 . (7)

3.1.1
Sampling Frequency and the Nyquist Criterion

The resolvable detail in a digital image can be limited by the pixel sampling
frequency of the detector. This phenomenon can be witnessed in situations
where the physical size of the pixels on a CCD are larger than the smallest op-
tically resolvable detail at the CCD, or when the number of pixels sampled for
a scan line on a laser scanning instrument is inadequate. It has been demon-
strated that the interval between the intensity measurements is less than half
the period of highest frequency in the signal, and the original signal may be
faithfully reconstructed from the digital values [18, 50, 51]. In other words,
the pixel size at which spatial features are digitized must be at least half the
size of the smallest optically resolvable unit at the image plane in order to take
advantage of the optical resolution of a particular optics train. This concept is
often referred to as the Nyquist criteria.

3.1.2
Lateral Resolution

In practice, the lateral resolution of a digital microscope is usually meas-
ured with either a subresolution point source standard or a special test
slide [52, 53]. Subresolution point source standards can be made from a var-
iety of sources. Fluorescent polystyrene beads measuring less than 200 nm,
preferably less than 100 nm, can be purchased prelabeled with dyes suit-
able for measuring resolution at different wavelengths. When such standards
are mounted in medium of the appropriate refractive index for an objective,
a resolution test standard is created.

The lateral resolution is taken as the width of the intensity peak at 50% of
maximum intensity on a plot of intensity vs. position for a linear region of in-
terest taken through the center of the first-order intensity maximum (Fig. 4);
this is known as the full-width at half-maximum (FWHM) value of the inten-
sity profile. A projection through the z-axis of a volumetric dataset containing
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Fig. 4 Determining lateral (xy) resolution using fluorescent beads. The image in
a represents the apparent lateral dimensions of a subresolution (100 nm) fluorescent bead
taken on a laser scanning confocal microscope. The line is drawn through the center of
the first-order intensity maximum and plotted with intensity as a function of position in
the graph on the right. In this case the lateral resolution is taken as 344 nm. The objective
used in this case was a 20× dry objective, NA 0.7, the excitation wavelength was 488 nm

a point source will ensure that the centroid of the intensity distribution is
measured. The 3D diffraction pattern contained in such a dataset is known as
a point-spread function (PSF) [39, 44, 46, 48, 49, 54]. Some drawbacks to using
fluorescent polystyrene spheres include the fact that they may bleach under
high zoom or high illumination intensity conditions, and the dye may leach
into organic mountants (such as immersion oil) after a time.

Contrast and resolution are interrelated; optimal contrast is required to
discern maximum resolution. Reflected light imaging is useful when values
for ultimate resolution are desired or bleaching becomes a problem. This is
because of the enormous contrast that can be created using reflected light
with little concern for specimen degradation; very good signal to noise values
can be achieved because of the proportionately large signal yield at a given
level of illumination. An alternative point source standard for laser scanning
instruments that can operate in reflected light mode makes use of colloidal
gold and reflected light imaging.

3.1.3
Axial Resolution

Resolution with respect to the z-axis, or axial resolution, is a frequent concern
held by users of optical sectioning instrumentation. When the instrument in
question features an adjustable pinhole (or pinholes, as the case may be), it is
prudent to take measurements at numerous pinhole settings all the way down
to the smallest pinhole aperture (Fig. 5). By doing so, anomalies in the pin-
hole alignment can be discerned. Misaligned pinholes will yield poor results
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Fig. 5 Axial resolution as a function of pinhole diameter on a point laser scanning micro-
scope. Measurements in this case were conducted using a front-face mirror standard with
a 63× oil immersion objective at NA 1.32

for axial resolution, and the expected relationship among pinhole diameter,
signal intensity, and axial resolution will likely be disturbed.

A variety of methods can be employed to judge z-resolution. The first is the
use of subresolution fluorescent particles to generate a PSF [42, 54]. Similarly,
a fluorescent thin film has been used in the context of measuring axial reso-
lution using 4Pi microscopy [55]. Another approach involves measurement
of the intensity component with respect to z of a mirror slide imaged with
reflected light [33, 42, 56, 57]. Alternatively, a fluorescent sea [48, 54, 58], or
a fluorescent plastic slide, may be used to provide a discontinuous fluorescent
interface that is then imaged with respect to z.

In the interest of efficiency, it is possible to obtain both lateral and axial
resolution values from a single high-resolution volumetric dataset containing
a subresolution point source. This approach towards measuring axial reso-
lution can utilize the same point source standards described above, and has the
unique advantage that conditions can be adjusted to closely resemble the condi-
tions under which fluorescent imaging is conducted. Once again, colloidal gold
particles are highly reflective; they are a good option where bleaching or signal
intensity proves to be a problem. The only major procedural difference from
measuring lateral resolution is that measurement occurs along the z-axis. We
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must satisfy the Nyquist criteria: the resolution with respect to z hinges on the
distance between sections (where a conventional xyz volume is acquired) or the
distance between scan lines (where an xzy capable instrument is utilized). The
z-resolution is taken as the FWHM of the axial intensity profile.

The front-face mirror test will generally yield more impressive results
for axial resolution than can be achieved using subresolution particles [42].
Datasets are acquired in the same manner as above, and the axial resolution
is taken as the FWHM of the first-order intensity peak (Fig. 6). The values

Fig. 6 Intensity profile through a front-face mirror standard using backscattered light on
a point scanning confocal microscope. In this case, the FWHM is 364 nm. Measurements
were conducted with a 63× oil immersion objective at NA 1.32, the incident wavelength
was 488 nm, the confocal pinhole was at 0.5 airy units
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obtained will also likely better reflect some of the theoretical models used to
predict axial resolution on a laser scanning confocal microscope. It is unlikely,
however, that users can expect equivalent axial resolution under conventional
imaging conditions; this test is primarily useful as a comparison with the-
oretical models and an evaluation of the microscope against itself. Under
practical biological imaging conditions, more often than not, slight refractive
index mismatches, absorption, and scattering all tend to degrade both lateral
and axial resolution. With samples that are relatively optically clear, spheri-
cal aberration and axial scaling due to refractive index mismatches can play
a large role, thus, it is prudent to use water immersion optics for biological
samples in an aqueous environment. Degradation of resolution and contrast
due to spherical aberration, absorption and scattering tends to increase with
depth of penetration into a given sample as a general rule.

3.1.4
Chromatic Registration

For multi-channel microscopy, it is important that the spatial registration
of all channels can be confirmed. This is particularly true where experi-
ments that seek to quantify co-localization and/or ratiometric measurements
are concerned. Fortunately, there are simple tests that can evaluate the de-
gree to which multi-channel registration may contribute to uncertainty in
results. One effective approach is the use of a slide with subresolution calibra-
tion beads that emit at a variety of wavelengths. Probable sources of lateral
chromatic registration error are found in situations where lasers delivered
through separate fibers (or direct couplings) are used together, and/or when
different optics such as dichroic beam splitters or beam expanders are used
for separate channels in an automated sequential acquisition strategy. Lens
aberrations or mismatched optics can be a source of lateral chromatic aber-
ration. When testing laser lines that are delivered to the scan optics through
separate couplings, it is advantageous if a multi-wavelength dichroic beam
splitter can be used; this reduces the potential for ambiguity as to the source
of any deviation (e.g., dichroic vs. laser-coupling alignment). By the same
token, when beam splitter alignment or alignment of dichroics is suspect, it
is advantageous to use laser lines that are delivered through the same fiber.

Axial chromatic aberration is best evaluated utilizing a front-face mirror test
where reflected light imaging is possible. This test is very sensitive to chromatic
aberration in the optical system, and even very small axial displacements of
the focal plane between illumination wavelengths can be quantified [60–62].
Axial chromatic aberration is evaluated by plotting intensity as a function of
z-position for multiple channels simultaneously (Fig. 7). A mismatch between
the refractive index of the lens immersion and the specimen can exacerbate lon-
gitudinal chromatic aberration. Such discrepancies can be of major concern in
the context of resolution-sensitive multi-channel experiments.
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Fig. 7 Evaluating axial chromatic aberration. In this example, a mirror standard is imaged
simultaneously in two channels; the peak-to-peak distance between the first-order inten-
sity maximum for each respective channel is 242 nm (intensity plot on right). The laser
wavelengths used to create this image were a 543 nm and b 488 nm, and a 63× NA 1.32
plan-apochromat, oil immersion lens was used

3.2
Scan Raster and Specimen Positioning

Accurate and precise spatial localization in three-dimensional (3D) space is
a primary concern in quantitative fluorescence microscopy. In widefield sys-
tems with fixed arrays of image sensors covering the field of view, spatial
measurements in the xy-plane are generally precise; calibration of the xy-axis
using a camera of known sampling density is relatively straightforward [63].
Laser scanning systems are more complex because of the need to coordinate
electromechanical movement with electrooptical sampling. Some approaches
for verifying xy spatial calibrations are outlined below.

In the context of scanning instruments, spatial measurement and accurate
morphometric classification rely on the accuracy and precision of the mech-
anisms used to move the focal volume through the specimen volume in the
x, y, and z dimensions. From a practical standpoint, measures of the lateral
and axial resolution on a digital imaging instrument are meaningless unless
the accuracy and precision of pixel-to-pixel spacing in the x, y, and z can
be verified. In the context of scanning instruments, non-uniform scan speed
will also result in differential exposure of localized areas within the field of
view [64]. This confounds accurate photometry and can result in increased
phototoxicity when living specimens are being imaged.

3.2.1
Lateral Scanning Galvanometers

Standards for verifying lateral scan accuracy are easily purchased or fash-
ioned from readily available components. A grid standard provides an effi-
cient means of evaluating both the x and y scan rasters simultaneously. Exam-
ples of such standards include a 2000-mesh transmission electron microscope
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(TEM) grid mounted in appropriate media. If a TEM grid (or other unchar-
acterized standard) is used, the accuracy and precision of center-to-center
spacing between grid bars can be accurately determined on a properly cali-
brated widefield system. In order to do this, however, the possibility of lens
aberrations should be taken into account. For this reason it is best to measure
the center-to-center distances between grid bars using the central portion of
the field of view and by moving each grid square into the position occupied
by the square that was last measured. The objective used should be of suf-
ficient numerical aperture and magnification, to permit diffraction-limited
measurements of sufficient resolution to characterize the scanning perform-
ance of the resolution limit of the instrument in question. Variations on the
use of a TEM grid mounted for transmitted or reflected light include mount-
ing the TEM grid on a fluorescent plastic slide, or vacuum deposition of metal
over a TEM grid on a coverslip to produce a negative grid (the resulting cover-
slip can be mounted to either a fluorescent plastic or glass slide), and the use
of small optical slits or pinholes in place of a TEM grid.

Measurements of the center-to-center (side of one grid bar to the same
side of the next) distance at different points within the field of view should
be conducted for both x and y axes in conventional xyz imaging mode. It is
important to realize the effect that undersampling can have on such measure-
ments; sampling intervals for the scan resolution should satisfy the Nyquist
criterion. A well-calibrated instrument will have accuracy within 1% of the
known value and less than 1% variability between measurements. This should
hold at both high and low zoom values, and across all scan speeds. An ex-
ample of results from a well-performing instrument is depicted in Fig. 8. An
example of noteworthy poor performance is documented in Fig. 9.

Fig. 8 Lateral scan accuracy and precision on a well-calibrated laser scanning instrument.
a The standard in this case is a reflective etched silicon standard designed for reflected
light microscopy. Each square is 10 µm per side. b A graph of intensity as a function
of position on the black line in a. Quantitative measurements confirm the accuracy and
precision of the x and y-galvanometers in this example
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Fig. 9 Compromised lateral scan accuracy and precision on a laser scanning instrument.
a Observation at low magnification indicates problems with both accuracy and preci-
sion between scans. Images from two scans taken in sequence are overlayed to show
discrepancy between images of a stationary grid standard. b A scan taken at higher mag-
nification on the same instrument. The standard in this case is milled into a coverslip
surface with a focused ion beam (courtesy of Dr. Carlos Martinez). Again, the shifted
overlay components of the image reflect the lack of precision (see inset). Wavering in
the scan raster appears as distortion in the grid standard. The square pattern appears
rectangular (narrower in the x-dimension) because of poor calibration of the x-scan
galvanometer

Fig. 10 Differential phototoxicity as a result of uneven scan speed across the field of view.
In this image, metabolically active cells are stained with fluorescein diacetate (a green
channel); the onset of propidium iodide (b red channel) indicates compromise of the
plasma membrane associated with cell death. These images were captured at a lower
zoom level such that the reason exposed during time-lapse is in the center of the field
of view. The laser power was modulated by an AOTF to be attenuated during flyback
so that the energy exposure per unit time should have been constant across a scan line.
The speed of the scan raster in this case was deduced to be slightly slower at the edges
than in the center of the field of view, over the course of a long time-lapse with frequent
exposures, the impact of this slight deviation becomes increasingly significant
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Some systems may be equipped with angular position sensor feedback
mechanisms in the scanning galvanometers to control pixel sampling; this
ensures accurate pixel-to-pixel spacing even when galvanometer speed is
non-uniform. This measure does not prevent non-uniform image intensity
and specimen damage, however (Fig. 10). Non-uniform exposure can be as-
sayed using an easily bleached specimen such as Schott OG 530 glass [64] or
a thin film of fluorescein applied to a coverslip surface. After repeated expo-
sure (e.g., 10 scans) an image is recorded. Variations in intensity can be easily
visualized on a plot of intensity as a function of position across the field of
view in the direction of the scan. An image taken before repeated exposure
should be used to control for possible intensity variations in the sample itself
or the collection efficiency of the optics in different parts of the field of view.
Non-uniform signal intensity in bleach-resistant specimens, such as a bulk di-
lution of fluorochrome in an index-matched solvent, can be quantified using
the same type of plot. The pixel intensities from several sequential scans can
be accumulated to get an idea of the additive effect of multiple exposures of
the specimen to the scan raster.

3.2.2
Axial Focus Positioning

Evaluation of z-stepping performance requires that such measurements are
performed under index-matched [42, 44, 46, 48, 64, 65] conditions. The mate-
rials in the optical path (standard and mountant) must match the design of
the objective as closely as possible (Fig. 11). Dry objectives are designed to be
free of spherical aberration under conditions at one z-position only: the sam-
ple coverslip interface. This is because the ratio of air to high index material
in the optical path changes with depth into the sample. Axial measurements
taken with dry objectives will not be accurate [64]. The disturbing disparity
between z-axis measurements taken with a dry objective and an oil immer-
sion objective are depicted in Fig. 12.

Boddeke et al. [66] describe a method for calibration of the automated z-
axis of a widefield microscope that employs a test slide with a bar pattern
mounted at an angle with respect to the object (xy) plane. In this method,
one of the lines of the bar pattern (which lies perpendicular to the angle of
the ramp) is brought into focus. The focus is determined objectively using an
image processing algorithm based on a one-dimensional difference filter [67].
A movement of the tilted slide will cause a change in the lateral position of the
in-focus line; this change is proportional to the tangent of the tilt angle. The z-
axis motor step size is subsequently derived by determining the change in the
in-focus z-position in the object plane as a result of a step in the z-direction.

An alternative approach to confirming z-calibration makes use of a care-
fully mounted 500-µm 90◦ microprism (Fig. 12). The microprism is a preci-
sion optical component and is manufactured to tight tolerances (angle toler-
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Fig. 11 The importance of refractive index matching with regard to measurements in the
axial plane. a The 10.2 µm polystyrene spheres in immersion oil. The data maintain the
correct aspect ratio, and accurate measurements in the z-axis are possible with an oil
immersion lens. b The same beads in a classical 9 : 1 glycerol/PBS buffer mountant of
η = 1.43 viewed with an oil immersion lens. Significant distortion in the z-axis is evident;
this is due to contributions from spherical aberration as well as self-lensing. Accurate
measurements with respect to z are not possible under these conditions. c The 10.2-µm
polystyrene spheres in water (η = 1.32) viewed with an oil immersion lens. The distortion
in the z-axis is exacerbated in accordance with Snell’s law. The images in this case were
acquired on an inverted microscope base, thus, the objective is located under the beads
(below bottoms of images)

ance: +/–2 arc minutes; surface accuracy: 1/4λ). To prepare a z-calibration
standard, the prism is mounted to a slide by the hypotenuse using a low-
viscosity optical cement and the surface is rendered reflective through the
use of a sputter coater or vacuum evaporator. Sections of wire measuring
∼360 µm in diameter placed on two sides of the prism can be used to sup-
port a coverslip just above the prism apex. Optical cement (or another closely
index-matched mountant) is drawn under the coverslip through capillary ac-
tion by carefully feeding it to one of the open gaps between the coverslip
and slide using a pipette. When the mountant is polymerized, such a sample
provides an ideal and highly consistent standard for evaluating z-movement
calibration using an oil immersion lens.

Measurement of z-movement calibration involves viewing the reflected
light image of the prism from the side using an xz scan or by collecting a high-
resolution xyz dataset and deriving the xz view. The divergence angle from
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Fig. 12 Microprism standard for evaluation of z-movement calibration. Images a and
b depict a 90◦ microprism standard [metal coated and mounted in acrylic (η = 1.5)]
viewed in reflection mode using a 40× oil immersion objective (NA 1.2). a Represents
the xz scan of a z-galvanometer stage before calibration; the prism angle measures 87◦.
This corresponds to a 12% discrepancy between the axial positions of the prism surface
at the highest point within the field of view. b Depicts the same standard after adjust-
ments were made to the calibration. The prism apex is determined to form the correct 90◦
angle. c Depicts the reflective microprism standard as viewed with a 20× dry (air immer-
sion) lens (after calibration under index-matched conditions with oil immersion optics).
Spherical aberration with dry optics is noteworthy, and the apparent depth of structures
is fore-shortened up to 38% within the field of view. The coverslip/mountant interface is
located just at the prism apex, barely visible in c
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the apex should be 90◦ (Fig. 10b). If the prism angle is greater than 90◦, then
the z-movement mechanism is moving farther than it should (and vice versa);
if the edges of the reflective interface are not straight, then it is likely that the
speed of the z-movement is not constant through the range of motion.

In volumetric imaging or 2D time-lapse imaging it is important that the
relationship between the position of the sample and the positioning of imag-
ing optics is stable. In other words, when both the lens and the sample are
expected to remain at their respective positions in z, they should; when one
or the other is required to move to adjust the position of the focal plane in
the sample, only the intended component should move. The tendency for the
relationship between the nosepiece and the sample to remain stable can be
assayed using the focus function approach described above [66], or, where
reflected light imaging is an option, by using a mirror standard over a time
course. Variations of this test can be used with fluorescence illumination; for
instance, a test slide with subresolution fluorescent beads (on the order of
100 nm diameter) dried down to the coverslip surface and mounted in a semi-
solid matrix of the appropriate refractive index can be used.

4
The Temporal Dimension

4.1
Multi-Channel Acquisition

The use of sequential acquisition of widefield images by means of automated
electromechanical or manual filter wheels can introduce temporal artifacts
in multi-channel images. For dynamic systems, molecules may drift from
the area imaged by one pixel to an adjacent pixel in the time that it takes
for the filter wheel to switch positions. An effective approach is to split the
respective wavelength ranges using a dichroic mirror (or series of dichroic
mirrors if more than two wavelengths are involved), and send the respec-
tive images to different areas of a single CCD camera (Fig. 13) or to multiple
CCD cameras configured to capture in parallel. Such an approach alleviates
the temporal distortion that can hamper high-speed multi-channel imaging
on widefield systems and ensures that the images are obtained with the same
capture parameters [68, 69]. A number of turn-key commercial solutions have
become available for such applications.

4.2
Scan Raster Artifacts

Point-scanning devices sample each pixel in a 2D image in series, and it
can be important to keep this in mind for dynamic imaging where temporal
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Fig. 13 Principle of operation for a dual-channel imager used with a single CCD. The
light coming from the microscope base at the c-mount camera port is split into compo-
nent wavelength channels using a dichroic mirror and the images for each wavelength are
projected side-by-side on a CCD. This strategy can also be used to separate orthogonal
polarization components and project the respective images side-by-side on a single CCD
chip. Two noteworthy advantages of this strategy are that (1) kinematic mirrors can be
used to adjust the image placement such that there is perfect alignment of the individual
images with respect to one another, and (2) the images are acquired with perfect temporal
registration. This is important for rapid dynamic events such as emission ratio imaging

resolution requirements approach the frame rate of acquisition. Each pixel is
acquired at a different point in time, because of this, features at the end of
the raster may represent events that occur at a later point in time from the
features imaged at the beginning of the scan raster. When multiple channels
are acquired, the use of multiple band dichroics in conjunction with rapid
line-by-line sequential excitation will minimize the temporal shift between
wavelength channels.

5
Discussion

Recent advances spanning only the past 20 to 30 years have fueled ex-
tremely rapid development and popular adoption of fluorescence microscopy
as a practical and uniquely powerful tool for scientific discovery. The regu-
lar application of standard controls serves to demonstrate the outstanding
capabilities of a well-maintained imaging system as well as provide mean-
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ingful information on the limitations of such equipment. Increasingly chal-
lenging applications for optical sectioning microscopy are rapidly evolving;
however, the widespread adoption of rigorous methods for ensuring data
integrity is still in its infancy. Powerful assays that measure such variables
as relative concentration, co-localization, Förster resonance energy transfer,
shifts in spectral emission, and the identity of ambiguous fluorescent sig-
natures are dependent on the accuracy and precision of many interrelated
instrument functions. In order to ensure quantitative repeatability, it is vitally
important that data obtained in the context of a particular instrument have
been confirmed to reflect the real-world situation.

To ensure maximum productivity, it is advantageous to identify anomalous
instrument performance before the potential for grievous artifact or frank
system failure becomes reality. Murphy’s law dictates that there is a dispropor-
tionate chance such problems will be discovered at the onset of an important
experiment or when results are needed in the face of looming deadlines.
The considerations and controls in this manuscript are hoped to aid in re-
alizing the goals of data integrity and peak performance for researchers
using widefield and laser scanning microscopes in a variety of fluorescence
applications.
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Abstract The aim of this article is to illustrate the need for an improved quality as-
surance in fluorescence microscopy. From the instrument-side, this can be achieved by
a better understanding, consideration, and regular control of the instrument-specific par-
ameters and quantities affecting measured fluorescence signals. Particularly, the need for
requirements on physical- and chemical-type instrument standards for the characteriza-
tion and performance validation of spectral fluorescence microscopes (SFMs) is discussed
and suitable systems are presented. Special emphasis is given to spectral fluorescence
standards and to day-to-day intensity standards for SFMs. Fluorescence standards and
well-characterized fluorescence microscopes are the first and essential steps towards
the comparability and the understanding of the variability in fluorescence microscopy
data in medical and life sciences. In addition, standards enable the distinction between
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instrument-specific variations and fluorescent label- or probe-related uncertainties as
well as generally sample-related effects.

Keywords Calibration · Fluorescence microscopy · Microscopy standards ·
Spectral correction · Spectral imaging

Abbreviations
BiFC Bimolecular fluorescence complementation
CLSM Confocal laser scanning microscopy
DNA Deoxyribonucleic acid
ELMI European light microscopy initiative
EMBO European molecular biology organization
EPA Environmental protection agency
FDA Food and drug administration
SFM Spectral scanning fluorescence microscope
FRET Förster or fluorescence resonance energy transfer
λ Wavelength
MIDL Multi-ion discharge lamp
NIST National institute of standards and technology
NMI National metrology institute
PMT Photo-multiplier tube
SOP Standard operation procedure
SRM Standard reference material
XY Lateral dimensions
3D Three-dimensional
VIS Visible
CCD Charge coupled device
LED Light emitting diode
NIR Near infrared
UV Ultraviolet

1
Introduction

Over the last decades, the use of fluorescence-based analytical techniques
in areas such as bioanalysis, material sciences, environmental analysis, mo-
lecular genetics, cell biology, medical diagnostics, and drug screening [1–5]
has been constantly growing. This is related to the unique potential of flu-
orescence methods in microscopy that enable a broad variety of sensing,
screening, and imaging applications. These applications exploit the selec-
tivity of fluorescence communication via different experimental parameters
like excitation and emission wavelength, fluorescence intensity, fluorescence
lifetime, and fluorescence (de)polarization and the unique sensitivity of flu-
orescence for monitoring and tracking of single molecules. This, in con-
junction with spatial resolution, can provide a unique wealth of information
like target-specific emission spectra or lifetimes at any point of the mag-
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nified image [5–9]. Moreover, using wide-field or confocal laser scanning
microscopy, the theoretical limits of spatial resolution that are determined by
the numerical aperture of the objective and the excitation wavelength can be
realized in practice. In addition, labeling or probing of biological structures
with fluorescent reporters allows their indirect visualization, even when their
size is far below the optical resolution limit [10].

Because of the rapid advances in computer techniques and microscope
equipment, fluorescence microscope techniques have developed into some of
the most powerful and commonly used tools in life sciences. This has pro-
vided the basis for highly specialized imaging and non-imaging methods
like Förster or fluorescence resonance energy transfer (FRET), bimolecular
fluorescence complementation (BiFC), photoconversion as well as spectral
unmixing. This trend has been further stimulated by the simultaneous de-
velopment of a broad variety of (target-specific) fluorescent reporters for mi-
croscope applications like genetically encoded fluorescent proteins and caged
chromophores [11–15] and the continuous improvement of these chromo-
phores with respect to, for example, photostability and brilliance (the prod-
uct of the molar absorption coefficient at the excitation wavelength and the
fluorescence quantum yield) [16, 17]. At present, standard applications of
fluorescence microscopy techniques are investigations of fixed (dead) samples
like immunofluorescence studies and in situ hybridization measurements of
DNA sequences. The most popular and rapidly developing field, however, is
live cell imaging with measurements of the structure, organization, dynam-
ics, and function of membranes, organelles, and other cellular structures or
of biological active compounds, the determination of intracellular pH and
physiologically important ions or second messengers as well as studies of pro-
tein structure and dynamics [5–8, 18].

At present, a broad variety of fluorescence microscope techniques do not
specifically require high spectral resolution and quantification. However, in
more and more fields of application, confocal and wide-field fluorescence
microscopy have been developing from being only visualization techniques
to a stage where quantification is becoming mandatory to be competitive
with other techniques. Such tasks include, for example, the quantitative
measurement of the concentration of an analyte or tracking of relative flu-
orescence intensities in 3D space over time (4D) [19, 20]. Simultaneously,
applications are gaining in importance that demand an improved instru-
ment (long-term) stability or at least tools for the correction of instrument
drift as a prerequisite for long-term studies. Moreover, as a new trend in
microscopy, an enhanced spectral resolution is increasingly valued. This
can be, for example, exploited for the analysis of various targets in par-
allel via the simultaneous and independent interrogation of the label- or
target-specific fluorescence parameter emission wavelength or color [21–23].
Such a multiplexed analysis can be performed also in the time domain (life-
time multiplexing) as well as principally in addition to spectral multiplexing
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or multi color imaging. Moreover, spectral information, i.e., emission spec-
tra, can be employed for target identification [1]. To enable and encourage
these trends, new commercial instruments have been emerging within the
last years that offer an improved spectral resolution and thus, for example,
the possibility to measure spatially resolved emission spectra. The increasing
need for quantification, however, is still poorly met in most cases by com-
mercial imaging systems that are designed mainly for high image quality (low
background signals and image distortions, high light throughput, and good
detection efficiency).

As a result of these emerging areas of application and the ever increasing
complexity of the instrumentation used for confocal and high-end wide-
field imaging microscopy, there is an urgent need for easy-to-use and ad-
equately characterized instrument calibration and validation standards to
improve the reliability and comparability of microscopy data. This cannot
account for fluorescent label- or probe-related uncertainties like, for ex-
ample, photoinduced changes (decomposition, photochemical conversion,
blinking) or the micro-environment dependence of the spectroscopic prop-
erties of most dyes, sample-related uncertainties such as scattering or back-
ground fluorescence or for the heterogeneity of sample preparation pro-
cedures. Better and regular control and consideration of microscope pa-
rameters and quantities not only strongly reduce instrument-specific and
measurement-related sources of uncertainty, yet present first steps towards
the standardization of microscope techniques. Suitable calibration tools, that
should be preferably supplied in conjunction with standard operation pro-
cedures (SOPs) or recommendations/guidelines for instrument character-
ization and performance validation, are similarly mandatory to pave the
road for fluorescence microscope techniques in strongly regulated areas like,
for example, medical diagnostics [24–31]. This, as well as laboratory ac-
creditation, require proper documentation of instrument performance with
for instance control charts. The consideration of instrument-specific effects
and their separation from measured data is also a prerequisite for multi-
laboratory studies and for the combination of data across instruments and
laboratories.

To achieve this, in need are purpose-fit, robust, and easy-to-use instrument
standards for the determination and control of all the relevant microscopy pa-
rameters and quantities (see Sect. 2). In addition, tools for the control and
consideration of the day-to-day and long-term instrument performance that
monitor the comparability and stability of the utmost important microscope
parameters. Furthermore, often users of microscopes request fluorescence
intensity standards [32]1 to compare the overall spectral sensitivity of mi-
croscopes. However, despite the widespread use of fluorescence techniques

1 In fluorescence microscopy as well as in certain other fluorescence techniques, application-specific
standards for certain fluorophores are also referred to as reference standards.
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and the extensive literature dedicated to (micro)fluorescence measurements
and potential standards [1–4, 33–35], at present, there exists only a limited
number of truly reliable standards. This situation is further complicated by
the very few number of recommendations on the performance of quantita-
tive fluorescence measurements [36] and the characterization of fluorescence
instrumentation [37–39, 44].

The aim of this work is to illustrate the general need for well charac-
terized standards for wide-field and confocal fluorescence microscopy. As
such microscope standards and quantitative microscopy are highlighted in
other parts of this volume as well, we focus here on spectrally resolved mi-
croscope measurements and the influence of the spectral characteristics of
microscopes on measured data. In addition, general requirements on suitable
fluorescence microscopy standards are discussed without consideration of
the specific demands of the multitude of fluorescence microscope techniques
available. The aim is here to similarly pave the road for the understanding of
the need for overall accepted quality criteria for standards.

2
Instrument-Specific Parameters
and Quantities Affecting Spectral Measurements in Microscopy

Instrument-specific parameters and quantities affecting microscope meas-
urements [40] include (1) the size of the illuminated and, therefore, also
the bleached volume, (2) the spectral irradiance/excitation intensity reach-
ing the sample, (3) the homogeneity of the sample illumination field, (4) the
instrument’s spatial (x,y) resolution, (5) the field flatness, z-distance, and z-
resolution, (6) the spectral responsivity of the detection channel, and (7) the
spectral resolution [1–4, 41, 42]. The resulting data and the final signal-to-
noise ratio (S/N) of the recorded images are affected by all these parameters
and by the spectroscopic features of the fluorophore(s) as well as by undesired
background fluorescence. The latter can result from the sample, i.e., contami-
nations or unspecific binding of fluorescent reporters, the instrument’s optics
such as lenses, cover glasses, and optical filters [43], and from sample sup-
ports/containers like glass or polymer slides or the immersion medium. All
these quantities together determine the signal size, the shape of the recorded
spectra, and the limit of detection for a certain target.

Instrument-specific effects distorting otherwise sample-specific data are
linked to the spectral irradiance at the sample position, the light collec-
tion properties and aberration correction of the microscope, and the spec-
tral responsivity and sensitivity of the emission detection system, respec-
tively. These quantities are wavelength- and polarization-dependent, and, due
to the aging of optical and opto-electronical instrument components, also
time-dependent [34, 35, 44]. Accordingly, the magnitude of these instrument-
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Fig. 1 Effect of the instrument-dependent spectral responsivity s(λ) of the emission chan-
nels of CLSMs on the measured emission spectrum of an exemplary chosen common
organic dye: uncorrected emission spectra (lines) vs. emission spectrum (symbols), cor-
rected for the instrument’s spectral responsivity s(λ)

specific signal distortions depends on the spectral region of the dye’s emission
and the width of its emission band. These effects are exemplary illustrated
in Fig. 1 for the (normalized) emission spectrum of an organic dye meas-
ured with common types of fluorescence microscopes. Similarly, instrument-
specific spectral distortions can affect quantification if the emission spec-
tra of the fluorophores to be quantified and the intensity standard do not
match [35].

3
Comparability of Fluorescence Microscopy Data
and Instrument Characterization

To improve the reliability of fluorescence microscopy data, the multitude
of measurement-affecting instrument parameters addressed in the previous
paragraph has to be characterized and taken into account. In the following
sections, examples for commonly used microscopy standards for different
microscopy parameters and quantities are introduced and the general need
for quality criteria on instrument-type microscopy standards is discussed. In
a second step, special emphasis is dedicated to standards suited for the deter-
mination of the wavelength accuracy, spectral resolution, and most important
for the spectral correction of microscope data. In addition, potential day-to-
day intensity standards for the correction of instrument drift and aging are
discussed and approaches towards the determination of the linearity of mi-
croscope detection systems.
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3.1
Commonly Used Microscope Standards

There is a broad variety of more or less suitable standards for fluorescence
microscopy available. Such standards can be of physical or chemical nature.
Classical examples for physical (transfer) standards2 are calibrated lamps
or detectors [35, 38]. Chemical standards are liquid, solid, or particle-type
reference materials containing organic or inorganic chromophores. These
reference materials are typically referred to as “fluorescence standards” for
techniques like fluorescence microscopy. The majority of microscope stan-
dards in use are instrument calibration and instrument validation standards,
see also the work by DeRose et al., 2008, in this volume. Instrument cal-
ibration standards enable the determination and correction of instrument
bias to rule out instrumentation as a major source of variability and to yield
instrument-independent fluorescence data. Instrument validation standards
like day-to-day intensity standards represent tools for the periodic check of
instrument performance. Both types of standards must not necessarily con-
sider the spectroscopic properties of fluorescent samples. More application-
specific fluorescence standards that are beyond the scope of this work are, for
example, fluorescence intensity standards used typically for quantification.
Such systems must accordingly take into account the spectroscopic properties
of the fluorophore(s) to be quantified.

Table 1 summarizes typical microscopy standards and approaches to stan-
dards.

To check on instrument alignment, stability, and sensitivity as well as
on spectral separation (e.g. spectral unmixing of different fluorophores) of
both conventional microscopes as well as laser scanning systems, often multi-
colored particles, labeled for instance with one fluorophore throughout and
another fluorophore on the outer shell (see Fig. 2) are employed.

The performance of these particles is commonly limited by fluorophore
photostability. Moreover, the bead mounting medium has to be matched to
the bead refractive index and the microscope objective immersion media (oil,
glycerin, water). Otherwise, refractive index mismatch can occur leading to
distorted z-images and intensity artefacts due to lense effects of the beads.
Fluorescent microspheres [39, 45–47] are also of widespread use as internal
(added to the sample) or external (measured separately from the sample) fluor-
escence intensity standards to provide a relative reference intensity scale. One
of the aims is here to account for instrument drift and day-to-day instrument
variability thereby yielding comparable data on a single instrument basis.

Approaches to microscopy standards for the control of the (spatial) homo-
geneity of illumination and detection within a single field (shading or flat

2 Physical or chemical transfer standards are terms used, for example, in radiometry and fluo-
rescence spectroscopy for standards that are used to transfer a certain quantity like the spectral
responsivity of a detection system to e.g. a physical scale representing for example a SI unit.
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Fig. 2 A 3-channel overlay of Focal Check Beads (Molecular Probes Inc., Eugene, USA;
F-7237 and F-7238) acquired sequentially with 364, 488, and 543 nm excitation. B The
orthogonal x-z and y-z cross-section view from a 2-channel z-stack (excitation at 364 and
488 nm) shows a bead acting as an optical active element, which results in a distorted
intensity profile of the green colored shell. Images were recorded on a confocal micro-
scope LSM 510 Meta (Carl Zeiss MicroImaging GmbH, Jena, Germany) using a 63x/1.2
C-Apochromat water immersion lens

field correction) include microdroplets of fluorophore solutions [32], micro-
capillaries filled with dye solutions [33, 48, 49], and fluorophores immobilized
within spin-coated polymers [50, 51]. Alternatives are based on concentrated
dye solutions on regular slides [52], fixed fluorescent cells [53] and fluores-
cent polymers [54] as well as immobilized particle arrays [55] and wax films
doped with fluorescent dyes [56]. Commonly used or suggested standards
for the determination of parameters like the homogeneity of illumination,
the spectral characteristics of fluorescence microscopes, and for the charac-
terization of day-to-day instrument performance are slide-shaped supports
with fluorescent coatings [57], glasses and polymers doped with inorganic
metal ions [33, 58–62] or organic fluorophores [63–65] as well as inorganic
ion-doped optical fibers [66].

Only recently, also organic and inorganic systems containing uniformly dis-
persed luminescent nanocrystals or so-called quantum dots at various concen-
trations have been suggested as potential fluorescence standards, for example,
for parameters like wavelength accuracy and spectral resolution [67, 68].
Advantageous are here the—compared to organic fluorophores—generally im-
proved photostability in combination with narrow symmetric emission bands
and very broad absorption spectra providing a unique flexibility concerning
the choice of the excitation wavelength. The suitability of such quantum dot-
based materials as standards, however, requires further extensive research to
overcome some inherent drawbacks such as photobrightening, i.e., the typic-
ally observed increase in fluorescence intensity upon illumination [68, 69], and
blinking (critical for very short pixel dwell times).

Also physical-type standards can be used for microscope characterization.
Simple physical standards are meshes and grids for testing the lateral reso-
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lution or better, more sophisticated micro-patterned microscopy test slides
(Richardson; USAF, see Table 1) [6]. Other examples are well-characterized
light sources [70] like a multi-ion discharge lamp (MIDL)-based calibration
assembly [71], slide-shaped devices containing photodiodes for power and
pulse length measurements at the sample position and a charge coupled device
(CCD) detector for control of the wavelength accuracy of the excitation chan-
nel, and microscope test slides with a built-in light-emitting diode (LED) and
different pinholes to mimic the emission characteristics of fluorescent cells [72]
or equipped with intensity-adjustable LEDs of different color and a photodiode
for internal and external calibration or power measurement [73–75].

3.2
Quality Criteria for Instrument-Type Microscopy Standards

Standards for the characterization of fluorescence microscopes have to meet
specific demands in addition to the requirements imposed on standards for
macroscopic fluorescence techniques (see for example, DeRose et al. and
Resch-Genger et al., 2008, in this volume) [35, 38]. This is mainly related
to the use of lasers as excitation light sources and the accordingly strongly
enhanced spectral irradiances at the sample position as compared to, for
example, steady-state spectrofluorometry. Furthermore, the high spatial reso-
lution in fluorescence microscopy make stringent demands on the homogene-
ity of the fluorophore distribution within a standard. In addition, the size,
the shape, and the physical robustness of standards gain in importance. Only
dimension-adapted microscopy standards with a well-defined shape permit
a correct intensity/volume relationship. Also, a standard should preferably
have a surface sealed by a cover glass, that allows the use of liquid immersion
media widely used in confocal microscopy, protects the calibration tool from
dust, contaminations, and damage, and avoids optical aberrations as the op-
tical design of almost all fluorescence microscope objectives is based on the
use of a 170 µm cover glass. Finally, for applications such as the correction
of instrument drift, for example, for long-term studies and the comparison
of data between different microscopes, a highly stable and reproducible stan-
dard alignment is mandatory. This has to be considered in the design of the
standard.

As derived from our experience with the development of spectral fluores-
cence standards for steady-state fluorometry and from tests with commercial
microscopy standards, suitable microscopy standards must additionally meet
the following general quality criteria to yield a reliable instrument charac-
terization and minimize standard-related uncertainties. More application-
specific requirements focusing on spectral and day-to-day intensity standards
are discussed in the following sections.

Principally, standards must be adequately characterized with respect to all
the parameters that can potentially influence their calibration-relevant proper-



100 K. Hoffmann et al.

ties. This includes the documentation of the measurement conditions used for
the determination of the exploited features and if applicable, the dependence
of these properties on, for example, temperature, excitation light intensity, and
excitation wavelength. The spectroscopic properties of chromophore-based
standards must be suitable for the desired application (i.e. excitable at typical
laser wavelengths, very narrow spectra for the determination of the wave-
length accuracy and spectral resolution, broad spectra for spectral correction;
see also DeRose and Resch-Genger, 2008, in this volume) [35]. Accordingly,
to facilitate the choice of standards, absorption and instrument-independent
corrected fluorescence spectra should be provided. Suitable standards should
be designed for straightforward use under routine measurement conditions
(e.g. detector settings, measurement geometry etc.). This implies, for example,
that their spectral radiances or emitted light intensities cover the range of the
fluorescence intensities emitted by typical biological samples to avoid detec-
tor saturation or tedious attenuation procedures [35, 38]. This is a common
problem for calibration lamps and, to a smaller extent, for physical wavelength
standards. It can be also critical for certain highly doped plastic slides.

Suitable standards must be not only photochemically and thermally sta-
ble under ambient, i.e. microscope conditions using laser illumination over
an adequate time period, but their long-term stability under typical usage
conditions should be known and reported in a comprehensible way. How-
ever, sufficient photostability under (long-term) laser illumination is a rather
stringent requirement as illustrated in Fig. 3 revealing the results from pho-
tostability tests of color slides [65, 76] that are frequently used in confocal
and wide-field microscopy for spectrally resolved measurements, spectral cal-
ibration as well as for the adjustment or test of illumination homogeneity.
The data shown in Fig. 3 were obtained from a time series of five images
(DAPI Blue) or ten images (DV 488/519). Between recordings of the images,
additional scans within defined regions of interest (ROIs) were run with max-
imum laser intensity to probe the bleaching characteristics of the calibration
slides [35]. The dramatic effect of the photoinduced degradation of these
polymer-based fluorescent slides is immediately evident from Fig. 3.

Chemical microscopy standards must reveal a homogeneous fluorophore
distribution within the microscopic excitation volume. For solutions, this is
commonly not a problem, yet dye homogeneity must be controlled in the
case of solid standards. As typically, not single spots on a standard are meas-
ured and the reproducibility of the standard’s alignment has to be considered
as well, this criterion must be met at least for a sizable and clearly marked
area of the standard if not for the whole system. An inhomogeneous chro-
mophore distribution can result in a spatial dependence of the standard’s
calibration-relevant features and can affect, for example, the standard’s day-
to-day performance. From a practical point of view, critical for many fluo-
rescence standards can be an improper geometry that renders already the
mounting of the standard on the microscope table difficult and affects the
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Fig. 3 Photostability test with two polymer-based calibration slides DAPI Blue (A) and
DV 488/519 (B). The settings for the bleached ROI were 1000 scan iterations, pixel time
1.4 µs, total scanning time for the ROI ca. 2.5 s (DAPI Blue, excited at 364 nm) or 25 s
(DV 488/519, excitation at 488 nm), respectively. Dashed lines represent the emission
intensity over time within a nonbleached area. The time-dependent emission intensity
within the marked ROI results in the bleached curves (solid lines)

identification of the appropriate focal plane for the calibration procedure and
its reproducibility. This needs to be overcome by proper design facilitating
standard alignment.

Eventually, the uncertainty of the standard’s calibration-relevant proper-
ties including the procedure for its calculation is desired. This is, for example,
a prerequisite for the traceability of the instrument characterization, and thus
of microscopy data, to the relevant radiometric and physical scales and SI
units like the spectral radiance and the spectral responsivity [37, 38, 44, 77,
78], see also Resch-Genger, 2008, in this volume. At present, this is only ful-
filled by standards released or calibrated by National Metrology Institutes
(NMIs) such as certain physical transfer standards and the spectral fluores-
cence standards presented in Sect. 3.5 [38, 79].

3.3
Instrument-Specific Correction Procedures Built Into Microscopes
by Instrument Manufacturers

Instrument manufactures are becoming increasingly aware of the need for
an improved instrument characterization and performance validation. Cur-
rently, manufactures of spectral CLSM try to improve the reliability and com-
parability of microscope data through instrument-specific correction proced-
ures. To the best of our knowledge, this includes for example the adjustment
of the wavelength accuracy exploiting built-in lasers (known spectral pos-
ition; Leica, Zeiss) and the use of halogen light sources employed for con-
ventional transmitted light illumination (Zeiss) as an internal standard for
relative spectral sensitivity (gain matching of the PMTs). One instrument
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manufacturer (Nikon) implemented a calibration curve for the relative spec-
tral responsivity of the instrument’s detection channel into spectral CLSM.
This correction curve was determined with a light source with calibrated
spectral radiance (so-called spectral radiance transfer standard). Moreover,
the currently widely used multi-anode PMT technology allows sensitivity cor-
rection on a per-channel basis (gain matching of the PMTs) and wavelength
accuracy correction by movement of the sensor array.

These approaches may help to diagnose certain measurement errors on
an instrument-specific and day-to-day basis. However, these standards and
characterization procedures are currently used only to guarantee a defined
performance level on a single instrument level. With a single exception, these
procedures are not accessible to the microscope users. Moreover, the proced-
ures and their evaluation are often not very well documented. Accordingly,
these approaches do not represent substitutes for external calibration tools
and internationally accepted standard procedures for instrument characteri-
zation. They do not improve the instrument-to-instrument comparability of
microscope data and do not meet the requirements for the use of fluorescence
microscopy in medical diagnosis, when quantification is needed.

3.4
Standards and Procedures for the Determination
of the Wavelength Accuracy and Spectral Resolution

To meet the described trends in (spectrally resolved) fluorescence mi-
croscopy, particularly tools are desired to determine the spectral charac-
teristics of fluorescence microscopes, to compare the wavelength-dependent
sensitivity/spectral responsivity of different instruments, and to characterize
microscope long-term stability [35]. Typically, control of the wavelength accu-
racy of the detectors is the first step towards the characterization of spectral
fluorescence microscopes. Suitable (internal, i.e., instrument-integrated, or
external) wavelength standards must reveal a multitude of very narrow emis-
sion bands or lines at known spectral positions within the wavelength region
of interest typically the VIS/NIR. Accordingly, examples include lasers, atomic
discharge lamps, and materials containing narrow band-emitters.

In CLSM, a spectral scan over the excitation laser lines using a mir-
ror slide is often used to evaluate the wavelength accuracy (see Fig. 4, left
panel, and Sect. 3.3). Principally ideal candidates for external wavelength
standards with respect to their emission features are atomic discharge lamps
displaying extremely narrow emission lines at well-known spectral band
positions (including uncertainties) in the UV/VIS/NIR [38] and a multi-ion
discharge lamp (MIDL) that contains mercury, argon, and inorganic flu-
orophores emitting a multitude of narrow and distinct bands [71]. Such
lamps should be preferably dimension-adapted for microscope use. Dis-
advantageous can be here, however, the high spectral radiances of these
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Fig. 4 Spectral position of different laser lines used for control of the wavelength accu-
racy of CLSMs (left panel) and emission spectrum of a fluorescent glass slide doped with
a multitude of rare earth (RE) ions (right panel)

lamps that strongly exceed those of typical fluorescent biological samples
and thus, cause problems with detector saturation. In addition, the alignment
can be tedious, especially, if a high reproducibility is desired as manda-
tory, for example, for the comparison of intensity values between different
measurements and instruments (see also Sect. 3.6). As the highest spectral
resolution encountered in CLSM is about 2 nm for commercially available
systems, dye-based wavelength standards exploiting chromophores or chro-
mophore mixtures, that reveal several very narrow fluorescence bands, prop-
erly separated by at least 20 nm, within the UV/VIS/NIR spectral region,
present an elegant alternative to such lamps. Such materials, that should
be preferentially slide-shaped and easy to align, can be designed to display
fluorescence intensities comparable to those of luminescent samples. The
emitted intensities can be controlled via dopant concentrations. Examples
are a dysprosium-activated yttrium aluminum garnet (DYAG) mounted in
a cuvette-sized holder that is recommended as a wavelength standard for
steady-state spectrofluorometry [80]. However, the dimensions of this mate-
rial are not well suited for microscope applications, and to the best of our
knowledge, no application as a wavelength standard in microscopy has been
yet reported. Similarly suited are glasses doped with rare earth (RE) ions [81].
Such materials, the emission spectrum of which is shown in the right panel
of Fig. 4, are currently tested and evaluated at BAM for use as (certified)
wavelength standards for steady-state spectrofluorometry (cuvette-shaped
materials) and for spectrally resolved microscopy (slide-shaped materials).
Their very narrow bands can be also exploited for the determination of
the instrument’s spectral resolution and the intensity pattern can be re-
lated to the relative spectral responsivity of the emission detection system,
see also Sect. 3.5.
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3.5
Spectral Characteristics
of Fluorescence Microscopes and Spectral Sensitivity

As the spectral characteristics of fluorescence microscopes distort measured
data as illustrated in Sect. 3.1, the determination of the relative spectral re-
sponsivity of the microscope detection system is a prerequisite to comparable
microscopy data. Moreover, the consideration of these quantities can decrease
quantification uncertainties. Simultaneously, the regular determination of the
spectral characteristics of fluorescence microscopes, especially of the spectral
sensitivity of the emission channel, provides an elegant tool for instrument
performance validation.

Determination of the relative spectral responsivity of the emission channel
(s(λem)) requires a source with a known wavelength dependence of the spec-
tral radiance covering the currently most relevant spectral region of about 400
to 800 nm. The emission spectrum of this source should be preferably very
broad and unstructured to minimize effects of spectral bandpass [38, 79].
This is fulfilled by (calibrated) light sources like tungsten ribbon lamps re-
vealing an extremely broad emission spectrum [38, 44]. The use of such
a physical transfer standard, however, is expensive (purchase and regular re-
calibration) and requires a certain background in optics as well as tedious
attenuation procedures to perform the instrument characterization under
routinely used measurement conditions and to simultaneously avoid detector
saturation. Other problems can arise due to stray light, especially when the
pinhole is opened above one airy unit. A more simple and straightforward ap-
proach are spectral fluorescence standards used as dye solutions. Corrected
broad and unstructured emission spectra of a set of standard dyes F001 to
F005 covering the spectral region from 300 to 770 nm have been only recently
certified by BAM [38, 79, 82]. The liquid nature of these materials in conjunc-
tion with the very small overlap between absorption and emission spectra
provide the basis for the very flexible use of these materials in a broad var-
iety of measurement geometries and containers. For fluorescence microscopy,
typically only the VIS standards F003-F005 are relevant revealing fluorescence
emission spectra within the spectral region of ca. 400 to 770 nm. The fluores-
cence of these dyes can be excited with most of the commonly used standard
laser lines or other typical light sources between 405 and 530 nm. F003-F005
have been tested by BAM, for example, for thermal and photochemical sta-
bility and fluorescence anisotropy [38, 79], as well as for the dependence of
the shape of the emission spectra on the z-position and various excitation
wavelengths. Similarly as calibrated light sources, these standards provide
traceability to the spectral radiance scale. Whether other broad band-emitters
presented in the works by DeRose et al. and Resch-Genger et al., 2008, in
this volume, are also suitable for fluorescence microscopy remains to be
tested [38, 60, 61].
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Fig. 5 Solutions of fluorescence standard dyes within the 30 µl channels of a microchannel
microscopy slide (µ-Slide; ibidi GmbH, Germany)

To adapt this procedure developed for the characterization of spectro-
fluorometers to the determination of the spectral responsivity of confocal
and widefield fluorescence microscopes, we chose a slide-type microchannel
device with a defined optical path length [83], shown in Fig. 5, filled with (re-
newable) solutions of dyes F003 to F005. Moreover, the dye concentrations
were varied to optimize measured signal intensities.

Fig. 6 Normalized uncorrected emission spectra of the spectral fluorescence standards
F003 (squares), F004 (triangles), and F005 (circles) measured with a CLSM (open sym-
bols, Leica TCSP, excitation at 405 nm) and the corresponding corrected certified spectra
measured with a calibrated spectrofluorometer (solid lines). Evaluation of these data using
a purpose-developed software (LINKCORR, BAM) yields the inverse relative spectral re-
sponsivity s(λ–1) (see also the work by Resch-Genger et al., 2008, in this volume) of
fluorescence measurement systems
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Fig. 7� Determination of the inverse spectral responsivity of fluorescence measurement
systems using the Calibration Kit “Spectral Fluorescence Standards” (working principle)

Figure 6 reveals the normalized uncorrected emission spectra of F003 to
F005, measured with a CLSM, together with the corresponding BAM-certified
spectra.

Evaluation of these data includes the calculation of the quotients of the cor-
rected (here certified) and measured spectra for each dye (Ic(λem) divided by
the instrument-dependent, uncorrected spectra (Iu(λem)) and the subsequent
statistically weighted combination of these wavelength-dependent quotients
to a global correction curve according to the recently described working prin-
ciple of the Calibration Kit (cf. Fig. 7) using the BAM-developed software
LINKCORR. This yields the microscope’s inverse relative spectral responsivity
s(λ–1) (see also Resch-Genger et al., 2008, in this volume) [38]. A prerequisite
for the subsequent correction of measured data with this correction curve are
similar settings of the measurement parameters like objective, magnification,
excitation wavelength, laser intensity, PMT voltage, PMT off-set, size of the
pinhole, and z-position.

Figure 8 displays the relative spectral responsivity s(λ) of different com-
mercial fluorescence measurement systems. These data were obtained ac-
cording to the procedure illustrated in Fig. 7 using F003 to F005 in the case
of the spectral CLSM. The relative spectral responsivity s(λ) of the spectro-
fluorometer was obtained with a spectral radiance transfer standard and
a white standard at the sample position following a procedure previously de-
scribed by BAM [38].

Fig. 8 Relative spectral responsivity s(λem) of different CLSMs (broken lines), determined
with the Spectral Fluorescence Standards BAM-F003 to BAM-F005, as well as s(λem) of
a spectrofluorometer, determined with a calibrated light source and a white standard
following a previously described calibration procedure (solid line); [38]



108 K. Hoffmann et al.

Fig. 9 Fluorescence emission spectrum of an organic dye measured with a CLSM (NIKON
C1si) before (dashed line) and after (solid line) dye-based (F003 to F005) spectral correction.
The corrected emission spectrum scattered line (–+–) obtained with a calibrated spectroflu-
orometer (SLM 8100, Spectronics Instruments) is given for comparison. Symbols represent
relative spectral deviations of the uncorrected (open squares) and corrected (solid circles)
spectra from the corrected emission spectrum obtained with the spectrofluorometer

To control the suitability of the dye-based determination of s(λ) also for
spectral CLSM, the obtained corrected emission spectrum of a test dye was
compared with the corrected emission spectra determined with a spectro-
fluorometer calibrated with physical transfer standards. This is exemplary
revealed in Fig. 9 for measurements with the CLSM C1si from NIKON. The
minimal relative spectral deviation of the two corrected emission spectra
underlines the applicability of the dye-based calibration approach to fluor-
escence microscopy. It also illustrated the improvement in comparability of
fluorescence data across instruments.

The presented dye-based approach to spectral correction is the first step
towards the development of spectral fluorescence standards for microscopy
and standardized calibration procedures. It can also contribute to a more reli-
able quantification. Whether the dye-filled calibration slide remains a single-
use type approach or whether it can result in a standard with an adequate
long-term stability depends on, for example, the leak tightness of the poly-
meric container and the photostability of the dyes.

3.6
Standards and Procedures for the Determination
of the Day-to-Day Intensity and Instrument Long-Term Stability

Testing the instrument’s day-to-day performance and long-term stability re-
quires so-called instrument validation standards. Use of such standards is
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the prerequisite for the documentation of microscopy performance, as is
mandatory, for example, in regulated areas or accredited laboratories and
for the correction for these instrument-specific variabilities needed for long-
term studies. Principally, the majority of instrument validation standards
can also be applied as instrument-to-instrument intensity standards for the
comparison of measured fluorescence intensities between instruments when
measurement parameters are fixed. Whether such a comparison is possible at
all for fluorescence microscopy, however, remains to be tested.

Generally, day-to-day intensity standards do not necessarily need to
closely match routinely measured samples, yet should be measurable with
typical instrument settings to guarantee the reliability of the instrument
performance under routine measurement conditions. The most stringent re-
quirements are a high reproducibility of the standard alignment and either
a sufficient, well-characterized stability of the standard under applicable con-
ditions, or, for single-use standards, an excellent reproducibility, preferably in
combination with an assigned uncertainty. For fluorescence microscopy, es-
pecially the former, which requires a highly stable and reproducible position
of the standard in relation to the objective, can be critical. Further prerequi-
sites are known corrected spectra, if the standard’s emission intensities need
to be compared with those of other fluorophores or between instruments with
different spectral bandpasses.

Candidates for day-to-day intensity standards are commonly either wave-
length standards or standards for the determination of the instrument’s spec-
tral responsivity. In the case of physical standards such as “self-luminescent”
lamps, exclusively the status and changes of the emission channels are deter-
mined. For chromophore-based systems requiring excitation as a prerequisite
for the emission of light, both the excitation and the detection channel are
measured simultaneously. As has been revealed in Sect. 3.4, the occasionally
discussed use of calibration lamps as day-to-day intensity standards requires
adaptation of the measurement geometry to microscope needs, guarantee of
the reproducible lamp alignment, which can be very difficult to achieve, and
rigorous testing of the lamps’ short and long-term stability. Also, the inte-
gration of calibration routines using photo-diodes could be very helpful to
regularly control excitation light output as typically exploited in steady-state
spectrofluorometry (reference channel equipped with a photodiode built into
many spectrofluorometers). Preferentially, the signal from this reference de-
tector should be externally read out.

A straightforward chromophore-based approach to day-to-day intensity
standards includes extremely robust inorganic crystal- or glass-based materi-
als like metal ion-doped glasses [81] such as the RE ion-doped glasses shown
in the right panel of Fig. 4 (see Sect. 3.4). Here, the intensity pattern provides
a tool for the evaluation of changes in the relative spectral responsivity of the
emission detection system and different peaks could be used for a relative
intensity reference system, i.e. to link the fluorescence intensities of meas-
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ured samples to an external, yet comparable reference. To avoid problems
caused by the comparably long (species-specific) emission lifetimes of many
RE-metal ions within the µs and ms time domain [1, 35], these doped glasses
must be applied with a constant set of measurement parameters, at least for
instruments with pulsed light sources and particularly for glasses contain-
ing chromophore mixtures. Currently, different glasses are tested by BAM for
this application and protocols for their proper use as microscope standards
are worked out. One approach to reliably position a slide made from such
glasses is the integration of focus planes. The focal position within the slide
must be well defined as it has to be taken into account for instrument char-
acterization to assure highly repeatable measurement conditions and spectral
performance can be also dependent on the sample depth or z-position within
the sample (e.g. inner filter effects, local dependence of relative spectral sen-
sitivity of PMTs etc.). In addition, different concepts for the integration of
a cover glass into such a device are being tested.

Similar to the RE glasses, also the dye-filled microchannel device described
in Sect. 3.5 can present a tool for tracing of aging-induced spectral effects in
the emission channel and changes in the spectral sensitivity of microscopes
at constant instrument settings like, for example, excitation wavelength, beam
splitter configuration, PMT voltage, and alignment of the emission pinhole.
Reliable positioning of this calibration device may be similarly achieved by
the integration of focus planes.

3.7
Linearity of the Detection System

Instrument characterization as well as quantitative fluorometry both require
the (previous) determination of the linear range of the detection system(s)
within the commonly used wavelength region at application-relevant instru-
ment settings. Per definition, there exist no linearity standards, but only
methods, in combination with suitable materials, to measure the range of lin-
earity of fluorescence instruments, their dynamic range, and the (instrument-
and dye-specific) limit of detection [38].

The range of linearity of fluorescence instruments can be obtained by the
controlled variation of the amount of light reaching the detector by phys-
ical or chemical means. Physical means are for instance different attenua-
tors in combination with a light source. Suggested approaches include, for
example, the already mentioned slide-shaped accessories with intensity ad-
justable LEDs of different colors and photodiodes for internal and external
calibration and power measurements [72–75], see Table 1. The more simple
chemical approach implies the variation of the concentration of a dye [38].
This can be for instance realized with a dilution series of standard solutions
as recommended in ASTM E-578-01 [85]. We currently evaluate the potential
of the spectral fluorescence standards BAM F003-F005 for the determination
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of the range of linearity of fluorescence detectors within the spectral region
of 400 to 800 nm. The BAM dyes are especially well suited for this purpose
due to the minimum overlap between absorption and emission that mini-
mizes dye-specific inner filter effects [38, 79]. Exemplary, the very promising
results from a dilution experiment with dye F004 and a NIKON C1si CLSM
are displayed in Fig. 10. Here, the integral emission was measured at a defined
z-position (excitation at 405 nm, unchanged measurement parameters) with
dye solutions of different concentrations in the channels of a microscopy slide
with six parallel channels (Ibidi GmbH, Germany) (cf. Fig. 5).

Another promising example for a solid system seems to be a recently intro-
duced micro-slide system built for microarray scanners using 5 or 11 graded
levels of two colors of fluorescent nanoparticles [84]. Its suitability for fluores-
cence microscope linearity calibration purposes has not been tested yet, but
seems likely. However, as this slide is not sealed with a cover glass, it is sen-
sitive to dust, contamination, damage and optical aberrations will occur with
most objectives corrected for cover glass usage.

Although often underestimated, even by instrument manufacturers, the
reliable determination of the linearity of the detection system for rou-
tinely used sets of parameters is of utmost importance for instrument char-
acterization and quantification. Accordingly, in our opinion, internation-
ally agreed methods/protocols in combination with suitable systems are
needed for the determination of this quantity for fluorescence microscopy
as well as for other fluorescence techniques [35]. This is the only way to
eventually realize a reliable instrument characterization and quantitative
microscopy.

Fig. 10 Determination of the linearity range of a CLSM (NIKON C1si) by controlled di-
lution of a solution of the dye F004. The integral emission was measured at a defined
z-position (excitation at 405 nm, constant measurement parameters) with dye solutions
of different concentrations in the channels of a ibidi microscopy slide equipped with 6
parallel channels (cf. Fig. 5)
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4
Conclusion, Future Requirements and Challenges

Aside from an enormous progress in fluorescence microscopy and the broad
variety of fluorescence standards suggested, the suitability of many of these
standards is still under debate, while the need for improved standards for
the characterization of fluorescence microscopes and for quantification pur-
poses becomes more and more obvious. Critical is here also the lack of
internationally accepted protocols for instrument calibration, control of in-
strument specifications and performance validation as well as signal quantifi-
cation. This all together hampers the acceptance of fluorescence microscope
methods especially in strongly regulated areas such as medical diagnostics,
where standardized instrument characterization is essential. Moreover, mi-
croscopists as well as spectroscopists need to become more aware of quality
criteria for standards and reference materials as discussed in Sect. 3.2, that are
common knowledge in other analytical techniques.

As derived herein (Sect. 3.4), attractive candidate materials for the design
of easy-to-operate, solid standards for fluorescence microscopy are glasses
doped with inorganic fluorophores with narrow emission bands or broad un-
structured emission spectra. An alternative are microchannel devices that
can be filled with many different chromophores as shown in Sect. 3.5. These
standards enable the reliable characterization of the spectral characteristics
of fluorescence microscopes and their performance validation under routine
measurement conditions. Both approaches, that are currently evaluated by
BAM, are developed to guarantee proper and reproducible standard align-
ment and incorporation of a cover slip. Another approach currently followed
by the National Institute for Standards and Technology (NIST), the only Na-
tional Metrology Institute (NMI) aside from BAM that develops and releases
fluorescence standards, see DeRose et al., 2008, in this volume, includes slides
with fluorescent coatings for the spectral region from ca. 450 nm to 900 nm.
These materials also show little and well-characterized photodecomposition
and a homogeneous distribution of fluorophores (see DeRose et al., 2008, in
this volume, standards for the microarray area). This approach is currently
being tested for standards for the microarray community.

The wide acceptance of microscopy standards in the microscope commu-
nity in general requires not only easy-to-use systems, but also SOPs worked
out for these standards and specific instruments. Such SOPs should include
specific guidance software for standard use including standard measurement,
data analysis, and data documentation. To guarantee the reliability of such
standards and instrument characterization procedures, both should be tested
for a broad variety of different microscopes by nonprofit organizations and
individuals like NMIs, laboratories from regulating agencies such as the Envi-
ronmental Protection Agency (EPA) and the Food and Drug Administration
(FDA) and different core facilities and expert laboratories in Round Robin
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tests. The ultimate goal should be here to identify limitations of certain ap-
proaches and to provide the basis for the international acceptance of suitable
materials and characterization procedures. The microscope standards should
then be subsequently introduced to key users.

Because of the complexity of the instrumentation to be calibrated, in paral-
lel to the development and evaluation of microscopy standards, a much better
documentation of the instrument performance and the expected dependence
on the operating conditions should be provided by instrument manufactur-
ers. To simplify the choice of instrument to be purchased, a common and re-
liable catalog of instrument specifications for microscopes (determined using
reported or even standardized procedures) would be helpful. In addition,
a better training of microscope users is necessary to increase the aware-
ness of the many factors influencing instrument performance and therefore,
also the calibration procedures. Preferentially, such courses should be offered
jointly by instrument manufactures and existing organizations of microscope
users like ELMI, microscopical societies, or other scientific organizations like
EMBO.

Future development of confocal instrumentation should ideally consider
also the growing need for comparable and maybe eventually standardizable
measurements in research, development, and diagnostics. Manufacturers are
already trying to take this trend more into account by integrating internal
calibration tools in their instruments. These approaches are promising, yet
not openly accessible. Here, we would favor an open, standardized interface
for calibration purposes. The definition of such an interface should be done
in a joint effort by NMIs, regulatory agencies, instrument manufacturers, and
expert core facilities.
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Abstract The measurement of fluorophore lifetimes—the excited state duration—in the
microscope provides unique quantitative information on the molecular environment and



118 A. Esposito et al.

is therefore increasingly being used in cell biological questions. Perhaps the most popu-
lar use of fluorescence lifetime imaging (FLIM) is to measure Förster resonance energy
transfer (FRET) to detect protein interactions, conformational changes, and activities in
the context of the (living) cell. The analytical use of FLIM requires a detailed knowledge
of the proper use and limitations of its different instrumental implementations, including
platform standardization and calibration, and considerations regarding its optimization
for increased throughput. The results obtained with FLIM are conditional on the qual-
ity of the data. Therefore, stringent data analysis assessment and analysis criteria have to
be maintained in the imaging workflow. In particular, the issues of photobleaching and
fluorophore saturation, and their effect and correction possibilities, are discussed. This
chapter deals with the various aspects of FLIM that need to be taken into consideration
when this powerful technique is to be used as an analytical tool in the life sciences.

Keywords Fluorescence lifetime · Förster resonance energy transfer ·
Quantitative microscopy

Abbreviations
CHO Chinese hamster ovary cell
CSM Immortalized rat nigrostriatal cell
DASPI 2-(p-Dimethylaminostyryl)-pyridylmethyl iodide
DBS 4-Dimethylamino-(4′-bromo)-stilbene
DCS 4-Dimethylamino-(4′-cyano)-stilbene
DFS 4-Dimethylamino-(4′-fluoro)-stilbene
DMS 4-Dimethylamino-(4′-oxymethyl)-stilbene
EGFP Enhanced green fluorescent protein
FD Frequency domain
FLIM Fluorescence lifetime imaging microscopy
FRET Förster resonance energy transfer
MCP Multichannel plate
REACh2 Resonance energy-accepting chromoprotein
TCSPC Time-correlated single-photon counting
TD Time domain
YFP Yellow fluorescent protein

1
Introduction

Fluorescence microscopy is a noninvasive technique that provides high con-
trast and spatial resolution. The revolutionary innovations of the past few
decades in solid-state technologies, information technologies, and fluorescent
staining techniques turned fluorescence microscopy into a highly flexible and
quantitative analytical technique. With its many implementations and appli-
cations, fluorescence microscopy became one of the fundamental and most
widely used techniques in the life, medical, and materials sciences. Further-
more, quantitative and multiparametric fluorescence imaging can nowadays
be combined with the high throughput provided by sample handling robotics
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Fig. 1 Florescence lifetime. A Jablonski diagram of a fluorophore where the ground state
(S0) and the first singlet (S1) and triplet excited states (T1) are depicted. The transitions
shown represent S0→S1 excitation (ex), S1→S0 fluorescence (f) decay, the nonradiative
S1→S0 de-excitation intersystem crossing (isc) between singlet and triplet state (S→T,
T→S), radiative triplet state depopulation (phosphorescence, p), the generation of photo-
chemical reaction products (pr) from the triplet excited state, and the thermal relaxation
within vibrational levels. B Competition between the de-excitation pathways defines the
duration (lifetime) of the excited state and consequently gives rise to the fluorescence
decays shown

and automation. Fluorescence lifetime imaging microscopy (FLIM) is an in-
herently quantitative technique that provides information on the biochem-
ical environment of the fluorophore. Applied to biology, FLIM has provided
a quantitative tool for the imaging of cellular biochemistry.

The fluorescence lifetime is the average time that a fluorophore spends in
its excited state and depends on the transition rates of the singlet excited state
(S1) de-excitation pathways (Fig. 1A):

τ =
(
kf + knr + kS→T

isc
)–1 ,

where kf, knr, and kS→T
isc are the radiative (fluorescence), nonradiative (intern-

al conversion), and intersystem crossing transition rates (transition occurring
between the singlet and triplet excited states S→T), respectively. The quan-
tum yield (Q) of a fluorophore is given by:

Q = kf
(
kf + knr + kS→T

isc

)–1 .

It indicates the fraction of absorbed photons that will cause the emission of
a fluorescence photon. Photon emission is a stochastic process and typically
follows a normalized exponential decay distribution:

p(t) = τ–1e–t/τ .

The excited state lifetime can therefore be measured by resolving the fluor-
escence decays. Fluorescence lifetimes are commonly not longer than a few
hundreds of nanoseconds, and the most frequently used fluorophores in the
life sciences (e.g., Cy and Alexa dyes, Rhodamines, and fluorescent proteins)
exhibit lifetimes between 1 and 5 ns (Fig. 1B).
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Interactions between the fluorophore and its molecular environment may
alter or add de-excitation pathways, causing the lifetime of the fluorophore
excited state to change. For instance, fluorophores whose lifetime reports
on pH, ion concentrations, and oxygen content in living cells and tissues
have been described [23]. One of the most relevant applications for FLIM is
the quantification of Förster resonance energy transfer (FRET [10]), a phe-
nomenon commonly used for the detection of intermolecular interactions or
molecular conformational changes. These changes are often exploited to con-
struct FRET-based biosensors for specific cellular biochemical events.

FLIM has been implemented on wide-field [20, 31, 35, 47, 48] and laser-
scanning microscopes [4, 6, 7, 12, 24, 38]. In recent years, its use has increased
thanks to the availability of cost-effective pulsed or modulatable lasers
and light-emitting diodes, and commercial FLIM systems (for instance, Pi-
coQuant, Becker & Hickl, Nikon Instruments Europe, LaVision, LaVision
BioTec, Lambert Instruments, HORIBA Jobin Yvon, Hamamatsu, ISS).

2
Förster Resonance Energy Transfer

FRET is the nonradiative transfer of energy (Fig. 2A) from a donor fluoro-
phore to an acceptor chromophore through long-range dipole–dipole inter-
actions. For this reason, the FRET efficiency, i.e., the fraction of energy
transferred from a donor to an acceptor, strongly depends on the interchro-
mophore distance (R, see Fig. 2B):

E =
1

1 + (R/R0)6 ,

where R0, the Förster distance, is the distance at which 50% of energy is trans-
ferred. Typical FRET donor–acceptor pairs exhibit Förster distances of a few

Fig. 2 Förster resonance energy transfer. A Jablonski diagram of a FRET pair, where the
suffixes “d” and “a” indicate transition rates and energy levels for the donor and accep-
tor, respectively. Ket is the energy transfer rate. B Dependence of FRET efficiency on the
interchromophore distance and Förster distance
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nanometers and FRET generally does not occur at interchromophore dis-
tances exceeding 10 nm. FRET is thus sensitive to distances that are compar-
able to protein dimensions and can therefore report on direct intermolecular
interactions.

The energy transfer efficiency increases from less than 2% to more than
98% when the intermolecular distance decreases only from twice to half of the
Förster distance. FRET therefore provides a very high sensitivity for inter- or
intramolecular distances, depending on whether the donor and acceptor label
the same or different molecules, respectively.

The Förster distance depends on the refractive index of the medium (n),
the donor quantum yield (Q), the overlap integral of the donor emission and
acceptor absorption spectra (J), and an orientational factor (κ2) according
to [10]:

R0 = (κ2QJn–4)1/6 ,

where κ2 is maximal (κ2 = 4) only when the donor transition dipole and the
acceptor absorption dipole are collinear. In all the other configurations, κ2 is
lower. A detailed description of the orientation factor can be found in [30, 42].
Briefly, when the two chromophores are free to rotate during the donor life-
time, κ2 will be averaged over all possible orientations and will assume a value
of 2/3. Otherwise, κ2 can assume a value between 0 and 4, with a higher
statistical probability for lower values.

FLIM provides a quantitative and robust technique for FRET imaging. The
donor lifetime is reduced by FRET proportionally to the FRET efficiency [51]:

E = 1 – τ/τ0

where τ0 is the donor fluorescence lifetime in the absence of FRET.

3
Instrumentation and Techniques

The fluorescence lifetime can be measured in the time domain (TD) and
in the frequency domain (FD) [30]. Both laser-scanning and wide-field sys-
tems for FD- and TD-FLIM have been developed. Laser scanning micro-
scopes make use of detectors like photomultipliers and avalanche photodi-
odes, while wide-field systems are commonly built around a multichannel
plate (MCP).

In the time domain, the sample is excited with a pulsed light source, com-
monly mode-locked femtosecond Ti:sapphire lasers or pulsed laser diodes
with subnanosecond pulse widths. In the time domain, the two most fre-
quently used techniques are time-correlated single-photon counting (TCSPC)
and time gating. The former technique is based on the measurement of the
arrival time of the first emitted photon relative to the excitation pulse. In time
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Fig. 3 Time-domain lifetime detection. Shown is a CSM cell coexpressing Cerulean:α-
synuclein and YFP:tau. Their interaction is assessed by the measurement of the donor
(Cerulean) lifetime. TD-FLIM provides the time resolution of fluorescence decays (lower
panel). The experimental data (gray dots) can be fitted by exponential models (black
curve) to estimate the fluorescence lifetime at each pixel location. Here, a single-
exponential fit is performed, where more than 1000 photons were available at every pixel
(binning 3×3). The randomly distributed residuals and the χ2 equal to ∼1.2 indicate that
the single-exponential fit is sufficient for the representation of the fluorescence decay. To
represent the multiexponential decay of the Cerulean fluorescent protein, higher counts
are necessary. The lifetime map shows that the interaction of the two proteins occurs at
the cellular periphery. The fluorescence decays in regions marked A and B are represented
in the fit panel and in the lifetime distribution. The former confirms the bimodal life-
time distribution caused by the presence of pixels exhibiting FRET and regions in which
the two proteins do not interact. The gray area in the lower panel shows the instrument
response (IR)

gating, photons are counted by switching on different photon counters in ad-
jacent time windows. Both techniques provide histograms of arrival times
(Fig. 3) that can be fitted by appropriate physical models to estimate the fluo-
rescence lifetime of the sample.
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Figure 3 shows an image of a CHO cell expressing α-synuclein and the
tau protein tagged with the fluorescent proteins Cerulean and YFP, respec-
tively. The interaction of these two proteins, both involved in neurodegen-
eration, results in the reduction of the donor lifetime as a consequence of
FRET. Regions in which α-synuclein and tau interact and areas where no in-
teraction occurs become visible in the lifetime map of the cell and in the
corresponding data fit. The images were acquired by a TCSPC system based
on a TSC SP2 AOBS confocal microscope (Leica Microsystems Heidelberg
GmbH, Mannheim, Germany) equipped with a Mira900 mode-locked fem-
tosecond Ti:sapphire laser (Coherent Inc., Santa Clara, CA, USA), an MCP-
PMT (R3809U-50 by Hamamatsu Photonics, Sunayama-cho, Japan), and an
SPC830 acquisition board (Becker & Hickl GmbH, Berlin, Germany), as de-
scribed in more detail in [17].

In the frequency domain, the sample is excited with a periodically modu-
lated light source. Often, the light source is a continuous-wave laser that
is sinusoidally modulated by feeding the light through an acousto-optical
modulator. More recently, laser diodes and light-emitting diodes have been
used. The finite fluorescence lifetime of the fluorophore injects a phase delay
(φ) into the fluorescence emission and demodulates (m) its amplitude relative
to the excitation light (Fig. 4):

m = (1 + ω2τ2)–1/2 ; φ = arctan(ωτ) ,

where ω is the modulation frequency of the excitation light. Therefore, the
measurement of the phase delay and relative demodulation of the fluores-
cence emission provides two estimators for the fluorescence lifetime.

A photomultiplier tube with a modulated anodic potential is typically used
in FD laser scanning systems. This enables the estimation of the lifetime by
cross-correlation of the fluorescence emission and the excitation signal. Both
homo- and heterodyning methods can be applied. In the first case, the de-
tector is modulated at the same modulation frequency as the light source. In
the second case, the detector is modulated at a slightly different modulation
frequency; the phase and the demodulation information are here transferred
to a harmonic signal at the difference between the excitation and detection
frequencies. Detection in the frequency domain can also be conveniently per-
formed by the use of lock-in amplifiers.

Figure 4 shows the average lifetime image (average of the modulation-
and phase-lifetime estimations) of a CSM cell expressing α-synuclein and
ubiquitin tagged with enhanced green fluorescent protein (EGFP) and a YFP-
derived nonfluorescent chromoprotein (REACh2, REF), respectively. The flu-
orescence lifetime of the donor fluorophore is shortened when α-synuclein
becomes ubiquitinated. Furthermore, this causes the lifetime heterogeneity
to increase due to the presence of multiple fluorescence decays (i.e., donors
undergoing FRET and noninteracting donors). The reduction of the lifetime
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Fig. 4 Frequency domain detection. Shown is a CSM cell coexpressing EGFP:α-synuclein
and REACh2:ubiquitin. The ubiquitination of α-synuclein is assessed by the measurement
of donor (EGFP) lifetimes. In the frequency domain, the harmonic response of the flu-
orophore is measured to detect the relative phase delay and demodulation between the
excitation light (dashed line) and the fluorescence emission (gray dots: experimental data,
black curve: data fit). Here, the average response in the field of view is shown. The average
lifetime of the cell expressing both proteins shows the presence of FRET in a cytoplas-
mic region of the cell. Lifetime heterogeneity is increased by FRET due to the presence of
multiple-exponential decays. The plot of the modulation lifetime versus the phase lifetime
estimation confirms a slight (∼5%) reduction of the lifetime over the entire cell (solid
ellipse, A) relative to a control in which no REACh2:ubiquitin was expressed (dashed el-
lipse). Furthermore, the appearance of a pixel cluster (solid ellipse, B) at lower lifetime
and with increased heterogeneity (shown by the increased distance from the diagonal of
the plot) confirms the presence of localized FRET

and the increased heterogeneity can be visualized using bidimensional histo-
grams. The image was acquired by an in-house developed FD-FLIM system
built around a fully automated Axiovert200M microscope (Carl Zeiss Jena
GmbH, Jena, Germany), equipped with an Innova 300C argon laser (Coher-
ent Inc., Santa Clara, CA, USA) modulated by an acousto-optical modulator
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driven at ∼80 MHz and a high-rate-imager MCP intensifier (Lavision GmbH,
Göttingen, Germany), described in detail elsewhere [17].

Typical wide-field FLIM systems are based on the fluorescence detection
by an MCP that can be gated or modulated at very high speeds (<1 ns rise
time, �10 MHz modulation frequency). MCPs can be used in both the time
and frequency domain and, depending on their operation, provide stacks of
images that are collected at different time or phase delays. The fluorescence
lifetime of the sample is computed from these images.

4
Fluorophore Standards

There is substantial interest in the specification of fluorescence standards
that are useful for the calibration or benchmarking of lifetime imaging mi-
croscopes. However, many parameters can affect the intrinsic lifetime of
a fluorophore. As mentioned before, the biochemical environment of the
chromophore can significantly modify the lifetime of the excited state. Meas-
urements with a precise composition of the solvent/buffer are therefore ne-
cessary. Fluorescence lifetimes can also be sensitive, for instance, to the pH
and to the viscosity of the media, parameters that should therefore be con-
trolled as well. Furthermore, the temperature dependence of the excited state
lifetime is often overlooked. However, a temperature difference of only a few
degrees may change the excited state lifetime of a nanosecond fluorophore by
some hundreds of picoseconds. The stability of the temperature in laborato-
ries where FLIM systems are operated is therefore of extreme importance.

A reflective or a scattering sample positioned at the focal plane provides
useful zero-lifetime standards. However, optical filters and detector color
effects may cause differences in the time/phase estimations measured at dif-
ferent spectral bands. Spectrally matched fluorophores would therefore con-
stitute better samples for calibration.

Protocols have been suggested for the generation of lifetime gradients
(see Table 1) that may serve for the calibration of systems at multiple life-
times [9, 26]. For instance, quinine quenched with different concentrations of

Table 1 Lifetime gradients

Fluorophore Additive Lifetime range (ns) Refs.

DASPI Glycerol 0.05–0.30 [14]
Rhodamine 6G KCl 0.5–4.1 [26]
Quinine NaCl 0.189–18.9 [9]
γ-pyrenebutyrate KI 18–115 [9]
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sodium chloride provides a gradient of lifetimes ranging from a few hundreds
of picoseconds up to ∼20 ns. Similarly, γ-pyrenebutyrate can be quenched
with potassium iodide to cover the range between ∼20 and ∼115 ns. Al-
though useful, it is important to underline that quinine and γ-pyrenebutyrate
exhibit simple single-exponential decays, whereas the quenched fluorophores
possess a heterogeneous decay [30]. The contrast between Coumarin 314
(∼3.3 ns) and DASPI (∼0.3 ns) has also been used for the characterization
of FLIM systems [14]; the fluorescence lifetime of DASPI can also be short-
ened by controlling the viscosity of the solvent to provide picosecond lifetime
references (50–300 ps).

The measurement of lifetime heterogeneity is important for the under-
standing of fluorophore photophysics, or for the discrimination of differ-
ent fluorescent moieties in the focal volume. Single-exponentially decay-
ing fluorophores therefore play important roles as homogeneous fluores-
cence standards. A more commonly used fluorophore that provides a single-
exponential decay is Rhodamine 6G with a decay of ∼4.1 ns [26].

Short-lived fluorophores can also be used as fluorescence standards. An
example is Rose Bengal which exhibits a single-exponential decay with a time
constant of ∼80 ps [39] and ∼500 ps [30] in PBS or ethanol, respectively. A set
of fluorophore derivatives of 4-dimethylamino-stilbene have also been char-
acterized [32] to possess homogeneous fluorescence lifetimes in the range of
∼60 and ∼900 ps, and represent an interesting set of standards for multipoint
system calibration and for the assessment of possible detector color effects.

Table 2 Single-exponential fluorescence lifetime standards

Fluorophore ex/em (nm) Solvent Lifetime (ns) Refs.

DCS 280–420/300–500 a Cyclohexane 0.066 [32]
Rose Bengal 556/572 PBS 0.078 [39]
DBS 280–385/375–475 a Cyclohexane 0.176 [32]
DASPI 400–550 a /580 b Ethanol 0.274 [14]
DFS 280–375/375–450 a Cyclohexane 0.328 [32]
Rose Bengal 556/572 Ethanol 0.519 [30]
DMS 280–375/375–475 a Cyclohexane 0.88 [32]
Dimethyl-POPOP 300–400/390–560 Ethanol 1.45 [30]
Rhodamine B 540/625 Ethanol 2.88 [27]
Coumarin 314 436/460 Ethanol 3.32 [14]
Rhodamine 6G 525/555 H2O 4.11 [26]
Quinine 250–350/450 a 0.1 N H2SO4 18.9 [9]
γ-Pyrenebutyrate 250–350/400 a H2O 115 [9]

a The single-exponential fluorescence decays have been shown to be constant over the re-
ported spectral ranges.
b French PM and McGinty J (personal communication).
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A list of single-exponentially decaying fluorophores and their references is
presented in Table 2.

There is no particular need for FRET standards in lifetime microscopy,
because once a system is properly calibrated for lifetime detection, FRET
efficiencies will be detected quantitatively. However, the validation of new an-
alytical methods may require standardized FRET samples. Fluorescent beads
are probably the easiest model, where fluorophore can be conjugated to, for
instance, (controlled-pore or solid) glass or polystyrene beads [18]. Using so-
lutions of different fluorophores, such as Alexa 488 and Alexa 546, as donor
and acceptor pairs at different concentrations, it is possible to obtain samples
exhibiting defined FRET efficiencies. It is also possible to coat beads with fluor-
escent proteins and tag them by maleimide/succinimidyl-conjugated probes,
e.g., green fluorescent protein conjugated to Cy3 [17]. Fluorescent proteins can
also be engineered in tandem constructs with donor and acceptor present in
the same molecule. This method is particularly useful for cellular imaging. Fi-
nally, we note the possibility to use DNA-conjugated fluorophores, where the
DNA can be used as a fine subnanometer spacer between donor and accep-
tor [49]. Other polymers can also be used for these purposes [40].

5
System Calibration

TCSPC-based systems almost never require day-to-day calibration. However,
fluorescence standards are useful for the characterization and benchmark-
ing of the system. Particularly, single-exponential fluorescence standards are
useful for testing the presence of excitation bleed-through on the detector,
nonlinearities, and systematic errors caused by the instrumentation.

In general, a pulse picker is used to trigger the TCSPC electronics and if
an appropriate delay is set, the fluorescence decay can be adequately stored
in the board memory. Thanks to the relatively high time resolution of the
currently available TCSPC electronic boards, the data fitting procedures can
estimate the excitation instant with high precision [3]. Therefore, contrary to
time-gated and frequency-domain systems, no routine calibration is required.
However, TCSPC could require the determination of the system response
in order to deconvolve the experimental data. As the detector response can
exhibit color effects, it should be measured in the spectral range of the fluor-
escence emission.

Time-gated systems also require a correct time delay between the exci-
tation pulse trigger and fluorescence signals [11]. In this case, however, the
available number of time gates is typically less (2–8) than the number of
time bins of a TCSPC (16–256). Time-gating systems therefore require the
positioning of the first time gate immediately after the excitation pulse. An
anticipated start of the gates has to be avoided. On the other hand, the injec-
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tion of an initial delay may be beneficial to suppress the scattered light and
short-lifetime fluorescence background, but at the cost of some detectable
signal. In this case it is useful to calibrate the initial delay time relative to the
trigger at every system startup by imaging a mirror or a (near-zero lifetime)
fluorescence standard (Table 2). Furthermore, timing jitter of the electron-
ics, detector response characteristics, and asymmetry between the time gates
can require a thorough system characterization by the imaging of well-known
standards.

It is advisable to characterize a fluorescence lifetime imaging microscope
with different lifetime standards in order to minimize possible systematic
errors. For instance, although a system may appear well-calibrated when
imaging a fluorophore with a certain lifetime value, it may deviate in other
lifetime ranges [26]. This may be caused by timing jitter of the electronics
or mismatched time window widths. These two parameters cannot be both
compensated when only a single-lifetime calibration is used. Gradients of
fluorescence lifetimes (Table 1) may be useful in this regard, although the
appearance of multiexponential decays in the presence of quenchers may
necessitate the use of multiple distinct but individually single-exponentially
decaying fluorophores (Table 2).

FD-FLIM apparatus requires more care during daily operation and cali-
bration. In fact, phase-detection techniques are inherently and significantly
sensitive to the initial phase of the system that needs to be carefully meas-
ured. An exponential decay, on the other hand, is scale-invariant and can be
fitted without errors even in the presence of a different initial time delay.
Therefore, a frequency-domain system requires the precise measurement of
the initial phase and modulation of the excitation light at the sample plane be-
fore every use. This calibration requires periodic updates during experiments
to compensate possible time and temperature drifts typically exhibited by the
instrumentation.

Fluorescence lifetime heterogeneity can be resolved by single- or multifre-
quency measurements [17, 45, 46]. In any case, the lifetime heterogeneity is
encoded in the differences between the apparent phase and modulation life-
times. An error in their relative calibration can cause the heterogeneity to be
measured incorrectly. Here, the use of single-exponential, well-characterized
fluorescence lifetime standards (Table 2) is necessary.

A multipoint calibration has also been proposed to avoid systematic errors
in the frequency domain [26]. It was shown that Rhodamine 6G quenched
by potassium iodide may serve as a standardized lifetime gradient to detect
systematic errors in the calibration parameters that are caused by differences
between the optical paths that are used for the calibration and for the meas-
urements.

Very often, the calibration procedure of a FD-FLIM instrument is per-
formed sequentially to the measurement. In our laboratory, we automated
the calibration process by positioning a low-efficiency scatterer in the motor-
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ized filter revolver of the microscope. The constant relative phase delay and
demodulation between this internal reference and a reference at the sample
plane are measured at the startup of the system, and the computer automat-
ically performs regular calibrations without the need for sample handling.
Recently, a calibration method for spectrally resolved lifetime measurements
has been described [25] that permits (a fraction of) the excitation light to
bleed through to the detector. The spectral separation of the excitation and
emission light now provides a parallel and robust method for continuous sys-
tem calibration.

6
Photon Efficiency and Photon Economy

The quality of a lifetime image depends on the number of detected photons,
the instrumentation used, the adopted detection technique, and the data an-
alysis. A figure of merit (F) can be defined [23] that describes the photon
efficiency of lifetime detection by the ratio of the relative error of the lifetime
estimation and of the fluorescence intensities:

F = (στ/τ)N–1/2 ,

where στ indicates the standard deviation of the lifetime and N the total num-
ber of counted photons. This figure of merit can be generalized, but is here
given under the assumption that Poissonian noise dominates.

For F = 1, the lifetime estimator provides the highest achievable signal-to-
noise ratio and can be defined efficient. For F > 1, the estimator is less efficient
and therefore requires more photons to achieve similar results, i.e., F2-fold
more photons. The inverse of F is an indicator for the photon economy of
lifetime detection.

The photon economy of many time- and frequency-domain lifetime de-
tection systems has been extensively studied [8, 22, 23, 29, 36]. TCSPC and
time-gated systems with multiple time gates (>16) can provide an F value
equal to 1. In combination with pulsed excitation, frequency-domain detec-
tion also provides the same result.

For instance, with these efficient systems, a single-exponential decay can
be resolved with a relative error of only 5% if at least 400 photons are col-
lected. In the presence of Poissonian noise it is impossible to obtain a better
result. A two-window time-gated system would require at least 900 photons
and an MCP-based FD-FLIM system with a fully sine-modulated light source
would require more than 10 000 photons to achieve the same error level. Re-
solving multiple-exponential decays necessarily requires higher fluorescence
intensities.

Figure 5 shows the effect of the photon statistics on the quantification
of lifetimes. Although it is possible to obtain decent intensity images at low
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Fig. 5 Photostatistics and lifetime. Intensity (upper) and lifetime (lower) images of 2-µm-
diameter Yellow Green beads (Invitrogen, Breda, The Netherlands) are shown at increasing
photon counts: 25, 50, 100, 250, 500, 1000, and 2500. The images and lifetime distributions
show that the lifetime estimation converges to the correct values and reaches acceptable
signal-to-noise ratios only at counts higher than 250, while morphological information and
contrast is still present at only 25 counts in the corresponding intensity images

photon counts (even less than 100), reliable lifetime quantification requires
a higher number of counted photons (>250). At higher photon counts, the
broadness of the fluorescence lifetime distributions decreases due to the re-
duced uncertainty of the measurement. This is apparent from a shift of the
peak of the lifetime distribution. As a matter of fact, the minimization of χ2

performed by the fitting routines may be trapped in local minima located
around the initial fitting parameter values at lower counts. These artifacts are
frequent with all the commercial software that we tested, and can be avoided
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Table 3 FLIM photon-economy

FLIM technique F value Refs.

Time-correlated single-photon counting < 1.1 [29]
Lock-in < 1.1 [36]
Time gating (2 windows) 1.5 [11]
Time gating (8 windows) 1.2 [11]
Image intensifier—sine excitationa 10 [23]
Image intensifier (FD) 4.3 [36]

a Unless indicated otherwise, a Dirac pulse train is used for excitation.

by masking the pixels with low photon counts and careful inspection of the
data for distribution peaks at the initial guess of the lifetime. We note that at
low photon counts, χ2 values will always be low and data masking by high χ2

values would therefore not eliminate this artifact.
The images were acquired on a Nikon PCM2000 confocal microscope

(Nikon Instruments Europe B.V., Badhoevedorp, The Netherlands) equipped
with a 440-nm PicoQuant diode laser and a LIMO lifetime module described
in detail elsewhere [43].

The photon economy depends on many factors, e.g., number of collected
photons, number and width of time gates, timing jitter, excitation light profile,
harmonic content of the detection system, and modulation depth of the light
source. Parametric plots of F values versus such quantities are helpful for the
optimization of the performance of a system. A summary of F values found in
the literature for different systems is shown in Table 3 [8, 22, 23, 29, 36].

7
Acquisition Speed

The acquisition speed depends on the photon economy of the detection sys-
tem. At F values higher than 1, the acquisition time would increase by a factor
of F2 to achieve a signal-to-noise ratio that is comparable to images obtained
with an efficient system. In addition, many other factors also affect the acqui-
sition time.

TCSPC can be relatively slow because of the dead time of electronics and
detectors and the requirement that not more than a single photon should
be detected per excitation pulse. Typically, TCSPC systems require expo-
sure times from tens of seconds up to several minutes (even tens of minutes
for precise FRET measurements [3]). Instead, time-gated scanning systems
and lock-in imaging allow significantly faster operation. When implemented
on scanning microscopes, time gating and lock-in imaging provide typi-
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cal acquisition times ranging from 1 to 30 s depending on the pixel reso-
lution of the scanned field of view and the brightness of the sample [22].
Under unfavorable conditions, some minutes of exposure time may still
be required.

Wide-field imaging generally provides a faster performance than scanning-
based microscopy. Wide-field FLIM is typically operated with exposure times
from fractions of seconds to maximally ∼10 s. However, the speed of wide-
field FLIM is limited by the common use of MCPs. These (FD/TD) MCP-based
FLIM systems require the sequential acquisition of time-/phase-dependent
images for lifetime estimation, thereby limiting the achievable acquisition
speed (<1 Hz). In recent years, many architectures that are based on MCPs
or solid-state detectors have provided the means for parallel imaging of
the required information, offering instrumentation that is capable of fast
lifetime imaging (20–100 Hz) for both time- and frequency-domain sys-
tems [1, 13, 16].

A further advantage of the full parallel imaging provided by such wide-
field microscopes is that motion and photobleaching artifacts are cancelled
so that fast lifetime changes or moving objects can be adequately imaged. As
many cellular physiological reactions that are amenable for lifetime imaging
are highly dynamic, these increases in speed represent important improve-
ments for the emerging discipline of molecular physiology.

8
Data Quality Assessment and Analysis

The quality of FLIM results depends on the calibration and characteristics of
the instrumentation, on the reproducibility of the results, and on the correct
application of data analysis techniques. The retrieval of the quantitative infor-
mation that is contained in the lifetime measurements demands that maximal
care is taken in the correct use of the instrumentation, sample handling,
photophysical models, and statistics.

The reproducibility of measurements depends on several factors. Refer-
ence [26] defines three classes of FLIM experiments:
– Type I, where lifetime differences are within an image. In this case, a pixel

population or region of interest with fluorescence lifetimes significantly
different from the average or from a reference area is detected. For ex-
ample, in the case of localized posttranslational modifications such as
ubiquitination (Fig. 4) [21].

– Type II, where a set of images exhibit diverse lifetimes. Here, image sets
are compared to detect differences in lifetimes between different samples,
for instance, when comparing protein–protein interactions (Fig. 3) among
different protein mutants [51].
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– Type III, where lifetime heterogeneity is measured. In this case, the intrin-
sic heterogeneity of the lifetime of a single fluorophore or the mixing of
different fluorescent moieties (Fig. 4) can be exploited for the detection of
physiologically relevant quantities [2].

Although originally described for FD-FLIM, this classification does not de-
pend on the instrumentation used and can therefore also be used for the
rationalization of quality assessment in the time domain.

Type I experiments are affected by heterogeneity in the calibration over the
field of view. Scanning systems are usually not affected by these kinds of prob-
lems, but wide-field detectors may require a careful pixel-by-pixel calibration.
The main factor that defines which lifetime differences are significant within
a single image is the number of acquired photons. Variations that are com-
parable to or smaller than the errors predicted by the photon economy of the
system are not relevant. Detectors that do not directly provide the readout of
the number of counted photons can be calibrated to allow the estimation of
the photon number [34]. At low photon counts, image binning is a commonly
adopted solution. However, it is necessary to verify that the contribution of
autofluorescence to the measurement remains negligible. When fluorescence
signals are too dim, binning will cause the integration of a significant amount
of autofluorescence. Border artifacts around fluorescent objects are common
phenomena that are caused by this problem, and could easily be interpreted
as membrane-localized biological effects by the inexperienced user.

Another possibility for errors is the saturation of the detector, which is sim-
ple to control and check with wide-field detectors, but more difficult to manage
with scanning and single-photon counting systems. Here, pulse pile-up can
cause apparent lifetime contrast in an image. Fluorescent control samples with
a homogeneous lifetime but heterogeneous brightness can be imaged to ver-
ify the optimal imaging conditions. The photon count rates should always be
lower than the maximum rate that is tolerated by the detector used in the system
(104–107 counts per second, depending on the detector used).

Type II experiments are affected by more parameters. Time drifts of
the system properties, temperature variations, and sample preparation are
common sources of image-to-image variability. Laboratories that host FLIM
systems require the tight control of room and sample temperature. It is fur-
thermore advisable to carefully reproduce sample preparation protocols and
to use identical stock solutions for samples that are to be compared. As
described before, fluorescence lifetimes and FRET efficiencies are trivially de-
pendent on differences in temperature, pH, viscosity, and refractive index.
A high reproducibility can be achieved under these controlled conditions. It
is advisable to regularly measure a control sample or a fluorescence standard
to monitor potential instrumental drifts that can occur during and between
experimental sessions. Frequency-domain systems usually require regular re-
calibration and its automation as described before significantly increases the
ease of use of these systems.
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The use of the correct model for the interpretation of the fluorescence
decays is fundamental to the quality of FLIM measurements. Improper inter-
pretation of course affects all types, I, II, and III, of experiments, but the latter
more crucially depends on the choice of the model for the fitting of decays.

The general rule is to adopt the simplest possible model, such as a single-
exponential decay, and to increase its complexity only when indicators of
goodness of fit suggest statistical improvement. For example, with only
100 photons, data fits with models that are more complex than a single-
exponential decay will not be able to represent the data with unambiguous fit
parameters. The χ2 value generally provides a good indicator for the quality
of the data fit [30]. However, systematic errors in FLIM are not uncommon
and χ2 values higher than unity do not necessarily imply higher lifetime het-
erogeneity. In order to decide if a more complex model should be adopted,
F statistics (not to be confused with the F value of the photon economy)
can be used [30]. F statistics are based on the ratio of the χ2 values of two
models and return the confidence level for the assumption that one model
is better than the other. In general, the inspection of the residuals offers the
most direct way to estimate a deviation from the hypothesized models. Re-
siduals should always be randomly distributed around zero. Deviations from
this trend would suggest the need for a different model.

Multiple-exponential data fitting requires the collection of large numbers
of photons for reproducible lifetime quantifications. There are alternative
models that can fit the lifetime heterogeneity of the sample at the cost of
the addition of only one extra parameter. In the past few years, stretched ex-
ponentials [33], power-like models [50], and moment analysis [17] methods
were developed and adopted to overcome this problem. Biological samples do
not always provide enough photons for more complex analyses. It is worth
mentioning that global analysis of lifetime data [30, 45, 46] represents a robust
approach that can be applied when the fluorescence lifetimes can be con-
sidered to be spatially, spectrally, or frequency invariant, depending on the
dimension in which global analysis operates. The robustness of this statistic-
al approach derives from its use of information present in the pixel ensemble
rather than operating only at each single pixel location.

The comparison between different samples is commonly carried out by
Student’s test (t statistics) and the analysis of variance (ANOVA) when data
are normally distributed. Type II experiments may provide a significant dif-
ference between samples even when the samples are actually not different.
This can be avoided by alternating the acquisition order between samples
when collecting data from samples that are to be compared, thus avoiding the
acquisition of distinct data sets in sequential experimental sessions.

Cumulative histograms of the lifetime or FRET distributions computed
on the entire dataset are useful for the comparison of fluorescence life-
time and FRET results. Probability density functions can be generated by
normalization of the distributions to an integrated bin count of unity for
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comparison. For instance, the Kolmogorov–Smirnov test (D statistics), which
makes use of the cumulative density functions, represents a robust assess-
ment of statistical differences among samples that may also exhibit nonnor-
mal distributions. It should be noted that biological samples often display
nonnormal distributions due to the heterogeneous responses of different cell
populations.

9
Photobleaching

As the fluorescence lifetime of a fluorophore is independent of its con-
centration, lifetime imaging is relatively insensitive toward photobleaching.
However, photobleaching may generate fluorescent photoproducts that could
contribute to the acquired images. The use of localized acceptor photobleach-
ing [51] for the generation of internal non-FRET references in donor lifetime
imaging may suffer from this problem. Furthermore, direct excitation of the
acceptor or sensitized acceptor photobleaching, i.e., acceptor photobleach-
ing due to energy transfer, can also result in the generation of a fluorescent
product that may contaminate the donor fluorescence and, consequentially,
lifetime.

For example, Texas Red can produce a blue-shifted fluorescent photo-
product that can alter the lifetime and FRET quantification, for instance, in
combination with the donor Oregon Green 488. Analogously, photobleaching
of YFP may generate a photoproduct with spectral properties similar to those
of the cyan fluorescent protein, which could affect the lifetime determination
of the latter [41]. These genetically encoded donor and acceptor fluorophores
are very often used for FRET experiments in biology.

This is not the only deleterious effect of acceptor photobleaching. At rela-
tively high FRET efficiencies, the donor quantum yield will significantly
decrease. This would require longer exposure times or higher excitation in-
tensities. If the acceptor is less photostable than the donor, it will undergo
sensitized photobleaching and energy transfer will therefore be significantly
underestimated [15]. Thus, photostable acceptors are crucial for reliable life-
time imaging. The underestimation of FRET is illustrated in Fig. 6, where the
apparent FRET efficiency decreases at longer exposure times.

Donor photobleaching can affect techniques that require the acquisition of
sequential images, as is typically the case for MCP-based systems. Here, pho-
tobleaching can alter the time- or phase-image stack which results in artifacts.
However, robust techniques for the compensation of photobleaching exist. For
example, an image stack can be acquired twice with a time-(phase-)reversed
protocol [19]. Alternatively, the image stack can be acquired in a pseudo-
random sequence [44]. In this way, photobleaching of up to 50% of the initial
fluorescence can be accommodated without serious deleterious effects.
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Fig. 6 Sensitized acceptor photobleaching. A Simulated donor fluorescence emission in-
tensities over time during constant illumination. The time dependence of the emission
is related to the combined photobleaching of both donor and acceptor. The simulation
was performed with equal donor and acceptor photobleaching transition rates (0.2 s–1)
and lifetimes (2.5 ns), and at donor excitation rates corresponding to ∼10% of satura-
tion (in the absence of energy transfer). Five energy transfer levels (0, 25, 50, 75, and
99%) are compared in the graphs. B The corresponding FRET efficiencies computed from
simulated fluorescence lifetimes for the conditions shown in (A). The FRET efficiencies
decrease with time due to sensitized acceptor photobleaching

The novel wide-field techniques that are based on parallel imaging are not
affected by donor photobleaching [16] as long as the donor fluorescence re-
mains higher than the autofluorescence of the sample.

10
Fluorophore Saturation

Fluorophore saturation is not difficult to achieve in scanning microscopes and
may be easily overlooked. Fluorophore saturation can deteriorate the reso-
lution of the microscope; furthermore, acceptor direct excitation at donor
excitation wavelengths and energy transfer itself pump the acceptor in the ex-
cited state. When the acceptor excited state is saturated, FRET frustration, i.e.,
the inhibition of energy transfer due to the depletion of the acceptor ground
state, occurs [15, 28]. This is particularly relevant for acceptor fluorophores
with fluorescence or triplet state lifetimes that are longer than the donor sing-
let excited state lifetime. Therefore, the spectra and lifetimes of the FRET pair
should be selected in order to minimize the generation of FRET-incompetent
states that would cause FRET frustration. In general, the acceptor should
exhibit a higher photostability and a shorter lifetime than the donor. Fur-
thermore, the direct excitation of the acceptor by the donor excitation light
source should be minimized by the most appropriate selection of excitation
wavelength and donor Stoke’s shift.

Fluorophore saturation causes a nonlinear dependence of the fluorescence
emission on excitation light intensity. Frequency-domain techniques rely on



Fluorescence Lifetime Imaging Microscopy: Quality Assessment and Standards 137

the assumption that the fluorophore responds linearly to the excitation light.
When this assumption is not satisfied, the harmonic content of the emission
may be altered not only by the finite fluorescence lifetime of the fluoro-
phore, but also by fluorophore saturation [15]. Fluorophore saturation, as
used here, does not imply that the fluorophore ground state is fully depleted,
i.e., a saturation of 100%. When sinusoidally modulated excitation light is
used, nonlinear saturation-dependent effects can appear at saturation levels
as low as 10%. On the other hand, when pulsed excitation sources are used,
frequency-domain FLIM regains its robustness also in laser scanning systems
where nonnegligible saturation levels may be present.

11
Fluorescent Stainings

Fluorescence lifetime imaging is also useful for the characterization of un-
stained samples by the detection of autofluorescence. However, FLIM is
mostly used for the analysis of samples that were stained with exogenous
fluorescent dyes [5]. Organic compounds for immunocytochemistry (e.g.,
Cy and Alexa dyes, Rhodamines, and fluoresceins), genetically encodable
fluorophores (e.g., jellyfish and anthozoa fluorescent proteins and phycobil-
liproteins), tags and epitopes for site-directed in vivo labeling with synthetic
dyes (e.g., FlAsH, ReAsH, Halo, and SnapTag), inorganic fluorophores (e.g.,
nano-diamonds, quantum dots, and other fluorescent colloidal particles), and
cryptates provide a wide choice of labeling strategies and fluorophores.

Lifetime imaging can be used to read out fluorescent biosensors and
for the quantification of protein–protein interactions or protein conform-
ational change [51]. Biosensors and protein tags should minimize the dis-
turbance of the physiological responses of a biological model to assure a re-
liable biological interpretation of the data. For instance, high-affinity calcium
probes may alter the calcium homeostasis by competing with the endogenous
buffering capability of the cell, protein overexpression can saturate binding
partners, and protein tags can mislocalize the marked molecules. Further-
more, the introduction of electrostatic charges or hydrophobic regions in
biomolecules may reduce physiological interactions or enhance oligomer-
ization. Protein-tag-induced oligomerization has indeed been described for
nonmonomerized fluorescent proteins [37]. Therefore, adequate (biological)
control experiments are indispensable, not only for the assessment of the flu-
orescence lifetimes, but also for judging the potential alteration of biological
responses.

When choosing fluorescent stainings for FRET experiments, one should
always consider that FRET cannot be reliably detected at distances higher
than twice the Förster radius or at a mutual orientation of the fluorophores
that causes a low κ2 orientation factor. Therefore, the molecular position
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of the tag and linkers may require optimization in order to detect signifi-
cant FRET efficiencies. Finally, when deciding on the placing of donor and
acceptor fluorophores on two interacting proteins, it should be considered
that their interaction can only be optimally detected at a molecular ex-
cess of the acceptor-labeled protein in order to saturate the donor-labeled
protein.

The selection of bright and photostable fluorophores, whose lifetime and
spectra are in the optimal detection range of the instrumentation, is a basic
issue in the selection of fluorescent stains. More subtle effects, however, can
cause artifacts that, without proper controls and characterization of the fluo-
rophore, may pass undetected.

Given the intrinsic high reliability, quantitative nature, and sensitivity of
lifetime-based sensing, FLIM is expected to drive the current focus on “sys-
tems biology” approaches in the life sciences. That is, the requirement for
numerical quantitative data on cellular events and processes for the formu-
lation of mathematical models of larger integrative responses can ideally be
fulfilled by FLIM. Furthermore, there is a current effort toward the gener-
ation of multiplexed fluorescent cellular biosensors, particularly those that
are based on FRET, which allow the simultaneous observation of multiple
events in single cells that is necessary to uncover causal connections in the
complex cellular biochemical network. We will therefore likely see a large in-
crease in the demand for accurate and efficient FLIM systems and, with that,
a demand for even more stringent quality assessment tools and reliance on
powerful statistical analysis methods.

The combination of molecular biology, which can provide genetically en-
codable tags and protein mutants for suitable controls, and a quantitative
fluorescence imaging technique such FLIM provides a powerful tool set for
the life and biomedical sciences.

12
Conclusions

Reliable and precise FLIM experiments require the characterization and cali-
bration of the instrumentation, the use of experimental protocols to assure
data reproducibility (e.g., constant temperature and sample preparation, al-
ternation of acquisition of control and noncontrol data), the performance of
controls for the validation of the biological model and for the characterization
of the fluorescent tag, and a careful analysis of the data (see Table 4).

It is in the biological sciences, where FLIM is providing astounding results,
that lifetime imaging requires the most meticulous and careful use. Lifetime
heterogeneity due to the inherent properties of some fluorophores and to
instrumental response variations sum up with the heterogeneity of the bio-
logical samples in the comparatively low throughput of typical microscopy
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systems. Therefore, careful calibration and experimental protocols are neces-
sary to unveil subtle or heterogeneous biological effects. In this regard, the
use of fast imaging instrumentation and automated systems may provide the
higher throughput necessary for broader statistical samples. On the other
hand, fluctuations in the instrumental response may cause the detection of
false positive results which, however, can be avoided by appropriate protocols
for routine calibration and sample measurement.

A collection of suitable single-exponential fluorescence lifetime standards
(Table 2) is available for these purposes. Furthermore, multiple standards can
be used to avoid or reduce systematic errors that cannot be corrected for
by a single point calibration. Gradients of lifetimes can be created by the
alteration of the chemico-physical properties of the solvent in a controlled

Table 4 Checklist

Sample preparation
1. Fluorophores should match the spectral and timing properties of the

instrumentation.
2. Staining and, if needed, fixation and mounting should not alter the experimental

interpretation of the data. Always use the same protocols and procedures.
3. Always prepare adequate (biological) sample controls.

System calibration
4. Characterize and calibrate the system on a regular basis.
5. Allow the temperature of the equipment, specimen, and laboratory room to stabilize.
6. Measure or estimate (see Table 3 and references) the F value of the used system.
7. Align/calibrate the system for the specific conditions of the experiment (before

every use).
Data acquisition

8. Select an adequate field of view and acquisition speed for the investigated process.
9. Collect enough photons considering the model that should fit the data and the

photon economy of the system.
10. In a two-photon system, long exposure times and lower excitation power could

minimize photobleaching.
11. Check the autofluorescence background level of an unstained specimen. Sample

brightness should be significantly higher than in unstained samples.
12. Keep the fluorophore photobleaching lower than 50% and ensure the remaining

fluorescence dominates over the autofluorescence.
13. (For FRET experiments) Keep the acceptor photobleach low (< 20%).
14. Avoid saturation of the detector, counting rates that exceed the detector capability,

and pulse pile-up.
15. Alternate acquisition of different samples or at least check the stability of the system

at the end of each experimental session.

Data analysis
16. Mask out pixels that do not contain sufficient photon counts.
17. Is the model correct? Check χ2 and residuals. If a more complex model is needed,

use F statistics.
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Table 4 (continued)

18. When lifetime variations are present at the border of the objects, check if this is
caused by wrong binning or insufficient photon counts. If control experiments
imaged in the same conditions exhibit the same structures and an inhomogeneous
lifetime, this is an imaging artifact.

19. (For FD-FLIM) Do the phase- and modulation-lifetime estimators provide
similar information? The modulation lifetime should always be higher than the
phase lifetime unless fluorescence is generated by a photochemical reaction at the
excited state (e.g., acceptor fluorescence emission cross-talk). In other cases, the
system may not be calibrated correctly.

20. When narrow lifetime distributions or lifetime values equal to the initial fit
parameters are present, the fit did not converge to the actual lifetime value (not
enough photons or wrong model).

21. Is there correlation between lifetimes and fluorescence intensities? Is this
meaningful (higher FRET causes lower lifetimes and lower intensities) or the effect
of photon statistics or pulse pile-up?

22. Compare adequate numbers of experiments, acquired in different experimental ses-
sions (evaluate with t-test, ANOVA, Kolmogorov–Smironov test or other statistics).

Always
23. FLIM is a powerful tool, but good raw data are a prerequisite. Arbitrary editing of

masks and imaging procedures that are not clearly declared in the protocols, or
variation in sample preparation/data acquisition/data analysis from sample to
sample, can change the scientific interpretation of the results!

manner. However, we note that the heterogeneity of such gradients should be
carefully characterized.

In the past few decades, advanced fluorescence microscopy systems have
become available to many research laboratories thanks to increasingly cost-
effective and user-friendly technologies. In the near future, fluorescence mi-
croscopy will reach molecular resolution (<10 nm), will provide flexible and
scalable systems (e.g., by the use of tunable laser supercontinuums, tunable
optics, automation, and remote operation), and will provide quantitative mul-
tiparametric (intensity, lifetime, polarization, spectra, 4D spatio-temporal)
imaging possibilities.

The necessity of fluorescence standards and standardized quality assess-
ment protocols is therefore destined to grow. The development of stan-
dardized, stable, and easy-to-handle samples for the calibration of lifetime
sensing, polarization detection, spectral resolution, and spatial resolution is
therefore desirable.
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Abstract This chapter presents a review of fluorescence correlation spectroscopy (FCS),
an experimental technique with single-molecule sensitivity, which is based on the an-
alysis of fluctuations of fluorescence intensity detected from a tiny volume. Correlation
functions of fluorescence fluctuations can provide information on the translational and
rotational diffusion of fluorophores, dynamics of singlet–triplet transitions, chemical
reactions, flow, and active transport of fluorescent molecules. A detailed theoretical
description of the fluorescence correlation and cross-correlation technique is followed
by a discussion of various experimental aspects of FCS, including the choice of in-
strumentation and fluorophores, sample- and setup-related nonidealities and possible
artifacts, statistical accuracy, and approaches to the analysis of FCS data. Additionally,
some FCS application aspects are addressed, including the quantitative determination
of translational diffusion coefficients and the use of FCS in studies of (bio)polymers
and phospholipid membranes. The chapter concludes with an overview of both well-
established and currently emerging varieties of FCS and related methods, including the
use of two-photon excitation and the application of total internal reflection, nanoaper-
tures, and stimulated emission depletion to confine the detection volume; the use of
higher-order correlations; application of time-resolved and time-gated detection; multi-
focal and CCD-based FCS; and image correlation and scanning FCS techniques.

Keywords Anomalous diffusion · Brownian diffusion · Correlation function ·
Fluorescence correlation spectroscopy · Fluorescent proteins · Phospholipid membranes ·
Polymer dynamics

1
Introduction

Fluorescence correlation spectroscopy (FCS), also known as fluorescence
fluctuation spectroscopy, is an experimental technique with single-molecule
sensitivity based on studying fluctuations of fluorescence intensity detected
from a tiny volume. Fluctuations of fluorescence take place as a result of
fluctuations of the number and/or brightness of fluorescent particles in the
detection volume with time (Fig. 1), e.g., as a result of their motion (diffusion,
active transport) and/or photophysical or photochemical reactions.

The concept and basic principles of FCS were formulated by Magde, Elson,
and Webb more than 30 years ago [1] and later successfully implemented [2–9]
as a natural extension of the then well-developed field of dynamic light
scattering (DLS) [10], especially of its applications to the study of number
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Fig. 1 Cartoon showing the concept of fluorescence correlation spectroscopy

fluctuations in dilute suspensions of colloidal particles [11, 12]. In the follow-
ing two decades, FCS was established as a technique for the investigation of
translational and rotational diffusion, active transport and flow, photophys-
ical and photochemical transformations, chemical reactions, and molecular
aggregation. A detailed account of this early stage of FCS development can be
found in reviews [13–17]. However, in spite of the doubtless progress, the field
stayed rather dormant, partly due to the lack of efficient hardware and soft-
ware, and partly due to the more straightforward methods of steady-state and
time-resolved fluorescence spectroscopy [18, 19] booming during this period.

It was the experimental demonstration of the single-molecule detection
capabilities of FCS [20] in 1993 and the emergence in 1994 of the visionary
paper by Eigen and Rigler [21], uncovering the huge potential of FCS for bio-
physical, biochemical, and molecular biological sciences, which resulted in

Fig. 2 The dynamics of publications in the field of FCS: cumulative number of papers with
the keyword “Fluorescence Correlation Spectroscopy” ( ) and cumulative number of ci-
tations of [1] ( ), [20] ( ), and [21] ( ). Lines showing the period of linear growth and
exponential explosion are drawn as a guide for the eye. Search results are from ISI Web
of KnowledgeSM
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an exponentially growing avalanche of FCS-based research in the last decade
(Fig. 2; reviewed in [22–33]).

Over the decades, FCS has matured from a proof-of-principle concept to
an important experimental method extensively used in a wide range of disci-
plines from photophysics to polymer physics to biophysical and biochemical
sciences. In the present review, we give an outline of the present state of the
art of FCS and discuss the novel trends in this experimental technique.

2
General Principles of FCS

2.1
Basic Concepts

The subject of FCS is the study of the character of time-dependent fluctuations
of the fluorescence intensity F(t) = 〈F〉 + δF(t) collected from a tiny detection
volume located in a sample which is considered to be in an equilibrium state.
Generally, the fluorescence intensity can exhibit fluctuations due to fluorescent
particles entering and leaving the detection volume as a result of Brownian mo-
tion or active transport, flow, or sample translation, or as a result of transient
changes in the fluorescence brightness due to chemical reactions and photo-
chemical or photophysical processes. Additionally, in cases where fluorophores
are attached to objects exhibiting internal structural dynamics (e.g., macro-
molecules or biological membranes), the latter can substantially contribute to
fluorescence fluctuations.

An efficient means to study intensity fluctuations of a stationary light
source are intensity correlation functions [34, 35]. In particular, the expres-
sions for the second-order (two-time) and third-order (three-time) intensity
correlation functions are as follows:1

g(2)
ij (τ) =

〈
Fi(t)Fj(t + τ)

〉
〈Fi〉〈Fj〉 , τ ≥ 0 , (1)

g(3)
ijk (τ1, τ2) =

〈
Fi(t)Fj(t + τ1)Fk(t + τ1 + τ2)

〉
〈Fi〉〈Fj〉〈Fk〉 , τ1, τ2 ≥ 0 . (2)

Angular brackets stand, generally, for ensemble averaging, which in FCS
measurements on a sample under equilibrium conditions is replaced, under
the assumption of ergodicity, by time averaging. If the fluorescence signals
Fi,j,k are recorded by the same detector, Eqs. 1 and 2 are referred to as auto-
correlation functions (ACFs). In the case where the fluorescence signals Fi,j,k

1 In some FCS-related papers, Eqs. 1 and 2 are referred to as the first- and second-order intensity
correlation functions, respectively. We, however, prefer to use the standard definitions accepted in
quantum optics and photon correlation spectroscopy [34, 35].



State of the Art and Novel Trends in Fluorescence Correlation Spectroscopy 149

are recorded from different subvolumes within the sample, or/and at different
spectral ranges using different detectors, the term cross-correlation function
(CCF) is used.

The most common quantity reported and discussed in the context of
FCS studies is the second-order correlation function of fluorescence inten-
sity (Eq. 1) or the related correlation function of fluorescence intensity fluc-
tuations:

Gij(τ) = g(2)
ij (τ) – 1 =

〈
δFi(t)δFj(t + τ)

〉
〈Fi〉〈Fj〉 , (3)

which in what follows will be referred to as the FCS ACF. We first discuss
some general properties of the FCS correlation function (Eq. 3), after which
we consider in more detail some particular cases characteristic of typical FCS
experiments.

Due to a random time separating the events of optical excitation and fluor-
escence emission by a dye molecule, the fluorescence signals from different
molecules in the detection volume are completely incoherent. Therefore the
fluorescence intensity detected at a particular time instant from a volume
element located at a position r is proportional to the the position-dependent
excitation intensity I, concentration of the fluorophore c in the fluorescent
state, its excitation cross section σexc and fluorescence quantum yield φ,
the overall fluorescence detection efficiency for the fluorophore κ, and the
normalized fluorescence collection efficiency S. Additionally, in the case of
polarized excitation and detection, the intensity of the detected fluorescence
signal depends on the instantaneous orientation of the absorption and emis-
sion dipole moments with respect to the polarizer axes in the excitation and
detection channels, as well as on the rotational correlation time and excited-
state lifetime of the molecule. Therefore, provided that the parameters of
the setup are not time-dependent, FCS measurements are sensitive to fluc-
tuations of the concentration, photophysical properties, and orientation of
fluorophores in the sample.

In most cases, though, the rotational diffusion can be neglected, and the
detected fluorescence intensity is given by the expression:

F(t) =
∫

W(r)qc(r, t)dV , (4)

where the quantity W(r) = S(r)I(r)/I0 with I0 = max(I(r)) describes the ef-
fective shape of the fluorescence detection volume (also known as the mo-
lecular detection efficiency profile), and q = I0κσexcφ is the so-called molecu-
lar brightness of the fluorophore.

If not mentioned explicitly, we will consider ideal solutions of point-like
particles in an open volume, which means that the concentration fluctuations
of different components of a system at the same time instant are independent
and spatially uncorrelated, and their number fluctuations in a small open
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volume are governed by the Poisson statistic [36]:
〈
δci(r, 0)δcj(r′, 0)

〉
= c̄iδijδ(r – r′) , (5)

where c̄i is the mean concentration of the i-th fluorescent component, δij is
the Kronecker delta, and δ( · ) is the Dirac delta function. Then the correlation
function of concentration fluctuations of the i-th component is

〈
δci(r, t)δci(r′, 0)

〉
= c̄iΦi(r, r′, t) , (6)

where Φi(r, r′, t) is the Green function describing its motion.
In this case for a single diffusing species the FCS ACF reads as follows:

G(τ) =

∫∫
W(r)Φ(r, r′, t)W(r′)dV dV ′

c̄
(∫

W(r)dV
)2 . (7)

The time zero limit of the correlation function is given by the inverse of the
effective number of molecules in the detection volume:

G(0) =
1

〈N〉 , (8)

where the effective number of molecules is determined by the concentration
of the fluorophore and the effective fluorescence detection volume:

〈N〉 = c̄Veff (9)

with Veff =
(∫

W(r)dV
)2/∫

W2(r)dV.
In modern FCS, depending on the particular implementation, the size

of the detection volume lies in the range of ∼0.1–1.0 fl. This, along with
practical limitations in reliable detection of the ACF, restricts the typical flu-
orophore concentrations to the range of ∼0.1–100 nM, which corresponds to
an average of a few (or even less than one) molecules in the detection volume.
Thus, FCS can be classified as a single-molecule fluorescence technique.

The particular shape of the detection volume depends on the excitation–
detection geometry and particular implementation of the technique. In most
FCS experiments, confocal detection is used (as is shown in Fig. 3). In this
case the fluorescence detection volume is considered to be well approximated
by the 3D Gaussian ellipsoid [20]:

W(x, y, z) = exp
[

–
2(x2 + y2)

r2
0

–
2z2

z2
0

]
, (10)

whose z-axis coincides with the optical axis of the objective. This form of the
fluorescence detection volume will be assumed in what follows, if not other-
wise stated explicitly.
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Fig. 3 Sketch of a typical confocal microscope-based setup for fluorescence (cross-)cor-
relation spectroscopy. The optional third detection channel is shown in gray. DM0 is
a dichroic mirror separating the excitation and fluorescence emission; DM1 and DM2 are
dichroic mirrors spectrally separating fluorescence into detection channels. In the two-
channel configuration, DM1 can be replaced by a beam splitter. Pinholes and detectors
are denoted by P and Det, respectively

Within the Gaussian approximation (Eq. 10) of the detection volume
shape, the effective number of molecules is given by 〈N〉 = π3/2r2

0z0c̄. Thus,
if the dimensions of the detection volume are known, the concentration of
the diffusing fluorescent species can be determined from the amplitude of the
FCS ACF.

Using the concept of the mean number of molecules in the detection vol-
ume, one can introduce the practical proxy to the molecular brightness, an
important quantity in FCS experiments. This proxy, known as “counts per
molecule per second” (CPM), is defined as CPM = 〈N〉–1〈F〉 with the mean
fluorescence intensity 〈F〉 measured in counts per second (the use of a single-
photon counting detector is assumed).

In the presence of a noncorrelated background signal (due to detector dark
counts and fluorescence or scattering background in the sample) with the de-
tected mean intensity 〈FB〉, the amplitude of the FCS correlation function is
reduced [4]:

G(0) =
1

〈N〉
[

1 –
〈FB〉

〈F〉 + 〈FB〉
]2

. (11)

This effect should be accounted for when using FCS for estimating fluoro-
phore concentrations and molecular brightnesses.

In most applications, FCS experiments are aimed at determining transport
coefficients and reaction rate constants in systems under equilibrium con-
ditions. Generally, concentration fluctuations in an n-component system of
point-like particles under equilibrium conditions, whose dynamics is char-
acterized by diffusion, chemical reactions, and active transport (or flow,
or translation), are described by the following advective reaction–diffusion
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equation:

∂tci(r, t) = Di∇2ci(r, t) +
n∑

j=1

Kijcj(r, t) – vi(r) ·∇ci(r, t) , (12)

where Di and vi are diffusion coefficients and flow velocities of the compo-
nents, and Kij are elements of the matrix of kinetics coefficients. In what
follows we will consider several particular cases characteristic for typical ap-
plications of FCS, for which simple expressions for FCS correlation functions
can be derived.

2.2
Correlation Functions in Typical FCS Experiments

2.2.1
Pure Diffusion

The simplest case of those described by Eq. 12 is pure diffusion. In this case
the concentration fluctuations in a sample containing n independently diffus-
ing fluorescent species are governed by the equation

∂tci(r, t) = Di∇2ci(r, t) . (13)

The Green function for free diffusion of the i-th component in d dimensions
(d = 1, 2, 3) is as follows (see, e.g., [37]):

Φi(r, r′, t) =
1

(4πDit)d/2
exp

[
–

(r – r′)2

4Dit

]
. (14)

By combining this expression with Eqs. 7 and 10 and evaluating the integrals,
expressions for the FCS correlation functions can be obtained.

In particular, in the case of a one-component system, the FCS ACF takes
the form

G(τ) =
1

〈N〉GD(τ) , (15)

where GD(τ) is the normalized FCS ACF for free normal diffusion. For dif-
fusion in 3D it is expressed as2

GD(τ) =
1(

1 + τ/τD
) √

1 + f –2τ/τD
, (16)

where f = z0/r0 is the elongation of the Gaussian detection volume (Eq. 10).

2 Here and in what follows we will use the subscript D to denote quantities related to diffusion.
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In the case of 2D diffusion in the XY-plane (e.g., diffusion of a fluorescent
probe in a phospholipid membrane lying in the focal plane of the objective),

GD(τ) =
1

1 + τ/τD
. (17)

In Eqs. 16 and 17

τD =
r2

0

4D
(18)

is the so-called diffusion time giving the characteristic decay scale of fluores-
cence fluctuations.

Since usually in experiments f = 3.5–7, the relation G(τD)≈(1/2)G(0) can
be used to obtain a quick estimate of the diffusion time τD in the case of pure
single-component diffusion.

Thus, if the diffusion coefficient of the dye is known from independent
experiments, the effective size of the detection volume and the mean concen-
tration of fluorescent particles can be estimated by fitting the experimental
correlation curve with Eq. 16 (or Eq. 17).3 Once the effective detection vol-
ume has been characterized by measurements on a standard sample with the
known diffusion coefficient, one can use FCS for determination of diffusion
coefficients. Here we would like to emphasize that these diffusion coefficient
measurements are relative and therefore necessarily require reporting of the
diffusion coefficient of the reference substance employed.

In the case of an n-component mixture of noninteracting fluorescent par-
ticles characterized by molecular brightnesses qi and mean concentrations c̄i,
the correlation function of fluorescence fluctuations takes the following form:

G(τ) =

∑n
i=1 q2

i c̄iGDi(τ)

Veff
(∑n

i=1 qic̄i
)2 =

∑n
i=1 q2

i YiGDi(τ)

〈Ntotal〉
(∑n

i=1 qiYi
)2 , (19)

where Yi = c̄i/
∑n

i=1 c̄i are the molar fractions of fluorescent components, and
〈Ntotal〉 = Veff

∑n
i=1 c̄i is the total effective number of fluorescent particles in

the detection volume.
Notice that in this case the inverse of the amplitude of the correlation func-

tion gives the apparent number of molecules in the detection volume

〈Napp〉 = Veff

(∑n
i=1 qic̄i

)2

∑n
i=1 q2

i c̄i
= 〈Ntotal〉

(∑n
i=1 qiYi

)2

∑n
i=1 q2

i Yi
, (20)

which can differ substantially from 〈Ntotal〉, and therefore this estimate should
be used with extreme caution in the study of multicomponent systems.

Thus, FCS provides a means to study binding reactions under quasi-
equilibrium conditions, provided the molecular brightnesses of the free and

3 In reality other processes, such as, e.g., triplet blinking (see below), additionally contribute, as
a rule, to the shape of the correlation curve and need to be taken into account.
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Fig. 4 Normalized FCS ACFs for a Rhodamine 6G dye, Rhodamine 6G-labeled oligonu-
cleotide, and their 1 : 1 mixture freely diffusing in water (λexc = 532 nm, T = 298 K, setup:
Hamamatsu C9413) and b freely diffusing molecules of enhanced GFP (Clontech, Palo
Alto, CA, USA) exhibiting pH-dependent blinking in a series of aqueous buffer solutions
(λexc = 488 nm, T = 298 K, home-built setup)

bound fluorescent labels are known. As a model example, Fig. 4a shows re-
sults for a free label, labeled oligonucleotide, and 1 : 1 mixture of the free and
oligonucleotide-bound label. This approach was successfully used to follow
slow irreversible binding reactions in solution [38, 39]. However, one should
keep in mind that successful application of this approach requires a consid-
erable difference in the diffusion coefficients of the bound and free fractions
and their comparable contributions to the FCS correlation function [40].

2.2.2
Effects of Chemical Reactions

In the case where the dynamics of a system is determined by diffusion and
chemical reactions, the concentration fluctuations are described by the fol-
lowing system of coupled reaction–diffusion equations:

∂tci(r, t) = Di∇2ci(r, t) +
n∑

j=1

Kijcj(r, t) . (21)

To be observed in an FCS experiment, the chemical reaction must satisfy
at least one of the two following conditions: (1) the reaction should modify
the transport properties of fluorescent species, and (2) fluorescence quantum
yields or absorption cross sections should be modified as a result of reaction.

Although no simple solution of Eq. 21 can generally be obtained, the case
of the two-state reversible chemical reaction

A
kA�
kB

B (22)

for freely diffusing species characterized by the identical diffusion coefficients
DA = DB = D can be solved exactly using, e.g., the technique described in [41].
By introducing the notation γXY = 〈δcX(r, t)δcY (r′, t′)〉, X, Y = A, B and defin-
ing the matrices Γ = [γAA γBA; γAB γBB] and K = [D∇2–kA kB; kA D∇2–kB],
the correlation functions of concentration fluctuations are described by the
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following differential equation

d
dt

Γ = KΓ , (23)

which in the case of freely diffusing particles can be solved, e.g., by ap-
plying the Fourier and Laplace transform techniques. Knowing the (cross-
)correlation functions for the concentration, it is straightforward to obtain
the corresponding correlation functions for fluorescence intensity fluctua-
tions. By assuming different molecular brightnesses of the species in Eq. 22,
the fluorescence correlation function for this system takes the following form:

G(τ) =
1

〈Napp〉
[
GAA(τ) + GBB(τ) + GAB(τ) + GBA(τ)

]
, (24)

where GXX(τ) = c̄2
Xq2

X[(c̄Xq2
X + c̄Y q2

Y)(c̄X + c̄Y )]–1[1 + c̄Y c̄–1
X exp(– kblτ)]GD(τ)

and GXY (τ) = c̄Xc̄YqXqY[(c̄XqX + c̄YqY)(c̄X + c̄Y)]–1[1 – exp(– kblτ)]GD(τ),

X, Y = A, B, with the blinking rate kbl = kA + kB, and, in agreement with Eq. 20,

〈Napp〉 = Veff(qAc̄A + qBc̄B)2/(q2
Ac̄A + q2

Bc̄B).

If one of the species is nonfluorescent, then Eq. 24 simplifies, and

G(τ) =
1

〈Ntotal〉
[

1 +
c̄dark

c̄bright
exp(– kblτ)

]
GD(τ) , (25)

where c̄bright and c̄dark are mean concentrations of the fluorescent and dark
species.

This situation can be experimentally observed, e.g., in FCS experiments
with green fluorescent protein [42]. Its behavior can to a good approxi-
mation be described as a pseudo-first-order protonation–deprotonation re-
action with the fluorescent deprotonated and nonfluorescent protonated
forms [43, 44], which is illustrated in Fig. 4b.

The above model can be used to study small-scale (nanometer and sub-
nanometer) conformational dynamics of biomacromolecules, provided that
the conformational changes lead to strong variations in the molecular bright-
ness of the fluorescent label attached (due to, e.g., nonradiative energy trans-
fer or photoinduced electron transfer), so that the corresponding fluorescence
fluctuations can be described in terms of the two-state on–off dynamics. For
applications of this approach in FCS-based studies of conformational dynam-
ics of DNA hairpins and proteins, see, e.g., [45–48].

2.2.3
Effects of Rotational Diffusion

In cases where the excitation light is linearly polarized and/or the detec-
tion is polarization sensitive, rotational diffusion of fluorescent particles leads
to additional fluctuations in the detected fluorescence signal. For small dye
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molecules, the typical rotational dynamics in aqueous solutions at room
temperature (typical conditions of an FCS experiment) takes place on the
subnanosecond scale [49] and therefore virtually does not affect FCS cor-
relation curves. However, if the fluorophore is rigidly attached to a larger
particle, e.g., a biological macromolecule, the typical scale of rotational relax-
ation can shift from tens of nanoseconds to microseconds [18]. By this means,
in the case of slowly rotating particles, FCS monitors rotational diffusion
in the ground state, and therefore, in contrast to time-resolved fluorescence
anisotropy measurements [18], rotational relaxation times accessible to FCS
are not restricted to the scale of the excited-state lifetime of the molecule.

The theory describing the manifestation of rotational diffusion of fluo-
rophores in FCS measurements with polarized excitation and/or detection
was developed very soon after the appearance of FCS [5–7, 50] and was later
extended to the case of driven rotational motion [51, 52]. The full theoretical
description of polarized FCS is quite involved and accounts for the light po-
larization in the excitation and detection channels, mutual orientation of the
absorption and emission dipole moments, the duration of the excited state,
and the shape of the fluorescent particles [5, 6, 15]. In [6], approximate FCS
ACFs for slow rotational diffusion of a spherical particle were obtained for
different experimental geometries. In particular, in the case where the ro-
tational correlation time is much longer than the excited-state lifetime, the
rotational contribution to the FCS correlation function is expressed as fol-
lows [6, 50]:

G(τ) =
1

〈N〉
[
1 + a1 exp(– 6DRt) + a2 exp(– 20DRt)

]
GD(τ) , (26)

where GD(τ) is the correlation function for free diffusion in 3D, DR is the rota-
tional diffusion coefficient, and the pre-exponential factors a1,2 depend on the
particular experimental geometry. In most cases the rotational contribution
can be considered to be essentially single-exponential [53, 54].

Successful applications of polarized FCS include obtaining an estimate of
the rotational correlation time of green fluorescent protein, being in a good
agreement with time-resolved fluorescence anisotropy measurements [54].
Recently, polarized FCS was applied to study the rotational and translational
diffusion of peptide-coated semiconductor nanorods [55]. One should keep in
mind that, due to the use of high-NA objectives, polarized FCS measurements
can be prone to experimental artifacts [56], which can still be minimized
under certain conditions [57].

A related technique to study rotational dynamics which currently gains im-
portance, especially in single-molecule fluorescence microscopy [58], is based
on the study of correlation functions C(τ) = 〈P(t)P(t + τ)〉 of the fluorescence
polarization P = (F‖ – F⊥)/(F‖ + F⊥). Application of this approach is, how-
ever, far from trivial, which is illustrated by a recent retraction [59] of a series
of experimental papers on slow single-molecule rotation dynamics. However,
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careful implementation of the method can provide valuable results on the
rotational dynamics of single molecules immobilized in a matrix [60].

It has been recently shown [61] that application of the polarization corre-
lation functions in cases where particles simultaneously exhibit both transla-
tional and rotational diffusion is an efficient means to eliminate the unwanted
contribution of the translational motion, which otherwise can complicate
determination of the rotational dynamics. The efficiency of a similar ap-
proach, but this time based on computing correlation functions of fluores-
cence anisotropy r = (F‖ – F⊥)/(F‖ + 2F⊥), to study slow rotational motion of
molecules was recently demonstrated [62].

It is known that the orientational photoselection of fluorophores becomes
more efficient upon multiphoton excitation [18]. Therefore, an enhanced
contribution of rotational dynamics to fluorescence fluctuations should be
expected in FCS experiments with two-photon excitation.

2.2.4
Fast Fluorescence Dynamics: Triplet Blinking and Antibunching

The above expressions for the FCS correlation functions do not account for
the quantum nature of the fluorescence emission by a single molecule. The
proper account of quantum effects leads to anticorrelation of photocounts
at short timescales, the phenomenon known as photon antibunching [34],
which is a manifestation of the fact that a single quantum system cannot emit
a light quantum immediately after undergoing a radiative transition. For the
first time, the effect of the drop in the intensity ACF at short times was pre-
dicted as a by-product of the treatment of the rotational motion in FCS [5];
later, photon antibunching was independently predicted in a quantum elec-
trodynamics analysis of single-atom resonance fluorescence [63]. The effect
was first observed experimentally for sodium atoms [64], and later for dye
molecules in solution at room temperature [65] and in a solid matrix at cryo-
genic temperatures [66].

On the other hand, the presence of the relatively long-lived triplet state,
where the molecule can be “deposited” for certain periods of time and thus
temporarily stops fluorescing, leads to the opposite effect of photon bunch-
ing, showing in the fluorescence ACF as an additional transient positive
contribution at a timescale of the order of the triplet-state lifetime.

A unified description of population dynamics of a dye molecule account-
ing for the ground, first excited, and first triplet states (see scheme in Fig. 5)
was developed in [67] based on optical Bloch equations. For dye molecules
in solution at room temperature, the dynamics can be well approximated by
a set of rate equations [67–69]. The model predicts photon antibunching at
short times and photon bunching at longer times due to transitions to the
nonfluorescent triplet state. Under the condition of k21 � k23, k31 (see scheme
in Fig. 5) and with the assumption that photophysical processes and diffu-
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Fig. 5 Left: Simplified Jabłoński diagram of a fluorescent molecule. Right: Fluorescence
intensity ACF for a Rhodamine 6G solution in a flat microcavity along with a fit accord-
ing to Eq. 27. Reprinted with permission from [69]. © (1998) by the American Physical
Society

sional motion of the molecules are independent, the following approximate
expression for the FCS ACF can be obtained:

G(τ) =
1

〈N〉
{

1 +
1

m(1 – T)

[
– exp

(
–

τ

τA

)
+ T exp

(
–

τ

τT

)]}
GD(τ) , (27)

where GD(τ) is the correlation function for free diffusion, τA and τT
are antibunching and triplet blinking times, 1/τA = k12 + k21, 1/τT = k31 +
k12k23/(k12 + k21), k12 = σexcI (σexc is the excitation cross section, I is the ex-
citation intensity), m is the number of fluorescent labels per particle [70], and
T = k12k23/[k12(k23 + k31) + k21k31] is the fractional population of the triplet
state in the detection volume.

The possibility to measure the full correlation function of freely diffus-
ing dye molecules showing the antibunching, triplet blinking, and diffusion
components over the time range from picoseconds to seconds was demon-
strated in experiments with a conventional correlator and cw excitation [69]
(Fig. 5) and recently with pulsed excitation and time-resolved time-correlated
detection [71].

At low excitation intensities the model agrees well with experimental ob-
servations, as is illustrated by Fig. 5. Several effects can lead to deviations
from the simple expression (Eq. 27): due to the spatial dependence of the exci-
tation power density, distributions of antibunching and triplet blinking times,
rather than single-exponential terms, should be used [68, 69, 72]; at elevated
excitation intensities further deviations from Eq. 27 should take place due
to distortion of the concentration profile as a result of fluorescence satura-
tion [68].

In most FCS studies, however, the time resolution is not high enough to
observe the antibunching term, and, as a rule, diffusing particles are not mul-
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tiply labeled. Therefore, the following expression is usually used to analyze
FCS ACF data:

G(τ) =
1

〈N〉
[

1 +
T

1 – T
exp

(
–

τ

τT

)]
GD(τ) . (28)

2.2.5
Effects of Molecular Binding via Two-Color Cross-Correlation

Investigation of binding reactions is extremely important in biochemical
studies, and, in principle, can be carried out by following a change in the
diffusion coefficient of fluorescent species, as has been discussed above. How-
ever, for proteins in the globular state the diffusion coefficient is approxi-
mately proportional to the cubic root of the molecular weight, and therefore
at least an order of magnitude change in the molecular weight upon binding is
required to observe the binding reaction in the fluorescence autocorrelation.
The sensitivity and resolution can be enhanced dramatically by using so-
called two-color fluorescence cross-correlation spectroscopy (FCCS). In this
method, the sample contains two different labels with distinct excitation and
fluorescence spectra, which are selectively excited by two overlapping laser
beams; the fluorescence signal collected from the overlapping detection vol-
umes is split into two spectral channels, intensities in which are monitored by
two detectors whose outputs are cross-correlated (Fig. 3).

The two-color FCCS, which was inspired by varieties of the DLS tech-
nique [73, 74], was proposed in [75]. There, the theory of two-color FCCS was
developed and the power of the approach was demonstrated in a study of cor-
related motion of interacting colloidal particles. The two-color FCCS method,
however, did not receive considerable attention before Eigen and Rigler [21]
pointed out its tremendous potential for biochemical studies on the single-
molecule level. The power of this method in studies of diffusion and reactions
in multicomponent solutions lies in the fact that tiny fractions of doubly la-
beled particles can be detected on the background of larger amounts of singly
labeled particles, irrespective of whether their diffusion coefficients differ sig-
nificantly or not. This was convincingly demonstrated in [76], after which
two-color FCCS has become a tool of choice in studies of molecular interac-
tions in biochemistry and cell biology.

As an example, consider a sample containing three types of particles:
single-labeled ones carrying either a red or green label with the mean con-
centrations c̄r and c̄g, respectively, and double-labeled ones carrying both
labels, with the concentration c̄rg. Assuming ideal conditions, namely, identi-
cal shape and position of the detection volumes corresponding to the red and
green detection channels, their perfect spectral separation (no spectral cross-
talk), and constant molecular brightnesses of the red and green fluorophores,
irrespective of their binding conditions, one can find by using reasoning simi-
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lar to that of Sect. 2.2.2 that the two-color CCF of fluorescence fluctuations in
the red and green channels

G×(τ) =

〈
δFg(t)δFr(t + τ)

〉
〈Fg〉〈Fr〉 (29)

is characterized by the amplitude proportional to the concentration of the
double-labeled species:

G×(τ) =
c̄rg

Veff(c̄r + c̄rg)(c̄g + c̄rg)
GDrg(τ) , (30)

where GDrg(τ) describes diffusion of the double-labeled species. The ACFs of
the red and green species under these conditions are

Gr,g(τ) =
c̄r,gGDr,g(τ) + c̄rgGDrg(τ)

Veff(c̄r,g + c̄rg)2 , (31)

where GDr,g(τ) describe diffusion of red and green species, respectively.
As a result, if the size of the detection volume is known, the absolute con-

centration of the double-labeled species can be determined:

c̄rg =
G×(0)

VeffGr(0)Gg(0)
. (32)

The expressions above represent an ideal case of 1 : 1 ligand–receptor binding
under ideal excitation and detection conditions. In reality, two-color FCCS
measurements are prone to numerous artifacts, including different sizes of
the two detection volumes, their relative displacement, cross-excitation of
fluorophores, and spectral cross-talk of the two detection channels. The effect
of the spectral cross-talk on cross-correlation amplitudes is extensively dis-
cussed in [77]. Technical aspects, including a discussion of the focal geometry,
background and spectral cross-talk correction, as well as detailed treatment
of the two-component binding equilibria as studied by FCCS, are presented
in [78]. Practical strategies on quantitative correction for the spectral cross-
talk are developed in [79]. Additionally, [79] presents a general theory of
cross-correlation analysis for complex binding stoichiometries and changes
in fluorescence efficiency, which was successfully applied in [80] to the cross-
correlation analysis of enzyme–substrate interaction. A recent study [81] has
shown the feasibility of FCCS with up to three different fluorophores using
a single excitation wavelength, which allows one to study binding of three
interacting partners.

The spectral cross-talk effects can be minimized in multicolor FCCS by
interleaving the light sources exciting the different fluorophores and syn-
chronizing the detection with the excitation, so that the source of each de-
tected photon is known [82, 83]. The recently proposed optical designs for
multicolor fluorescence cross-correlation based on the use of a grating [84]
or a prism [85] should provide a more flexible selection of fluorescence detec-
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tion ranges and thus more efficient multicolor cross-correlation experiments.
For a review of recent advances in the application of FCCS in studies of living
cells, see [33].

2.2.6
Effects of Flow and Active Transport

For the first time, the possibility of application of FCS to study systems with
a laminar flow or uniform translation was explored in [9]. If a constant lam-
inar flow is present in a sample with freely diffusing fluorescent particles,
or the sample undergoes uniform translation, then fluctuations of the con-
centration of the fluorescent species are described by the advective diffusion
equation

∂tc(r, t) = D∇2c(r, t) – v(r) ·∇c(r, t) , (33)

where v(r) is the vector of the flow or sample translation velocity. This
equation should be solved with careful account of the relevant boundary
conditions, especially when describing experiments in narrow microfluidic
channels or capillaries. Far from channel boundaries, a free-space solution
of Eq. 33 may be assumed:

Φ(r, r′, t) =
1

(4πDt)3/2 exp
[

–
(r – r′ + vt)2

4Dt

]
. (34)

The presence of the velocity-dependent factor in Eq. 34 modifies the FCS ACF
compared to that for pure diffusion, which makes it possible to investigate
simultaneously diffusion and flow. In particular, in the case of a uniform flow
in the XY-plane with the velocity vρ = (v2

x + v2
y)1/2, the FCS ACF takes the

following form:

G(τ) =
1

〈N〉 exp
[

–
(vρτ/r0)2

1 + τ/τD

]
GD(τ) , (35)

where GD(τ) is the correlation function for free diffusion in 3D (Eq. 16). More
general expressions involving flow or translation for a system undergoing
diffusion in the presence of chemical reactions were considered in [86]. An
extension of the technique employing a single laser spot with an elongated
cross section to additionally measure the flow direction was proposed in [87]
and later experimentally demonstrated in [88].

The more general technique of two-beam cross-correlation [89–91] util-
izes two spatially separated laser foci and two corresponding detectors whose
outputs are cross-correlated. The two-beam cross-correlation not only pro-
vides more reliable estimates of the diffusion coefficient and flow velocity, but
additionally can determine the direction of flow. In particular, in the case of
a constant flow with the velocity v and two identically shaped Gaussian ellip-
soid detection volumes Eq. 10 displaced by the vector R, the two-beam CCF
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takes the following form:

G×(τ) =
1

〈N〉 exp

{
–

[
(vρτ – Rρ)/r0

]2

1 + τ/τD
–

[
(vzτ – Rz)/z0

]2

1 + (r0/z0)2τ/τD

}
GD(τ) , (36)

where Rρ = (R2
x + R2

y)1/2. By setting R = 0 one recovers the single-beam ex-
pression (Eq. 35). Notice that in the case where the separation of the laser foci
is known, the two-beam cross-correlation can in principle be used to obtain
absolute values of the transport coefficients.

Equation 36 implies that the two detection volumes are perfectly sepa-
rated, so that detectors can “see” only fluorescence from the respective laser
foci. In reality, a nonvanishing overlap of detection volumes (spatial cross-
talk) leads to contamination of the cross-correlation curve by the so-called
pseudo-autocorrelation, which is discussed in detail in [89, 91]. The effect
of the spatial cross-talk between the detection volumes can be minimized
by using pulsed optical excitation and introducing a delay for the excitation
pulse in one of the beams by a time interval exceeding the fluorescence life-
time, as has been suggested in [92].

Fluorescence correlation and two-beam cross-correlation spectroscopy
were successfully used to study transport [90, 92] and flow profiles [88, 93–95]
in microfluidic structures, as well as chemical and photochemical reac-
tions [96, 97]. Experimental aspects of the application of two-beam cross-
correlation to flow measurements, including the limitations and artifacts of
the technique, were recently reviewed in [98]. In spite of these impressive de-
velopments, experimental FCS-based studies of active transport in living cells
still remain scarce [99].

2.2.7
Anomalous Diffusion

In certain cases, FCS measurements on systems presumably exhibiting in-
homogeneity on the submicrometer scale produce correlation curves decay-
ing slower than expected in the case of simple diffusion. During the last
decade, it has become customary to explain this behavior by the presence of
the so-called anomalous subdiffusion. Anomalous diffusion is a rather broad
concept [100] generally related to diffusion processes where freely diffusing
particles are characterized by the mean square displacement growing with
time slower than in the case of normal diffusion, usually as ∼tα with the ex-
ponent 0 < α < 1 reflecting the degree of diffusion “anomality”. Subdiffusion
was reported or discussed as a possible model in a number of FCS experi-
ments with different systems, including biological membranes [101, 102], cell
nuclei [103], cell cytoplasm [104, 105], gels [106], and crowded macromolec-
ular environments [107, 108]. Recently, an alternative FCS-based approach to
investigate anomalous diffusion by studying the dependence of the apparent
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diffusion coefficient as a function of the size of the detection volume has been
proposed [109, 110].

In most FCS-related publications reporting anomalous diffusion, an as-
sumption is made that the distribution of displacements of a diffusing par-
ticle is Gaussian with the mean square displacement growing with time as
∼tα. This assumption corresponds to the fractional Brownian motion (fBm)
due to Mandelbrot and van Ness [111]. A few papers [103, 105] addition-
ally mention the possibility to describe anomalous FCS curves using the
continuous-time random walk (CTRW) fractional subdiffusion (FSD) [112].
Therefore, because of considerable attention to diffusion in disordered sys-
tems, understanding of the possible manifestations of these types of anoma-
lous subdiffusion in FCS data is important for the correct interpretation of
experimental results.

The fBm process is defined formally [111] by postulating that it is charac-
terized by stationary and self-similar Gaussian increments having an infinite
span of interdependence. Therefore, the Green function of the fBm in d di-
mensions is Gaussian by definition (Fig. 6):

ΦfBm
α (r, t) =

1(
4πDfBm

α tα
)d/2

exp
[

–
r2

4DfBm
α tα

]
, (37)

where DfBm
α is the generalized anomalous diffusion coefficient dimensioned

as [length]2[time]–α. The variance of the distribution grows according to the
power law 〈r2

fBm(t)〉 = 2dDfBm
α tα. The Gaussian form of the distribution of dis-

placements for the fBm makes its use appealing due to the ease of related

Fig. 6 Green functions of three diffusion types in dimensionless coordinates for three
dimensionless time instants t = 0.1, 1, and 10: a normal (Fickian) diffusion (D = 1),
b fractional Brownian motion (α = 2/3, DfBm

α = 1), and c fractional subdiffusion (α = 2/3,
DFSD

α = 1). Panel d shows the corresponding mean square displacements for the normal
diffusion (a) (——) and for the anomalous diffusion models (b,c) (- - -). Panel e shows the
FCS ACFs for 2D particle motion according to normal diffusion (——), fBm with α = 2/3
(- - -), and FSD with α = 2/3 (– – –)
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derivations: the normalized FCS ACF for fBm is expressed as follows:

GfBm
Dα (τ) =

1(
1 + (τ/τDα)α

)√
1 + f –2(τ/τDα)α

, (38)

where

τDα ≡ τDα

(
DfBm

α

)
=

(
r2

0

4DfBm
α

)1/α

. (39)

Unfortunately, the fBm model neither implies nor explains particular under-
lying physical mechanisms, since none of the known dynamical theories gives
rise to fBm [37]. Additionally, attempts to “derive” the fBm Green function
ΦfBm

α (r, t) by “plugging in” a time-dependent diffusion coefficient into the
diffusion equation (as is done, e.g., in [105, 108, 113–115]) are unphysical and
misleading. For more detailes and discussion, see, e.g., [116].

Unlike fBm, another anomalous diffusion process leading to a power-
law time dependence of 〈r2(t)〉∼tα—the CTRW FSD—can be described on
a physical basis [112] by assuming that the diffusing particle exhibiting a dis-
tribution of jump lengths λ(x) with a finite variance can undergo transient
trapping characterized by a waiting time distribution w(t)∼t–1–α with a di-
verging mean. The Green function of the FSD process is described by the
fractional diffusion equation [112], which we write in the form

∂tΦ
FSD
α (r, t) = Γ(1 + α)DFSD

α 0D1–α
t ∇2ΦFSD

α (r, t) , (40)

where DFSD
α is the FSD coefficient, 0D1–α

t is the Riemann–Liouville opera-
tor [117], and Γ( · ) is the gamma function. This Green function is charac-
terized by a power-law mean square displacement 〈r2

FSD(t)〉 = 2dDFSD
α tα [112].

With the use of the integral representation [118, 119] of ΦFSD
α (r, t), we estab-

lish the following formal relation between the fBm and FSD:

ΦFSD
α (r, t) =

∞∫
0

A
(
DfBm

α , 1
)
ΦfBm

α

(
r, t; DfBm

α

)
d ln DfBm

α , (41)

where A(s, t) = (t/(αs))(DFSD
α /s)1/αlα((DFSD

α /s)1/αt), and lα( · ) is the one-sided
Lévy stable density [120]. Equation 41 clearly shows that the FSD process is
characterized by a non-Gaussian distribution of displacements (Fig. 6c).

The effect of the non-Gaussian character of FSD clearly affects the corres-
ponding FCS ACF, which can be expressed as follows:

GFSD
Dα (τ) =

∞∫
0

A
(
DfBm

α , 1
)
GfBm

Dα

(
τ ; τDα

(
DfBm

α

))
d ln DfBm

α . (42)

While the fBm and FSD processes with the same α and DFSD
α = DfBm

α give rise
to identical mean square displacements 〈r2(t)〉, the corresponding FCS ACFs
differ significantly (Fig. 6d and e).

Thus, the situation with the anomalous diffusion in FCS measurements is
not as clear as it might seem from first sight. On the one hand, the fBm model
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leading to the Gaussian distribution of displacements (Eq. 37) and giving the
simple expression for the FCS ACF (Eq. 38) is completely lacking a clear phys-
ical picture in the background, and therefore its choice as a basis for a model
describing experimental data is hard to justify from the physical point of view.
On the other hand, the CTRW FSD model, while having a clear and appealing
physical basis, is characterized by a non-Gaussian distribution of displace-
ments and leads to quite a different shape of the FCS ACF at the same value of
α, showing a longer tail compared to the case of fBm. As a result, the physical
insight gained from the empirical application of the concept of the anoma-
lous diffusion to experimental FCS data may be quite limited, especially if no
convincing microscopic origin of the deviation from the normal diffusion law
is provided. Similar conclusions were drawn in a recent FCS study [121] of
two-component membranes whose heterogeneity is frequently claimed to re-
sult in subdiffusion of probe molecules [122]. In a recent FCS study of protein
diffusion in an environment crowded by surfactant micelles [108], the two-
component diffusion was favored over anomalous diffusion because of a more
convincing physical picture behind the data. This shows that the anomalous
diffusion model should be used with extreme caution and should always be
tested against simpler physical alternatives.

3
Experimental Aspects

3.1
FCS Instrumentation

Numerous self-made FCS setups have been reported in the literature and
share the general features depicted in Fig. 3. While the particular technical
details of the experimental setup design are outside the scope of the present
review, we still highlight some essential points related to the FCS instrumen-
tation.

First of all, the need to provide a tightly focused laser beam and to col-
lect the maximum amount of fluorescence emitted in a sample (which, as
a rule, is close to water in its optical properties) requires the use of high nu-
merical aperture (NA) water-immersion objectives designed for fluorescence
microscopy, for example, C-Apochromat 40× NA 1.2 W from Zeiss or UApo
40× W/340 NA 1.15 from Olympus. Measurements in media with higher re-
fractive indices will require an objective with a capability of refractive index
correction, e.g., 40× Plan Neofluar from Zeiss. Most modern designs of FCS
setups use fiber-coupled avalanche photodiodes (APDs) as fluorescence de-
tectors, with the fiber entrance playing the role of a pinhole, as was first
suggested in [123]. The use of APDs as photon detectors is motivated by their
high quantum efficiency, which, however, comes at the expense of moder-
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ate time resolution, quite high dark count rate of the order of 250–300 s–1,
and rather high afterpulsing probability. On the contrary, photomultiplier
tubes, which are very rarely used at present in FCS, mostly because of lower
quantum efficiencies, may provide a higher time resolution, much lower af-
terpulsing probabilities, and dark count rates of just a few counts per second.
A wide range of correlation hardware and software is currently available on
the market, including the family of classical multiple tau correlators by ALV
(Langen, Germany), the USB-based external digital correlators from correla-
tor.com (Bridgewater, NJ), and novel data acquisition cards with sophisticated
single photon counting modes which allow the extraction of complete infor-
mation on the measured photon sequence [124–126].

A range of commercial research-grade FCS setups has become available
during the last few years, including the ConfoCor2 [127] (recently upgraded
to ConfoCor3) from Zeiss (Jena, Germany), which was the first company to
offer an FCS system on the market, FCS2 from Leica (Wetzlar, Germany), Mi-
croTime 200 from PicoQuant (Berlin, Germany), Alba FCS from ISS (Cham-
paign, IL, USA), and FCS module C9413 from Hamamatsu Photonics (Japan).
The first four setups combine a confocal microscopy system with fluorescence
correlation/cross-correlation capabilities and are developed as user-friendly
platforms mainly aimed at (but, of course, not restricted to) bio-applications.
These setups include several lasers for excitation and several spectral detec-
tion channels with fiber-coupled APDs as detectors. (For additional options
and advanced data acquisition methods implemented in specific setups, an
interested reader is advised to consult the relevant producer’s information.)
By contrast, the compact Hamamatsu unit, featuring a solid-state laser for ex-
citation, a Peltier-cooled photomultiplier tube with a very low afterpulsing as
detector, and no microscopy capabilities, provides an affordable option for
solution studies.

The large-scale FCS-based analysis of biomolecular interactions in drug
discovery, research, and bioanalytics can be carried out using the Clarina™ II
integrated platform by Evotec Technologies (Hamburg, Germany).

3.2
Fluorophores for FCS Studies

In principle, any fluorescent molecule can be used as a fluorophore in an FCS
experiment, provided that the molecular brightness is high enough. How-
ever, the use of an organic fluorophore as a fluorescent label in biochemical
studies imposes quite stringent requirements on the dye quantum yield, pho-
tostability, and chemistry. Presently, the most widespread fluorophores used
in FCS are rhodamine and fluorescein derivatives, produced as the Alexa and
Atto dye families (Molecular Probes and ATTO-Tec, respectively), which cover
a wide range of wavelengths. Different types of functionalizations are avail-
able for specific labeling of proteins and DNA.
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An inorganic alternative to autofluorescent proteins and fluorescent dyes
are semiconductor nanocrystals, also known as quantum dots (QDs) [128,
129]. They are characterized by a broad absorption spectrum and relatively
narrow symmetric luminescence band whose position is finely tuned by the
size of the core of the QD (in the range from a few to ∼ 10 nm). These features
facilitate the use of QDs as labels in fluorescence cross-correlation investiga-
tions, including live cell studies [130]. An additional appealing feature of QDs
is a high two-photon excitation cross section [131]. However, the relatively
long lifetimes and complicated photophysics of QDs (see, e.g., [132–134])
still prevent their wide use as fluorescent labels in FCS. The behavior of QDs
under the conditions of an FCS experiment is still not well understood, al-
though significant progress has been made recently [135, 136]. Of particular
interest are water-soluble QDs for biochemical applications. The solubility in
water is achieved by surface modification, which leads to a significant increase
in size compared to the naked QD, reaching as high as ∼20 nm, and may lead
to a reduction of fluorescence quantum yield. However, recent results [137]
show that this problem can, at least to a certain extent, be resolved, and bright
and stable water-soluble QDs with sub-10-nm diameter can be reliably pro-
duced.

Autofluorescent proteins [42, 138], which offer an important alternative
to dyes and nanocrystals in cell research, include the green fluorescent pro-
tein discovered more than 30 years ago, as well as the more recently iso-
lated cyan fluorescent protein, red-shifted green fluorescent protein [42],
DsRed [139] with its monomeric mutants like mRFP1 [140], mTangerine,
mStrawberry, and mCherry [141], and photoswitchable fluorescent proteins
like Kaede [142] or Dronpa [143]. They are characterized by a particular
arrangement of amino acid chains, which ensures formation of a naturally
fluorescent group surrounded by a barrel-like structure. In applications, one
should keep in mind that, as a rule, autofluorescent proteins are characterized
by quite complicated photophysical behavior [43, 44, 144–149].

4
Nonidealities and Artifacts

4.1
Sample Nonidealities

4.1.1
Concentration Fluctuations in Nonideal Solutions

By monitoring concentration fluctuations of particles diffusing in and out
of the detection volume, the FCS technique is sensitive to the mutual dif-
fusion coefficient Dm [150] which describes relaxation of concentration
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gradients [37]. This contrasts FCS with the tracer-based techniques, like
fluorescence recovery after photobleaching (FRAP) [151] and single-particle
tracking (see, e.g., [152]), which provide information on the self-diffusion
coefficient Ds describing the random walk of individual particles. At low con-
centrations, when interactions between diffusing particles can be neglected
and the solution can be considered to be ideal, Dm tends to Ds. Thus, while
at low concentrations FCS reports the self-diffusion coefficient, the mutual
diffusion coefficient is measured by FCS in concentrated solutions. A related
feature of the technique is that at higher concentrations, when the solute
occupies a significant volume fraction of the solution, the particle number
fluctuations in the detection volume are no longer described by the Poisson
statistic. Instead, the fluctuations are determined by the isothermal osmotic
compressibility [153, 154], and the amplitude of the correlation function in
this case is G(0) = kBΘ/[〈N〉(∂Π/∂ρ)Θ], where kB is the Boltzmann constant,
Θ is the absolute temperature, (∂Π/∂ρ)Θ is the isothermal osmotic com-
pressibility, Π is the osmotic pressure, ρ is the number density of solute
particles, and 〈N〉 is defined above (Eq. 9).

While these issues are of purely theoretical interest in the case of solutions
of small molecules, they become of high importance in experiments with col-
loidal particles and macromolecules [75, 150, 153, 154] whose dynamic prop-
erties are strongly dependent on the concentration [155, 156]. Manifestations
of these effects in FCS experiments have been demonstrated and successfully
applied to study the concentration effects in diffusion of DNA [157, 158] and
polystyrene macromolecules [159].

4.1.2
Effects of Fluorescence Saturation and Photobleaching

In deriving expressions for the FCS correlation function presented in Sect. 2,
it was assumed that the fluorescence intensity is proportional to the intensity
of excitation, and that the shape of the detection volume and the character of
concentration fluctuations of fluorescent particles in the focal spot are inde-
pendent of the excitation power. This assumption is valid, however, only for
low excitation intensities, and, upon an increase in the laser power, the effects
of fluorescence saturation and fluorophore photobleaching start to come into
play.

Saturation of the fluorescence intensity with an increase in the excitation
power leads to flattening of the fluorescence intensity profile around the laser
focus. This increases the effective detection volume and produces a longer
apparent diffusion time and larger apparent number of particles in the detec-
tion volume. The effects of fluorescence saturation in FCS experiments with
a single-photon excitation were recently studied by several groups [160–162].
In [160], a simple saturation model was successfully used to explain the power
dependence of the measured diffusion time and number of molecules in the
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detection volume. The study [161] revealed that the pulsed optical excitation
has a stronger effect on the apparent diffusion time compared to excitation
with a cw source with the same mean power. In the case of two-photon ex-
citation, changes in the shape of FCS correlation curves with the laser power
density were also discussed in the context of fluorescence saturation [163],
although we believe that in this case the major role is rather played by pho-
tobleaching effects.

A fluorescent molecule diffusing in a focused laser beam has a nonzero
probability to be photobleached—usually, irreversibly. As a result, fluctua-
tions of the concentration of fluorescent molecules in this case are described
by the following reaction–diffusion equation:

∂tc(r, t) = D∇2c(r, t) – B(r)c(r, t) , (43)

where the prefactor B(r) in the sink term is the product of the photobleaching
quantum yield, absorption cross section, and coordinate-dependent excita-
tion intensity. Unfortunately, a solution of Eq. 43 cannot be obtained ana-
lytically for an arbitrary B(r). In [164], an approximate solution to Eq. 43
for a low photobleaching rate was obtained using a path-integral approach
and, in agreement with numerical simulations and experimental observa-
tions, revealed an accelerated decay of the FCS ACF due to photobleach-
ing.

Photobleaching effects were studied experimentally for dye molecules
freely diffusing in solution by FCS with single- [165, 166] and two-pho-
ton [163] excitation. Effects of excitation pulse duration and sequential excita-
tion to higher-lying states upon two-photon excitation on the contributions of
photobleaching and saturation in FCS measurements were considered [168].
Recently, a comprehensive analysis of the photobleaching effects in single-
molecule measurements was carried out in [169].

In FCS studies of membrane dynamics, photobleaching becomes especially
important as a result of slow diffusion of membrane-bound probes and their
confinement to the 2D membrane surface, which prevents their easy escape
from the laser focus. Photobleaching effects in FCS on membranes and in cells
were recently studied in detail in [170, 171].

In an FCS experiment, fluorescence saturation and photobleaching are
always present simultaneously. The net effect, however, depends on the com-
bination of a number of factors, including the photophysical properties
of the fluorophore, its diffusion coefficient, and the geometry of the sys-
tem (Fig. 7). In particular, the saturation effects are likely to dominate in
the case of freely diffusing dyes upon single-photon excitation, as exempli-
fied by results for Alexa 488 in aqueous solution (Fig. 7a); similar behav-
ior is observed for Rhodamine 6G (data not shown), which is in excellent
agreement with the recent findings [160] but contrasts the earlier observa-
tions [165] (the reason for the latter discrepancy is still unclear). On the
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Fig. 7 Effect of the excitation laser power in FCS measurements on a freely diffusing
Alexa Fluor 488 dye in water and b diOC18(3) lipid probe undergoing two-dimensional
diffusion in an l-alpha-dioleoylphosphatidylcholine bilayer membrane. Whereas in both
systems the molecular brightness grows with the excitation power (c), the apparent dif-
fusion time increases or decreases with the excitation power (d), depending on whether
the fluorescence saturation or photobleaching is the dominating effect. The laser irra-
diance I0 was estimated from the mean power P of the laser beam and the beam waist
size: I0 = 2P/(πr2

0) assuming r0 = 0.2 µm. λexc = 488 nm, T = 298 K. Setup: ConfoCor2
(Zeiss)

other hand, a fluorophore whose slow diffusional motion is confined to
a 2D membrane has greater chances to be photobleached, which results in
a faster decay of the correlation function at higher excitation intensities
(Fig. 7b).

4.1.3
Effects of Optical Trapping

Tight focusing of the laser beam results in quite high laser power densities
in the focal region which can, in principle, lead to (transient) trapping [172]
of diffusing fluorescent particles and thus produce a slower decay of FCS
autocorrelation curves. Whereas the early report on observation of optical
trapping of dye molecules [173] is most likely a misinterpretation of fluores-
cence saturation effects at high excitation powers, the later observations for
colloidal particles [174, 175] are plausible, as is confirmed by a recent theor-
etical study [176].

Recently, it has been shown that optical trapping in combination with FCS
can be successfully exploited to study colloidal particles in a field of an off-
resonant laser beam [177, 178]. In [179], a single IR laser beam was used to
simultaneously create a trapping potential and provide two-photon excitation
in FCS experiments with micrometer-sized multilamellar vesicles employed
as biomimetic containers.
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4.2
Nonidealities and Artifacts in the Experimental Setup

4.2.1
Real Shape of the Detection Volume

In the above discussion, it was assumed that the fluorescence detection vol-
ume can be well approximated by a 3D Gaussian ellipsoid (Eq. 10) (Fig. 8a).
For the first time this model was introduced in [7] to describe FCS experi-
ments with a nonconfocal detection. Although it was well understood that it
should not hold in the case of confocal detection [180, 181], the 3D Gaussian
model was put forward [20] as a good, simple approximation of the detection
volume in confocal FCS, thus allowing simple expressions for FCS correla-
tion functions to be obtained and providing an easy quantitative analysis of
measurements.

The shape of the detection volume of the confocal microscopy system can
be accurately described only by using the full electromagnetic treatment of
the light field, and has been addressed in a number of papers both experi-
mentally [182, 183] and theoretically [184, 185], including the effects of light
polarization [186] and the stratified refractive index of the sample [187].

Fig. 8 Gray-scale images of the FCS detection volume: a 3D Gaussian approxima-
tion (Eq. 10); b calculated according to the theory [184] for parameters of the Con-
foCor2 setup; c more realistic approximation (Eq. 44). Sketch d and results e and f
of the detection volume “tomography” experiment demonstrating the non-Gaussian
shape of the detection volume. Solid curves in e and f show Gaussian and quadratic
fits, respectively. Sample: osmotically tensed giant unilamellar vesicles prepared from
l-alpha-dioleoylphosphatidylcholine fluorescently labeled with DiOC18(3) lipid probe.
λexc = 488 nm, T = 298 K. Setup: ConfoCor2 (Zeiss)
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Computations carried out using the approach [183] for parameters of the
ConfoCor2 setup [127] do indeed predict quite strong deviations from the
simple 3D Gaussian model (Eq. 10), in particular considerable widening of
the cross section at the tails (Fig. 8b). To verify the predictions of the theory,
one can perform detection volume “tomography”, e.g., by using a fluores-
cently labeled lipid bilayer parallel to the focal plane of the objective and
performing FCS measurements at a set of its distances ∆z from the focal
plane.4 In this case, while a decrease in the fluorescence intensity is expected
with increasing |∆z|, the diffusion time τD of the probe molecules and the ef-
fective number of molecules 〈N〉 in the detection volume should grow with
|∆z|. The experimental data in Fig. 8e and f are in good qualitative agreement
with the expectations (data for 〈N〉 are not shown). This suggests the simple
more realistic model for the detection efficiency profile:

W(x, y, z) =
1

1 + z2/h2 exp
{

–
2(x2 + y2)

r2
0(1 + z2/h2)

–
2z2

z2
0

}
(44)

whose parameters can be determined from the measured z-dependences in
the above tomography procedure. The gray-scale map of this approximation
with parameters determined by the above procedure is shown in Fig. 8c.

The effects of the real shape of the fluorescence collection efficiency pro-
file on deviations of the FCS correlation functions from the predictions of the
simple model have been recently addressed in [189, 190]. Our practice shows
that in the case of FCS experiments with probes freely diffusing in 3D, the
influence of the non-Gaussian shape of W(r) on deviation of the experimen-
tal results from the simple model (Eq. 16) are usually insignificant, the effects
of fluorescence saturation and photobleaching at higher excitation powers
being more pronounced. One should understand that fitting the FCS curve for
a substance with a known diffusion coefficient to the model Eqs. 16 or 25 in
fact does not allow one to determine the actual dimensions of the detection
volume, but rather provides its effective description.

Due to the non-Gaussian shape of the detection efficiency profile, meas-
urements of diffusion on phospholipid membranes can produce substantially
underestimated diffusion coefficients if the membrane is displaced with re-
spect to the focal plane of the objective, as is evident from Fig. 8 and has been
demonstrated in [191]. To avoid this artifact, it is advised to carry out FCS
measurements on membranes at the z-position corresponding to the mini-
mum of the diffusion time (Fig. 8f).

Care must be taken to correctly account for the coverslip thickness by
properly adjusting the correction ring of the objective and ensuring that the
refractive index of the sample does not strongly deviate from that of water.

4 In practice, it is easier to experiment with giant unilamellar vesicles [188] with radii of the order
of 20 to 30 µm, whose curvature can be neglected compared to the size of the detection volume. To
avoid artifacts due to membrane shape fluctuations, vesicles should be osmotically tensed.
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Failing to provide these conditions can result in severe asymmetric distortion
of the detection volume and thus produce hard to interpret data. In particular,
the presence of the refractive index mismatch was shown to result in underes-
timation of the diffusion coefficient [190, 192]. For moderate refractive index
mismatch, it was shown that the effect can be largely compensated by ad-
justment of the objective correction ring [193]. The use of an objective with
immersion correction provides more reliable results in challenging FCS ex-
periments in organic solvents, as has been demonstrated in [194].

4.2.2
Effects of Detector Afterpulsing and Dead Time

Two effects related to the properties of the fluorescence detector employed in
an FCS setup need to be mentioned. One of these is known as detector af-
terpulsing. This effect is observed at low fluorescence intensities and takes
place due to a nonzero probability of the detector to generate spurious pulses
following a photon detection event. As a result, the measured ACF acquires
artifactual short-lived components (Fig. 9) whose contribution increases with
decreasing fluorescence intensity, which can hinder exact determination of
the fast dynamics of fluorescent particles. The physics of detector afterpulsing
is complicated and in the case of APD detection involves a number of different
phenomena [195].

An experimental approach to eliminate the distorting effect of afterpulsing
consists in splitting the fluorescence output into two channels and cross-
correlating the outputs of two detectors, which was originally proposed
in [196]. In this case, however, in addition to a more complicated setup, the
fluorescence intensity on each of the detectors is reduced more than twice,
which may be crucial in certain experiments. As an alternative, an approach
to afterpulsing correction in ACFs which was first developed for DLS appli-
cation [197, 198] was recently introduced in FCS practice [199]. It requires
a separate determination of the detector afterpulsing pattern by performing
an FCS measurement with a stabilized source of uncorrelated light. Recently,

Fig. 9 Effect of the detector afterpulsing on the shape of the FCS curve and its elimi-
nation using the method described in [199]. Sample: Alexa 488 in water; λexc = 488 nm,
T = 298 K. Setup: ConfoCor2 (Zeiss)
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a method for elimination of the afterpulsing effects in FCS with pulsed ex-
citation using time-correlated single photon counting (TCSPC) for separat-
ing photocounts due to fluorescence and detector afterpulsing was proposed
in [200].

The other effect, detector dead time, distorts FCS correlation curves in
the opposite way. Namely, it consists in appearance of a drop in the cor-
relation function at short lag times and overall reduction of its amplitude.
The dead time effect on correlation functions in FCS and DLS was studied
theoretically in a number of works [4, 35, 201–203]. In a recent paper [204],
a comparison of experimental data with different theoretical models for dead-
time distortions [4, 201, 202] has shown that although the theory could not
describe the observations quantitatively, computations according to the ap-
proach of [201] demonstrated a good qualitative agreement with data. The
question of whether a more advanced theory (e.g., [203]) can provide a bet-
ter agreement with observation still remains open. To date, the best approach
to avoid the unwanted dead-time effects is to carry out FCS measurements
at reasonably low fluorescence intensities, within the linearity range of the
detector.

Since the dead-time effect is more characteristic for passively quenched
APDs, today it is usually not a matter of concern in standard FCS meas-
urements, which normally employ actively quenched APDs predominantly
exhibiting the afterpulsing behavior (see, e.g., [195]). However, at higher
count rates, the dead time of the whole electronic detection system may grad-
ually come into play. The latter effect may become important, in particular in
FCCS experiments with pulsed interleaved excitation [83].

5
Evaluation of Experimental FCS Data

5.1
Statistical Accuracy and Bias in FCS Data

Extracting trustworthy quantitative information from results of FCS meas-
urements requires knowledge on the statistical accuracy of FCS data, which
has some features specific for this particular experimental technique. To cover
a wide as possible time range in a single experiment, FCS ACFs are usu-
ally recorded on a logarithmic lag timescale with quasi-exponentially growing
channel widths, e.g., in the case when a multi-tau correlator [205] is used.
As a result, the measured correlation functions show a nonuniform random
noise whose amplitude is consistently higher at short lag times and decays
toward the tail of the correlation curve. Therefore, a reliable data analysis re-
quires knowledge of the lag time-dependent noise variance [206]. However,
as opposed to, e.g., TCSPC experiments, where data are characterized by the
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Poisson noise [19], the statistic of noise in the FCS data is much more compli-
cated [4, 207–210].

The problem of the statistical accuracy of FCS measurements was ad-
dressed in [4] immediately after the introduction of the technique and was
later considered in more detail [207–210]. The general conclusion of these
studies is that the accuracy of the measured correlation curve dramatically in-
creases with the molecular brightness of the fluorophore and improves with
the duration of the measurement, though the particular dependences ob-
tained in the above papers differ widely, depending on the assumptions made
by the authors. Additionally, the statistical variations in the measured curve
depend on the shape of the correlation function itself and on a particular im-
plementation of the correlator architecture. Additionally, it should be pointed
out that the noise in the correlation data is intrinsically correlated [211, 212].
This circumstance further complicates the data analysis, which is usually
based on the assumption of statistical independence of the noise contribu-
tion at different lag times. In the absence of an easy-to-implement universal
model of noise in FCS data, an estimate of the noise variance in correlation
functions can be obtained from a set of repeated measurements on the same
sample under identical conditions [209].

One should be aware that overly short measurement times can introduce
a systematic distortion into the shape of the measured correlation function.
The problem of bias in correlation functions due to the short sampling time
has been known in statistics for many decades [213], and in the specific
context of measurement of correlation functions with a digital correlator
was addressed in the early 1970s [214]. The analysis of bias specific for the
multiple-tau correlator was carried out in [211]. Recently, the accuracy and
bias in the FCS data were analyzed theoretically in [210] in dependence on the
molecular brightness and measurement time. (The reader, however, should
be warned that this paper contains some unfortunate misprints in formulas.)
Providing adequately long data collection times is especially crucial in meas-
urements of ultraslow diffusion, e.g., in [215], or if exact measurements of the
long tails of correlation functions of slowly diffusing particles are required,
e.g., in [216].

Yet additional effects characteristic of multiple-tau correlators may con-
tribute to shape distortion in measured correlation functions: the so-called
triangular averaging [205] together with the exponential increase in the cor-
relator channel width with increasing lag time can introduce distortions not
only in oscillating correlation functions (which is quite obvious), but also in
smoothly decaying correlation curves [217, 218].

The resolving power of FCS in determining diffusion coefficients was ad-
dressed in [40] and recently in [219]. In particular, it was found [40] that
under the optimum experimental conditions fitting to a two-component
model can reliably resolve two species with diffusion coefficients differing
by at least a factor of 1.6. In [219], the optimum duration of the experiment
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necessary to guarantee the required accuracy of the diffusion coefficient es-
timate was studied for a range of molecular brightnesses as a function of the
concentration and duration of the measurement.

5.2
FCS Data Analysis: Model-Based vs Inverse Problem Approach

The usual approach to experimental data analysis in FCS is a nonlinear least-
squares fitting of experimental data using a model corresponding to the
experimenter’s assumptions on the system under investigation. The proper
choice of a model is extremely important to obtain sensible and stable re-
sults. For example, in the case of fluorescent colloidal particles whose size
cannot be neglected compared to the FCS detection volume, the particle size
and shape should explicitly be included in the fitting model [220]. Another
spectacular example is diffusion in narrow channels for which expressions for
the FCS correlation functions should be derived by explicitly taking into ac-
count the presence of channel walls [221, 222]. Sometimes, sets of FCS curves
are measured when studying the system behavior as a function of a par-
ticular control parameter. In this case, a global analysis of the whole set of
data [223, 224] may provide a more accurate determination of the model pa-
rameters. As has been mentioned above, the use of the weighted least-squares
fitting [206] with weights accounting for the noise structure in the correlation
function is advantageous for obtaining reliable results.

An alternative approach to model-based analysis of FCS data is the recov-
ery of (apparent) distributions of diffusion times P(τD) from the measured
correlation curves. It is based on the representation of the diffusion part
of the normalized correlation function via a distribution of diffusion times
P(τD):

G(τ) =

∞∫
0

P(τD)GD(τ ; τD)dτD , (45)

where GD(τ ; τD) is the FCS ACF for normal diffusion with the explicitly
shown dependence on the diffusion time τD.

Reconstruction of the underlying distribution of diffusion times from
experimental FCS data is an ill-posed inverse problem, and therefore a mean-
ingful stable solution can be obtained only by applying regularization
methods [225, 226]. The inverse-problem approach has come to the field of
FCS from DLS and time-resolved fluorescence spectroscopy, where a num-
ber of linear and nonlinear regularization algorithms have been proposed and
implemented during the last few decades (see, e.g., [227–232]).

An obvious application of this approach in FCS is simultaneous deter-
mination of the number of different freely diffusing species, their diffusion
coefficients, and relative contributions. In this case, in accordance with Eq. 19,
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the distribution of diffusion times is a set of δ-functions

P(τD) =
n∑

i=1

Piδ(τ – τDi) . (46)

Upon successful inversion of the corresponding experimental data, this dis-
tribution will be reconstructed as a series of peaks, provided that the spacing
of the diffusion times and ratios of contributions of components matches the
data accuracy. Notice that in the inverse-problem approach, the resolvabil-
ity of two discrete components will be worse than in the case of fitting to
a two-component model, since, when solving an inverse problem, both the
model and its parameters have to be determined from data. If the diffusion
times of the components are closely spaced and/or the number of compo-
nents is large, a (quasi-)continuous distribution of diffusion times will be
reconstructed.

To date, the inverse-problem approach to the analysis of FCS data has
been applied to problems involving heterogeneous systems, including de-
termination of a distribution of fragment lengths in enzymatic DNA poly-
merization [233] and colloidal particle polydispersity analysis [234]. Other
processes, including binding and diffusion on cell membranes [235–237] and
effects of molecular crowding on protein diffusion [107], have also been ad-
dressed with the use of this approach. Simulation studies [238] have shown
that the underlying distributions of diffusion times can be recovered from
FCS data, provided that the noise in correlation functions is appropriately
taken into account.

The fact that the inversion of the correlation function may produce a wide
distribution of diffusion times does not necessary imply that the system rep-
resents a polydisperse ensemble of particles characterized by a distribution of
sizes (a usual assumption in DLS measurements). To illustrate this point, we
provide a few examples involving diffusion of a single species on a 2D surface.
In this case, we rewrite Eq. 45 as

G(τ) =

∞∫
0

p(τD)
1 + τ/τD

d ln τD , (47)

where p(τD) = τDP(τD) is the quantity usually computed by inverse-problem
algorithms in the analysis of experimental data. As follows from the form
of Eq. 47, p(τD) can be obtained using the Mellin transform technique [239].

Case 1. Anisotropic diffusion of fluorescent species in 2D:

G(τ) =
1√

(1 + τ/τDX)(1 + τ/τDY)
. (48)

This situation can take place for diffusion of a marker on an anisotropic
membrane in the XY-plane with diffusion coefficients DX �= DY or, in the case
of isotropic diffusion on a membrane making an angle with the XY-plane,
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τDX,Y = r2
0/4DX,Y ; the limiting case min(DX , DY) = 0 corresponds to 1D dif-

fusion (e.g., diffusion in a very narrow channel). Inversion of Eq. 48 produces
the following apparent distribution of diffusion times (Fig. 10a):

p(τD) =

{
1

π
√

(τD/τmin–1)(1–τD/τmax)
, τD ∈ (τmin, τmax) ,

0 , τD /∈ (τmin, τmax) ,
(49)

where τmin = min(τDX, τDY ), τmax = max(τDX , τDY).
Case 2. Mandelbrot–van Ness fractional Brownian motion (fBm) of fluor-

escent species in 2D. Inversion of the 2D variant of the correlation function
G(τ) = GfBm

Dα (τ) (Eq. 38) leads to the following distribution (Fig. 10b):

pfBm
α (τD) ≡ pfBm

α (τD; τDα)

=
1
π

sin(απ)
(τDα/τD)α + 2 cos(απ) + (τD/τDα)α

(50)

with τDα defined in Eq. 39.
Case 3. Continuous-time random walk (CTRW) fractional subdiffusion

(FSD) of fluorescent species in 2D. In this case, inversion of the correlation
function G(τ) = GFSD

Dα (τ) (Eq. 42) leads to the following result (Fig. 10c):

pFSD
α (τD) =

∞∫
0

A
(
DfBm

α , 1
)
pfBm
α

(
τD; τDα

(
DfBm

α

))
d ln DfBm

α , (51)

where A(Dα, 1) was defined in Sect. 2.2.7 and pfBm
α is given by Eq. 50.

Thus, a monodisperse system with a single fluorescent species character-
ized by a single type of diffusional behavior can indeed give rise to contin-
uous distributions of diffusion times. Therefore, the mere fact that a distri-
bution of diffusion times is obtained upon inversion of FCS data does not
necessarily imply heterogeneity in the system under investigation.

It is remarkable that the maximum entropy inversion of the FCS data for
protein diffusion in a crowded environment [107] produced a broad uni-
modal continuous distribution similar to the ones presented in Fig. 10b and c,

Fig. 10 Distributions of diffusion times for different types of 2D diffusion: a anisotropic
diffusion with Dmax/Dmin = τmax/τmin = 10; b fractional Brownian motion for α = 1/2,
2/3, and 3/4; c fractional subdiffusion with α = 2/3 (——). For comparison, a distribution
for fBm with α = 2/3 is shown (- - -)
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which speaks in favor of the conclusion of [107] on observing anomalous
diffusion due to molecular crowding.

An alternative empirical approach to the distribution of diffusion times
proposed in [240] consists in performing repetitive short measurements on
one and the same system and histogramming the results of ACF fitting with
a simple diffusion model. At present, it is unclear how the results of this
method will compare with those based on the numerical solution of the in-
verse problem (Eq. 45), as well as with the actual distribution of diffusion
coefficients in the system.

6
Some Application Aspects

In this section we will not consider specific FCS applications, which are
mostly found in the field of biosciences, and on which a number of reviews
have been published in the last few years [26–33]. Instead, we will focus on
some application aspects related to the method itself, proper understanding
of which is required for correct interpretation of FCS results.

6.1
Diffusion Coefficient Measurements with FCS

6.1.1
The Need for Fluorescent Standards with Reliable Consensus Values
of Diffusion Coefficients

One of the usual goals of FCS experiments is the study of diffusion coefficients
of freely diffusing fluorescent molecules or colloidal particles. However, the
standard implementations of FCS methods do not provide absolute values of
diffusion coefficients, since they require knowledge of the size of the detection
volume which is hard to measure independently. Therefore, the most com-
mon way to measure the diffusion coefficient with FCS is to carry out relative
measurements with a standard substance having a known diffusion coefficient.

To date, the majority of FCS papers focusing on determination of diffusion
coefficients of fluorescent particles (see, e.g., [145, 241]) use an aqueous solu-
tion of Rhodamine 6G as a reference with the assumed diffusion coefficient
of 2.8×10–6 cm2 s–1 at 22 ◦C. However, in many instances either no reference
for this value is provided, or it is cited indirectly via previously published
FCS papers. Thus, a kind of FCS “folklore” was created, and the accuracy
of the value cited so frequently is not questioned. In fact, this value can be
traced back to one of the very first FCS papers published more than 30 years
ago [3], where it was reported to have an error as high as 25%. What is less
known is that the same paper gives another estimate for the diffusion coef-
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ficient of Rhodamine 6G in water, (3.5 ± 0.5)×10–6 cm2 s–1, this time based
on a series of measurements for a range of laser beam waists. Thus, the value
so frequently cited seems to be far from reliable, and standard values of dif-
fusion coefficients, preferably obtained using an independent method not
related to FCS, are required. In fact, these data can be found in the litera-
ture for a few dyes. For example, results of a microfluidic study of diffusion
coefficients for some dye molecules in water at 25 ◦C are reported in [242],
including Rhodamine 6G (D25 ◦C

Rh6G = (4.14±0.01)×10–6 cm2 s–1), Rhodamine B
(D25 ◦C

RhB = (4.26 ± 0.04)×10–6 cm2 s–1), and fluorescein (D25 ◦C
fluorescein = (4.25 ±

0.01)×10–6 cm2 s–1). The latter value for fluorescein is in an excellent agree-
ment with the previously published values [243, 244] obtained by methods
not related to FCS.

Unfortunately, to the best of our knowledge, no such data exist for the
fluorescent dye Alexa 488, an extremely popular fluorescent probe in the field
of FCS. Our careful FCS measurements have shown [216] that its diffusion co-
efficient in water at 25 ◦C is, within experimental error, the same as that of
Rhodamine 6G, i.e., D25 ◦C

Alexa488≈4.14×10–6 cm2 s–1.
One should keep in mind that the viscosity of aqueous samples changes

quite strongly with the temperature (e.g., upon an increase of the tem-
perature from 20 to 25 ◦C, the viscosity of water decreases by ∼11%), and
the diffusion coefficients reported for a temperature T0 should be recal-
culated for the temperature Texp at which the experiment is carried out:
DTexp = DT0 TexpηT0/(T0ηTexp ), where DT and ηT are the diffusion coefficient
and viscosity of the solution at an absolute temperature T, respectively.

Thus, the quantitative FCS investigations of diffusion require a reliable
database of independently measured diffusion coefficients for a set of stand-
ard dyes over a range of temperatures in water and aqueous solutions with
compositions typical for biochemical and biophysical studies.

6.1.2
Absolute Diffusion Coefficient Measurements in FCS

As has been discussed above, extreme care should be taken when estimat-
ing diffusion coefficients from FCS measurements. Not only are the meas-
ured diffusion times prone to distortions due to fluorescence saturation
and bleaching effects, but also the precise values of diffusion coefficients of
dyes obtained in independent measurements are not available in abundance.
Therefore, development of FCS techniques capable of delivering information
on the diffusion coefficients with an internal reference is important.

The most natural approach in this case is to use spatial cross-correlation.
The feasibility of two-beam cross-correlation for quantitative determination
of diffusion coefficients was recently shown in [245, 246]. A variation of
the technique employs spatial cross-correlation between concentric round
and ring-shaped pinholes [247]. While the works [245, 247] are more of the
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proof-of-principle type, the method in [246] allows one to obtain quanti-
tative results and thus may provide a basis for reference-free quantitative
measurements of diffusion coefficients of fluorescent dye molecules. The dif-
fusion coefficient for the Atto 655 dye ((3.9 ± 0.1)×10–6 cm2 s–1 at 25 ◦C)
reported in [246] is in very good agreement with those of fluorescein and
Rhodamine 6G obtained in [242], if the difference of the molecular sizes of
the dyes is taken into account.

Studies of artificial and cell membranes can benefit from the two-foci scan-
ning FCCS method [215], which has been recently demonstrated as a tech-
nique for measuring absolute values of diffusion coefficients of species under-
going slow diffusion in phospholipid membranes. This is especially important
in view of the fact that the use of a dye freely diffusing in 3D as a diffusion
standard for membrane measurements can introduce a systematic error due
to the non-Gaussian shape of the detection volume.

Other FCS-related techniques incorporating an internal scale of refer-
ence, which are worth considering as alternative quantitative approaches to
measure absolute diffusion coefficients, include circular-scanning FCS (see
Sect. 7.6) with a known beam scanning radius,5 as well as the varieties of
FCS with patterned excitation, including those based on traveling [248] and
stationary [249] interference patterns due to beam intersection, or due to
reflection from a mirror [250, 251], and the closely related Fourier-imaging
correlation spectroscopy technique [252].

6.2
FCS of “Soft” Systems with Internal Dynamics

Conformational fluctuations of polymers [155, 156] and membranes [253,
254] originate, as the Brownian motion, from thermal molecular motion and
thus are an inherent feature of these objects. If a fluorescent label is bound
to a macromolecule or membrane, conformational fluctuations of the lat-
ter (provided their scale is comparable to the size of the detection efficiency
profile) can introduce additional fluctuations in the detected fluorescence in-
tensity and thus modify the FCS correlation function.

A spectacular example of manifestation of the internal conformational dy-
namics in FCS data is presented in Fig. 11, which shows experimental results for
single-end fluorescently labeled monodisperse fragments of double-stranded
(ds) DNA [216]. We observe that the normalized FCS ACFs of dsDNA frag-
ments show at short lag times a universal behavior, which extends to longer
time ranges with increasing fragment length. Clearly, this is a manifestation of
the conformational dynamics of dsDNA: while the center of mass of the macro-
molecule slowly diffuses through the laser focus, its conformation fluctuates,

5 The feasibility of this approach has recently been successfully demonstrated [318]. In particu-
lar, the study confirmed our value for the diffusion coefficient of Alexa 488 in water (see previous
section).
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thus moving the fluorescent label in and out of the detection volume. This effect
can be exploited to study the conformational dynamics of polymers in solution,
including dsDNA [216, 255–257] and actin filaments [257], by means of the FCS
technique. In this approach, the single-end labeling of monodisperse macro-
molecules makes the data analysis most straightforward. The approach allows
one to obtain the diffusion coefficients (Fig. 11b) and polymer relaxation times
(data not shown) of dsDNA fragments, which are in remarkable agreement
with both theory [258] and independent non-FCS experiments [259–262]. No-
tice that an attempt to estimate diffusion coefficients by determining the lag
time at which the FCS ACF decays to a half of its amplitude (see Sect. 2.2.1),
while working reasonably well for dsDNA fragments up to 500 base pairs, com-
pletely fails for longer fragments. Although the effect of the intramolecular
polymer dynamics on FCS data is somewhat reduced with increasing the la-
beling density of the macromolecule [257], it may still substantially affect FCS
results, and therefore should be carefully taken into account in FCS experi-
ments with (semi)flexible macromolecules whose size is comparable to that of
the detection efficiency profile.

FCS measurements on artificial and cell membranes are usually carried out
so that the membrane, which on the scale of the size of the laser focus can
be considered to be flat, lies in the focal plane of the objective. Then, since
the high-frequency spatial modes of membrane undulations are strongly
damped [254], the undulations can be approximately considered as a random
motion of a flat membrane up and down along the z-axis. If the mean pos-
ition of the membrane lies in the focal plane, then due to the symmetry of the
detection volume, the membrane undulations will lead to random drops in

Fig. 11 a FCS autocorrelation functions of Alexa 488 single-end labeled dsDNA fragments
with lengths of 0.1 (I), 0.2 (II), 0.5 (III), 1 (IV), 2 (V), 5 (VI), 10 (VII), and 20 kilobase
pairs (VIII). For comparison, ACFs of freely diffusing Alexa 488 dye (D) and Alexa 488
labeled primer (P) are shown. b Diffusion coefficients of dsDNA fragments (corrected to
20 ◦C): ( ) obtained using a semiflexible polymer model (for details, see [216]), and ( ) esti-
mated from lag times τ̂D corresponding to the condition G(τ̂D) = (1/2)G(0). For comparison,
open symbols show diffusion coefficients of dsDNA fragments obtained by methods unre-
lated to FCS [259–262]. The solid curve shows a prediction of theory [254] for a semiflexible
polymer with the persistence length of 50 nm. In determination of the diffusion coeffi-
cients, freely diffusing Alexa 488 dye, whose diffusion coefficient in water was found to be
equal to that of Rhodamine 6G ((4.14±0.01)×10–6 cm2 s–1 at T = 298 K [242]), was used as
a reference. λexc = 488 nm, T = 298 K. Setup: ConfoCor2 (Zeiss)



State of the Art and Novel Trends in Fluorescence Correlation Spectroscopy 183

detected fluorescence signal. As a result, an additional component appears in
the FCS curves (see Fig. 12), with the amplitude and timescale reflecting those
of membrane undulations [263]. For example, giant unilamellar vesicles with
diameters of ∼20–30 µm may show undulations with amplitudes of ∼0.2 µm
at a timescale of ∼100 ms, which can substantially contribute to the detected
FCS ACF (Fig. 12). The contribution to the FCS ACF due to membrane un-
dulations is independent of the concentration of dye molecules diffusing in
the membrane, and therefore is more pronounced at higher labeling densi-
ties. Notice that, depending on its relative contribution, the overall effect of
membrane undulations can be mistakenly interpreted as anomalous subdiffu-
sion (Fig. 12b) or as an additional slow diffusion component (Fig. 12c and d).

Fig. 12 FCS ACFs of the DiOC18(3) lipid probe in a osmotically tensed and b–d undu-
lating l-alpha-dioleoylphosphatidylcholine giant unilamellar vesicles: ( ) experimental
data (every third data point is shown for clarity) and (——) fit accounting for diffusion
and membrane undulations. The magnitude of undulations increases from a to d. Es-
timated root-mean-square membrane undulation amplitudes: 0.14 µm (b), 0.20 µm (c),
and 0.33 µm (d). Panels e and f show the measured count rates for cases a and d, respec-
tively. λexc = 488 nm, T = 298 K. Setup: ConfoCor2 (Zeiss)
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Membrane undulations can also affect the results of FCS measurements in
bulk solution if the detection volume is located in the vicinity of an undulat-
ing membrane, as has been shown in [264].

7
Varieties of FCS and Related Techniques

7.1
Two-Photon Excitation FCS

The use of two-photon excitation (TPE) in FCS studies was proposed in [265].
In this approach, as a result of the TPE probability being proportional to
the square of the excitation intensity, the intensity of fluorescence excited by
a tightly focused laser beam falls down rapidly along the z-direction (approxi-
mately as ∼z–4), which provides a confined nearly Gaussian detection volume
without the use of a pinhole. TPE FCS data on freely diffusing fluorophores
can usually be successfully analyzed using the models described in Sect. 2 by
assuming the 3D Gaussian shape of the detection volume, although the use
of a more realistic approximation (a squared Gaussian–Lorentzian) for the
detection volume shape provides more stable results [265]. TPE has proven
to be very efficient in FCS studies on cells and tissues (see, e.g., [77, 102]):
in spite of a higher photobleaching probability of the fluorophore in the
detection volume, the overall bleaching probability over the whole cell is
substantially reduced because the photobleaching region is confined to the
two-photon focal spot. Additionally, the low absorption of tissues at the typi-
cal wavelengths used for TPE (∼700–1000 nm) provides a deeper penetration
of the excitation light into a tissue, and finally, Rayleigh and Raman scattering
from the sample are excluded. For a recent review of TPE FCS applications,
see [266, 267].

7.2
Confining the Detection Volume Using Total Internal Reflection,
Nanoapertures, and Stimulated Emission Depletion

The idea to confine the detection volume in FCS measurements by using
the effect of total internal reflection (TIR) was put forward and developed
in [268]. In TIR-FCS, the sample is excited by an evanescent optical field ex-
ponentially decaying in the depth of the sample, as a result of total internal
reflection of a beam impinging on a sample interface at a supercritical angle.
This technique is an excellent tool to study surface binding reactions, as has
been demonstrated in a number of studies (see, e.g., [269–271]). Recently,
TIR-FCS was used to study the size dependence of protein diffusion close to
membrane surfaces [272].
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Successful applications of FCS require that just a few molecules are present
on average in the detection volume, which, in the case of a standard confocal
FCS setup with the diffraction-limited detection volume down to ∼0.1 fl, re-
quires nanomolar concentrations. However, for proper functioning of biolog-
ical systems, micromolar concentrations are frequently required. Therefore,
during the last few years, considerable efforts have been made to reduce FCS
detection volumes.

Based on the idea of the objective-based TIR fluorescence setup [273],
an objective-based TIR-FCS approach has recently been proposed [274, 275].
This technique employs epi-illumination through the periphery of a high-NA
oil-immersion objective to create an evanescent field above the surface of the
coverslide. The same objective is used to collect fluorescence, and addition-
ally confines the observation volume, which can be approximately described
as W(r) = exp[– 2(x2 + y2)/r2

0 – z/h] [275], where z = 0 corresponds to the
coverslide surface. Recently, a two-color cross-correlation extension of TIR-
FCS was proposed and implemented [276]. The interpretation of the results
on diffusing molecules can, however, be complicated not only due to possible
interactions with the coverslide [275], but also due to a dependence of the
diffusion coefficient on the distance from the surface [272].

Comparable or even better confinement of the detection volume can also
be achieved by using subwavelength nanoapertures [277–279]. In this case,
the effects of the electromagnetic mode structure are expected to enhance
the spontaneous emission rate [280] and thus to considerably improve the
detection efficiency.

Yet another approach to reduce the observation volume has been recently
proposed in [281]. There, the stimulated emission depletion technique was
successfully applied to obtain a subdiffraction FCS detection volume as small
as ∼20 al, thus providing an alternative method to study molecular dynamics
at high concentrations.

7.3
Higher-Order FCS

The idea to study the higher-order fluorescence ACFs in the form

Gmn(τ) =

〈
δFm(t + τ)δFn(t)

〉
–

〈
δFm(t)

〉〈
δFn(t)

〉
〈F〉m+n (52)

was put forward in [282] and further developed in [180] (for a review,
see [283]). While the use of the standard FCS ACF does not allow detection
of the simultaneous presence of particles with different specific brightnesses
(e.g., due to clustering), higher-order correlation functions provide such
a possibility. One should keep in mind, however, that the use of higher-order
correlations immediately reveals the non-Gaussian shape of the detection
volume, which should be taken into account for adequate interpretation of ex-
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perimental data [180]. The theory of the high-order correlation approach was
further developed in [207]. There it was suggested that the more conventional
form of the higher-order correlation function [34, 35], for example,

G3(τ1, τ2) =

〈
δFi(t)δFj(t + τ1)δFk(t + τ1 + τ2)

〉
〈Fi〉〈Fj〉〈Fk〉 , τ1, τ2 ≥ 0 , (53)

i.e., the form of the higher-order correlation function related to that of Eq. 2,
is superior to the form of Eq. 52 since, while having an equally high infor-
mation content, it does not contain an unwanted shot noise contribution.
Additionally, the form of the higher-order correlation functions (Eq. 53) is
more suitable for experiments employing single-photon detectors, where se-
quences of photon arrival times, rather than time-dependent fluorescence
intensities, are measured.

Obtaining higher-order correlation functions from experimental data is
a computationally intense task, and their use is presently hindered by the ab-
sence of fast dedicated hardware and software. However, further steps in the
application of higher-order correlation functions have been taken. Recently,
the three-color coincidence analysis involving the detection of the quantity

K3 = g(3)
bgr(0, 0) =

〈
Fb(t)Fg(t)Fr(t)

〉
〈Fb〉〈Fg〉〈Fr〉 , (54)

where subscripts b, g, and r indicate fluorescence intensities recorded by de-
tectors sensitive in the blue, green, and red parts of the spectrum (Fig. 3), was
demonstrated in [284] as a tool to detect formation and cleavage of molecular
bonds in solution in real time.

Theoretical studies show a great potential in the application of higher-
order correlation functions, in particular for discriminating biochemical re-
action networks functioning in nonequilibrium steady states from the sys-
tems exhibiting equilibrium reaction kinetics [285].

7.4
FCS and FCCS with Time-Resolved and Time-Gated Detection

The use of pulsed laser excitation combined with time-resolved or time-gated
fluorescence detection can substantially improve the information content of
FCS data and thus enhance the capabilities of the method. The most gen-
eral experimental implementation of this approach was recently presented
in [71]. This is an advanced variety of the TCSPC technique allowing one to
detect and register single photoelectron events with a picosecond accuracy
over time periods of hours. Post-processing of sequences of photoelectron ar-
rival times provides FCS and FCCS data spanning the lag time range from
picoseconds to seconds, and makes it possible to additionally use the spectral
and lifetime information to discriminate between different fluorophores.
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A technically less demanding technique of time-resolved FCS [286] uses
the pulsed excitation and time-resolved detection to discriminate between
fluorophores based on their excited-state lifetimes. This allows one to obtain
FCS correlation functions of different species using a single excitation wave-
length and one detection channel, and thus presents an alternative to dual-
or multicolor FCCS. A variety of this approach [200] uses the information on
the excited-state lifetime of the fluorophore to eliminate the contribution of
detector afterpulsing from FCS ACFs.

A simple, efficient alternative to the above time-resolved FCS methods
is presented by the approaches to fluorescence cross-correlation based on
pulsed interleaved excitation [82, 83]. In these approaches, several excitation
sources are interleaved so that fluorescence excited by a light pulse decays
completely before arrival of the next excitation pulse. The information on
the excitation source for every photoelectron event is known, and hence the
cross-talk between two spectral channels is eliminated. This approach is es-
pecially promising in cell applications of FCCS with autofluorescent proteins
showing strong overlap of fluorescence spectra.

7.5
Multifocal and CCD-Based FCS Methods

Potential applications of FCS in high-throughput analysis require an increase
in parallelism of experimental data collection. During the last few years, con-
siderable progress has been made in this direction and a number of technical
solutions have been proposed. In [287, 288] parallel multifocal FCS and two-
color FCCS have been demonstrated by creating four independent detection
volumes using a 2×2 fan-out diffractive optical element for excitation of flu-
orescence and 2×2 detector and correlator arrays for fluorescence detection.
In [289] an alternative approach was used, where FCS correlation functions
are quasi-simultaneously measured from several spots in the sample by se-
quentially directing the excitation beam to each of the spots in a cyclic man-
ner over short periods of time using a Galvano mirror, and constructing the
corresponding FCS correlation functions.

As an extension of the concept of detector arrays, a variety of FCS with
charge-coupled device (CCD)-based detection was recently proposed. The
CCD-based detection technique was first implemented in DLS [290–292], and
only the limited sensitivity of CCDs prevented application of this experimen-
tal approach in FCS. The recent appearance of electron-multiplying CCDs
with single-photon sensitivity resulted in a convincing demonstration of the
possibility of CCD-based FCS [293, 294]. This has opened up exciting possi-
bilities of flexible spatially resolved FCS, in particular on biological objects
with complicated topology, especially in combination with diffractive optical
elements to generate multifocal arrays with independently controlled pos-
itions of foci.
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7.6
Image Correlation Spectroscopy and Scanning FCS

Prohibitively long acquisition times and effects of photobleaching prevent
successful application of the standard FCS to systems exhibiting very slow
motion of fluorescent particles. In this case, the use of the spatial, rather than
temporal, correlation is advantageous. This approach is realized in the so-
called image correlation spectroscopy (ICS) [295] and allows one to estimate
the concentration of fluorescent particles and characterize their aggrega-
tion [296]. The potential of the higher-order correlation analysis in ICS was
studied in [297]. The use of sequences of images taken at a number of time
instants allows one to extract more information on the sample by adding the
temporal dimension to ICS [298]. The limits of accuracy and dynamic range
of ICS were recently studied in [299].

The generalization of the above approaches is spatio-temporal image
correlation spectroscopy (STICS), where the spatio-temporal correlation
function rab(ε, η, τ) = 〈δia(x, y, t)δib(x + ξ , y + η, t + τ)〉/(〈ia〉t〈ib〉t+τ ) of fluor-
escence fluctuations is investigated [300]. In addition to concentration and
aggregation measurements, the STICS method provides information on slow
diffusion as well as on velocities and directions of the flow. The accuracy and
precision of the STICS method and correction of STICS data for photobleach-
ing artifacts were recently studied in detail [301]. In another study, STICS
was successfully employed to carry out a quantitative study of intracellular
transport of nonviral gene delivery vectors (polyplexes) [302].

The term scanning FCS (SFCS) generally denotes the group of methods
where a relative motion of the FCS detection volume and sample is imple-
mented, and thus it occupies an intermediate position between the standard
FCS and ICS. The approach was pioneered in [303], where rotation of a sam-
ple of slowly diffusing fluorescently labeled DNA molecules was used to
achieve detectable fluctuations in the fluorescence signal and to determine
the concentration and molecular weight of DNA. A variety of the method with
linear motion of the sample was implemented in [304]. In more recent stud-
ies, scanning is achieved by moving the detection volume within a sample.

A line-scanning-based variety of SFCS was introduced in [305] to improve
FCS capabilities in studies of slowly diffusing species on biomembranes with
the goal of measuring aggregation. In [306], a commercial laser scanning mi-
croscope (LSM) was used to implement high-speed line-scanning SFCS with
a small detection volume. A variety of two-focus sequential line scanning
using an LSM was recently introduced in [215] to measure ultraslow diffusion
in membranes.

The circular scanning version of SFCS was realized in [307] by rotating
a tilted objective, and was further improved in [308] using an LSM with
two-photon excitation. SFCS with circular scanning across the phospholipid
membrane surface was used in [309] to study slow diffusion of a membrane-
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bound probe. The recently introduced position-sensitive circular scanning
FCS technique [310] involves synchronization of data acquisition with the
information on the beam position and as a result provides information on
diffusion, flow velocity and direction, and immobilization of fluorophores.

More varieties of the above techniques can be found in the literature.
In [311], scanning dual-color cross-correlation with line, circular, and ran-
dom scanning was studied as a tool to assess colocalization of immobilized
molecules. The raster image correlation spectroscopy (RICS) technique intro-
duced in [312] uses raster scan images obtained using a commercial LSM to
extract microsecond- and second-scale dynamics along the fast and slow scan
axes, respectively, and thus takes an intermediate position between ICS and
SFCS. For a detailed review of SFCS and ICS, see [313].

7.7
Other FCS-Related Techniques

Several FCS-related methods have been proposed in recent years which are
based on detection of signals other than dye fluorescence, including X-ray
fluorescence [314], Raman scattering [315], CARS [316], and the nonlinear
optical response of colloidal particles [317]. Under certain circumstances,
these methods may prove to be advantageous to conventional FCS by provid-
ing chemical selectivity without the need of fluorescent labeling.

8
Conclusions

More than 30 years from its inception, FCS today remains a dynamically
developing field of intense research that is constantly expanding both its tech-
nical arsenal and range of applications. The highly interdisciplinary character
of the technique and its applications thus calls for joint efforts of researchers
working in the fields of molecular spectroscopy, optical instrument develop-
ment, electronics and software engineering, biochemistry, and biophysics to
further improve the accuracy and reliability of the technique and to search for
new application areas.
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Abstract Single molecule spectroscopy has become a standard tool in analytics. It is
possible not only to detect single molecule fluorescence, but to characterize individ-
ual fluorophores by their excitation and emission spectra, quantum yield, anisotropy,
and fluorescence lifetime. Dedicated setups based on pulsed excitation, confocal detec-
tion, and intelligent data processing allow to simultaneously record and analyze several
properties of a single dye fluorescence. A substantial advantage of single molecule meas-
urements is the detection and characterization of subpopulations even in heterogeneous
mixtures. A popular example is the analysis of macromolecules labeled with fluorescent
donor and acceptor molecules capable of Förster resonance energy transfer (FRET). As an
example, we show a multiparameter analysis of single molecule measurements of recom-
binant bovine liver rhodanese labeled with Alexa 488 and Alexa 594. Native and unfolded
states can be clearly resolved and exhibit distinct FRET efficiencies, donor lifetimes, and
anisotropies. In FRET measurements, pulsed interleaved excitation can be applied to dis-
tinguish molecules with and without fluorescent acceptor, as illustrated on a peptide
labeled with Alexa 555 and Alexa 647.

Keywords Förster resonance energy transfer (FRET) · Multiparameter analysis ·
Pulsed interleaved excitation (PIE) · Single molecule detection (SMD)

1
Introduction

Since its beginnings in the 1990s, single molecule spectroscopy has become
a standard technique in analytics [1, 2]. Most approaches today are based on
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fluorescence spectroscopy; a technique which allows to characterize and iden-
tify certain fluorophores [3], to resolve different subpopulations [4] and to
determine the transition kinetics between different conformational states on
the single molecule level, e.g., in the course of an enzymatic reaction [5] or in
protein folding [6].

Single molecule fluorescence measurements can be performed in various
ways. For example, in order to study slow conformational dynamics [5, 7, 8],
the sample is usually immobilized on a surface. This procedure leads to an in-
creased observation time of the single molecule, and the observation time is
then only limited by photobleaching. For these measurements, a careful inter-
pretation of the data is needed as interactions with the matrix (surface) have
to be excluded in order to ensure native behavior of the observed sample.

For molecules freely diffusing in solution, the observation time is limited
by the diffusion through the detection volume in the range of milliseconds.
However, the accessibility of dynamics on short time scales with optimum
time resolution, the absence of surface interactions, and the ease with which
these experiments can be performed make them very popular.

2
Accessible Parameters

In single molecule fluorescence studies, five parameters are accessible in
order to characterize a single fluorophore [9]: Excitation and emission spec-
tra, quantum yield, anisotropy, and fluorescence lifetime. The measurement
of each property requires dedicated instrumentation (Table 1).

For measuring the excitation spectrum, the wavelength of the excita-
tion light needs to be varied [10]. Those measurements are, therefore, per-
formed on immobilized samples which can be observed over a longer period
of time.

Information about the emission spectrum is obtained more easily. In the
simplest case, the emission is separated by a dichroic mirror and monitored

Table 1 Approaches to study different fluorescence characteristics in single molecule
measurements

Chromophore properties Instrumentation

Excitation spectrum Excitation sources with different wavelengths
Emission spectrum Spectral separation of emission
Fluorescence quantum yield Quantitative measure of the signal intensity
Fluorescence anisotropy Polarization separation of the emission
Fluorescence lifetime Pulsed excitation, time-correlated single photon counting
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by two detectors simultaneously. The fraction of light falling on one detector
is called fractional intensity and it is characteristic for every fluorophore in
a given setup. Changes in the emission spectrum result in changes of the frac-
tional intensity [3]. This method is well suited for measurements in solution
as it provides information about spectral shifts in a comparably short time
and with a relatively small number of photons. Recently, even the recording
of complete single molecule emission spectra in aqueous solution has been
reported [11].

The quantum yield is the fundamental parameter that determines the pho-
ton emission probability for each excitation cycle. In practice, however, not
the quantum yield, but the molecular brightness is measured, as this informa-
tion is more easily accessible. The molecular brightness is the average photon
count rate which can be detected from a single fluorescent molecule. It de-
pends on the excitation spectrum, wavelength and intensity, the detection
efficiency of the system, and the quantum yield of the fluorophore. This pa-
rameter can be extracted from a single molecule trace and is specific to the
measurement conditions used [12].

Anisotropy measurements provide information about the rotational mo-
bility of the fluorophore. While completely immobilized molecules in general
have fixed absorption and emission dipoles, molecules in solution rotate in
a similar time range as the fluorescence lifetime, resulting in fast depolariza-
tion of the fluorescence signal. The steady state anisotropy, r, is calculated by
the polarized fluorescence signal, which is oriented parallel (f‖(t)) and per-
pendicular (f⊥(t)) to the linearly polarized laser excitation

r =

∫
T dt

[
f‖(t) – f⊥(t)

]
∫

T dt
[
f‖(t) + 2f⊥(t)

] . (1)

In order to measure anisotropy, the fluorescence needs to be split on two
detectors using a polarizing beam splitter. However, excitation and emis-
sion polarization orientation is changed in the microscope objective lens and
a correction factor needs to be introduced [13]. Then the ratio of the fluo-
rescence intensity registered by the two detectors provides information about
the anisotropy.

Analogous to the spectral properties, the fluorescence lifetime is charac-
teristic for every fluorophore. However, changes in the local environment,
such as viscosity, solvent polarity, or quencher molecules, may change the flu-
orescence lifetime. Thus, the fluorescence lifetime can also be used to gain
information about the environment. In terms of instrumentation, lifetime
measurements on single molecules are performed using pulsed excitation and
time-correlated single photon counting, as described in Chap. 3.

Even more parameters can be extracted with sufficiently photostable im-
mobilized molecules, such as absorption and emission dipole orientation,
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anisotropy decay time, intersystem crossing quantum yield, and triplet state
lifetime [14].

The range of information obtainable from a single molecule experiment
becomes even broader if macromolecules that are specifically labeled with
two fluorophores capable of Förster resonance energy transfer (FRET) [15]
are studied. The transfer efficiency, E, between donor and acceptor chro-
mophore depends on the distance, R, between the fluorophores, as shown in
Eq. 2. Therefore, FRET has been extensively used as a “spectroscopic ruler”
for distance measurements on the nm scale in ensemble as in single molecule
applications [16–18].

E =
1[

1 + (R/R0)6
] (2)

The Förster distance,R0, depends on the spectral characteristics of donor and
acceptor dye. In general, it is in the range of 1–10 nm. For an intensity based
determination of the FRET efficiency, the fluorescence of donor and acceptor
need to be spectrally separated and monitored by two detectors, similar as for
detection of spectral fluctuations. The transfer efficiency is then related to the
number of photons in the donor channel (nD) and the acceptor channel (nA),
according to

E =
nA(

nA + nD
) , (3)

where nA and nD need to be corrected for the quantum yield of the dyes, spec-
tral bleedthrough, direct acceptor excitation, and detection efficiencies at the
different wavelengths [19, 20].

While some parameters such as the emission spectrum and the anisotropy
are independent, others are not. For example, the molecular brightness of
a fluorophore decreases if a quencher molecule gets into its proximity. If
quenching is achieved via the excited state of the fluorophore (dynamic
quenching), the fluorescence lifetime also decreases. Such quenching mech-
anisms have been exploited, e.g., in the development of DNA hairpins for
detection of unlabeled DNA sequences [21].

These dependencies are even more important for measurements of single
FRET-pairs. The donor lifetime is directly connected to the FRET efficiency
via Eq. 4, where τD is the donor lifetime in the absence of the acceptor and τDA
in the presence of the acceptor:

E = 1 –
τDA

τD
. (4)

Anisotropy and FRET efficiency also influence each other. If the acceptor is
excited not by linearly polarized light, but via energy transfer, the anisotropy
drops significantly. As a consequence, the donor behavior, rather than the
acceptor behavior, is typically analyzed in anisotropy measurements. On
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the other hand, the relative orientation and rotational mobility of donor
and acceptor influence the Förster distance, R0, which characterizes the dis-
tance at which the energy transfer between donor and acceptor is 50%. As
the rotational mobility of a fluorophore is reflected in its anisotropy, the
anisotropy of donor and acceptor may also have an influence on the FRET
efficiency.

It is obvious that information from single molecule signals increases with
the number of parameters recorded, and it is, therefore, beneficial to record as
many parameters as possible. Using multiparameter analysis of events from
single freely diffusing molecules in solution, up to 16 different species could
be distinguished [9].

3
Instrumentation

While single molecules have been observed freely diffusing in aqueous so-
lution by wide field microscopy [22] using charge-coupled device (CCD)
cameras, this technique is in general less suited for multiparameter analysis –
mostly because the CCD cameras lack the high time resolution necessary for
fast lifetime determination.

Confocal imaging has, therefore, become the method of choice for such
measurements. Confocal microscopes can be equipped with the optics and
electronics for recording virtually all aspects of fluorescence dynamics of mi-
croscopic samples.

In a confocal experiment, a laser beam is focused onto the sample, e.g. into
an aqueous solution. The fluorescence is spatially filtered through a pinhole
before being directed to the detector(s), leading to an observation volume in
the femtoliter regime. Molecules crossing through the detection volume can
then be identified by an increase of the detector count rate. Such fluorescence
bursts can be identified by setting a simple intensity threshold [23] or, as an
alternative, by decreasing interphoton times during such a passage [24, 25].
The passage time for most molecules in aqueous solution spreads from sev-
eral tens of microseconds to a few milliseconds, depending on the exact
size of the observation volume, and the diffusion coefficient of the observed
molecule.

The number of photons that can be collected from a photon burst depends
greatly on the optical setup and the detection efficiency of the detector. Typ-
ical values range from 20 to 200 photons. Single photon avalanche diodes
(SPADs) have, therefore, become the detectors of choice for single molecule
experiments, as they have a detection efficiency of up to 70%. Furthermore,
they are fast enough to be used in single photon counting experiments for
lifetime determination and can be selected for low dark counts. A disad-
vantage of these detectors is the small active area in the range of 100 µm
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Fig. 1� Scheme of the components of the confocal microscope used for the measurements,
with detailed view on the main optical unit (MOU)

diameter. The sample fluorescence must, therefore, be accurately focused on
such a detector, and a perfect alignment of the instrument is crucial for opti-
mal performance, especially as the time resolution of some SPADs decreases,
if the detected light is not focused to the center of the active area.

In general, every confocal setup consists of five basic parts: excitation unit,
microscope body, detection unit, data acquisition and control electronics, and
software. A scheme of the setup used for the measurements described here
(MicroTime 200, PicoQuant, Germany) is shown in Fig. 1. Parts of the excita-
tion unit and the detection unit are included in the main optical unit (MOU).

In nearly all single molecule experiments, lasers are used as excitation
sources. For a multiparameter analysis, pulsed lasers have to be used instead
of cw lasers, as only pulsed excitation allows lifetime determination via time
– correlated single photon counting (TCSPC). Popular excitation sources are
Ti:Sa lasers for two photon excitation and pulsed diode lasers for one pho-
ton excitation. Ti:Sa lasers work at a fixed repetition rate of typically 80 MHz
and provide a tunable wavelength in the range of approx. 750 to 950 nm as
well as extremely short pulses in the range of ∼150 fs. As the efficiency of
two photon excitation depends on the pulse width, such a laser beam is usu-
ally directed into the microscope directly without an optical fiber that would
broaden the laser pulse. However, latest research provides pulse shape mod-
ules, which compensate for these effects [26]. In contrast to tunable Ti:Sa laser
systems, pulsed diode lasers emit at fixed wavelengths, but the repetition rate
can be freely varied. They are available for many different wavelengths, and
laser pulses can be as short as 70 ps. For multi-color excitation, different laser
beams have to be overlaid in space and time, which is best achieved by coupling
of all used lasers into a polarization maintaining single mode fiber. The laser
beam is then directed into the objective via the major dichroic beam splitter.

The excitation unit of the confocal microscope used in the experiments de-
scribed here additionally contains a beam splitter to direct excitation light on
a photodiode for monitoring the excitation intensity as well as a camera that
monitors the light reflected from the cover slip for focus control.

The sample is placed above the objective, which is the most important
part of the microscope, in this case an IX 71 inverse microscope (Olym-
pus, Hamburg, Germany). As single molecule detection requires efficient
photon collection, objectives with high numerical aperture have to be used.
A piezo-scanning stage with exact positioning capabilities is used to enable
measurements on immobilized samples.

In the confocal detection unit, which is connected to the microscope body
via an external exit port, the fluorescence is spatially filtered through a pin-
hole and directed to the detectors. Multiparameter recording requires use of
several detectors – the combination of spectral and polarization imaging, for
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example, requires four detectors and three additional beam splitters for spec-
tral and polarization splitting. High-quality filters are also used in front of
each detector to efficiently reject scattered light. The detectors used in our
setup are SPCM-AQR-14 SPADs (Perkin Elmer, Fremont, USA), which exhibit
less than 50 dark counts per second. A detailed view on the main excitation
and detection path is given in Fig. 1.

The data storage and handling is crucial for multiparameter measure-
ments. For measurements in solution, as performed here, one must be able
to measure the photon arrival density (in time) at a time resolution of typ-
ically microseconds in order to identify photon bursts from freely diffusing
single molecules passing through the detection volume. For lifetime meas-
urements, the relative times between the laser excitation and the correspond-
ing fluorescence photon arrival times at the detector have to be measured
additionally with a resolution down to a few picoseconds. For lifetime de-
termination, these delay times of photons from a single burst have to be
histogrammed and fitted (see Chap. 3). Furthermore, all detected photons
need to be assigned to the corresponding detectors in order to provide the full
information. In principle it is possible to collect all photon data on a TCSPC
board – this approach is fast but limited in terms of memory capacity. There-
fore, a continuous processing and real time storage on the PC is a far more
flexible approach [27, 28]. For the measurements presented here, a TCSPC
board (TimeHarp 200, PicoQuant, Germany) is utilized. The Time-Tagged
Time-Resolved (TTTR) measurement mode of this highly integrated PCI-
plug-in-board records all information needed for each photon as described
above and allows to perform different measurement tasks based on one sin-
gle data format without sacrificing any information available from each single
photon. Thus, all measured data can be handled in a standardized and yet
flexible way.

4
Data Analysis in Multiparameter Measurements

As an example for multiparameter analysis, single molecule measurements
of a recombinant bovine liver rhodanese [29, 30] variant are presented. The
rhodanese variant contains two surface-exposed cysteine residues (K135C,
K174C) which were labeled with a FRET donor/acceptor dye pair (Alexa
488/Alexa 594, Molecular Probes). The labeled mutant rhodanese was mixed
with unlabeled wild type rhodanese and unfolded in 4 M guanidinium chlo-
ride (GdmCl). Refolding and aggregation were initiated by 10-fold dilution
into GdmCl-free buffer. After five minutes, the sample was further diluted
to a total protein concentration of 50 nM. For excitation, a 470 nm laser
diode with a repetition rate of 40 MHz (LDH, PicoQuant, Germany) was used.
Bursts were identified using the interphoton time ∆t and the total number
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of photons per burst n as thresholds (∆t<100 µs, n>50), including raw data
corrections, as described previously [19].

Using four detectors, the information about lifetime, FRET-efficiency, and
anisotropy can be extracted. The FRET efficiency is generally plotted in
a transfer efficiency histogram of the identified bursts, as shown in Fig. 2
(top). The efficiency histogram reveals three subpopulations: while the first
population shows no transfer at all, the other two populations show clearly
distinct FRET efficiencies. The FRET efficiency of 0.7 corresponds to natively
folded rhodanese molecules. The fraction of molecules with a FRET effi-
ciency of approx. 0.4 was assigned to non-native rhodanese molecules located
in aggregates. The peak showing no transfer could be due to several rea-
sons, including: incomplete labeling, acceptor photobleaching, or a fraction of
molecules with a conformation with very low transfer efficiency.

Further information is available from the middle and bottom panels of
Fig. 2. In the middle panel, the donor anisotropy is plotted vs. the transfer
efficiency. The anisotropy of the donor dye(s) in each burst was calculated

Fig. 2 Multiparameter analysis of rhodanese molecules labeled with Alexa 488 and
Alexa 594. Top: Transfer efficiency histogram. Middle: Two-dimensional histogram of
donor anisotropy vs. transfer efficiency. Bottom: Two-dimensional histogram of acceptor
lifetime vs. transfer efficiency
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from the number of photons detected in each of the two donor channels,
corresponding to horizontally and vertically polarized emission, according
to the procedure described in [13]. The donor anisotropy of the subpopu-
lation characterized by a FRET efficiency of E ≈ 0.4 is significantly higher
than that of the subpopulation with E ≈ 0.7. As expected, the aggregates thus
show a higher anisotropy than the correctly folded rhodanese molecules.
The anisotropy distribution of the subpopulation at E ≈ 0.7 is significantly
broader because of the smaller number of donor photons emitted at higher
transfer efficiencies. Finally, the lower panel of Fig. 2 shows the acceptor life-
time vs. the FRET efficiency. This illustrates the sensitivity of the acceptor dye
for its molecular environment: its average fluorescence lifetime is significantly
lower in aggregated compared to natively folded molecules. The zero FRET ef-
ficiency peak shows a broad lifetime distribution due to the few counts in the
acceptor channel.

In multiparameter analysis, it is of great importance that, after separa-
tion of different subpopulations, data from an individual population can be
combined to accurately determine an average property with high accuracy.
As a single burst contains only 20–200 photons distributed over different de-
tectors, every property is only obtained with a relatively high uncertainty.
The degree of uncertainty is directly represented in the distributions of the
data in the 2D-plots in Fig. 2, where the data scatter quite significantly about
their average value. The low number of photon counts complicates fluores-
cence lifetime determination, because the fitting procedure requires a good
signal-to-noise ratio for a result with low errors. An alternative is, therefore,
to combine data from all bursts of a certain subpopulation, which allows ac-
curate fitting of the data, as shown in the TCSPC histogram in Fig. 3, which
uses the photons of all bursts in the white rectangle in Fig. 2. As can be seen,
this procedure combines more than 2000 photons in the maximum channel,
which can be fitted with a much higher accuracy than data from single bursts.
This procedure is especially useful in cases where two subpopulations are

Fig. 3 TCSPC histogram calculated from bursts within the square in the lower part of
Fig. 2
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not completely separated in a multiparameter analysis plot. In this case, the
combined fluorescence decay of all events would need to be fitted with a mul-
tiexponential decay, an analysis that requires a large number of photons to be
reliable.

Analysis of FRET measurements is often complicated by the fact that
not all molecules studied contain an active acceptor dye. Especially, a sub-
population with a low FRET efficiency is difficult to discriminate against
a subpopulation with only the donor present. For correct detection of these
subpopulations, donor and acceptor dye are directly excited alternately with
two excitation wavelengths. Only if both donor and acceptor are present,
a fluorescence signal is generated after excitation with either wavelength.
Two techniques, named pulsed interleaved excitation (PIE) and alternating
light excitation (ALEX), have been developed for identifying bursts with com-
plete FRET pairs [31, 32]. The difference between PIE and ALEX is in the
way the alternating excitation is achieved. For ALEX, electrooptical modu-
lators (EOM) are utilized to switch the excitation wavelength in the µs time
range, while for PIE, alternating donor and acceptor excitation laser pulses
are generated, and, thus, the switching occurs in the nanosecond time regime.
The advantage of PIE over ALEX is the possibility to use data from a single
molecule experiment also for other methods like FCS or fluorescent lifetime
analysis. In ALEX, switching of the excitation in the microsecond regime in-
terferes with photophysical processes that take place in a similar time frame.
Recently, nanosecond (ns)-ALEX was also performed [33].

The scheme in Fig. 4 shows the principle of PIE FRET. Four different data
streams are generated in a PIE experiment. First, the donor is excited, and
donor and acceptor fluorescence are probed by two spectrally separated de-
tectors. Afterwards, the acceptor is probed, and the fluorescence response is
again measured in the donor and the acceptor channel. If the spectral sepa-
ration of the fluorescence is efficient, the donor channel should contain only
background photons.

Fig. 4 Concept of PIE for identifying different subpopulations. The donor and the ac-
ceptor are excited consecutively, and the fluorescence is monitored in the donor and the
acceptor channel. If donor and acceptor are present, a fluorescence response is detected
after each excitation. If the donor/acceptor pair undergoes FRET, fluorescence after donor
excitation is also measured in the acceptor channel (left), while this signal is missing in
case when no energy transfer occurs (middle). If only the donor is present, no signal is
detected after acceptor excitation (right)
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As an example, a peptide consisting of a cysteine and a glycine separated
by 12 proline residues was labeled on the N-terminus with Alexa Fluor 647 as
acceptor and at the C terminus via the cysteine with Alexa Fluor 555. A pulsed
laser at 532 nm (PicoTA, PicoQuant, Germany) and a pulsed diode laser at
638 nm (LDH, PicoQuant, Germany) were used as excitation sources. A time
delay of 12.8 ns between donor and acceptor excitation was applied to allow
separation of the fluorescence signals originating from each excitation. To
demonstrate the effect of PIE, a FRET efficiency histogram was first calculated
using all identified photon bursts, i.e., molecules lacking an active acceptor
dye were also included. The resulting FRET efficiency histogram is shown in
Fig. 5 (left) and is dominated by a maximum close to an efficiency of 0.9. The
width of the distribution is due to shot noise and other, currently unidenti-
fied, sources of broadening. Additionally, a peak at low FRET efficiencies, the
zero efficiency peak, can also be observed. This peak is most likely due to
molecules lacking an active acceptor dye. Using the information of the PIE-
FRET measurement now allows to exclude the bursts from molecules without
fluorescent acceptor and to recalculate the FRET efficiency histogram. The re-
sult of this calculation is shown in Fig. 5 (right). As can be seen, the peak
exhibiting zero efficiency is completely removed (Note that in contrast to
Fig. 2, the FRET efficiency here is calculated without any corrections, such as
bleedthrough or direct excitation).

Although the example shown here has a high FRET efficiency, it is obvious
that the power of this method is the identification of subpopulations showing
a low FRET efficiency, because otherwise they cannot be distinguished from
populations without fluorescent acceptor.

In this chapter, we have shown which parameters can be measured in
single molecule experiments and how combining the available data in multi-

Fig. 5 FRET efficiencies taking all burst events into account (left) and using PIE for
selecting only events arising from bursts with a fluorescent acceptor present (right)
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parameter experiments can help to extract information from single molecule
experiments that cannot be resolved by other techniques. Additionally, the
technique can be efficiently combined with other methods, such as FCS, be-
cause the full information for all photons is recorded. High sensitivity and
minimal perturbation of the system, without the need of performing compli-
cated separation steps, make it an ideal tool for analytical applications and
biophysics.
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Abstract Microarray technology allows high-throughput analysis of tens or even hun-
dreds of thousands of genes in a single experiment, and has been applied broadly to
address a wide variety of questions in basic and applied sciences. The applications of
the microarray technology range from gene-expression profiling and genotyping to DNA–
protein interactions and genome sequencing, and the list of applications keeps growing,
especially when combined with other technologies such as proteomic technologies. How-
ever, many steps are involved in each microarray experiment and a number of microarray
platforms exist, each with its unique features. The challenge is how to standardize the
methods and materials to allow intra- and inter-comparison of microarray data collected
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in the same or different set of experiments. With the challenge in mind, we address the
need for standardization for each step of the microarray experiments with emphasis on
quality control of array fabrication and scanner calibration and verification. The proposed
standards are designed for checking the quality of mRNA, fabricating slides, hybridiza-
tion, and collecting, analyzing, and storing data. By implementing standards for each step
of the microarray process, the full potential of the microarray technology will be realized,
especially in the area of disease diagnosis and drug development.

Keywords Bead-based arrays · cDNA arrays · Expression profiling ·
External RNA control · Genotyping · Oligonucleotide arrays ·
Scanner performance validation

Abbreviations
bp Base pair
CCD Charged-coupled device
cDNA Complementary deoxyribonucleic acid
CGH Comparative genomic hybridization
ChIP Chromatin immunoprecipitation
DLBCL Diffuse large B-cell lymphoma
EST Expressed sequence tags
EB Ethidium bromide
MAQC Microarray quality control
MIAME Minimal information about a microarray experiment
MIAPE Minimal information about a proteomics experiment
NIST National Institute of Standards and Technology
NRO Nuclear run-on
ORFs Open reading frames
PCR Polymerase chain reaction
PMT Photo-multiplier tube
RNA Ribonucleic acid
aRNA Antisense RNA
mRNA Messenger RNA
SNP Single nucleotide polymorphisms
TF Transcription factor

1
Introduction

Genomic sequences have been determined for a number of organisms from
single-cell organisms to human beings [1–8]. For the human genome alone,
at least 20 000 genes have been predicted to be expressed in human cells [4].
This enormous amount of sequence information has presented tremendous
(but challenging) opportunities for basic research to study biological processes
at the genomic level and for business such as disease diagnosis and drug de-
velopment. The microarray technology responds to this genomic challenge
allowing researchers to simultaneously analyze tens of thousands of genes or
samples at the genome level in a single experiment [9]. One of the first genome-
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sized microarrays with complementary DNA (cDNA) clones was introduced
by Schena et al. shortly after the genomic sequence of the baker yeast Saccha-
romyces cerevisiae was initiated by an international sequencing consortium.
This was followed by introduction of oligonucleotide arrays by Affymetrix,
Inc. (Santa Clara, CA) [3, 10]. Since then, the development and applications of
the microarray technology have exploded and now has become a popular and
almost standard molecular biology tool. The typical applications of microar-
ray technology include genome-wide gene-expression profiling and large-scale
detection of single nucleotide polymorphisms (SNPs) [11] (Fig. 1).

Many types of microarrays have been developed for various applications.
The major type is the DNA microarray that employs the basic nucleotide
hybridization principle, in which complementary sequences bind to each
other [12]. This technology consists of two key components: the probe se-
quences immobilized on the solid substrates, and the target sequences, which
are used to hybridize with the immobilized probes. In a typical gene-expression
study, each individual probe represents a unique gene in the genome of interest
and the targets are derived from messenger RNA (mRNA) isolated from cells,
tissues, or whole organisms. Hybridization between probes and targets allows
quantification of molecules in the targets. In this chapter we will outline the mi-
croarray technology and its applications and then we will discuss future trends,
concerns, and standardization of this technology.

Fig. 1 Overview of the microarray technology and its applications
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2
Microarray Technology

A typical DNA microarrary experiment is conducted through a series of steps
using a number of materials that could significantly impact the success of
an experiment (Fig. 2). One such critical component is the arrays contain-
ing a number of orderly positioned probes. The probes are either synthesized
single-stranded short (≤25 mer) or long (50–70 mer) oligonucleotides, or
long double-stranded DNAs (>100 bp), the latter of which are normally gen-
erated from a library of expression clones (EST) or gene-specific primers in
polymerase chain reaction (PCR) amplification reaction [10, 13–15]. Several
approaches have been employed using these probes for at least three ma-
jor types of the DNA microarrays: cDNA arrays, oligonucleotide arrays, and
bead-based arrays, each having its own unique features. Once the arrays are
made, target molecules labeled with fluorescent dyes or biotins are hybridized
to the probes on the arrays. The labeling is normally achieved by directly in-
corporating fluorescent dyes into the target molecules or by indirect labeling,
the latter of which is done by first incorporating modified nucleotides, such as
amino allyl-dUTP or biotin conjugated dCTP, followed by coupling the fluor-
escent dye to them. After hybridization, the fluorescent intensities of the dyes
on each probe are recorded by an imaging system. Microarray data are then
subjected to bioinformatic analysis to extract out biological information.

There are three major approaches for array fabrication. One is the printing
(or spotting) method, in which the PCR products or pre-synthesized oligonu-
cleotides are deposited on a glass surface by touching pins or ink-jet nozzles
with a high-precision robot (Fig. 3A). To facilitate the attachment of probes,
glass slides are modified by coating with poly-L-lysine or other chemical
modifications, such as silanes possessing amine or epoxy groups [10, 16–18].
Drawbacks to the pin-spotting method include the difficulty in controlling
the amount of DNA deposited on the slides and the inconsistency in spot
morphologies related to the properties of slide surfaces and printing buffers
and sample concentrations. These two features of spotted arrays may generate
huge systematic errors downstream in the microarray experiments. However,
it is still comparatively inexpensive to generate arrays with spotting methods,
and the arrays can be of high quality if sufficient care is taken in the print-
ing steps. In our hands, the chemical modifications of glass slides and types
of buffers were also critical for high-quality printing.

The second method to generate arrays is in situ synthesis, in which short
or long oligonucleotides are directly synthesized in situ on a glass surface.
These technologies have been primarily developed by Affymetrix, Inc. and
Agilent Technologies, Inc. (Palo Alto, CA) (Fig. 3B). Affymetrix has adapted
a photolithographic technology commonly used in the semiconductor in-
dustry to first manufacture high-density arrays with hundreds of thousands
of oligonucleotide probes synthesized in situ base-by-base on a glass sur-
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Fig. 2 Schematic of a typical microarray experiment design. It begins with biological in-
terests and experimental design. The samples include one serving as a test sample and
another as a reference (control sample). The RNAs are extracted, reverse-transcripted
and sometimes amplified, followed by labeling with different fluorescent dyes, and co-
hybridized to a microarray. In some cases, a dye-swap is performed to minimize the
fluorescent dye effect. For the array, one can select a suitable platform, probes for the
targets, and a print strategy. After hybridization, microarrays are scanned to acquire
fluorescent images. Image analysis is then performed to obtain the raw signal data for
each spot. Data with poor quality are filtered out, and high-quality data are collected for
further analyses. Depending on the aim of the study, one can infer statistical significance
of expression profiling, perform classification, clustering/treeview analysis or carry out
analysis such as GO, pathway and KEGG. Note that the data from all the steps should be
complied according to standards, for example, minimum information about a microarray
experiment (e.g., MIAME), and be archived properly

face of about 1.6 cm2 [13]. Due to the coupling efficiency in each step of
oligonucleotide synthesis, the probe length on the Affymetrix chip is always
limited to 25 bases to ensure that sufficient full-length probe is present in each
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Fig. 3 Fabrication of arrays. A Printed arrays. PCR products or oligonucleotides are
printed on the glass substrates either by pins touching the slides or by the ink-jet tech-
nology. B In situ synthesis of oligos on the glass substrates. Oligos are synthesized
base-by-base by in situ phosphoramidite solid-phase chemistry (Affymetrix and Agilent).
C Bead arrays. Oligos are coupled to microbeads and randomly distributed on a slide with
etched wells. The identity of each bead type is determined by a decoding method before
being used for array experiments

spot. On the other hand, Agilent has developed another method to synthesize
oligonucleotides in situ on an activated glass surface. It combines the ink-
jet technology commonly used in the laser printer industry and solid-phase
phosphoramidite chemistry to perform an iterative oligonucleotide synthesis
loop [19]. The efficiency of the phosphoramidite synthesis permits manufac-
turing arrays with long oligonucleotides (typically 60 mers), which is proven
to increase hybridization sensitivity compared to arrays with short oligonu-
cleotides when used in gene-expression profiling experiments.

Recently, Illumina Inc. (San Diego, CA) has invented another microar-
ray platform, called BeadArray technology, to manufacture arrays [14]. In
this technology, oligonucleotides of any desired and feasible length are first
individually immobilized on to derived microscopic beads (∼3 µm in size)
with bead identifiers in a bulk process. Meanwhile, a number of tiny wells,
which can be over 10 million, are created by acid etching on the substrate
of a glass slide. Then the oligonucleotide-coupled beads are randomly dis-
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tributed into the etched wells. The identification and quality of each bead type
on the array is ensured by the manufacturer using a decoding algorithm. This
algorithm employs sequential hybridizations of dye-labeled oligonucleotides
or decoders, complementary to bead identifier sequences, to create a com-
binatorial decoding scheme for the array. In addition to the high flexibility
and sensitivity of the features of the BeadArray technology, each bead type
with a single oligonucleotide sequence on an array is represented an aver-
age of 30-fold, which dramatically increase the statistical power for data
analysis.

3
Microarray Applications

Microarray technology allows high-throughput analysis of tens or even hun-
dreds of thousands of genes in a single experiment, and has been applied
to many different research and development areas. Originally developed as
a technology for genome-wide gene-expression profiling experiments, it has
now been employed in many other areas by adaptation of its basic comple-
mentary hybridization principle and in combination with other techniques.
We will discuss mature applications in gene-expression profiling and geno-
typing in this section followed by a discussion of concerns for microarray
technologies and applications and selected future trends.

3.1
Expression Profiling

A major application of the microarray technology is genome-wide gene-
expression profiling [11]. Microarray technology typically employs one-color
or two-color approaches, referring to the number of fluorescent dyes used.
In a typical two-color expression-profiling experiment (Fig. 2), RNA from the
reference sample is labeled through reverse transcription and coupled with
one type of fluorescent dye, such as Cy5. RNA from the experimental sample
is then labeled with a second fluorescent dye, such as Cy3. After hybridizing
the samples to an array containing tens of thousands of gene-specific probes,
the array is scanned with an imaging system to collect fluorescence intensi-
ties from both samples for each probe on the array. In some cases, a dye-swap
is performed to minimize the fluorescent dye effects, such as dye labeling
efficiency and microenvironment effects. In the one-color approach, RNA
samples from the reference and experiment samples are separately labeled
with the same fluorescent dye and then are hybridized to two different arrays.
The difference in transcript levels for each probe in a single experiment is
then calculated based on the difference in fluorescent intensities between two
samples. Biological information is extracted by bioinformatic analysis of a set
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of microarray data, which provides a genome-wide view of gene expression in
a biological process or response.

Expression profiling with microarray technology has been broadly used
to investigate many basic biological processes, including embryonic devel-
opment, aging [20], cancers [21] and stem cell development [22]; and has
allowed the identification of a number of genes associated with these bi-
ological processes. Analyses of gene functions and pathways that they are
involved in have provided rich biological information. As an example of
expression-profiling experiments, several labs (including ours) have meas-
ured gene-expression profiles of aging by comparing the transcript levels of
genes in older fruit flies to that in young flies using both cDNA arrays and
Affymetrix chips [23–26]. Bioinformatic analysis has detected significant al-
teration of transcript levels in more than 3% of the genes in the fly genome
in these two populations, presumably involved in a number of biological pro-
cesses in aging. We have further compared the expression profile of flies to
that of the nematode C. elegans, which is evolutionarily distant from the flies.
Interestingly, this comparison has revealed conserved expression patterns be-
tween these two species. Functional studies have shown that some genes with
conserved expression patterns in aging can extend lifespan in the nematode
when mutated, suggesting an important role for these genes in aging. How-
ever, despite the fact that a number of expression-profiling experiments have
been performed for various model organisms including humans, and thou-
sands of aging-associated genes have been found to be differential expression
between young and old individuals, functions of the aging-associated genes
in the aging process are largely unknown [20]. Biomarkers for aging are still
elusive, in part, due to variation in the microarray technologies used in differ-
ent studies, such as different array types, variation in sample processing, and
different imaging systems. This and many other microarray experiments have
suggested that gene-expression profiling is valuable but is only a first step in
understanding the molecular mechanisms of a biological process.

Clinical potential for gene-expression profiling has been best demon-
strated in the cancer field, including the successful classification of tumor
types based on gene-expression profiling. The first such classification has
been attempted by Alizadeh et al. to identify different types of diffuse large
B-cell lymphoma (DLBCL) [27]. DLBCL is a clinically heterogenous, non-
Hodgkin’s lymphoma and is difficult to separate into subgroups on the basis
of morphology in order to provide the patient and physician with appropriate
therapy decisions and prognosis. Researchers have profiled gene-expression
patterns from lymphocytes obtained from DLBCL patients and normal hu-
mans using microarray technology. By clustering the expression data, they
have identified two molecularly distinct forms of DLBCL that correlate well
with two groups of DLBCL patients responding differently to therapy. Since
then, a number of methods have been developed and applied to identify
tumor-gene expression signatures, which are valuable in cancer diagnosis,
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drug discovery, and development [28, 29]. Once the reliability of the microar-
ray technology is improved and inherent variation of biological samples can
be minimized, it is foreseeable in the near future that the classification of tu-
mors by gene-expression profiling will become a routine diagnostic method
in medicine. Recent progress on gene-expression profiling of a single cell is
an exciting advance in this promising field [30].

3.2
Genotyping

SNPs are the most common form of genetic variant in the human genome,
occurring on average of one per ∼300 bps [31]. It is estimated that more
than 10 million common SNPs exist in the human genome, of which approxi-
mately 2 million have been confirmed. Some SNPs have already been shown
to play an important role in gene function and response to drugs [32, 33].
SNP genotyping is critical for us to understand fully the genetic architec-
ture of common traits underlying diseases, as well as drug or diet response.
It is estimated that several hundred thousand SNP analyses are required
to map a disease gene in an individual. To efficiently identify such a large
number of SNPs from a single or a few of samples, several microarry-based
methods have been developed for scoring SNPs. In a typical genotyping ex-
periment using genome-wide SNPs, genomic DNA is amplified by direct PCR
or by a restriction-enzyme-based-adapter-ligation PCR (Fig. 4). Amplified
gDNA is hybridized to commercially available short (25-mer SNP chips from
Affymetrix) or long (50-mers) oligonucleotide arrays [34–36]. SNPs can then
be scored by direct allele-specific hybridization or by an allele-specific primer
extension assay with labeled dNTPs. Due to the sequence complexity of
genomes, most of the array-based genotyping technologies allow researchers
to genotype up to 105 to 106 SNPs per sample. Illumina Inc. has recently de-
veloped an array-based whole-genome genotyping assay by combining the
BeadArray technology and the enzymatic SNP scoring assay [36]. This tech-
nology has the potential to enable researchers to analyze more than a million
SNPs from a single sample, and in principle has the capacity for unlimited
multiplexing that is limited only by how many probes each array can hold.

Array-based genotyping has also been used to obtain a genetic map of
the human genome, yielding DNA blocks (haplotypes) that can help identify
disease genes associated with phenotypic traits [37]. In addition, microar-
rays have been used to identify viruses or microbial pathogens in diagnostics,
ensuring the safety of food and medicine production; as well as to address
bio-defense concerns, such as virus identification [38–41]. DNA microarray
technology is a powerful tool and is gradually becoming a mature technology
for a wide range of research and development applications. However, many
challenges that limit its applications as a diagnostic and detection tool re-
main unsolved. To name a few, it is still technically challenging to measure
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Fig. 4 Array-based SNP genotyping. A Allele-specific hybridization. Genomic DNA is am-
plified to enrich the DNA fragments with SNPs. Then the amplified gDNA is hybridized
to oligo microarrays to score SNPs based on hybridization intensities. B Whole-genome
genotyping. The entire genomic DNA is amplified and hybridized to oligo arrays with
SNP-specific probes. Polymerase reaction is performed with labeled dNTPs and SNP is
scored based on difference in amplification

accurately low levels of pathogens and distinguish multiple strains in a mixed
sample. This is related to the sensitivity of microarray technology and will be
addressed in the last section of this chapter.

4
Future Trends

4.1
Universal Microarray Platform

Generally, a microarray chip is designed to have probes matching sequences
of a specific organism and to address a specific set of questions for that organ-
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ism. There are two drawbacks in the current microarray platform; (1) a spe-
cific microarray is needed to address each specific application, and (2) the
hybridizations occur less efficiently on an array surface than in solution.
A universal microarray, also called the “zip-code” array, has been developed.
This array format may ultimately address these two issues by separating the
actual microarray design from the hybridization process [42, 43]. “Zip-code”
arrays contain sequences that are a set of unique and distinct oligonucleotides
attached covalently at known locations as the “addresses” on a microar-
ray. The target molecules are composed of assay-specific sequences, such as
gene-specific primers that are linked to the “zip-code” complementary se-
quences. The transcription/amplification reactions involving target molecules
take place in solution, and the products are then separated and made available
for scoring via hybridization to the “zip-code” microarray. In this manner,
a single microarray design is employed for various array applications. Ob-
viously, the design of the probe sequence is most critical in the universal
microarray platform to cover a wide arrange of genomic sequences.

4.2
New Application Trends

Combination of DNA Microarrays and Protein Arrays
for Diagnosis, Prognosis, and Treatment of Diseases

Gene-expression profiling allows for simultaneously establishing expression
patterns for thousands of genes from a single specimen. It can determine if
certain genes are high-expressed or low-expressed in a specific tissue type
or tumor. Clinical information regarding the patient can then be correlated
with gene expression. However, it is not the genes, but the proteins that are
responsible for carrying out most of the cellular functions. The categoriza-
tion and quantification of proteins may be necessary for characterization of
cell types in health and disease states. It is therefore believed that the pro-
tein levels and activities are the best measurement of cellular functions. To
address these questions, researchers have combined both genomic (DNA mi-
croarrays) and proteomic (protein arrays) means for better understanding the
likely cause of diseases and hence, better diagnosis, prognosis and treatment
of disease [44–50].

Early detection and correct diagnosis of cancer are highly important fac-
tors for the choice of anti-cancer treatment as well as for patient survival. Re-
cent cDNA and oligonucleotide microarray data have documented changes in
the transcriptional profile in comparison to histological normal tissues [51].
However, identification of gene-expression signatures cannot always be linked
directly to the profile of expressed proteins. Detection of a protein pattern
might be more reliable, especially for interpreting signaling pathways and
other cellular processes that contribute to cancer development and metas-
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tasis and for interpreting treatment response. Although the application of
antibody (Ab) arrays is limited by the amount of available antibodies, this
technology can be a potential tool supporting DNA microarray data for can-
cer detection and for better understanding of cancer biology. As an example,
the researchers have used the BD Clontech Ab Microarray 380 (Palo Alto,
CA) to study tumor samples from 12 patients with squamous cell lung car-
cinoma [48]. Comparison with oligonucleotide microarray data revealed that
31% of the differentially expressed proteins correlate well with altered mRNA
expression in squamous cell lung carcinomas. A histone deacetylase variant,
HDAC3, was confirmed to be up-regulated by both antibody and DNA mi-
croarrays. The blockade of HDAC activity by specific inhibitors can mediate
growth arrest, differentiation, and apoptosis of cancer cells. Currently, some
of the specific inhibitors are in clinical trials for anti-cancer therapy due, in
part, to the finding of this study.

Nuclear factor-kappa B (NF-κB) is a ubiquitously expressed, DNA
sequence-specific transcription factor that has attracted widespread atten-
tion in view of its involvement in the regulation of the expression of a large
number of genes involved in immune and inflammatory responses [52].
Polyphenol mangiferin (MA) has been shown to have various effects on
macrophage function, including inhibition of phagocytic activity and free-
radical production. To characterize further the immunomodulatory activity
of MA on diverse genes related to the NF-κB signaling pathway, researchers
investigated its effects on expression in activated mouse macrophages using
a DNA micro-array and a cytokine protein array [46]. A good correlation
was observed between the effects of MA on the mRNA levels of NF-κB-
responsive genes and protein synthesis by the regulatory immune mediators.
Particularly, MA decreased the protein expression of the pro-inflammatory
chemokine RANTES that is also regulated by NF-κB. These results indi-
cate that MA modulates the expression of a large number of genes that are
critical for the regulation of apoptosis, viral replication, tumorigenesis, in-
flammation, and various auto-immune diseases, and raise the possibility
that MA can be of value in the treatment of inflammatory disease and/or
cancer.

Although differential protein expression correlated well with differential
mRNA expression in some cases, it was not consistently observed for many
signaling molecules and transcription factors. A number of studies [44–50]
have raised two issues: (1) changes at the protein level may occur in a man-
ner independent of changes at the mRNA level and (2) changes at either the
mRNA or protein levels may not linked to a specific phenotypic trait.

DNA–Protein Interaction

With the novel method of on-chip chromatin immunoprecipitation (ChIP-on-
Chip) [53], a protein/DNA complex is first stabilized through cross linking
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by formaldehyde, then fractionated through sonication, and finally purified
by using an antibody raised against the protein of interest. The bound DNA
within that complex is released through heat treatment and further purified
from chromatins via proteinase K treatment and phenol/chloroform extrac-
tion. The purified DNA is then labeled and hybridized to arrays for sequence
identification. In this fashion, the binding site of the protein in the genome
can be identified. The affinity of the protein–DNA interaction and the speci-
ficity of the antibody for the recognition of the given protein are critical in the
use of this method.

The “ChIP-on-Chip” method has the potential to identify all bound DNA
at the genomic level even in previously unknown target regulatory regions.
However, it has two significant limitations; it requires knowledge of the in-
volvement of a specific transcription factor (TF) for a given response and
provides little information about the functional consequences of the TF upon
the particular genes. Recently, Fan and co-workers [54] reported a novel
strategy that employs both “ChIP-on-Chip” and nuclear run-on (NRO) as-
say approaches to identify transcription factors that administer adaptive
gene expressions and manipulate cellular responses. Nuclear run-on assays
are transcription assays designed to monitor genes being transcribed in
a cell nucleus at a specific time. In the near future, it is likely that more
and more ChIP-on-Chips will be used to study protein–RNA and ssDNA–
protein interactions and complexes involving miRNA as regulators in RNA
processing [11].

Other Applications

Genomic Sequencing. Nucleic acid sequencing is a fundamental technology
where some of its developers were awarded the 1980 Nobel Prize in chemistry
(Paul Berg, Walter Gilbert, and Frederick Sanger). Although several technical
improvements have been introduced, including ultra-thin gel technology and
capillary electrophoresis, the throughput of these technologies is still limited,
especially for large-scale genomic sequencing. Microarrays are therefore ap-
plied to sequencing analysis, which can be regarded as an extension of SNP
analysis. The method involves immobilization of the target to be sequenced
on a microarray, hybridization of this target with a very large set of labeled
short probes, examination of the hybridization pattern, and computation of
the DNA sequence. Vice versa, thousands of short probes can be immobi-
lized on a microarray and hybridized to the target of interest for sequence
determination. Massively parallel signature sequencing (MPSS) is therefore,
a highly parallel method for DNA sequencing [55–57].

Identification of Splicing Variants. The molecular interpretations of en-
coded messages in a genome are responsible for variations between organ-
isms. The transcriptional representation of exons can be analyzed by placing
at least one representative of each onto an expression microarray. The abil-
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ity for carrying out such combined analysis of differences in splicing and
transcript levels usually depends on the quality of the genome sequence an-
notation. Even in the rather simply structured genome of Saccharomyces
cerevisiae several hundred open reading frames (ORFs) were initially missed.
In Drosophila melanogaster, the underestimation of the number of genes was
even greater. Non-coding sequences transcribed are more likely to be missed.
Although the number of protein-coding genes in the human genome could
be relatively small, there might be many exons that are not yet accounted
for. Intron–exon junction sequences can be used as alternative probes that
represent exon sequences [11]. Based on the initial study carried out by
Southern and his colleagues [58], the analysis of the subtle splicing differ-
ences may make it possible to sort out the linkage between structure and
functionalities.

Cell-Based Assays. The completion of full-genome sequencing for humans
and other organisms has made it possible to use microarrays for whole-
genome expression profiling under various biological conditions, for ex-
ample, disease and normal development stages. However, gene functions
remain vastly unknown. An emerging challenge is how to rapidly uncover
functions of genes and to identify gene products with desired properties. Zi-
auddin and Sabatini [59] developed a system suitable for rapidly screening
large sets of cDNA and DNA constructs for genes that encode desired func-
tions or genes that cause cellular phenotypes of interest. Using slides printed
with sets of cDNAs in expression vectors, they created microarrays of liv-
ing cell clusters growing on the slides and expressing the gene products. The
cell clusters can be screened for a property detectable from the slide, and the
identity of the responsible cDNA can be determined from the coordinates of
the cell cluster with the phenotype of interest. Since then, several methods
based on their work have been developed and applied for DNA, RNA, and
RNAi transfection, and functional assays for inhibitor screening [60–63]. Fur-
thermore, tissue-based assays including comparative genomic hybridization
(CGH) are also emerging and provide a promising tool for systemic biology
applications [64–66].

Low-density Focus Arrays. All of the microarray applications described
above employ high-density microarray platforms. For instance, gene-ex-
pression profiling of a specific disease relative to a normal state is per-
formed on high-density arrays for identification of disease biomarkers. Once
these biomarkers have been identified, their ultimate utility for diagnosis
and treatment of the disease in clinical setting will be accomplished by
using low-density biomarker arrays. Individualized disease diagnosis would
greatly demand accurate signal quantification rather than pattern visual-
ization in gene-expression profiling. The AmpliChip CYP450 manufactured
by Roche Diagnostics (Basel, Switzerland) and powered by Affymetrix mi-
croarray technology is the first array-based diagnostic test for comprehensive
analyses of two genes that monitor drug efficacy.
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5
Need for Standardization

Figure 2 outlines the experimental design for a typical microarray. Due to the
complexity of DNA microarray technology, proper controls and standardiza-
tion are required for every step of the microarray experiments in order to
realize the full application potential of the technology. Below we describe ex-
isting quality-control procedures/methods, potential reference materials, and
efforts towards the standardization of the microarray technology.

5.1
Sample Preparation/Quality Control

Isolation of intact RNA is a first and essential step in a microarray experi-
ment. A common method for assessing the integrity of total RNA is to run
a denatured agarose gel stained with either ethidium bromide (EtBr) or more
sensitive dyes such as SYBR® Gold and SYBR Green II. Intact total RNAs on
the denatured gel will have sharp, clear 28S and 18S rRNA bands for eukary-
otic samples (18S and 26S for yeast; 16S and 23S for E. coli, et al.). The 28S
rRNA band should be approximately twice as intense as the 18S rRNA band.
An alternative method is to use a micro fluidic instrument, such as the Agilent
2100 Bioanalyzer (Agilent Technologies, Inc.), which will provide RNA in-
tegrity, concentration, and purity information. RNA concentration and purity
can be estimated by the absorption ratio of A260/A280.

DNA microarray applications require fluorescently labeled materials, such
as cDNA and aRNA [67] for hybridization on microarrays. Fluorophore in-
clusion can be divided into direct and indirect incorporations. The dir-
ect incorporation is accomplished by using either Cy3-dNTP or Cy5-dNTP,
and the indirect one is largely done through incorporation of amino allyl-
dUTP followed by a reaction with activated dye molecules. Although there
are many commercial labeling kits available, new labeling methods are be-
ing developed continuously [11, 68–70]. The labeling efficiency and the ac-
tivity of the labeled materials are difficult to ascertain for the assurance
of micro-array performance. At present, the empirical formulas are used
to estimate labeling percentage [71]. These estimations are based on ab-
sorbance measurements. In fact, impurities and even buffer compositions
will affect absorbance measurements. The calculated values can be used only
for the purpose of inter-laboratory quality control. Nonetheless, methods
such as inductively coupled plasma-optical emission spectroscopy (ICP-
OES) [72] and liquid chromatography-isotope dilution mass spectrometry
(LC-IDMS) [73] have been recently developed for quantifying 20mer oligonu-
cleotides. It is feasible in the long run that they can be used for cDNA quan-
titation. This will simplify the quantification of the number of fluorophores
per labeled cDNA.
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Biological variation is intrinsic to all organisms; it may be influenced by
genetic and environmental factors, the probes designed for the array, and
whether the samples are pooled or individualized. In other words, it is a chal-
lenge to assess performance of a microarray because of the complicated
nature of the technology. To define the requirements for standardizing RNA-
based molecular assays, a workshop titled “Metrology and Standards Needs
for Gene Expression Technologies: Universal RNA Standards” was hosted by
NIST [74]. The outcome of the workshop includes an assay process refer-
ence material composed of a moderately complex pool of highly character-
ized RNA molecules and a universal hybridization reference material. The
first RNA reference material produced synthetically by in vitro transcription
serves as an external spiking control and allows the assessment of the ac-
curacy, dynamic range, sensitivity, and specificity of a given array platform
under a set of conditions. This material can be used for both RT-PCR-based
and array-based applications. The universal hybridization reference mate-
rial, defined as a pool of 12 synthetic sequences not expressed in any known
genome, is intended for variability control in array hybridization methods.
The External RNA Controls Consortium is currently testing polyadenylated
transcripts that can be added to each RNA sample prior to processing to
evaluate the technical performance of each assay [75]. In addition to the
effort led by the External RNA Controls Consortium, a consortium led by
FDA/CDER has tested two mixed tissue RNA pools with known differences
in tissue-selective genes that can be used specifically as rat reference mate-
rials [76]. In the expression array system from Applied Biosystems (Foster
City, CA), a 24-mer oligonucleotide control labeled with a fluorescent dye
is co-hybridized along with biological samples of interest to its complemen-
tary oligonucleotide that is co-deposited at every microarray feature. This
oligonulceotide pair is used to ensure optimal image auto-gridding and spot
finding processes as well as hybridization performance.

In recent years, concerns have been raised regarding the reliability and
consistency of microarray data obtained by using different microarray plat-
forms; low levels of concordance have been found in cross-platform microar-
ray investigations [77, 78]. To address these concerns, the Microarray Quality
Control (MAQC) project was initiated and led by the FDA to evaluate the com-
patibility issue of various array platforms [79]. More specifically, the study
compares seven different microarray platforms using two well-characterized,
commercial available RNA samples: Universal Human Reference RNA from
Stratagene (La Jolla, CA) and Human Brain Reference RNA from Ambion
(Austin, TX). The most promising result from the study is that the concor-
dant detection calls between replicates of the same sample are between 70%
and ∼100% across six high-density microarray platforms and thousands of
hybridization reactions for 12 091 common Entrez gene lists (the result of
study has recently been submitted for publication). The MAQC project com-
plements the efforts of external RNA reference materials described above by
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establishing two additional human reference RNA samples and an accompa-
nying large data set that can be used by the array community to compare their
results for the purposes of quality control and method validation.

To address probe-sequence effects on microarrays, we have synthesized six
oligonucleotides (60–80 mer) matching different regions of the Kanamycin
gene as probes. Upon hybridization to Cy3 and Cy5 labeled full-length
Kanamycin cDNA, the signal intensities varied depending on the probe se-
quences. The ratio values of the same probe are relatively consistent upon
a serial dilution of labeled cDNA. The results suggest that the probe sequences
are critical for obtaining consistent results (our unpublished data).

5.2
Pre-Arrayed Slide Quality Control

In general, there are two ways to produce arrayed slides. One is by solid-phase
synthesis by applying phosphoramidite chemistry. Both Affymetrix chips and
Agilent chips are produced using this method. The difference between the
two types of chips is that Affymetrix activates by irradiation through the
masks, whereas Agilent spots building blocks one by one into the spots. The
other way of fabricating arrays is by printing, including both contact print-
ing and non-contact printing, where the probes (oligonucleotides or cDNA)
are deposited on the slides by spotting pins or piezo dispenser. Most of the
home-produced arrays are made by printing (contact or non-contact printing
technology). To standardize the microarray process, the quality of the pre-
arrayed slides is the key to reducing variations and increasing consistency,
and thereby improving the reliability and reproducibility of the hybridiza-
tion results. Dye-labeled random hexamer or heptamer oligonucleotides and
staining dyes have often been used to examine the quality of pre-arrayed
slides. They allow visualization of array spots through fluorescence-intensity
measurements that ensures both adequate probe density on each spot and
spot morphology. Many pre-arrayed slide producers have adopted these
methods in their internal quality control processes. While these methods
seem to be useful, they also have limitations: the printed slides that were
used in the QC process cannot continue to be used for hybridization. In other
words, the printed slides become useless once they have gone through the QC
process. Moreover, issues with sensitivity and effectiveness cause additional
concerns for array QC by random hexamer or heptamer oligonucleotides.
To overcome the shortcomings of the conventional QC methods, an alter-
native microarray QC method has been developed by the scientists at Full
Moon BioSystems (Sunnyvale, CA), which is designed for users to check the
quality of homemade arrays and/or commercial arrays with high sensitivity.
A dye-labeled reagent allows the crosslink of dye molecules to the probes im-
mobilized on slide surfaces. The formed chemical lineage can be removed
sufficiently after the fluorescence reading of the slides. The advantage of this
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methodology is that the arrays can still be used in further hybridization even
after they have gone through the QC process. It allows users to assess ar-
rays’ quality, such as spot morphology and consistency on attachment, and
produces important information on targets’ quality relevant to hybridization
effectiveness.

5.3
Scanner Calibration and Validation

Microarray scanners can be characterized into two categories based on the
detection systems involved: charged-coupled device (CCD) based, and photo-
multiplier tube (PMT) based. Usually the CCD-based scanners use a white-
light source with filters to generate relatively narrow wavelength excitations,
while the PMT-based scanners utilize lasers to excite the fluorophores. The
most commonly used scanners, such as GenePix scanners from Molecular
Devices (Sunnyvale, CA) and Agilent microarray scanner, are designed for de-
tection of Cy3 (absorption at ca. 550 nm, emission at ca. 570 nm) and Cy5
dyes (absorption at ca. 650 nm, emission at ca. 670 nm) or Alexa Fluor® 555
(absorption at ca. 555 nm, emission at ca. 570 nm) and Alexa Fluor® 647 dyes
(absorption at ca. 650 nm, emission at ca. 668 nm). The GenePix scanners are
equipped with two solid-state diode lasers, a 532 nm green laser with a 575±
17.5 nm emission filter and a 635 nm red laser with a 670 ± 20 nm emission
filter. The Agilent microarray scanner is slightly different, i.e., a 532 nm YAG
laser and a 633 nm helium-neon laser, which are equipped with slightly dif-
ferent bandwidth emission filters relative to those for GenePix scanners. Like
most fluorescence measuring systems, each scanner provides relative or ar-
bitrary fluorescent readouts. Generally, the fluorescence signals include both
undesired instrument-specific and desired sample-specific signal contribu-
tions. The undesired instrument-specific contribution can be corrected or
minimized with suitable setup procedures.

A microarray-standards interest group that includes most major micro-
array scanner manufacturers and NIST has agreed on specifications for two
uniformly coated glass standards (<10 µm coating on 1-mm thick glass slide)
for day-to-day and instrument-to-instrument fluorescence response valida-
tion. One glass standard has a typical medium intensity, corresponding to
about 500 fluorophores per µm2, and another at a relatively low intensity, cor-
responding to about 0.5 fluorophores per µm2. These standards have to be
photostable with an intensity uniformity of 99% or better over a sub-area of
250 µm2 when excited at 532 nm and 633 nm. The corrected emission spectra
under these two wavelength excitations will be certified for the glass stan-
dards. NIST is currently identifying candidate materials.

The microarray scanner calibration slide from Full Moon BioSystems Inc.
(Sunnyvale, CA) has been developed for quantitative performance evalua-
tions of microarray scanners in terms of dynamic range, limit of detec-
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tion, channel-to-channel cross talk, uniformity of the scanners, and laser
stability [80]. Briefly, two separate blocks of array spots in dilution series
of Cy3 and Cy5 fluorophores are spotted on a polymer-treated glass slide.
Each block consists of 28 sets of two-fold dilutions of each fluorophore
coupled with three sets of buffer blanks and one set of position marker.
Each column contains 12 repeats of each fluorophore concentration expressed
as fluorophores/µm2. The highest and lowest concentrations are 1.47×105

fluorophores/µm2 and 1.10×10–3 fluorophores/µm2, respectively. This scan-
ner calibration slide allows users to evaluate the PMT gain settings, a critical
component of micro-array scanners. Under optimal PMT settings, users can
maximize their scanner’s linear dynamic range and optimize the subsequent
interpretation of scanner data [81, 82].

When it is desired to determine an analyte concentration in a mixture
using a spectrofluorimeter, for example, it is necessary to produce a stan-
dard working curve to establish a relationship between fluorescent readouts
and analyte concentrations. Such a standard curve is generated by measuring
a blank and a series of samples with known analyte concentrations serv-
ing as the standard solutions. Using the plotted standard curve in the linear
region (fluorescence vs. analyte concentration, Fig. 5), it is possible to de-

Fig. 5 A standard curve of fluorescence signal-to-noise ratio (SNR) vs. analyte concentra-
tion. SNR responds linearly at low analyte concentrations and reaches saturation at high
concentrations. The error bars show the standard deviations
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termine the analyte concentration in the mixture assuming that the analyte
in the mixture experiences the same microenvironment as in the standard
solutions and does not interact with other chemical substances. By allow-
ing users to plot the relationships between the fluorescence readouts and
dye concentrations, the Full Moon BioSystems’ calibration slide also makes
inter-system data comparison possible. Users can extrapolate the concentra-
tion of dye-labeled probes on array slides from the fluorescence readouts
based on the calibration curves obtained for Cy3 and Cy5 fluorophores. The
data (probe/dye concentrations) will be comparable regardless of where the
data were acquired and which scanner platforms were used. Since different
band-pass filters are used in different array scanners, we have further tested
whether an emission spectral matching exists between the calibration slide
and homemade oligonucleotide microarray slides. We found that the emis-
sion spectrum of Cy5 fluorophores on oligonucleotide array slides matches
that on the calibration slide while the spectrum of Cy3 dyes is red-shifted by
5 nm with respect to that on array slides. The preliminary results also suggest
that these calibration slides do photodegrade over time (a few months) with
frequent usage. Users should use the slides following manufacturer’s recom-
mended procedures for usage and storage.

5.4
Reporting Data Standards

Standards such as Minimal Information About a Microarray Experiment (MI-
AME) [83] or MIAPE (MIAME’s proteomics equivalent, MIAPE, currently
in preparation) are recommended as reporting standards; however, they are
not going to solve all sources of variability. Therefore, it is vital to maintain
a compromise between detail and practicality in reporting data format so that
compliance with the standards is not so tedious as to inhibit their adoption.
A detailed description of each part and a convenient checklist are available
on the MIAME Web site (http://www.mged.org/Workgroups/MIAME/miame_
checklist.html).

6
Conclusions

There is no doubt that DNA microarrays will be a routine analytical tech-
nology in the near future. They have been applied broadly to address a wide
variety of questions in basic and applied sciences. The applications of the mi-
croarray technology range from gene-expression profiling and genotyping to
DNA–protein interactions and genome sequencing, and the list of applica-
tions keeps growing, especially when combined with other technologies such
as proteomic technologies. However, many steps are involved in each mi-



DNA-Microarrays: Applications, Future Trends, and the Need for Standardization 235

croarray experiment and a number of microarray platforms exist, each with
its unique features. The challenge is how to standardize the methods and ma-
terials to allow intra- and inter-comparison of microarray data collected in
the same or different set of experiments. In this chapter, we have addressed
the need for standardization for each step of the microarray experiments
with emphasis on quality control of array fabrication and scanner calibra-
tion and verification. The proposed standards are designed for checking the
quality of mRNA, fabricating slides, hybridization, and collecting, analyzing,
and storing data. We believe that by providing standards for each step of the
microarray process, we will help the microarray technology to realize its full
potential.

References

1. Arabidopsis Genome Initiative (2000) Nature 408:796
2. The C. elegans sequencing consortium (1998) Science 282:2012
3. Goffeau A et al. (1997) Nature 387(suppl):5
4. Lander ES et al. (2001) Nature 409:860
5. Holt RA et al. (2002) Science 298:129
6. Waterston RH et al. (2002) Nature 420:520
7. Gibbs RA et al. (2004) Nature 428:493
8. Lindblad-Toh K et al. (2005) Nature 438:803
9. DeRisi JL, Iyer VR (1999) Curr Opin Oncol 11:76

10. Schena M, Shalon D, Davis RW, Brown PO (1995) Science 270:467
11. Hoheisel JD (2006) Nat Rev Genet 7:200
12. Marmur J, Doty P (1961) J Mol Biol 3:585
13. Lipshutz RJ, Fodor SP, Gingeras TR, Lockhart DJ (1999) Nat Genet 21:20
14. Steemers FJ, Gunderson KL (2005) Pharmacogenomics 6:777
15. Leiske DL, Karimpour-Fard A, Hume PS, Fairbanks BD, Gill RT (2006) BMC Gen-

omics 7:72
16. Chiu SK, Hsu M, Ku WC, Tu CY, Tseng YT, Lau WK, Yan RY, Ma JT, Tzeng CM (2003)

Biochem J 374:625
17. Le Berre V, Trevisiol E, Dagkessamanskaia A, Sokol S, Caminade AM, Majoral JP,

Meunier B, Francois J (2003) Nucleic Acids Res 31:e88
18. Pirri G, Chiari M, Damin F, Meo A (2006) Anal Chem 78:3118
19. Hughes TR et al. (2001) Nat Biotechnol 19:342
20. Melov S, Hubbard A (2004) Sci Aging Knowledge Environ 2004(42):re7
21. Whitfield ML, George LK, Grant GD, Perou CM (2006) Nat Rev Cancer 6:99
22. Robson P (2004) Trends Biotechnol 22:609
23. Zou S, Meadows S, Sharp L, Jan LY, Jan YN (2000) Proc Natl Acad Sci USA 97:13726
24. Pletcher SD, Macdonald SJ, Marguerie R, Certa U, Stearns SC, Goldstein DB, Par-

tridge L (2002) Curr Biol 12:712
25. Landis GN, Abdueva D, Skvortsov D, Yang J, Rabin BE, Carrick J, Tavare S, Tower J

(2004) Proc Natl Acad Sci USA 101:7663
26. McCarroll SA, Murphy CT, Zou S, Pletcher SD, Chin CS, Jan YN, Kenyon C,

Bargmann CI, Li H (2004) Nat Genet 36:197
27. Alizadeh AA et al. (2000) Nature 403:503



236 S. Zou et al.

28. Ramaswamy S et al. (2001) Proc Natl Acad Sci USA 98:15149
29. Sorlie T et al. (2001) Proc Natl Acad Sci USA 98:10869
30. Tietjen I, Rihel JM, Cao Y, Koentges G, Zakhary L, Dulac C (2003) Neuron 38:161
31. Kruglyak L, Nickerson DA (2001) Nat Genet 27:234
32. Risch N, Merikangas K (1996) Science 273:1516
33. Hirschhorn JN, Daly MJ (2005) Nat Rev Genet 6:95
34. Kennedy GC (2003) Nat Biotechnol 21:1233
35. Matsuzaki H et al. (2004) Genome Res 14:414
36. Gunderson KL, Steemers FJ, Lee G, Mendoza LG, Chee MS (2005) Nat Genet 37:549
37. Gunderson KL, Kuhn KM, Steemers FJ, Ng P, Murray SS, Shen R (2006) Pharmaco-

genomics 7:641
38. Liu-Stratton Y, Roy S, Sen CK (2004) Toxicol Lett 150:29
39. Spielbauer B, Stahl F (2005) Mol Nutr Food Res 49:908
40. Kostrzynska M, Bachand A (2006) Can J Microbiol 52:1
41. Roy S, Sen CK (2006) Toxicology 221:128
42. Gerry NP, Witowski NE, Day J, Hammer RP, Barany G, Barany F (1999) J Mol Biol

292:251
43. Hashimoto M, Hupert ML, Murphy MC, Soper SA, Cheng YW, Barany F (2005) Anal

Chem 77:3243
44. Huang R, Lin Y, Wang CC, Gano J, Lin B, Shi Q, Boynton A, Burke J, Huang RP (2002)

Cancer Res 62:2806
45. Yuza Y, Agawa M, Matsuzaki M, Yamada H, Urashima M (2003) J Pediatr Hematol

Oncol 25:715
46. Leiro J, Arranz JA, Yanez M, Ubeira FM, Sanmartin ML, Orallo F (2004) Int Im-

munopharmacol 4:763
47. Li W, Amri H, Huang H, Wu C, Papadopoulos V (2004) J Andrology 25:900
48. Bartling B, Hofmann HS, Boettger T, Hansen G, Burdach S, Silber RE, Simm A (2005)

Lung Cancer 49:145
49. Pulai JI, Chen H, Im HJ, Kumar S, Hanning C, Hegde PS, Loeser RF (2005) J Immunol

174:5781
50. Tuomisto TT, Riekkinen MS, Viita H, Levonen AL, Yla-Herttuala S (2005) Atheroscle-

rosis 180:283
51. Golub TR et al. (1999) Science 286:531
52. Baldwin AS (1996) Annu Rev Immuno 14:649
53. Radonjic M, Andrau JC, Lijnzaad P, Kemmeren P, Kockelkorn TT, Van Leenen D, Van

Berkum NL, Holstege FC (2005) Mol Cell 18:171
54. Fan J, Zhan M, Shen J, Martindale JL, Yang X, Kawai T, Gorospe M (2006) Nucleic

Acids Res 34:1492
55. Bains W, Smith GC (1988) J Theor Biol 135:303
56. Brenner S et al. (2000) Nat Biotechnol 18:630
57. Shendure J, Mitra RD, Varma C, Church GM (2004) Nat Rev Genet 5:335
58. Milner N, Mir KU, Southern EM (1997) Nat Biotechnol 15:537
59. Ziauddin J, Sabatini DM (2001) Nature 411:107
60. Xu CW (2002) Genome Res 12:482
61. Chang FH, Lee CH, Chen MT, Kuo CC, Chiang YL, Hang CY, Roffler S (2004) Nucleic

Acids Res 32:e33
62. Narayanaswamy R, Niu WD, Scouras A, Hart GT, Davies J, Ellington AD, Iyer VR,

Marcotte EM (2006) Genome Biol 7:R6
63. Neumann B, Held M, Liebel U, Erfle H, Rogers P, Pepperkok R, Ellenberg J (2006) Nat

Methods 3:385



DNA-Microarrays: Applications, Future Trends, and the Need for Standardization 237

64. Kallioniemi OP, Wagner U, Kononen J, Sauter G (2001) Hum Mol Genet 10:657
65. Fedor HL, De Marzo AM (2005) Methods Mol Med 103:89
66. Abramovitz M, Leyland-Jones B (2006) Proteome Sci 4:5
67. Van Gelder RN, von Zastrow ME, Yool A, Dement WC, Barchas JD, Eberwine JH

(1990) Proc Nat Acad Sci USA 87:1663
68. Zhong XB, Lizardi PM, Huang XH, Bray-Ward PL, Ward DC (2001) Proc Nat Acad

Sci USA 98:3940
69. Nelson PT, Baldwin DA, Scearce LM, Oberholtzer JC, Tobias JW, Mourelatos Z (2004)

Nat Methods 1:155
70. Kurimoto K, Yabuta Y, Ohinata Y, Ono Y, Uno KD, Yamada RG, Ueda HR, Saitou M

(2006) Nucleic Acids Res 34:e42
71. van Bakel H, Holstege FC (2004) EMBO Rep 5:964
72. Yang I, Han M-S, Yim Y-H, Hwang E, Park S-R (2004) Anal Biochem 335:150
73. Donald CE, Stokes P, O’Conner G, Woolford AJ (2005) J Chromatogr B 817:173
74. Cronin M, Ghosh K, Sistare F, Quackenbush J, Vilker V, O’Connell C (2004) Clin Chem

50:14645
75. Baker SC et al. (2005) Nat Methods 2:731
76. Thompson KL (2005) Nucleic Acids Res 33:e187
77. Ivanova NB (2002) Science 298:601
78. Tan PK, Downey TJ, Spitznagel EL Jr, Xu P, Fu D, Dimitrov DS, Lempicki RA,

Raaka BM, Cam MC (2003) Nucleic Acids Res 31:5676
79. MAQC Consortium (2006) Nat Biotechnol 24:1151
80. Zong Y, Wang Y, Zhang S, Shi Y (2003) In: Hardman G (ed) Microarrays Methods and

Applications: Nuts & Bolts. DNA Press, Eagleville, p 99
81. Shi L et al. (2005) BMC Bioinformatics 6(2):S11
82. Resch-Genger U, Hoffmann K, Nietfeld W, Engel A, Neukammer J, Nitschke R,

Ebert B, Macdonald R (2005) J Fluoresc 15:337
83. Brazma A et al. (2001) Nat Genet 29:365



Springer Ser Fluoresc (2008) 6: 239–263
DOI 10.1007/4243_2008_033
© Springer-Verlag Berlin Heidelberg
Published online: 4 March 2008

Comparability of Microarray Experiments
from the Instrument and the Sample Site
and Approaches Towards Standardization

Wilfried Nietfeld

Department Vertebrate Genomics, Max-Planck-Institute for Molecular Genetics, Ihnestr.
63–73, 14195 Berlin, Germany
Nietfeld@molgen.mpg.de

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

2 General Considerations About Microarray Experiments . . . . . . . . . . . 241

3 Sources of Inconsistency in Microarray Measurements . . . . . . . . . . . 247

4 Approaches Towards Standardization . . . . . . . . . . . . . . . . . . . . . 248

5 Comparability of Microarray Experiments . . . . . . . . . . . . . . . . . . 253
5.1 Cross-Platform Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . 254

6 Commercial DNA Microarray Platforms . . . . . . . . . . . . . . . . . . . 257

7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

Abstract This chapter will give a short introduction into current technology related and
biology related problems in the microarray technology, approaches undertaken to over-
come such problems, and, finally, it will present some key features of most commercial
platforms which have emerged over the past few years and may help to solve some tech-
nical problems at least related to the instrumentation side. Standard operating protocols,
guidelines, as well as careful and routine checking of the instrumentation, such as spot-
ting or hybridization devices as well as microarray reader (laser/charge-coupled device
(CCD) camera), are necessary for running a microarray platform successfully. Further-
more, standardized reference material, databases, and analysis software will be necessary
for generating confidential data across all platforms and laboratories and will additionally
support the full power of DNA microarray technology as a research and diagnostic tool.
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1
Introduction

For more than the last decade, the so-called biochips have become an in-
creasingly important research tool for the biotechnology industry, molecular
diagnostics, and related fields of gene expression analysis, drug screening,
nucleic acid sequencing, and mutation analysis. In general, such biochips
consist of a plurality of binding agents also called probes, for instance, pep-
tides, oligonucleotides, or small molecules. Among these, DNA chips or DNA
microarrays became the most important research tool. Up to ten thousands
of single stranded DNA fragments representing a single gene or genome are
synthesized or spotted in an array format with feature sizes in the range of 50
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to 200 micrometer onto the surface of a solid support like a coated glass slide.
Thus, researchers are enabled to analyze and monitor the expression levels
of thousands of genes simultaneously. Applications allow (I) a genome-wide
gene expression profiling by measuring relative differences in RNA transcript
levels between biological samples, (II) the detection of single nucleotide poly-
morphisms (SNPs), and (III) sequence detection (e.g. pathogen detection) at
reasonable time and costs compared to conventional techniques, e.g., north-
ern blotting or RNase protection assays [1–9].

Since gene expression analysis using DNA microarrays is the major and the
most critical application, the focus of this chapter is on this subject and gen-
eral problems related to reproducibility, sensitivity, accuracy, and specificity.
This chapter will give a short introduction to current technology related and
biology related problems in the microarray technology, approaches that are
undertaken to overcome such problems, and, finally, it will present key fea-
tures of most commercial platforms which have emerged over the past few
years and may help to solve some problems at least related to the instru-
mentation side. Standard operating protocols, guidelines, as well as careful
and routine checking of all instruments, such as spotting devices, hybridiza-
tion chamber, and microarray reader (laser/CCD camera), is necessary for
running a microarray platform successfully. Furthermore, standardized refer-
ence material, databases, and analysis software will be necessary to generate
confidential data across all platforms and laboratories and will additionally
support the power of DNA microarray technology as a research and diagnos-
tic tool.

2
General Considerations About Microarray Experiments

More than ten year ago, when DNA microarrays were first introduced, there
was a huge euphoria about the power of such a research and diagnostic tool,
because this technology platform enables biomedical researchers to analyze
genome-wide gene expression levels in parallel by nucleic acid hybridization,
it allow taking of “pictures” or “photographs” of the actual status of all gene
activities in given cells or tissues, and it allows to identify trends or signatures
and possible interactions in gene expression. Genome-wide alteration in gene
expression can be easily measured and monitored in many biomedical appli-
cations, e.g., during the development of an organism or disease processes, etc.
However, it is very difficult to obtain high quality and confident data from
DNA microarray experiments from which valid biological conclusions can be
drawn. The reason is the system inherent high complexity and of the physical
properties of nucleic acid hybridization in complex mixtures of several thou-
sands of different molecules with similar to complete different sequences. The
labeled samples or targets to be hybridized have to match perfectly to the
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complementary probe (immobilized on the surface) in an overnight microar-
ray hybridization reaction under distinct salt and temperature conditions.
Thus, the high complexity of microarray experiments will have many sources
of variability and errors which have to be controlled as well as possible during
the whole process [10]. Therefore, important subjects and criteria for control-
ling are: microarray and sample quality, the labeling reactions and protocols,
the efficacy of the hybridization conditions, the performance of the scanning
instrument, the image acquisition and processing (grid finding and back-
ground subtraction), data normalization and analysis, quality assessment of
data, and, finally, the biological interpretation of the obtained results, which
will contribute to the overall uncertainty of the conclusions drawn from such
experiments [11].

The comparison of DNA microarray results from apparently identical ex-
periments, performed in different laboratories, or by different researcher, or
even on different days may lead to different results. This is mainly due to
a current lack of standards, standard operating protocols, and guidelines for
performing and controlling the complete process of microarray experiments.
The comparison to results obtained from a different microarray platform is
even more challenging, because of a different probe and array design that
may have been used [10–12]. The accurate measurement and quantification
of absolute expression levels of all transcripts and a reliable detection of low
abundance transcripts is difficult. It was shown in the past that the main
problems were non-optimal design or choice of probes immobilized on the
array surface. A comparison of DNA microarray results was difficult, because
of technical differences that had some influences on the results: (I) the array
format, e.g., incorrect probe annotations, (II) differences in the probe length
(from 25–70 mers or complete cDNA fragments) and nucleotide composition,
and (III) the spotting technology (pin, ink-jet spotting, or in situ synthesis).
Therefore, it is recommended to validate the obtained results by a second in-
dependent method, such as quantitative real-time PCR (qRT-PCR). Due to
the additional cost and time associated with independent verifications, in
most studies only a limited number of transcripts have been verified, typically
<20 genes [12].

The identification of regulators, which determine complex biological dif-
ferentiation processes or phenotypes, e.g., in healthy or disease processes
by using results from gene expression profiling, requires microarray con-
taining probes of the whole genome together with controls for a reasonable
reproducibility, accuracy, and sensitivity in the employed technology. These
criteria are not that critical if microarrays are used only for screening pur-
poses and a second independent verification platform, such as quantitative
real-time PCR (qRT-PCR), is used. For diagnostic application and molecular
disease classification the requirements for microarray have to be much more
stringent, because regulatory agencies need solid and confident data on sen-
sitivity, accuracy, specificity, and reproducibility of such a technique [10, 11].
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The sensitivity threshold or detection limit of the current DNA microar-
ray technology allows to detect between one and ten copies of a transcript
per cell, and is probably lower for cells grown in cultures than in more
heterogeneous tissues. This numbers might still be insufficient to detect al-
teration in gene expression of low abundant genes, such as transcription
factors [13, 14]. Even an increase in gene expression by more than 100 per-
cent may be difficult to detect by the currently used fluorescence techniques.
Novel labeling technologies, such as labeling with nanoparticels or quan-
tum dots [15], may further increase the sensitivity of the DNA microarray
expression platforms. Estimating absolute cellular concentrations of tran-
scripts requires a careful calibration of the microarray platform with known
concentrations of the transcripts. DNA microarrays are being used to meas-
ure either absolute transcript abundance (i.e., signal intensities, single color)
or relative transcript abundance (i.e., signal intensity ratios/dual color); For
comparisons, see Fig. 1. As an example of both approaches, image files of the

Fig. 1 Image files of two different experimental designs enabling the comparison of gene
expression between different samples. For direct or ratio measurement of differences in
gene expression (A), RNA samples from two different conditions of Arabidopsis thaliana
were labeled either with Cy3™ or Cy5™ and hybridized to an Arabidopsis microarray,
respectively. For indirect or absolute measurement (B), one RNA sample to be analyzed
was labeled with Cy5™, and the sample was co-hybridized with a Cy3™-labeled refer-
ence oligonucleotide, and measured as described before. The microarrays were scanned
at excitation wavelengths of 532 and 635 nm, respectively, and read out with the respec-
tive green and red channel with a resolution of 10 µm using a Fuji FLA 8000 microarray
scanner. Only sections of the corresponding images are shown
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two different experimental designs measuring direct (Fig. 1A) and indirect
(Fig. 1B) gene expression values of the plant Arabidopsis thaliana during de-
velopment are shown. For direct or ratio measurement, targets from two dif-
ferent growth stages were labeled either with Cy3™ or Cy5™ and hybridized
to an Arabidopsis microarray. For indirect measurement of gene expression
values, the target sample is labeled either with Cy5™ or Cy3™, and a con-
versely labeled reference oligonucleotide, which is complementary to the PCR
primers used for probe generation, is spiked into the hybridization solution
and cohybridized [16]. Assessing the accuracy of DNA microarray measure-
ments requires the knowledge or availability of accurate concentrations for
as many transcripts as possible. Accurate concentrations can be obtained by
either spike-in transcripts or dilution experiments and measuring of tran-
script levels by independent techniques, such as qRT-PCR or Northern-blot
analysis [17, 18]. Therefore, the estimation of ratios does not require detailed
information about how the signal intensity of a given microarray probe is re-
lated to the concentration of transcript to be measured. If a probe binds spe-
cifically to its target and the produced signal intensity is proportional to the
amount of transcripts hybridized, the expression ratios will reflect the rela-
tive abundance of the transcripts in the complex hybridization mixture. The
reproducibility of today’s DNA microarray experiments is the most readily
assessable characteristic of this technology platform. Unfortunately, a tech-
nology platform can have excellent reproducibility but without necessarily
producing measurements that are accurate or consistent with other platforms.
This is because the reproducibility only requires that a given probe binds
to the same number of labeled transcripts in repeated measurements of the
same sample. Probes that are badly designed (e.g., in case of large gene fam-
ily member) or where no sequence information is available (e.g., ESTs) may
cross-hybridize with several other transcripts and can easily lead to highly re-
producible data, but these data are useless. Therefore, the reproducibility of
microarray experiments is a necessary but insufficient requirement.

For typical DNA microarray experiments with fluorescence detection (for
illustration, see Chap 25; Figs. 2 and 5; Zou et al., 2008, this volume), RNA or
DNA from biological samples and from control or reference material is iso-
lated and labeled with two spectrally distinguishable dyes, such as the mainly
used cyanine dyes Cy3™ (absorption at ca. 550 nm, emission at ca. 565 nm)
and Cy5™ (absorption at ca. 650 nm, emission at ca. 675 nm), respectively,
during a reverse transcription reaction which transcribes RNA into cDNA.
The labeled molecules are then reacted or hybridized for about 16 hours with
the microarray, thereby binding to their complementary sequences, which is
present in the immobilized probes. After hybridization and processing, the
microarrays are read out at least at two wavelengths with a microarray reader,
typically a confocal laser scanner equipped with a He-Ne laser (543, 594, 612,
and 632 nm) or a Kr-Ar laser (488, 514, 568, and 647 nm), or less commonly,
a solid-state laser or a white light source and a PMT, or a CCD detection
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system with a lateral resolution of 5 to 10 micrometers, respectively. The scan-
ning step involves excitation at two different wavelengths and subsequent
recording of integral fluorescence intensities in two detection channels, typic-
ally the so-called “green” and “red” channels. The recorded signal intensities
are then used for further statistical and bioinformatical analysis as well as for
the biological interpretation. Usually, the scanner software is also able to com-
bine signal intensities of both channels and to deliver a false-color image. The
amount of transcript bound to a spot follows from the measured integral fluo-
rescence intensity with abundant targets seen either in red or green and equal
amounts in yellow. This enables the estimation of relative expression levels
of the genes from the fluorescence intensities of the spots. For generating
reliable gene expression data, several statistically analyzed and normalized
repetitions and control experiments are necessary. Further bioinformatical
analysis, e.g., hierarchical agglomerative clustering of the gene expression
data, provides the basis for the interpretation of the alteration in gene expres-
sion of many genes in parallel [1–4].

DNA microarray experiments are traditionally performed either by ratio
or direct measurement of transcript concentrations comparing two RNA sam-
ples, e.g., healthy and disease stage, or by absolute or indirect measurements
comparing one RNA sample to a reference, e.g., standardized RNA or DNA,
which yield either relative expression values (ratios) or absolute expression
values (Fig. 1A,B, respectively). In the past, two-color (e.g., Cy3™ and Cy5™
dyes) cDNA microarrays (e.g., Agilent or self-spotted) were usually used
to measure ratios, whereas single-color oligonucleotide microarrays (e.g.,
Affymetrix) are intended to measure absolute expression values. Two-color
experiments allow a less detailed understanding of how the signal intensity
of given microarray probes are related to the concentration of the measured
transcript. In this case, it is important that the targets hybridize specifically
to its probes, and the produced signal intensities are proportional to the con-
centration of transcripts.

Since reproducibility, sensitivity, accuracy, and specificity are important
criteria for microarray experiments, the validation of microarray experiments
by an independent technique is also crucial. Only a few published studies have
performed independent validation by RT-PCR for a more comprehensive set
of transcripts from about 50 to 1400 [13, 14, 18]. Real-time PCR, or so-called
TaqMan Assays, provide a medium throughput technology for validation. Ap-
plied Biosystems (www.appliedbiosystems.com) has developed a microfluid
card system in a 384-well format (TaqMan® Low Density Arrays), which
can be individually configured, and it allows a quick and easy validation of
differentially expressed genes and appropriate controls by TaqMan Assays.
The Microarray Quality Control Project (MAQC) is currently producing the
first comprehensive data set for human RNA, containing about 1000 genes
(www.fda.gov/nctr/science/centers/toxicoinformatics/maqc/index.htm). The
conclusions that can be drawn are: (I) microarray measurements reflect the
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existence and direction of expression changes in about 70–90% of the inves-
tigated genes, but the magnitude of microarrays tends to be different from
the magnitude of other technologies, e.g., qRT-PCR, (II) microarrays tend to
measure ratios more accurately than absolute expression levels, and (III) the
relatively good correlation between microarray and qRT-PCR data does not
necessarily mean that microarrays produce accurate estimates of gene expres-
sion ratios. Nevertheless, independent validation and spike-in results could
show an empirical assessment of the accuracy of DNA microarray technol-
ogy. An accurate measurement of absolute transcript levels by microarrays is
currently not possible, whereas ratios can be estimated reasonably well.

If experimental data from microarray experiments were highly repro-
ducible across various platforms and laboratories, then one could use
platform-independent appropriately normalized gene expression data. This
could then reduce the need to replicate experiments and would enable re-
searchers to build universal gene-expression databases that could be used as
a reference. This consideration is particularly relevant for patient material
with limited amounts of mRNA. In principle, microarrays can be applied to
clinical samples and have a high potency of a diagnostic tool; the application
will depend on several factors, e.g., number of genes to be assayed and more
importantly, whether an accurate, robust, and platform-independent quantifi-
cation of the appropriate transcript level is achieved. Additionally, we have to
find out whether the variation of gene expression in a certain range (higher
or lower transcript turnover rates) might not have any physiological conse-
quences and whether it is difficult to interpret. Therefore, there is a need for
establishing gene expression databases to collect and store information about
gene expression levels to be able to later define the range of variability in
expression for every gene or transcript.

The uncertainty and reliability of the results obtained from DNA microar-
ray experiments depend on the biological and experimental variation, as
well as, to a lesser extent, on fluorescence detection techniques and data
analysis. Furthermore, due to the lack of generally accepted standardized
sampling protocols and biological standards to be used in every microarray
experiment, problems related to biological conditions and data analysis are
enhanced [5, 7]. In general, the contribution to the overall uncertainty from
the biological side has the highest impact, due to genetic and environmen-
tal variation, which is difficult to measure. Fluorescence-inherent sources of
error can be readily identified only if the necessary controls and standards
are included in the experiment and the scanners are properly character-
ized. Fluorescence-based uncertainties are related to fluorophore labeling of
the target [6, 19] and to the previously discussed general problems linked
to measurements of fluorescence intensities, i.e., the sensitivity of the label’s
spectroscopic properties to chromophore microenvironment [20, 21] and to
dye–dye interactions [22], as well as to instrument-specific effects. To over-
come limitations in the former, e.g., different incorporation rates of the dyes
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or dye instability, the so-called dye swap or flour-reverse, is used with both
targets being labeled with two dyes in separate reactions and hybridized to
two identical microarrays with identical probe arrangements. Additional mi-
croarray scanner-specific uncertainties are related to the determination of
the background signal, the method used for dye normalization, crosstalk be-
tween channels, and variations in the alignment of the optical scanner [23].
For example, for confocal reading, which is used to increase the sensitivity
by rejecting light coming from other planes rather than that of the biologi-
cal signals of interest, there is a strong need for accuracy of the focus and tilt
adjustment of the biochip. Typically, such detection systems are less sensitive
in the long wavelength region of about 670 nm as compared to a detection
wavelength of about 550 nm.

3
Sources of Inconsistency in Microarray Measurements

As a first approximation, signals produced by any given microarray probe
or spot can be considered as derived from sources of mainly three differ-
ent types: (I) specific signals produced by the hybridized targeted fluores-
cently labeled transcript, (II) cross-hybridization signals produced by labeled
transcripts having a significant sequence similarity, and (III) a non-specific,
background signal independent of any significant sequence similarity, e.g.,
dust particles or contamination. Ideally, a high-specificity microarray plat-
form would only have marginal influences on the last two sources, which
in its current state is not achieved mainly due to several circumstances. In
general, the probe is designed to perfectly match a complementary region of
the target RNA and capture a certain number of targets proportional to its
concentration. The affinity is depending on the conditions of hybridization,
the sequence composition, and competition with similar sequence motifs.
Nevertheless, until today, we have only had a very limited understanding of
the physical properties of the microarray hybridization process, including ki-
netics of DNA/DNA or DNA/RNA hybridization, influences coming from se-
quence composition, salt or target concentration, accessibility of the probe to
its target, and the diffusion of labeled transcripts in a complex hybridization
solution. Signal intensities and microarray results are furthermore influenced
by the presence of splice variants, which may have a high degree of homol-
ogy to the probe. Since it is estimated that about 50 percent of all human
genes might have splice variants, it is difficult to detect and discriminate those
in a microarray experiment if the probe design is not adequately done and
the complete probe sequence is not available. The overall impact of cross-
hybridizations as well as a possible folding of the target transcripts is also
poorly understood, but it also contributes to the variation between different
probes targeting the same region of a given RNA molecule [11].
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There is no doubt about the potential of DNA microarray technology to
provide a powerful research and screening tool for measuring genome-wide
alteration in gene expression of many genes in parallel and for detecting
differentially expressed genes in physiological processes. However, some lim-
itations of the current technology platforms, both commercial and academic,
exist and have become more apparent during the past few years. The cur-
rent technology status reliably allows to detect alteration in gene expression
for the majority of genes. However, accurate measurements of absolute ex-
pression levels and the reliable detection of low abundance genes are still
critical and strictly need the validation by different techniques, e.g., qRT-PCR.
Further investigation on kinetics of nucleic acid hybridization, technological
advances in hybridization and detection methods, and the standardization
of the whole process of microarray experiments will certainly increase the
measurement capabilities of DNA microarrays.

4
Approaches Towards Standardization

DNA microarrays definitely represent a powerful core technology in all fields
of genome research. Provided that standards and quality measures are met,
this technology can successfully and reliably be used in biomedical and clin-
ical application. Currently, there is still a strong need for a better under-
standing of the quality of results obtained from microarray experiments. In
the past, the inability to establish quality criteria has led to a relatively poor
confidence in microarray results, supported by difficulties in assessing the
agreement of different experiments and conflicting reports in the literature.
The introduction of an international convention with standard operating
protocols and guidelines will enhance research applications in life sciences,
and will allow establishing gene expression profiling by DNA microarray in
regulated applications, such as pharmacogenomics, toxicogenomics, and di-
agnostics [10, 11].

For the standardization of DNA microarray experiments, it is necessary
to introduce suitable controls, which are incorporated into every experiment
and are accordingly present on the array and spiked into the labeling re-
action and hybridization solution, including dynamic range, ratio, negative,
and contamination controls, as well as positive controls and guide-dots for
orientation after scanning. Figure 2 illustrates a possible design for DNA mi-
croarrays, which allows the assessment of the quality of the experiment after
hybridization and the comparison to other experiments. During fabrication
of the microarrays, the ScoreCard controls (www.amershambiosciences.com),
negative controls, e.g., spotting buffer or probe from different species, as well
as positive and orientation controls, e.g., actin, etc., were co-spotted. Most
commercial platforms and approaches already include universal reference
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Fig. 2 DNA microarray design for gene expression profiling. Together with gene specific
long oligonucleotides (60 mers) negative and contamination controls, e.g., spotting buffer
alone; the ScoreCard system (www.amershambiosciences.com) providing ratio, negative
and range controls, as well as actin probes for positive controls and orientation were co-
spotted during fabrication of the microarrays, which allows a quality assessment after
hybridization and scanning. RNAs of two different cell lines were labeled either with
Cy3™ or Cy5™ and hybridized to the array. The microarrays were scanned as described
in Fig. 1

samples and spike-in controls. The universal reference sample, which can be
included in the hybridization solution, is intended to measure fluorescent sig-
nals across all probes immobilized on a microarray surface, which after the
hybridization process leads a uniformly base level of fluorescence intensity
(see also Fig. 1A,B). For the data analysis, this intensity level can be used for
comparison to the co-hybridized differentially labeled transcripts. The use of
universal reference materials will allow comparing data across different ex-
periments, technology platforms, and laboratories, whereas spike-in controls
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are used for monitoring the experimental performance of the sample prepar-
ation in a given platform (Fig. 2).

In many cases pooled RNA samples (derived from cell lines) and reference
oligonucleotides or genomic DNAs are used as the reference sample [16, 25–
30]. The disadvantage of pooled RNA samples is that the relative expression of
transcripts within and between cell lines may vary from batch to batch, some
transcripts may be unstable, or it may be difficult to measure the absolute
quantity. On the other hand, RNA reference samples can be included in the
labeling reaction, allowing to measure labeling efficiency in parallel. Alterna-
tively, the application of labeled oligonucleotides, complementary to at least
part of the probe sequences, can be used for calibration [16]. This is appli-
cable for probes which have been amplified by PCR with “universal” primer
prior to immobilization or if random-mers are used (e.g., N15–N20 mers).
Oligonucleotides are stable, easy to quantify, and provide uniform signals
across the microarrays. The advantage of universal DNA reference samples
derived from genomic DNA is that genomic DNA is readily available, rela-
tively stable, and also leads to reasonable and uniform signals across different
sequences. The main application of spike-in controls, which are normally ex-
ogenous RNA transcripts, is to monitor the labeling efficiency when added to
the RNA samples prior to reverse transcription and labeling (cDNA synthe-
sis). At the moment, the application of such universal reference materials and
spike-in controls offers the possibility for limited standardization, because
they are not universally applicable and cannot be traced back to any pri-
mary standard. To help realize the full potential of microarrays, development
of reference materials, analytical guidelines, and standardized approaches to
experimental design are required [31–33].

A series of national and international working groups and initiatives have
been founded during the last years in order to develop universal refer-
ence materials, analytical guidelines, and standardized operating protocols or
guidelines for the standardization of performing microarray experiments.

The working group “Microarrays”, within the quality management of the
German National Genome Research Network (NGFN) (www.ngfn.de), pro-
vides quality guidelines and protocols to their partners, which includes stan-
dardized protocols for the sample preparation and analysis, the production
and control of spotted microarrays, as well as the data analysis and storage.

The Gene Expression Units Working Group at the Measurements for
Biotechnology (MFB) (www.mfbprog.org.uk), a program supported by the
National Measurement System UK (NMS) was established as part of an initia-
tive to develop a standard unit for measuring gene expression. The objective
of the working group is to recommend approaches for better standardization
of procedures used in gene expression measurements through discussions
and consultations. Practical assessments of recommended approaches and
the development of associated methodologies, standards, and reference ma-
terials are among the aims of this work.
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The External RNA Control Consortium (ERCC) is a working group that
was initiated in December 2003 and is supported by about 70 partners from
different private, public, academic, and regulatory organizations (www.cstl.
nist.gov/biotech/Cell&TissueMeasurements/GeneExpression/ERCC.htm). The
major goal is to develop a set of universal reference materials, containing
external RNAs or control transcripts, which can be applied to assess the
technical performance of DNA microarrays in gene expression profiling ex-
periments. The rationale is to add such a control to a sample RNA after
isolation and prior to the cDNA synthesis, which enables the researcher to
evaluate whether the results are consistent with the defined performance
parameter or criteria, or not. Over the past years, the ERCC has refined
specifications, generated and collected control sequences, evaluated optimal
polyadenylated (polyA) tail length, and identified a path forward for access
and distribution of the controls. A testing phase has been initiated by the
ERCC and the reference RNA controls will be evaluated in one-color and two-
color microarray experiments as well as qRT-PCR. The working group also
developed a specification document that was discussed and refined in a public
workshop at the National Institute of Standards and Technology (NIST). Pro-
tocols for the use of external RNA controls in clinical applications have been
included in the Molecular Methods 16-P document from the Clinical and Lab-
oratory Standards Institute, and were developed in a formal, accredited, open
consensus forum, which included several ERCC members. In June 2004, in
a public workshop at NIST, the analysis approach was developed and is based
upon the measurement of pooled transcripts at known concentrations.

The National Institute of Standards and Technology (NIST) developed
a program and guidelines for standardizing instrumentation and other tech-
nical infrastructure, which is required for gene expression profiling experi-
ments with DNA microarrays (www.cstl.nist.gov/biotech/Cell&TissueMeasure
ments/GeneExpression.htm). The main goal of this program is to enable
measurements (science, standards, data, and models) of known quality for mi-
croarray gene expression results. This program also includes the development
of approaches and standards for experimental validation and measuring mi-
croarray performance (including microarray reader and data analysis) within
and between different laboratories and different platform technologies.

Recently, the US Food and Drug Administration (FDA) introduced the so-
called MicroArray Quality Control (MAQC) project with the aim to provide
quality control tools to the microarray community, in order to avoid proce-
dural failures and to develop guidelines for microarray data analysis by pro-
viding the public with large reference datasets along with readily accessible
reference RNA samples (www.fda.gov/nctr/science/centers/toxicoinformatics/
maqc/index.htm). The MAQC project involves six FDA centers, major
providers of microarray technology platforms and RNA samples, EPA, NIST,
academic laboratories, and others. The project aims to establish quality con-
trol (QC) metrics and thresholds for assessing the performance achievable
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by various microarray technology platforms and evaluating the advantages
and disadvantages of various data analysis methods. It has been decided that
two RNA samples will be selected for three species, human, rat, and mouse,
and differential gene expression levels between the two samples will be cali-
brated with microarrays and other technologies, such as qRT-PCR. Then the
resulting experimental datasets will be used for assessing the precision and
cross-platform/laboratory comparability of DNA microarrays, and the qRT-
PCR datasets will allow the researcher to evaluate the nature and magnitude
of any systematic biases which may exist between different microarray plat-
forms and qRT-PCR. The MAQC project will support researchers to improve
the microarray technology platform and foster its proper applications in dis-
covery, development, and review of FDA regulated products. The MAQC main
study of data generation was completed in October 2005, and it is expected to
provide guidance on microarray quality control and data analysis by the end
of 2007.

Other initiatives and working groups that have been initiated over the past
years to develop and share common standards and guidelines for gene expres-
sion analysis, focusing on the bioinformatics side and computational analysis
of microarray results [34, 35]. Including the Microarray Gene Expression Data
(MGED) working group, which has produced a guideline for the minimal
information about a microarray experiment (MIAME) to help improve com-
parability of microarray data and associated experimental information [36]
and the MAGE-ML mark-up language [37]. Adherence to these guidelines,
together with submission of data to public repositories or gene expression
databases, such as ArrayExpress [38], will undoubtedly help drive forward the
process of standardization in the field of microarrays. For storage of the mi-
croarray data, several databases have been established following the MIAME
guidelines [39].

To make microarray data comparable worldwide, there is also a strong
need for instrument standardization, e.g., for spotting, hybridization, and
scanning. For the improvement of the reliability of microarray experiments
from the detection side, at present, there exist only very few instrument-
type standards. To improve this situation, better suited calibration slides,
which can be used for every microarray scanner or calibration spots immo-
bilized on every microarray, are desired to help adjust the scanner settings
and to determine the instrument’s image/spatial resolution, as well as its
day-to-day performance and long-term stability (e.g., of the laser excitation
source – ideally in combination with guidelines for their use). Furthermore,
similarly to other fluorescence techniques, tested procedures in combina-
tion with recommended materials/systems are needed for the determination
of the range of linearity of the array scanners and their sensitivity. The
final goal is to improve the comparability of data generated by different
instruments/laboratories and with different labels. Easy-to-use fluorescence
standards designed for the comparability of fluorescence readings across in-
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struments and laboratories should, for instance, either provide a stable output
at application-relevant wavelengths and photon fluxes, or need to be eas-
ily reproduced, should have minimum local and global non-uniformities in
emission, and should generate signals comparable to those observed for typ-
ical samples. In addition, the influence of spectral deviations between the
fluorescence spectra of the standard and common labels needs to be exam-
ined. This renders the availability of absorption and corrected emission spec-
tra of both the standard and the labels for application-relevant conditions,
i.e., microenvironments, important. For testing of the instrument’s spatial
resolution, which should be in the 5-micrometer range, uniformly patterned
standards are desired. Such standards must be applicable for the majority of
typically used microarray readers and labels, e.g., suited for typical excitation
and emission wavelengths and scanner formats. Furthermore, they should
have been tested with a broad variety of instruments in a Round Robin test.
With respect to the development of purpose-fit fluorescence standards, the in-
put, not only from instrument manufacturers, but also from the community
of users of the microarray technology, is required. Additionally, future tech-
nological advances of microarray readers should be considered, which would
most likely provide an enhanced spatial resolution, precision, and sensitiv-
ity, as well as a higher dynamic range. Furthermore, within the community
of users of the microarray technology and instrument manufacturers, it needs
to be decided on whether stand-alone fluorescence standards, such as calibra-
tion slides, or the integration of fluorescence standards into slides used for
the performance of microarray experiments are to be favored. The former is,
for instance, sufficient to characterize the day-to-day and long-term instru-
ment performance, whereas the latter approach – though more costly – may
be tempting for an improved and more feasible comparability of the recorded
fluorescence signals.

5
Comparability of Microarray Experiments

In the beginning of DNA microarray technology, the probe sequence informa-
tion was very often not available or even wrong, due to the fact that complete
high quality genome sequences were lacking and the use of cDNA or EST
clones representing genes may have had only similar sequences. In the case
of EST clones, the complete sequence of a particular clone was generally un-
known and – what is more important – was not selected to yield optimal
hybridization results specific to a single gene. Furthermore, ESTs only repre-
sented about half the genes identified in model species genomes. Nowadays,
the situation seems to have changed, since complete genome sequences are
becoming available, thus, allowing a better gene prediction and annotation
of genes, and open reading frames (ORFs). Computational analysis and se-
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quence comparison of complete genome enable a much better probe design,
although discrepancies between a predicted and actually synthesized probe
may not be absolutely correct and are, therefore, batch specific. Alteration
in probe length and composition will have an influence on the hybridization
signals after the experiment. This has to be taken into account for DNA mi-
croarrays were the synthesis is performed directly on the array surface (Ag-
ilent, Affymetrix, CombiMatrix, Illumina, NimblGen, etc.). However, probes
synthesized and purified prior to spotting contain an almost homogeneous
sequence population, but due to the printing, some spotting artifacts, such as
inconsistent feature shape and size, may occur (Agilent (cDNA), GE Health-
care, Operon, etc.). Still, the main concern is the biological variation, i.e.,
growth conditions, sampling, etc. of biological sample may be different in
Europe, United States, or any other place in the world. Therefore, it is also
necessary to measure cross-platform as well as cross-laboratory variation not
only on the microarray technology platform.

5.1
Cross-Platform Comparison

Since the introduction of the DNA microarray technology as a research tool
for genome-wide gene expression profiling, there have been many concerns
about the accuracy, precision, specificity, and reproducibility of the obtained
experimental results. Indeed, in earlier DNA microarray studies, which were
performed in different laboratories and have applied different microarray
technology platforms in order to study the same or similar biological ques-
tions, the reproducibility of the obtained results was very poor and incon-
sistent. Kuo and coworker [40] analyzed DNA microarray data from gene
expression profiling experiments on NCI60 cell lines, which were performed
in their lab using the Affymetrix GeneChip platform and a spotted cDNA mi-
croarray platform used by Ross and colleagues [41]. By comparing both, the
ratios and the spot intensities from the cDNA to the Affymetrix platform, they
found a very poor correlation between the obtained results on differentially
expressed genes. Their suggestion and conclusion was that probe-specific fac-
tors most probably influenced the results in the two platforms differently.

By using three different commercial microarray platforms (Affymetrix
GeneChips, Agilent cDNA arrays, and GE Healthcare CodeLink), Tan and
coworker [42] investigated the reproducibility of microarray data by hybridiz-
ing identical RNA preparations to this commercially available microarrays. By
a careful analysis of the results, they found only little overlap between the lists
of genes that showed significant alteration in gene expression across the used
microarray platforms. Their results were in contrast to an even broader study
published by Yauk and colleagues, who used six different microarray platform
including two cDNA, three short, and one long oligonucleotide microarray
types [43]. They compared gene expression profiles from mouse lung tissue
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to an immortalized lung cell line all against a universal reference RNA stan-
dard. The aim of this study was to evaluate the contribution of technical and
biological impacts as well as their contribution to the quality, reproducibility,
and sensitivity to the measured results by each of the platforms, and, finally,
determine the correlation among these microarray technologies. Their results
depict a much more positive image on microarray technologies. They show
a low level of technical variability, which increased the ability to detect dif-
ferentially expressed genes. They show that these differences are much more
dependent on biological variation rather then on technical strings [43].

In May 2005, three additional separate studies evaluating DNA microarray
technology platforms were published. They showed that the reproducibility
across microarray platforms is much better than previously shown. Here, the
researcher implemented carefully designed and controlled experiments using
standardized protocols and data analyses [44–46]. Larkin and colleagues
reported the results of a carefully designed investigation to examine gene ex-
pression changes in mouse heart in response to treatment with angiotensin II
– a model for hypertension, using Affymetrix GeneChips and spotted cDNA
arrays [44]. Employing standardized protocols and procedures, including the
data analysis, they were able to show that for 5853 genes that were measured
by both microarray platforms, in 88% of the genes the microarray platform
used had no significant effect on the gene expression levels observed. This
study also demonstrates that microarray measurement of gene expression can
be a robust technique. Again a careful attention to the experimental protocols,
data collection, and data analysis is required, but also a consistent annotation
of the genes analyzed as well as the assessment of experimental quality cri-
teria in needed. If such careful attention is paid to these criteria, the authors
have shown that, for the majority of genes, the expression is independent
of the platform used and biological effects have a much greater impact than
platform effects [44].

Two studies which go one step further were published by Irizarry and col-
leagues [45] and Bammler and colleagues [46]; a comparison not only across
microarray platforms but also across different laboratories was accomplished.
The study of Irizarry and coworker established a consortium of ten labo-
ratories from the area of Washington, DC-Baltimore (US), comparing data
generated from three widely used platforms – Affymetrix GeneChips, spot-
ted cDNA arrays and spotted long oligonucleotide arrays – using identical
RNA samples. They determined that there were sometimes large differences
between laboratories, even with the same platform, but that data from the
best-performing labs (where data are reproducible within the lab) agree with
each other rather well. In general, they discovered that the lab had a larger
effect than the platform and that the results from the best-performing labs
agreed rather well, e.g., on precision. These results suggest that it is not an
inherent problem of the microarray platform per se, but rather with the ap-
plication of the technology, such that data can be reproducible across both
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labs and platforms when good techniques are employed. Their conclusion was
that improved quality assessment standards are needed and that precision as-
sessments based on comparisons of technical replicates have to be standard
operating procedures in gene expression profiling experiments [45].

This subject is illustrated even further by Bammler and colleagues, repre-
senting the Toxicogenomics Research Consortium (http://www.niehs.nih.gov/
dert/trc/home.htm), who compared two standard RNA samples by using in
total 12 microarray platforms in seven laboratories, and at least two stan-
dard microarray types (spotted or commercial) were used by all laborato-
ries [46]. The consortium run comparisons using commercial mouse oligonu-
cleotide microarrays from Affymetrix, Agilent, and Amersham, as well as
spotted oligonucleotide microarrays from Compugen and Operon, and spot-
ted cDNA microarrays from two other sources (TIGR: www.tigr.org/ and NIA:
www.nia.nih.gov/). In this study, they examined the cross-platform repro-
ducibility and the bias, which is introduced when different laboratories used
the same platform by analyzing aliquots from the same RNA sample. Their
initial results from RNA expression experiments showed that, although re-
producibility for a platform within a single laboratory was typically good,
reproducibility between platforms and across laboratories was generally poor.
For about 500 genes that were present on all chosen microarray platforms the
cross-platform consistency variation was between 0.11 for CodeLink vs. spot-
ted cDNA microarrays and 0.76 for two different spotted cDNA microarray
platforms. When two different laboratories used the same platform, the cor-
relation increased and the Affymetrix platform produced by far the greatest
correlation (0.91) across laboratories. However, the reproducibility of mi-
croarray results between laboratories increased when standardized protocols
were implemented through the whole process: for RNA labeling, hybridiza-
tion, microarray processing, data acquisition, and data normalization. The
very good comparability was obtained when technical variables were stan-
dardized as much as possible. The authors also present that comparable
biological themes emerged from data across different platforms and lab-
oratories when Gene Ontology (GO) nodes are used for analyzing groups
or cluster of genes representing biological themes. Important conclusions
that can be drawn from this experiments are: (I) a careful assessment of
the technology platform and experimental (standardized) protocols is neces-
sary; (II) the identification of differentially expressed genes and biological
pathways needs an external validation; (III) the generalizability of gene ex-
pression studies can be limited between independent laboratories and across
platforms; (IV) although common gene ontology (GO) categories across lab-
oratories and platforms were found, differences are also found and may lead
to an over interpretation of the obtained results, and (V) the creation of
gene expression databases incorporating results from multiple laboratories
that have applied developed experimental standards and data filtering will
be very helpful.
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Taken together, this recently published manuscripts [44–46] show that it
is possible to perform DNA microarray experiments, which are reproducible
between different laboratories and technology platforms, provided that stan-
dardized protocols and methodologies are applied during the whole process
of microarray experiments. Discrepancies in gene expression of the same gene
which has been measured may be due to the different microarray types, which
measure different splice variants of the same gene. To analyze this effect, it will
be necessary to get access to the probe sequences, which, for most commer-
cial microarrays containing short or long oligonucleotides, is no problem. In
case of cDNA microarrays, this is more difficult, because in most cases only the
end sequences of the cloned cDNA are available (ESTs). The resulting complete
cDNA sequence is often generated from clusters of ESTs representing the same
gene product. Therefore, some uncertainty exist on which intervening exonic
sequences are present in the clone immobilized on the microarray. From these
studies, it also became apparent that in future we will gain a better under-
standing of how genomes are expressed during biological processes. It seems
that short or long oligonucleotides provide the more specific probes than cD-
NAs. For array manufacturers, it has become clear that they have to provide
the full probe information and researchers have to accurately perform and
record their experiments. For the data analysis, it is necessary to provide the
full MIAME-compliant annotation [36] and the complete raw data sets which
have been generated, including scanned image files of the arrays.

6
Commercial DNA Microarray Platforms

Nowadays, most commercial DNA microarray systems comprise DNA mi-
croarrays and reagent kits for RNA sample preparation, amplification, label-
ing, as well as DNA microarray processing hardware, such as hybridization
chambers and station, microarray scanner, and data analysis software. In the
following paragraphs, a few key features of available microarray technologies
or systems that emerged during the past years are described.

A so-called photolithographic manufacturing process is used by Affy-
metrix to produce GeneChip arrays, containing millions of probes on 5-inch
by 5-inch quartz wafer chip surfaces. Phosphoramidites of adenine, thymine,
cytosine, or guanine, which contain photosensitive protecting groups, are
then stepwise flooded onto chip surfaces. The so-called photolithographic
produced masks help to either block or transmit light onto specific areas
of the array surface during the synthesis process. The coupling of the next
nucleotides occurs only in those areas, which have been de-protected through
illumination. By repeating this process, usually up to 25 nucleotides are syn-
thesized at a density of about 1.3 million unique features on the surface of
the arrays. Routinely 16–22 probes per single gene are used for expression
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measurement and 40 for genotyping. For detecting and eliminating false or
contaminating fluorescence signals next to each probe, which is fully comple-
mentary to its target sequence, the array also contains a paired “mismatch”
probe, where the mismatch nucleotide is located directly in the middle of the
probe. The mismatch probe serves as an internal control for its perfect match
partner. The system is available with hybridization and wash station as well
as a chip reader; meanwhile, Affymetrix also provides an automated sample
preparation platform (www.affymetrix.com).

A similar photo-mediated synthesis for the production of microarrays is
used by NimbleGen. Instead of a wafer surface and photolithographic masks,
they are using glass surfaces and a digital micromirror device (DMD), allow-
ing conventional oligonucleotide synthesis chemistry and the synthesis of up
to 786 000 probes on a single microarray in a length of up to 60 nucleotides
(www.nimblegen.com).

A further integrated microarray system is provided by Applied Biosystems.
A key feature of the 1700 Chemiluminescent Microarray Analyzer is the spe-
cial microarray surface, with three-dimensional structures allowing chemilu-
minescent detection chemistry in combination with fluorescent detection of
internal controls, e.g., for spot morphology. During manufacturing, a unique
probe (60-mer) and an internal control probe (a 24-mer) is co-spotted on
the microarray surface. At the hybridization step, a complementary oligonu-
cleotide, pre-labeled with a fluorescent dye (LIZ® dye), is included in the
hybridization mixture, which is not interfering with the chemiluminescence
signals. The internal control probes monitor microarray manufacturing qual-
ity, providing normalization of feature-to-feature and array-to-array varia-
tions as well as spot finding and auto gridding of the array. Controls for
monitoring enzyme activity and DIG-label incorporation efficiency are syn-
thetic bacterial control genes (Dap, Lys, Phe, BioB, BioC, and BioD), which
are provided with the labeling kits. The Applied Biosystems 1700 Chemilumi-
nescent Analyzer is a CCD camera based reader; a motorized chassis moves
the microarray into the optical path to detect chemiluminescent and fluor-
escent signals. During loading of the arrays, the temperature is increased
to 35 ◦C for the enzymatic reaction and multiple images are then taken to
bring the microarray into focus and to measure fluorescent and chemilumi-
nescent signals. Short (5 seconds) and long (25 seconds) read times are used
in order to extend the linear dynamic range of the chemiluminescent signals
(www.appliedbiosystems.com).

The Agilent SurePrint microarray technology system (www.agilent.com) is
based on a non-contact ink-jet spotting technology developed by Rosetta In-
pharmatics [47]. The key features are that 60-mer long oligonucleotides are
either spotted or in-situ synthesized on the surface of a coated microscope
slide, which produces uniformly spots onto specially-prepared glass slides,
without introducing spot anomalies, resulting in consistent spot uniformity
and traceability. Up to 22 000 oligonucleotides per microarray can be synthe-
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sized and multiple microarrays can be printed in parallel on a glass surface
in precise quantities. Agilent has developed an own reader system for high-
throughput scanning. This scanner contains a dynamic auto focus system as
well as a laser power and PMT control system, which should increase the sen-
sitivity and reduce the background. The auto focus feature is continuously
adjusting the focal plane for correcting for common glass surface abnormal-
ities and gradients within the scanner. A laser power control is integrated
in the green YAG (532 nm) and red He-Ne (633 nm) lasers to continuously
compensate for short-term laser fluctuations – the PMT control leads to a re-
duction in background signals (www.chem.agilent.com).

The company Illumina has developed a bead-based array platform for
SNP genotyping and RNA profiling, which exist in two different types, the
so-called Sentrix Array Matrix (96 arrays) and the Sentrix BeadChip (8 ar-
rays) [48]. The key feature of the BeadChips is that each bead contains
more than 105 immobilized probe oligonucleotides (each includes a 23- to
25-base address and a 50-base target-specific sequence), which self-assemble
randomly into etched microwells. Thousands to hundreds of thousands of
3-micron features are assembled into the microwells of each array. The probes
are synthesized on chemically etched fiber optic strands containing approxi-
mately 50 000 beads, which are bundled together, and two 50mer probes for
each gene are synthesized as well as a set of housekeeping genes and con-
trols. On average, each bead type is represented over 30 times on each array,
providing high signal redundancy for each probe sequence. The Illumina sys-
tem includes an automated confocal scanner, which reads all 96 arrays of
a Sentrix Array Matrix. The features of BeadChip can be detected on other
commercially available 5-micron scanners. Illumina incorporates a number
of control beads, designed to routinely monitor sample quality, labeling effi-
ciency, hybridization stringency, signal generation, and experimental noise.
The labeling of samples involves the incorporation of biotin for subsequent
array visualization with streptavidin-Cy3™ (www.illumina.com).

The CombiMatrix array technology, which has been recently introduced,
is a modified semiconductor system adapted for biological applications [49].
Integrated circuits contain arrays of microelectrodes (94 µm in diameter),
which are individually addressable using embedded logic circuitry on the
chip, thus, facilitating the in situ synthesis of DNA oligonucleotides. The
chip rapidly synthesizes over a thousand different molecules in parallel, each
above a distinct electrode. The parallel process drastically reduces the cost
and time of synthesizing hundreds or thousands of different molecules on
an array surface and it is used in a variety of microarray applications. The
array format can be used by conventional fluorescence labeling and detec-
tion technologies. Alternatively, CombiMatrix also provides a microarray
reader that electrochemically measures hybridization events (“ElectraSense”
system), which offers an alternative detection technique to conventional flu-
orescence detection. Common enzymes and substrates can replace relatively
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expensive fluorescent dyes, and relatively expensive optical systems (e.g.,
complex and sophisticated lasers) are replaced by less expensive electronic
devices (www.combimatrix.com).

7
Conclusion

Microarray technology provides a powerful and very popular research and
screening tool for analyzing differentially expressed genes in all areas of
biomedical and biotechnological research. Their ability to genome-wide
measure the expression of all genes simultaneously at reasonable time and
costs has contributed to a proven record of success. However, certain limi-
tations of this technology still exist and have become apparent in the past
few years, when researcher from different laboratories tried to compare their
results or integrate those results into public databases. For the majority of
genes expressed in an appropriate range, the existence and alteration can
be reliably detected and measured. However, accurate measurements of ab-
solute levels and the reliable detection of low abundant genes are currently
beyond the reach of microarray and will need a second independent tech-
nique for validation, for example, quantitative real-time PCR. Technological
advances in microarray design and fabrication, detection methods and hy-
bridization conditions, as well as global concerted efforts to further develop
standard operating protocols, reference materials, and analytical and tech-
nical guidelines will certainly increase the measurement capabilities of DNA
microarrays. In conjunction with clinical diagnostics, suitable microarrays
will be able to contribute enormously to a personalized medicine in helping
the clinicians, e.g., to analyze genotypes before therapeutic intervention or
monitor disease/therapy progression.
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Abstract Despite their growing popularity in the research community, DNA microarray-
based gene expression assays have not yet been approved or licensed by the U.S. Food
and Drug Administration for clinical or regulatory decision-making. While recent publi-
cations demonstrated the technical reliability of microarray technology, there are several
challenges that still need to be addressed so that microarray-based gene expression data
can be accepted for routine use in clinical and regulatory environments. First, appropri-
ate quality-control metrics and thresholds are needed for objectively assessing the quality
of microarray data from individual laboratories. Secondly, consensus on the analysis of
microarray data is needed. Thirdly, adequate evaluation and validation of microarray re-
sults is needed so that non-reproducible chance correlations can be avoided in handling
high-dimensional microarray data.
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1
Introduction: The Apparent Lack of Reproducibility

DNA microarrays represent a core technology in pharmacogenomics that was
identified by the U.S. Food and Drug Administration’s (FDA) Critical Path Ini-
tiative as a key opportunity for advancing medical product development and
personalized medicine (http://www.fda.gov/oc/initiatives/criticalpath/). The
FDA issued the “Guidance for Industry: Pharmacogenomic Data Submissions”
to facilitate scientific progress and the use of pharmacogenomic data in drug
development and medical diagnostics (http://www.fda.gov/cder/genomics/).
Although most microarray data currently submitted to the U.S. FDA are based
on the Voluntary Genomic Data Submission (VGDS) mechanism [1], it is an-
ticipated that such kind of data will be used routinely by sponsors to support
their new drug or medical device applications to the U.S. FDA.

DNA microarray technology is a measurement tool that detects the differ-
ential gene expression in a high-throughput format in terms of the number of
genes that can be simultaneously measured. Ensuring adequate data quality
and appropriate analysis of the resulting data are the two fundamental chal-
lenges regarding the appropriate applications of the technology in clinical and
regulatory settings.

A fundamental step in most microarray experiments is to determine one
or more lists of differentially expressed genes that distinguish biological con-
ditions, such as disease from health. Challenges regarding the reliability of
microarray results have largely been founded on the inability of researchers
to replicate differentially expressed gene lists across the same or highly simi-
lar experimental designs. For example, Tan et al. [2] found only four common
genes using an identical set of RNA samples across three popular commer-



Microarray Technology: Unresolved Issues and Future Challenges 267

cial platforms. Independent studies by the groups of Ramalho-Santos [3] and
Ivanova [4] of stem cell-specific genes using the same Affymetrix platform
and similar study design found a disappointing six common genes among
about 200 identified in each study [5]. A comparative neurotoxicological study
by Miller et al. [6] using the same set of RNA samples found only 11 com-
mon genes among 138 and 425, respectively, from Affymetrix and CodeLink
platforms. All of these studies ranked genes by P-value from simple t-tests.

Criticism of and concerns about microarrays continue to appear in some
of the most prestigious scientific journals [7–11], leading to a growing nega-
tive perception regarding microarray reproducibility, and hence reliability.
However, in reanalyzing the data set of Tan et al. [2], Shi et al. [12] found
that cross-platform concordance was markedly improved when simple fold
change (FC) was used to rank order genes before determining the lists of
differentially expressed genes.

Reproducibility is a fundamental requirement in scientific experiments
and clinical contexts. Several plausible explanations and solutions have been
proposed to interpret and address the apparent lack of reproducibility and
stability of lists of differentially expressed genes from microarray studies.
Larger sample sizes [13]; novel, microarray-specific statistical methods [14];
more accurate array annotation information by mapping probe sequences
across platforms [2, 15]; eliminating absent call genes from data analysis [12,
16, 17]; improving probe design to minimize cross-hybridization [15]; stan-
dardizing manufacturing processes [2]; and improving data quality by fully
standardizing sample preparation and hybridization procedures [18] are
among the suggestions for improvement.

2
Microarray Quality-Control Metrics and Thresholds:
Assessing Data Quality from Various Perspectives

The literature is populated with unreliable microarray data due to variant
laboratory performance [19]. Such data should not be used to draw any con-
clusion regarding the reliability of microarrays or the impact of data-analysis
methods. It is worth reiterating that a critical question being asked in the
analysis of VGDS data is: “How does the FDA know that the DNA microar-
ray experiment is of reasonable quality to proceed with the analysis of the
generated data?”

To assess the performance of a technology, it is imperative to define a set
of parameters (or metrics) that evaluate the quality from different perspec-
tives. What metrics should be used to judge microarray data quality? How
good is good enough in terms of microarray data quality? Is a data set worth
the time to be analyzed? These are some of the critical questions regarding the
acceptance of microarray data in a regulatory setting.
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In this section, we intend to list a set of metrics that have been widely used
and generally accepted by the microarray community in one way or another
to assess microarray data quality. It should be noted that some of these QC
metrics are platform-dependent, and may not apply to all microarray plat-
forms. In addition, it may not be feasible for each study to evaluate a data set
using all the QC metrics mentioned in this section. It is also expected that
a study may use additional QC metrics for the evaluation of microarray data
quality [20, 21].

There are different levels of QC metrics (Fig. 1): (1) QC metrics based on
a single array (before and after hybridization); (2) QC metrics based on repli-
cate arrays; and (3) QC metrics based on the overall quality of a study.

Single-array-based QC metrics: These metrics can be further divided
into two subcategories of pre-hybridization and post-hybridization. Pre-
hybridization single-array QC metrics reflect the quality of the individual
steps in the microarray analysis process before hybridization:

1. RNA A260/A280 ratio (purity);
2. RNA concentration (ug/uL);
3. RNA 28S/18S ratio (integrity);

Fig. 1 Different levels of quality-control metrics: single-array, replicate-array, and whole
study. The consistency of replicate arrays can be assessed by comparing intensity, fold
change, or lists of differentially expressed genes
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4. RIN (RNA integrity number; integrity);
5. cDNA or cRNA yield (ug);
6. cDNA or cRNA median fragment size (number of nucleotides or NTs);
7. cDNA or cRNA labeling efficiency (dye molecule/NTs);
where metrics 1–4 refer to the quality of the total RNA sample (and do not de-
pend on the performance of a microarray platform) and metrics 5–7 refer to
the quality of target preparation.

Post-hybridization, single-array QC metrics reflect the quality of a hy-
bridized microarray chip:
1. Image defects (qualitative, visual inspection);
2. Median signal-to-noise ratio (SNR);
3. Median feature intensity;
4. SD of feature pixel intensity;
5. SD of intensity for replicate features;
6. SD of log2 ratio of replicate features for two-color arrays;
7. Spot morphology;
8. Number of unreliable features (saturation, not-found, etc.);
9. Performance of external RNA controls (spike-ins [22];
10. 3′/5′ GAPDH ratio;
11. Global 3′/5′ ratio;
12. % of present calls;
13. Scaling factor.

Replicate-array-based QC metrics: The use of replicate arrays increases the
power of identifying differentially expressed genes. Technical replicate ar-
rays (e.g., from a proficiency testing program [23]) allow for the assessment
of platform precision at the researcher’s laboratory. However, in a biologi-
cal study, it is uncommon to have technical replicates for a given biological
sample, but biological replicates are common that incorporate both techni-
cal and biological variations in a study. The following metrics measure the
consistency in (biological) replicate arrays:
1. Consistency of % present calls;
2. Consistency of genes being called present;
3. (log) intensity correlation or coefficient of variation (CV);
4. False-positive rate (comparing replicates from the same group of sam-

ples);
5. (log) ratio (i.e., fold-change) correlation or CV;
6. Percentage of overlapping genes between two lists of differentially ex-

pressed genes;
where metrics 1–3 refer to the consistency of intensity measurement for
replicate arrays within the same RNA group and metrics 5–6 refer to the con-
sistency of ratio (fold-change) measurement for replicate array pairs in which
the expression differences between two different RNA samples are measured.
External RNA controls [24] have been demonstrated to behave independently
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of the sample and therefore can be viewed as “technical replicates” across bi-
ological replicate samples [22]. The use of external RNA controls is highly
desirable for quality-control purposes.

Quality of a study: The overall quality of a microarray study, which usu-
ally attempts to identify genes differentially expressed between two groups of
RNA samples (e.g., control versus treatment) or to predict clinical outcomes
(e.g., good or poor drug responses) based on a patient’s gene expression pro-
file, depends not only on the within-group intensity data consistency but
also on the inherent between-group differences. When the between-group
differences (e.g., the true biological differences between treated vs. control
animals) are large, the detected fold-change becomes more reliable. Higher
within-group consistency (precision) also leads to more reliable detection of
differential expression. If there is no (or little) difference between the two
groups of samples being compared, then there is not much that we can do
much with microarrays. It is also important to be able to interpret Gene
Ontology terms, pathways and class predictions in these studies. Good lab-
oratory practices should be followed in the design and implementation of
the microarray study. For example, confounding factors should be avoided
(blocked) in the experiment.

Quality-control thresholds – How good is good enough: Defining a set of
QC metrics is important for microarray quality control and quality assurance.
However, a QC metric without an associated acceptable threshold (cutoff) is
not very useful. Therefore, a critical component of the evaluation of microar-
ray data quality depends on the establishment of an acceptable threshold for
each QC metric from the large data sets generated by community-wide stan-
dardization efforts, proficiency testing programs [23], and the VGDS archives
so that the sponsors and reviewers can know whether the performance of
a laboratory or operator is acceptable. Much work is needed in this area. Man-
ufacturers should share as much QC information as possible to their users to
ensure that data of unacceptable quality will not be trusted.

3
Consensus on Data-Analysis Methods: Adequate Evaluation Is Needed

Data analysis remains one of the biggest challenges in microarray-based stud-
ies due to the availability of numerous methods and the lack of consensus
in the community regarding the capabilities and limitations of each method.
Data analysis includes:

1. Data preprocessing and normalization;
2. Quality-control metrics and thresholds for quality assessment;
3. Handling flags and low-intensity transcripts;
4. Identification of “outlying” hybridizations;
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5. Identification of lists of differentially expressed genes;
6. Classification and prediction of (clinical) outcomes;
7. Biological interpretation of microarray results.

Data preprocessing and normalization: The intensity data for each mi-
croarray feature (spot) is usually quantified from the image output of a flu-
orescence reader (scanner) and specialized software. It is advisable to follow
the manufacturer’s preferred procedures for image quantification and back-
ground subtraction and provide detailed information on software settings in
reporting experimental results.

A microarray experiment is based on the analysis and comparison of mul-
tiple arrays (hybridizations). Cross-array (hybridization) reproducibility is an
important criterion for judging the quality of a microarray experiment (Fig. 1).
There are many variations in technical factors that can occur between arrays,
leading to inconsistent microarray data. Therefore, normalization methods
have been used to (partially) correct systematic variations in microarray data,
e.g., the differences in the overall intensity levels of arrays. The purpose of nor-
malization is to make truly interesting biologic variations in gene-expression
levels stand out from variations due to pure technical factors. Although many
options for microarray data normalization are in use, there is no consensus
on the choice of one method over another. Each microarray manufacturer
has its preferred normalization method for analyzing microarray data. For
example, numerous normalization (or probeset-level summary) methods are
available for handling Affymetrix. CEL files [25], and Affymetrix’s currently
preferred method includes a probe-level quantile normalization step followed
by probeset-level summarization with PLIER (Probe Logarithmic Intensity
ERror) plus an offset value of 16 for variance stabilization. Applied Biosystems
and Illumina prefer quantile normalization, whereas Agilent (one-color) and
GE Healthcare prefer median-scaling normalization [26, 27].

Handling flags and low-intensity transcripts – Increase confidence in analy-
sis results: Each manufacturer has developed their own ways of handling low-
intensity spots and assigning a flag status (e.g., Present, Absent, or Marginal)
to each spot to indicate the reliability of the measured intensity value. The im-
pact of noise filtering on data reproducibility is well documented [12, 16, 17].
If we assume that genes tiled on a microarray platform represent a random
sampling of all the genes coded by a genome and that only a (small) portion
of the genes coded by the genome are expected to be expressed in a single
cell type or tissue under any given biological condition, it then appears rea-
sonable to apply a noise-filtering procedure to exclude a certain percentage of
spots with the lowest intensity from further analysis. The data-filtering pro-
cedure proposed by Barczak et al. [16] excludes 50% of the spots with the
lowest average intensity across all arrays in a study; this is a simple approach
to deal with less reliable measurements. Other approaches for dealing with
flagged spots require the consideration of manufacturer flags, e.g., exclud-
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ing spots that are Absent in the majority of arrays in a study. Noise filtering
is important for obtaining reliable measurements of differential gene expres-
sion. Note that some of the QC metrics can be calculated before and after
noise-filtering.

Identification of outlier hybridizations: It is expected that a (small) por-
tion of the replicate arrays in a microarray study will fail and become obvious
outliers. It is also reasonable to exclude such outlier arrays from further data
analysis. Exploratory analysis techniques such as principal component an-
alysis (PCA) and hierarchical cluster analysis (HCA) based on the complete
gene-expression profiling data can be used to identify outlier arrays. Examin-
ation of the behavior of external RNA controls provides an alternative way of
identifying outlier hybridizations [22]. However, there is no consensus on the
threshold for determining outlier arrays without introducing biases. To avoid
any potential bias, the exclusion of outlier hybridizations should not be based
on whether an array clusters with other members of the same group.

Identification of lists of differentially expressed genes: A fundamental step
in most microarray experiments is the determination of one or more lists of
differentially expressed genes that distinguish biological conditions such as
disease from health or treatment from control. New statistical methods for the
identification of differentially expressed genes continue to appear in the sci-
entific literature. These methods are typically promoted in terms of improved
sensitivity (power) under various assumptions or conditions while retain-
ing nominal rates of specificity. Reproducibility is a fundamental requirement
in scientific experiments and clinical contexts, but is seldom emphasized in
microarray literature. It is equally (if not more important) than sensitivity
and specificity in certain experimental and clinical contexts. Until recently,
reproducibility has not adequately been used as an essential criterion for eval-
uating the pros and cons of statistical methods for identifying differentially
expressed genes [26, 28].

Despite the availability of numerous statistical methods for the identi-
fication of differentially expressed genes, the simple t-statistic (and slight
variations) is arguably still the most widely used test statistic, and many
of the various methods that exist to create lists of differentially expressed
genes primarily improve upon the inference from this basic test statistic.
This includes the simple unmodified two-sample t-test, Bonferroni and step-
up/step-down procedures applied to the t-test, and others. Statistical signif-
icance (P) derived from the simple two-group t-test has historically been
widely used as the only criterion to identify differentially expressed genes,
with disappointing results reported related to reproducibility [2, 12]. It has
been demonstrated [26, 28] that (1) such discordance may stem from ranking
and selecting differentially expressed genes solely by a statistical significance
measure (P) derived from widely used simple t-tests; (2) when fold-change
is used as the ranking criterion, the lists become much more reproducible,
especially when fewer genes with larger fold changes are selected; and (3) the
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instability of the lists of differentially expressed genes based on P cutoffs is
an expected mathematical consequence of the high variability of the t-values.
These observations are consistent in inter-laboratory, cross-platform, and be-
tween microarrays and TaqMan® comparisons [12, 26, 28, 29]. In addition,
widely used analysis methods such as SAM (Significance Analysis of Mi-
croarrays [30] did not yield more reproducible lists of differentially expressed
genes compared to fold-change ranking [26, 28].

Classification and prediction of (clinical) outcomes: Similar to the factor
that many options have been proposed for identifying lists of differentially ex-
pressed genes, there are numerous methods for classification and prediction
purposes in microarray data analysis. However, the merits and limitations of
each method are under continuous debate [31] and the choice of a particu-
lar classification or prediction method over the others often depends on the
experience of the investigator and personal preference or limitation of acces-
sible software packages.

Earlier microarray studies claiming the superb power of microarray tech-
nology and “de novo” classification methods for differentiating various types
of (cancer) samples or prognoses were based on an incomplete or biased
gene-selection method, where the gene-selection step was incorrectly per-
formed prior to the cross-validation process [32–34]. Such a “selection bias”
has been shown to produce almost “perfect” classification results even if the
data were randomly generated [34–36]. Such a bias can lead to spuriously
good statistical estimates about the performance of a classification or predic-
tion model. In fact, much of the hype related to microarray technology could
be attributed to the unrealistic expectation of prediction accuracy due to
such a mistaken validation procedure. This highlights another way in which
the results of microarray experiments can be either over- or misinterpreted.
Relating gene-expression profiles to drug efficacy or toxicity indications is
a complicated task, and a large number of training-set cases are needed for
improving predictive capabilities of classification models. When additional
data sets are unavailable as independent test cases, the biomarker signa-
tures may be validated using a cross-validation process. However, care should
be taken not to introduce gene-selection bias in the cross-validation pro-
cess [32–34]. The report on classification or prediction of (clinical) outcomes
such as diagnostic or prognostic results should provide a detailed descrip-
tion regarding the data set, feature selection, modelling construction, and
performance validation.

Biological interpretation of microarray results: The output from microar-
ray data analysis is usually represented in the form of a set of genes that are
identified as differentially expressed between groups of samples (e.g., control
versus treatment). A natural next step is to identify the biologic meaning of
the genes. This process demands in-depth biologic knowledge of the investi-
gator and a comprehensive analysis of relevant information available in public
or private repositories.
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The biological interpretation of a list of differentially expressed genes can
be conducted through the identification of Gene Ontology (GO) terms or
pathways that are most significantly impacted or enriched by such a list. The
GO provides structured, controlled vocabularies and classifications about the
roles of genes and proteins in terms of molecular function, biologic process,
and cellular component [37]. Pathways are important vehicles for interpret-
ing the biologic functions of genes. In pathway analysis, a commonly asked
question is whether genes in a particular pathway are significantly overrep-
resented in the list of differentially expressed genes. It is desirable to know
whether the mechanism of action related to efficacy or toxicity can be in-
ferred from the functions of pathways.

A variety of software packages for GO and/or pathway analysis are avail-
able, either free on the Web or via purchase of a commercial license [38].
Our confidence in a particular biological interpretation increases when two
or more different databases or software packages lead to the same conclusion.
However, this is not always the case, due to many factors such as differences in
database contents or the choice of statistical approaches.

Another common approach of biological interpretation is by text mining.
Medline is a rich source of biomedical information for knowledge mining
such as the relationships between genes and their products. MedMiner [39] is
an Internet-based hypertext program that filters and organizes large amounts
of textual and structured information returned from public search engines
such as PubMed and GeneCards. Information Hyperlinked over Proteins
(iHOP) is an information system that converts the information in PubMed
into a navigable resource where genes and proteins are hyperlinked between
sentences and abstracts [40]. iHOP focuses on those sentences in which genes
(proteins) co-occur. The sentences and gene models (networks) in iHOP pro-
vide a useful and concise way of summarizing gene-network information.

4
The MicroArray Quality Control (MAQC) Project

An FDA-led community-wide effort with reference RNA samples and refer-
ence data sets: The MicroArray Quality Control (MAQC) project was ini-
tiated by the U.S. FDA’s National Center for Toxicological Research, Jeffer-
son, Arkansas, on February 11, 2005 in order to address reliability concerns
as well as other performance, quality, and data-analysis issues pertaining
to the use of DNA microarrays for gene-expression measurements (Fig. 2,
http://edkb.fda.gov/MAQC/). The first phase of the MAQC project (from
February 11, 2005 to September 8, 2006) involved 137 scientists from 51
organizations including government agencies (the U.S. FDA, the U.S. Environ-
mental Protection Agency, the National Institutes of Health, and the National
Institute of Standards and Technology), manufacturers of microarray plat-
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Fig. 2 An overview of the Phase I of the MicroArray Quality Control (MAQC) project:
Assessment of the achievable technical performance

forms and RNA samples, microarray service providers, academic laborato-
ries, and other stakeholders [26].

Gene-expression data on four titration pools from two distinct, commer-
cially available reference RNA samples were generated at multiple test sites
using a variety of microarray-based and alternative technology platforms,
resulting in a rich data set with over 1300 microarray hybridizations and ad-
ditional measurements for over 1000 genes with alternative technologies such
as qPCR. The MAQC project observed intraplatform reproducibility across
test sites as well as high interplatform concordance in terms of genes iden-
tified as differentially expressed. One major result was that the platforms
with divergent approaches often generated comparable results of differen-
tial gene expression. In other words, the differential gene-expression patterns
generated were reflective of biology regardless of the differences in tech-
nology platforms. Similar results were observed from a rat toxicogenomics
data set [28], validating the major findings from data generated on reference
RNA samples. Findings of the MAQC project were published in six research
papers in Nature Biotechnology, September 8, 2006; all papers are freely avail-
able at http://www.nature.com/nbt/focus/maqc/index.html. Data are available
through GEO (series accession number: GSE5350), ArrayExpress (accession
number: E-TABM-132), ArrayTrack (http://www.fda.gov/nctr/science/centers/
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toxicoinformatics/ArrayTrack/), and the MAQC Web site (http://www.fda.gov/
nctr/science/centers/toxicoinformatics/maqc/). One important goal of the
MAQC study is to assess the best performance that can be achieved by mi-
croarray technology under consistent experimental conditions so that end
users will be able to judge whether the quality of their microarrays is compa-
rable to the achievable performance of the platform. In doing so, procedural
failures of a laboratory or operator may be identified and corrected before
precious study samples are profiled. The commercial availability of the two
reference RNA samples (A and B) coupled with the large reference data sets
would also allow for the objective evaluation of new array products, reagents,
or protocols.

Several unique features set the MAQC project apart from previous cross-
platform comparison studies: (1) the enthusiastic participation of the mi-
croarray community in an extraordinary team effort; (2) the scale of the
MAQC data set with over 1300 microarrays from more than 40 test sites and
20 microarray platforms; (3) the large number of additional gene-expression
measurements with alternative technology platforms; (4) the commercial
availability of the same batches of the two reference RNA samples used in the
MAQC study for subsequent quality control, performance evaluations, and
proficiency testing by the community; (5) the extensive sequence-based map-
ping of probes across platforms; and (6) last but not least, the identification
of statistical explanations for some misconceptions on the comparability of
microarray results.

A major challenge to the microarray user is the existence of numerous op-
tions for analyzing the same data set, which lack adequate scientific vetting
of their capabilities, implications, and limitations [41]. There is a pressing
need to critically evaluate currently available methods with relevant and ob-
jective criteria. For example, reproducibility has seldom been (but in the
future should be) used as a critical criterion to judge the performance of data-
analysis procedures. In addition, several differential gene-expression profil-
ing studies have demonstrated that the relative expression measures (i.e.,
difference in transcript abundance between sample types) are more consis-
tent than the absolute gene-expression levels. The MAQC data set is expected
to be widely utilized by the community in order to reach and promote con-
sensus on the appropriate analysis of microarray data.

Lists of genes selected solely by a statistical significance measure are inher-
ently irreproducible: The MAQC analyses demonstrated [26, 28] that the ap-
parent lack of reproducibility reported in previous studies using microarray
assays was likely caused (at least in part) by the common practice of ranking
genes solely by a statistical significance measure, for example P values derived
from simple t-tests, and selecting differentially expressed genes with a strin-
gent significance threshold (Fig. 3). The gene lists in the MAQC study were
much more concordant when fold change was used as the ranking criterion.
This approach also greatly reduced the impact of different normalization



Microarray Technology: Unresolved Issues and Future Challenges 277

Fig. 3 The reproducibility of microarray results in terms of lists of differentially expressed
genes depends on the choices of gene-selection methods and cutoff values. The fold-
change-based ranking method generates more reproducible gene lists. Reproduced with
permission from [26]

methods. Widely used statistical methods did not appear to improve inter-
laboratory or interplatform reproducibility compared to fold-change ranking.
Importantly, non-reproducible gene lists led to inconsistent biological inter-
pretations in terms of enriched GO terms and pathways [28]. Fold-change
ranking plus a non-stringent P-value cutoff can be used as a baseline practice
for generating more reproducible signature gene lists [26, 28].

The impact of data normalization is much less profound when fold change is
used for gene selection: Data normalization was identified as a major factor for
differences when comparing results and data interpretations performed by
VGDS sponsors and FDA reviewers [1]. It should be noted that although there
are many options for normalizing microarray data, when lists of differen-
tially expressed genes are identified by the ranking of fold-change, the result
is much less susceptible to the impact of normalization methods (Fig. 4). In
fact, global scaling methods (e.g., median- or mean-scaling) do not change
the relative rank-order of genes based on fold-change; they do, however,
significantly impact gene ranking by P-value [26, 28, 42]. The MAQC results
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Fig. 4 The impact of normalization methods on microarray results in terms of lists of
differentially expressed genes. When P-value is used for ranking genes, the differences
between two normalization methods is dramatic (red-colored lines); whereas when fold
change is used for ranking genes, the impact of normalization methods on the overlap of
gene lists becomes much less profound. Reproduced with permission from [28]

suggest that microarray data analysis for the identification of reproducible
lists of differentially expressed genes need not be as complicated and confus-
ing as it has been practiced, and consensus on data analysis appears to be
possible.

The second phase of the MAQC project – Development and validation of pre-
dictive signatures and classifiers: The MAQC Phase I (MAQC-I) has demon-
strated the technical reliability of microarray technology in detecting differ-
ential gene expression. However, questions remain regarding the reliability of
the technology in clinical applications such as disease diagnostics or prognos-
tics, and tailored treatment based on gene-expression profiles [8, 9, 13, 31]. To
investigate the capabilities and limitation of microarray technology in real-
life applications, we have launched the MAQC Phase II (MAQC-II) efforts
aimed at addressing technical and scientific issues regarding the development
and validation of predictive signatures and classifiers (Fig. 5). Multiple data
sets will be collected and distributed to participating organizations for inde-
pendent analyses with available algorithms. The resulting classifiers will be
evaluated at three different levels: within a single data set via cross-validation,
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Fig. 5 An overview of the Phase II of the MicroArray Quality Control (MAQC) project:
Development and validation of predictive signatures and classifiers for clinical and toxi-
cogenomic applications. The three working groups (WGs) are working in parallel

validation across data sets from studies with the same study objectives, and
prospective validation with new samples. We expect that the MAQC project,
with the community’s active participation, will help develop “best practices”
for the generation, analysis, and application of microarray data in the discov-
ery, development, and review of FDA-regulated products.

5
Conclusions

Demonstrating reproducible technical performance is critical to the accept-
ance of microarray-based gene-expression data in clinical and regulatory
environments. The microarray technology itself has been historically crit-
icized whenever data were found irreproducible. Like any other analyti-
cal instrument, ensuring the technical proficiency of the laboratory that
performs the microarray studies is critical for generating reproducible mi-
croarray data. As stated in the FDA’s concept paper “Recommendations for
the Generation and Submission of Genomic Data”, many steps are involved
in a microarray study and are critical to the overall quality of a study
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(http://www.fda.gov/cder/genomics/conceptpaper_20061107.pdf). Investiga-
tors should take proper measures to ensure that each step meets the proper
quality-control and quality-assurance criteria. Although many metrics have
been proposed for microarray quality control, there is a lack of consensus on
the relative importance of these metrics. More problematically, there is lit-
tle information regarding the acceptable thresholds for each quality-control
metric. The establishment of quality-control thresholds will depend on the
availability of large collections of historical microarray data and those from
international standardization efforts such as the ERCC (External RNA Con-
trols Consortium [24] and the MAQC [26, 28]. The community’s willingness
to share data is critical. Ensuring good-quality data is the essential first step
toward reproducible and reliable microarray results in terms of the lists of dif-
ferentially expressed genes, the biological interpretations, and the prediction
of clinical outcomes.

The lack of consensus on the analysis of microarray data represents
a challenge in generating reproducible results from microarray-based gene-
expression studies. A common practice of identifying differentially expressed
genes is by ranking all genes on the array by a statistical significance meas-
ure, e.g., the t-test statistic or its corresponding P-value [43]. However, recent
publications [12, 26, 28] demonstrated that such a practice predestines non-
reproducible gene lists irrespective of the platforms, sample pairs, or nor-
malization methods. The MAQC study recommended the use of fold-change
ranking plus a non-stringent P cutoff as a baseline practice in order to gener-
ate more reproducible lists of differentially expressed genes. The fold-change
criterion enhances reproducibility while the P criterion balances sensitivity
and specificity. It should be noted that the concurrent use of fold-change
ranking combined with a P threshold, denoted as FC(P), may not necessar-
ily be the ultimate and best way of identifying differentially expressed genes
in all circumstances, but it appears to be a reasonable, straightforward base-
line analysis procedure that can be used to enhance the reproducibility of lists
of differentially expressed genes. Importantly, as expected, non-reproducible
lists of differentially expressed genes have been shown to result in disparate
enriched GO terms or pathways, hence the differing biological interpreta-
tions [28]. Therefore, to ensure reproducible biological interpretations of mi-
croarray results, the reproducibility of gene lists is required. The concurrent
use of fold-change ranking with a non-stringent P cutoff is recommended as
baseline practice in the analysis of microarray data for the identification of
differentially expressed genes.
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Abstract Within genomics, spotted microarrays have become an increasingly import-
ant research tool for the biotechnology industry, molecular diagnostics, drug screening,
nucleic acid sequencing, and mutation analysis. Working with proteins on arrays is es-
pecially difficult, because the native state of proteins is extremely sensitive to pH, ionic
strength, temperature, and protein concentration. Since optimized conditions differ from
protein to protein, the development of in vitro protein-based assays always presents
a big challenge. In this chapter, the design and applications of peptide and protein
arrays will be addressed. Different labeling chemistries for the analytes and signal de-
tection procedures, with special emphasis dedicated to quality assurance related issues,
are discussed. Possible applications of protein arrays, such as epitope mapping of au-
toantibodies, binding assays, analysis of protein expression, and protein modification,
as well as monitoring of enzymatic activity, shed light on the high versatility of pro-
tein arrays. However, much more research and development will be necessary, until
they meet the requirements of laboratories involved in high-throughput screenings and
diagnostics.
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Abbreviations
AP Alkaline Phosphatase
APTES Aminopropyltrimethoxysilane
BP Bullous Pemphigoid, an immune-mediated blistering disease
CCD Charge-Coupled Device
cDNA Complementary Desoxyribonucleic Acid, copy of mRNA
Cy Cyanine Dye
DCM Dilated Cardiomyopathy
DMSO Dimethylsulfoxidedimethylsulfoxide
DNA Desoxyribonucleic Acid
ECF Enhanced Chemofluorescence
Fc Heavy chain constant (Fc) region of immunoglobulin
FHA Forkhaed-Associated
Fmoc 9-Fluorenylmethyl carbamate
GFP Green Fluorescent Protein
GST Glutathione S-transferase
His Histidine
IDA Iminodiacetic acid
IgG Immunoglobulin G
MIST Multiple spotting technique
NEK6 Never In mitosis, gene A-related kinase-6
NIMA Never In mitosis, gene A
ORF Open Reading Frame
PEG Poly Ethylene Glycol
mPEG Multi-arm PEG
PH Pleckstrin Homology
PMT Photomultiplier Tube
RCA Rolling Circle Amplification
RNA Ribonucleic Acid
mRNA Messenger Ribonucleic Acid
SAT Bead-Based Suspension Array Technology
SPR Surface Plasmon Resonance
ST Sulfotransferase
ST Sulfotransferase
TIRFM Internal reflection fluorescence microscopy

1
Introduction

Functional genome research strongly relies on the application of highly par-
allelized high-throughput assays and bioinformatics. Both disciplines have
evolved rapidly since the early 1990s. Within genomics, biochips have become
an increasingly important research tool for the biotechnology industry, mo-
lecular diagnostics, drug screening, nucleic acid sequencing, and mutation
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analysis [1–6]. One classical chip format is the macroarray (22 cm×22 cm ni-
trocellulose or PVDF membranes) with spot sizes of 400 µm in a spotting
distance of 900 µm (25 344 spots per membrane. www.rzpd.de). Today, the
state-of-the art tool is the microarray in the format of microscope slides or
even smaller. Spotted microarrays consist of a multitude of binding agents or
so-called probes, for instance, DNA, RNA, sugars, peptides, proteins, glyco-
proteins, oligonucleotides, or up to tens of thousands of single stranded DNA
fragments, representing the genes of a genome. The probes are deposited onto
the surface of a solid support, for instance, a coated glass slide, in the form of
an array with spot sizes in the 50 to 200 µm range. Even spotted cells are used
for high-content screening assays in pharmaceutical research.

With these arrays, RNA and protein expression, tissue-specific splice vari-
ants, gene mutations, protein binding to proteins, DNA and RNA, enzymatic
activities, localization of proteins in cellular compartments, and cell differen-
tiation processes can be measured on a whole-genome level. In comparison to
other binders, working with proteins on arrays is especially difficult, because
the native state of proteins is extremely sensitive to pH, ionic strength, tem-
perature, and protein concentration. Since optimized conditions differ from
protein to protein, the development of in vitro protein-based assays always
presents a big challenge. This is also the reason why applications of protein
arrays for high-throughput screenings and routine diagnostics are limited so
far. In this chapter, the design and applications of peptide and protein arrays
will be addressed with special emphasis dedicated to quality assurance related
issues.

2
Peptide and Protein Arrays: Composition, Production, and Processing

2.1
Peptide Arrays

Peptide arrays are a perfect choice for various approaches in functional
genome research. DNA sequence information in databases facilitates the de-
sign of peptide sequences relevant for various assays. The spot synthesis
of large numbers of peptides on membrane sheets (SPOT), using Fmoc (9-
fluorenylmethyl carbamate) as a protective group, promotes parallel synthe-
sis of thousands of peptides on planar supports, such as modified cellulose
or polypropylene membranes [7, 8]. Step by step, activated amino acids are
pipetted onto defined positions and built up to peptides. After each pipetting
step, a washing procedure removes excess amino acids and chemicals to en-
sure the purity of the peptide library. The spotted molecules have a length of
up to 38 amino acids with a concentration between 1 and 5 nMol. To achieve
a higher spot density, cellulose-bound peptides can be eluted, precipitated,
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Fig. 1 Example of a peptide fabrication process. A Synthesis of peptides on a cellulose
solid support by SPOT synthesis. B Separation of the assembled solid supported peptides
and distribution into microtiter plates; deprotection and dissolving of cellulose in TFA
followed by precipitation of the cellulose-compound conjugates in ether; dissoving the
cellulose-compound in DMSO. C Printing of multiple copies from the DMSO solutions
onto glass slides. Kindly provided by Dr. Ronald Frank, GBF Braunschweig

dissolved in dimethylsulfoxidedimethylsulfoxide (DMSO), and spotted onto
glass slides (Fig. 1). Spot distances of 300 to 400 µm or 120 000 dots per stan-
dard microscope slide are available, depending on different immobilization
chemistries for the peptides and slide surfaces [7, 8]. One possibility is the
modification of glass slides with a multifunctional polyethylene glycol (PEG)-
based polymer. The novel support material allows a versatile modification of
the amino group surface density up to 40 nmol/cm2 for the linkage of probe
molecules [9].

High-density peptide arrays on membranes can be manufactured with the
help of a modified laser printer. The colored toner particles are substituted
by amino acid-toner particles, which consist of a “solid” solvent (diphenylfor-
mamide) and the amino acid. After a temperature increase, the amino acids
are specifically released and coupled to the membrane or to the already syn-
thesized peptide. This technique enables us to build up peptides with lengths
varying between 15 and 20 amino acids. The low spreading caused by adjust-
ing of the solvent by selective heating and high speed of the printer allows
complexities of millions of different peptides on a single chip with a reso-
lution as high as 1200 dpi [10].

Novel chips are covered with pixel electrodes, which facilitate an accurate
positioning of molecules. Particles containing derivatives of modified amino
acids are transferred to these chips with a specialized surface chemistry [11].

2.2
Protein Arrays

Although more complex and labor intensive, the interest in immobilizing
whole proteins is very high, because these arrays can be used to address the
functions of individual proteins. Whole proteins cannot be produced chem-
ically. Instead, they have to be synthesized in vivo or in vitro. Well-known
expression systems are bacteria (E. coli), yeast, insect cells, or mammalian
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cells. A standard method is the expression of N-terminally tagged proteins
(e.g., glutathione S-transferase (GST) or histidine tag (6xHis)). These fusion
proteins bind to specific affinity resins (e.g., glutathione or Ni-NTA agarose)
so that they can easily be purified and spotted onto glass slides. For cer-
tain applications, even whole cells can be spotted without further protein
purification [12]. By using high-throughput procedures, collections of sev-
eral thousands of full open reading frame (ORF) proteins have already been
produced from various organisms and tissues [13] (www.invitrogen.com,
www.genecopoeia.com, www.rzpd.de).

Antibody arrays are the most popular protein biochips. First of all, anti-
bodies against different antigens are relatively similar in structure, thus
allowing standardized purification and spotting conditions. Secondly, spot-
ted antibodies very often have the same binding specificities as in solution.
Thirdly, proteins in solution can be bound to spotted antibodies to display
their native activity, which makes them a flexible tool for different applica-
tions (see Sect. 3) [14].

Cell-free expression of proteins by in vitro transcription and translation
from DNA anchored to glass surfaces with lysates from mammalian reticulo-
cytes or wheat germ is a promising tool used to investigate the protein in its
native state. The DNA template as well as a capture antibody for the expressed
protein are immobilized onto the glass slide (Fig. 2), or, based on the mul-
tiple spotting technique (MIST), are captured on aminopropyltrimethoxysi-
lane (APTES) or Ni-chelate surfaces [15, 16]. Alternatively, a bead-based sus-
pension array technology (SAT) with biotinylated PCR products binding to
streptavidin-coated polystyrene micrometer-sized beads can be used [17].
With these native proteins being immobilized in situ in large numbers, they
became accessible for functional studies without the need of protein purifica-
tion.

Since the accessibility of the protein on the array is an important is-
sue for signal detection, adequate methods to immobilize spotted proteins
on surfaces have been developed. For example, the heavy chain constant
(Fc) region of immunoglobulin G (IgG) binds specifically to protein A or
protein G. To increase the self-adhering ability on hydrophobic surfaces,
a Fc binding protein has been designed and it consists of a Fc binding do-
main of protein G and a hydrophobic domain of elastin [18]. Other proteins
can be coupled to agarose microbeads in silicon microcavities. Alexafluor-
488-linked antibodies binding to these proteins can generate signals which
are measured with a charge-coupled device (CCD) camera with a detec-
tion limit of 1ng/ml [19]. A special solution for polyhistidine-tagged protein
molecules are high-density PEG-coated silicon surfaces, which are obtained
from the reaction of a multi-arm PEG (mPEG) molecule with a chlorine
terminated Si(111) surface. Four out of the eight arms on each immobi-
lized mPEG molecule are accessible for linking to the chelating iminodiacetic
acid (IDA) groups for the binding of Cu(2+) ions. The resulting Cu(2+)-
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Fig. 2 Protein binding assay on a self-assembling protein microarray. Biotinylated DNA,
encoding a fusion protein between GST and a protein X, binds to the streptavidin coated
glass slide. After overlay with in vitro transcription and translation extract, the protein is
expressed and binds to the anti-GST antibody on the slide. If protein Y, which was fluor-
escently labeled before, binds to protein X, the spot on the glass slide emits a fluorescent
signal, which can be detected by a laser scanning (see Sect. 3). Figure kindly provided by
Dr. Manfred Koegl, DKFZ Heidelberg

IDA-mPEG-Si(111) surface is shown to specifically bind 6xHis-tagged pro-
tein molecules, including green fluorescent protein (GFP) and sulfotrans-
ferase (ST), but otherwise retains its inertness towards nonspecific protein
adsorption. Therefore, proteins are immobilized without the need of pre-
purification [20].

Immobilization of probes within three-dimensional hydrogels offers many
advantages over two-dimensional surface immobilization. In particular, the
increase in immobilization capacity as compared to surface microchips, aque-
ous surrounding of immobilized compounds, absence of contacts with hy-
drophobic surface, and the stabilizing effect of the gel appear to be espe-
cially important for proteins. Application of fluorescence Cy5-labeled mouse
IgG and fluorescence quantification by scanning laser confocal microscopy
showed fluorescence intensities with attomole level sensitivity for the 3D
films measured in direct capture immunoassays. This is 3- to 10-fold higher
compared to analogous 2D surfaces. However, 2D surfaces reported equal or
greater sensitivity on a per-molecule basis [21].
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2.3
Labeling Chemistry

Besides surface chemistry and presentation of the protein on the array, the
label of the analyte is critical for signal intensity and specificity. Most com-
mon procedures employ antibodies which are directly linked to fluorescent
dyes or enzymes, such as alkaline phosphatase, which convert a substrate into
a fluorescent signal. With secondary antibodies, multiple binding of the sec-
ondary to the first antibody and, therefore, signal amplification is possible.
Still, methods to amplify signal intensity on small spots on the array and
to limit concentration of spotted proteins and binders are being developed.
One example of an interesting solution is the “rolling circle signal amplifica-
tion”. Antibodies bound to the target are linked to a DNA molecule which
is extended by DNA polymerase and labeled afterwards by hybridization of

Fig. 3 Schematic representation of two-color rolling circle amplification on antibody
microarrays. Two pools of proteins are respectively labeled with digoxigenin (C1,
digoxigenin-labeled protein, digoxigenin represented by the triangle) and biotin (C2,
biotin-labeled protein, biotin represented by the diamond). DNA oligonucleotide-primers
conjugated to anti-digoxigenin (B1) and anti-biotin (B2) bind to captured proteins, fol-
lowed by hybridization of DNA circle A1 and A2. Polymerase extends the primers using
the circles as templates. Cy5-labeled oligonucleotides (D1) and Cy3-labeled oligonu-
cleotides (D2) are hybridized to the extended DNA strands, producing signal amplifica-
tion in two colors [22]
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the antibody-linked DNA to fluorescence dye-labeled oligonucleotides [22]
(Figs. 3 and 4).

For typical protein microarray experiments with fluorescence detection,
proteins from biological samples and from controls are isolated and labeled
with two spectrally distinguishable dyes, such as the cyanine dyes, Cy3 (ab-
sorption at ca. 550 nm, emission at ca. 565 nm) and Cy5 (absorption at ca.
650 nm, emission at ca. 675 nm), by NHS-ester linkage, for instance. The la-
beled biomolecules are then reacted with the microarray, thereby binding to
antibodies present in the spotted probes. Alternatively, antibody arrays are
overlayed with unlabeled proteins, which are detected again by specific anti-
bodies against the different proteins bound to the array. This leads to more
specific and reproducible results. However, the assay is also more complex

Fig. 4 Representative images of antibody microarrays with different surfaces and after
different labeling procedures. A serum sample was incubated on antibody microarrays
prepared on hydrogels (left) and nitrocellulose (right) and detected with direct label-
ing (top), indirect detection (middle), and rolling circle amplification (RCA, bottom). The
same serum sample was used in each color channel for each experiment. Scanner settings
were identical within microarrays performed on the same substrate [22]
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and more cost intensive. If the signal is amplified by a labeled secondary anti-
body against the antibodies recognizing the target, two different antibodies
from two different hosts (e.g., mouse and rabbit) are needed for each protein
of interest.

The first antibody also can be bound to a secondary antibody (e.g., an anti-
mouse antibody), which is fluorescently labeled or linked to an enzyme (e.g.,
alkaline phosphatase) to convert a nonfluorescent substrate into a fluorescent
one that is subsequently detected (e.g., ECF, enhanced chemifluorescence.
www6.gelifesciences.com).

Reverse-phase arrays contain unlabeled proteins which are probed with
fluorescently labeled antibodies (see also Sects. 3.5 and 4).

These labeling methods are relatively easy to handle and labeling kits are
also available to standardize the procedures as well as possible. However, the
direct labeling of proteins sometimes leads to problems. Firstly, the specific
labeling efficiency may differ between experiments. This is a strong disadvan-
tage if results have to be quantitated or experiments within a series have to
be compared. Secondly, the label might be responsible for changes in protein
conformation, which might influence the binding activity or enzymatic ca-
pabilities of the analyte. Therefore, many groups propagate label-free signal
detection systems as the state-of-the-art techniques (see Sect. 2.4).

2.4
Signal Detection

The final readout of an array experiment is very much dependent on high-
end instruments more than any other step within the whole procedure. These
machines not only have to have the capability to produce exact, sensitive, and
reproducible measurements, but they also should be equipped with a flexible
software which is easy to handle and which delivers data that can be under-
stood and exchanged by all experts in the field.

Typically, spot intensities on a microarray are measured with an array
reader, a confocal laser scanner equipped with a He–Ne laser (543.5, 594, 612,
and 632.8 nm) or a Kr–Ar laser (488, 514, 568, and 647 nm) or less commonly,
a solid-state laser or a white light source and a photomultiplier tube (PMT) or
a CCD detection system with a lateral resolution of 5 to 10 µm, respectively.
This step involves excitation at two different wavelengths and subsequent
recording of integral fluorescence intensities in two detection channels, the
so-called green and red channels [23]. Usually, the scanner software is able
to combine signal intensities of both channels and to deliver a false-color
image. The amount of analyte bound to a spot follows from the measured in-
tegral fluorescence intensity with abundant targets seen either in red or green
and equal amounts in yellow. This allows for the estimation of relative gene
expression levels from the fluorescence intensities of the spots. For the gen-
eration of reliable data, several repetitions and controls are necessary with
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the obtained expression values being statistically analyzed and normalized.
Further bioinformatic analysis, e.g., hierarchical agglomerative clustering of
the gene expression data, provides the basis for the interpretation of the al-
teration in gene expression of many genes in parallel [24–26]. Microarray
experiments are performed either by ratio or direct measurements comparing
two protein samples, for example, healthy and disease stage, or by absolute
or indirect measurements comparing one sample to a reference, for instance,
standardized labeled antibody. Therefore, this yields either relative values
(ratios) or absolute values. To improve the reliability of the data, suitable
controls are introduced that are incorporated into every experiment and are
accordingly present on the array and spiked into the binding reaction or
the enzymatic assay. This includes range, ratio, negative and contamination
controls, as well as a positive control and a guide-dot for orientation after
scanning.

While fluorescence detection of labeled proteins is a standard methodol-
ogy, facilitated by excellent scanners and fluorescent dyes, it still produces
artifacts in some cases, when the sterical integrity of the protein is disturbed
by the incorporated dye or when label reproducibility is not satisfying. This
is the reason why label-free methods are currently being discussed and may
yield certain advantages over fluorometric detection. An example are surface
plasmon resonance (SPR) biosensors for the identification of protein–protein
interactions [27]. Several companies offer SPR systems to analyze up to 500
samples simultanously.

Another interesting label-free application is the direct quantitative meas-
urement of protease activity on a glass array. The probe is nonfluorescent in
the absence of the protease and the fluorescence intensity increases depend-
ing on the protease activity, due to the cleavage of the quencher-containing
moiety on the glass slide [28]. This method works without labeling of pro-
teins, however, at the same time, standard dyes and fluorescence detection
systems are applicable for this approach, which should make this approach
extremely interesting for future developments.

2.5
Variables Influencing Array Experiments

The reliability of the results obtained from microarray experiments depends
on the biological and experimental variation as well as – to a smaller extent
– on fluorescence detection and data analysis. Furthermore, due to the lack
of generally accepted standardized sampling protocols and biological stan-
dards to be used in every microarray experiment, problems related to biology
and data analysis are amplified [29]. In general, the contribution to the over-
all uncertainty from the biological side has the highest impact due to genetic
and environmental variations, which are difficult to measure. Fluorescence-
inherent sources of error can be more easily identified only if the necessary
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controls and standards are included in the experiment and if the scanners are
properly characterized. Fluorescence-based uncertainties are related to fluo-
rophore labeling of the target [30] and to problems linked to measurements of
fluorescence intensities, i.e., the sensitivity of the label’s spectroscopic proper-
ties to chromophore microenvironment [31, 32], to dye–dye interactions [33],
and to instrument-specific effects. To overcome limitations in the former, e.g.,
different incorporation rates of the dyes or dye instability, the so-called dye
swap or fluor-reverse is used with both targets being labeled with two dyes
in separate reactions with identical arrays and identical probe arrangements.
In addition to the instrument-related effects already discussed, microarray
scanner-specific uncertainties are linked to the determination of the back-
ground signal, the method used for dye normalization, crosstalk between
channels, and variations in the alignment of the optical scanner [34]. To in-
crease the sensitivity by rejecting light coming from other planes than that
of the biological signals of interest, confocal reacting is used. However, this
method needs accuracy of the focus and tilt adjustment of the biochip. Typ-
ically, detection systems are less sensitive in the long wavelength region of
ca. 675 nm as compared to a detection wavelength of ca. 565 nm. However,
long wavelengths, as long as near infrared, are getting more and more pop-
ular. New dyes with long excitation wavelengths together with compatible
detection systems are on the market. A strong advantage of this system is
that background fluorescence is very low in most cases. Therefore, special-
ized spotting surfaces which otherwise would not be applicable in protein
array experiments, like nylon, nitrocellulose, or activated glass surfaces, can
be used [35].

3
Applications of Protein Arrays

3.1
Antibody Epitope Mapping

Antibodies are a versatile tool for many applications in research, diagnos-
tics, and therapy of diseases. Immunizing mice, rabbits, rats, or other animals
with the appropriate antigen or screening phage display libraries are com-
monly used methods to isolate these molecules. Additionally, several groups
are trying to generate specific binders against all human proteins [36].

The quality of an antibody, which is decisive for any assay, is determined
by specificity for a certain epitope and its affinity towards a recognized anti-
gen. Therefore, characterization of capture molecules is a major challenge
for protein array based systems. Recombinant antibody technologies, such as
human combinatorial antibody library (HuCAL®, MorphoSys, Munich, Ger-
many), allow the fast generation of highly specific binders to nearly any given
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Fig. 5 a–c Different applications of protein arrays. For details, see text
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Fig. 5 d–f Different applications of protein arrays. For details, see text
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target molecule. Although antibody libraries comprise billions of members, it
is not the selection process but the detailed characterization of the preselected
monoclonal antibodies that presents the bottleneck for the production of high
numbers of specific binders.

The size of the epitope recognized by the antibody is five to eight amino
acids, which is normally much smaller than the antigen used for immuniza-
tion. Therefore, for most assays, it is of great interest to find out which epitope
exactly is recognized by the antibody. A very attractive method to address
this problem is to incubate the antibody of interest with peptide arrays, pro-
tein arrays, or even spotted protein expression libraries. The antibody (e.g.,
monoclonal mouse antibody) binds to epitopes represented on the array. The
first antibody can be detected by a secondary antibody carrying a fluores-
cent label (see Sect. 2.3). Arrays with short peptide sequences representing
amino acid sequences of a certain antigen are a common tool for this ap-
plication (Fig. 5a) [37]. An example for proof of principle is the epitope fine
mapping of antibodies raised against the extracellular domain of the CD11b
protein [38].

3.2
Screening for Autoantibodies

Many complex diseases are caused by autoimmune responses. Examples are
diabetes mellitus type I, rheumatoid arthritis, sarcoidosis, and multiple scle-
rosis. Even in diseases like cancer, specific autoantibodies are involved [39].
Therefore, the targets of these antibodies are important prognostic and di-
agnostics markers. Serum screening on protein arrays allows us to identify
binders in blood serum, blood plasma, or other body fluids. For instance,
Epstein–Barr virus proteins in cerebrospinal fluid were found to be putative
targets of the immune response in multiple sclerosis (Fig. 5b) [40]. Multiplex-
ing of immunoassays – as it is necessary for clinical applications – will enable
us to investigate multiple antigens in a single experiment, for example, virus
antibodies in human serum [41]. For the straightforward detection of au-
toimmune diseases, such as bullous pemphigoid (BP), an immune-mediated
blistering disease, and dilated cadiomyopathy (DCM), it is also important to
discriminate between immunoglobulin subclasses like IgG1, IgG2, IgG3, IgG4,
and IgM, which can be achieved by, for instance, IgG3-specific secondary an-
tibodies [42, 43].

3.3
Binding Assays

The identification of binding partners is an important step in describing the
function of a protein. Therefore, numerous microarray-based assays have
been developed to show binding of proteins, nucleic acids, and other com-
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pounds to proteins immobilized on slides or membranes. Possible probes are
short peptide motifs that serve as recognition modules for the assembly of
multiprotein complexes. Examples are SH3 and SH2 (Src homolgy 2 and 3),
PDZ (a protein domain originally identified in proteins PSD-95, DLG, and
ZO-1), pleckstrin homology (PH), and forkhead-associated (FHA). The pep-
tides were fused to glutathione-S-transferase for preparation of the protein-
domain microarray [44]. A global protein interaction study was performed
with a yeast proteome chip containing 5800 open reading frame polypep-
tides, which were probed with biotinylated calmodulin. In addition to known
calmodulin kinases and caclineurins, 33 new potential binding partners of
calmodulin were identified. Arrays of this kind also can be used to study
protein–small molecule or protein–lipid interactions [13, 45]. To gain insights
into transcription and DNA replication, the analysis of protein–DNA inter-
actions and the determination of their sequence requirements are of central
importance. To follow this issue, different domains of bacterial replication ini-
tiator DnaA, spotted on FAST slides (glass slides covered with a nitrocellulose
membrane, Whatman Schleicher and Schuell), were probed with Cy5-labeled,
double-stranded, 21-mer oligonucleotides [46]. Protein–carbohydrate inter-
actions are essential for many biological processes including normal tissue
growth and repair, cell–cell adhesion, inflammation, cell growth, fertilization,
viral replications, parasitic infection, as well as tumor–cell motility and pro-
gression. Alterations of gycosylation events are also involved in a number of
diseases.

An important step in functional proteome analysis is the identification of
binding partners of individual polypeptides. To approach this problem, it is
possible to overlay an array with the protein of interest. The protein will bind
to any binding partner on the array, and the resulting protein–protein in-
teraction can be detected by a sandwich of a first antibody recognizing the
binding partner and a labeled secondary antibody (Fig. 5c). It is also pos-
sible to label the potential binding partner directly before incubation with
a peptide or protein array and scanning [47]. The more sophisticated im-
mobilization of proteins on beads in a density of more than 100 microbeads
per µm2 in combination with total internal reflection fluorescent microscopy
(TIRFM) permits monitoring of protein–protein interactions, for example,
between antigen and antibody (compare Sects. 3.1 and 3.2). DNA–protein
interactions and interactions with other compounds in extremely small vol-
umes of target solutions, such as extracts from single cells, can be measured
in a very high throughput [48].

3.4
Protein Expression Analysis

The most common way to detect gene expression is to label mRNA or its DNA
copy (cDNA) and to hybridize DNA microarrays containing probes repre-
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senting all genes of an organism. This high-throughput approach is easy and
efficient, however has some disadvantages: The expression rate of RNA, the
turnover rate, and the timepoint of expression are not necessarily sufficient
to give information about localization, abundance, half-life of the proteins,
or post-translational modifications. These disadvantages can be compensated
by performing expression analyses on the protein level. Combining both ap-
proaches enables us to correlate the mRNA information with the protein
information. Antibodies on the array are directed against the proteins to be
analyzed. Proteins from cells or tissues are either directly labeled with a fluor-
escent dye (e.g., Cy3, Cy5) or after prefractionation steps. Labeling by NHS–
ester linkage is normally used to be able to detect the proteins proportional to
protein abundance in a tissue or a certain cell type, respectively (Fig. 5d) [49].
Applying this method, regulation of certain transcription factors was found
to be potentially involved in spinal muscular atrophy [50]. Antibodies or
single-chain Fv antibodies generated via phage display libraries [51] can also
be used for protein binding studies (see Sect. 3.3).

Compared to Western blot analysis, these assays not only possess a higher
degree of sensitivity, but they also can be scaled up for throughput screen-
ing of hundreds of proteins in complex biofluids, such as blood [52, 53].
Other diagnostical applications are quantitative immunoassays for plant and
bacterial toxins [54, 55] or biomarkers in complex diseases, like cancer and
rheumatoid arthritis [56–58].

3.5
Analysis of Protein Modification

Specific phosphorylation of single amino acids within a protein is a very
important posttranslational modification, which is relevant for many signal-
ing processes in the cell. Detection of tyrosine phosphorylation is possible
on antibody arrays by utilizing antibodies specifically directed against this
modified amino acid (see also Sect. 3.6). Again, antibody arrays are overlayed
with protein lysates. The antiphosphotyrosine antibody recognizes all tyro-
sine phosphorylated proteins attached to the specific antibodies on the array.
A secondary antibody, linked to a fluorescent dye (e.g., Cy3), leads to de-
tection of signals with intensities proportional to protein concentration and
phosphorylation grade (Fig. 5e) [59, 60]. Today, even serine phosphorylations
can be detected by the same method. The more specific approach is the use
of different antibodies specific for nonphosphorylated and phosphorylated
conformation of each individual protein. An example is the analysis of signal
transduction pathways in stimulated T lymphocytes on reverse-phase mi-
croarrays [61]. However, due to complexity and costs of biological material,
this method is not frequently applied in array format. The same is true for
other protein modifications, such as sumoylation, ubiquitination, and acety-
lation, which are also detectable by antibodies.
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3.6
Measurement of Enzymatic Activity

The detection of enzymatic activities with immobilized proteins is still
limited. Only a very small number of studies describing this approach have
been published so far. Major challenges are to keep the proteins on the array
in the native state and also to bind cleavage products to the respective spots,
for instance. One reason for this is the unavailability of appropriate substrates
and products for the biochemical reactions of interest. Typically, reactions are
performed in solution. Therefore, many array-based approaches work with
microwells or nanowells containing the reaction partners.

On solid protein microarrays, it is possible, for example, to perform ki-
nase assays. Proteins which are spotted on chemically derivatized glass slides
can be phosphorylated by enzymes to identify substrates of protein kinases
(Fig. 5f) [62]. A peptide chip was used successfully in an activity assay of
the nonreceptor tyrosine kinase c-Src [63]. Arrays spotted by the SPOT tech-
nique permitted to determine the substrate specificity of the NIMA (never in
mitosis, gene A)-related kinase-6 (NEK6) [64].

A label-free method has been proven to be applicable for the verification
of protease activity. Caspase-3, a key player in apoptosis, was incubated with
a glass array together with fluorphore and quencher. The probe was nonfluo-
rescent in the absence of caspase-3 and the fluorescence intensity increased
depending on the caspase-3 activity due to the cleavage of the quencher-
containing moiety on the glass slide [28].

The development of enzymatic assays in array format stands at its begin-
ning. However, highly parallelized whole-genome assays are a must for the
progress in functional genomics research, and in pharmaceutical develop-
ment. Therefore, there will be many new assays available in the near future
which will fulfill high demands regarding robustness, velocity, and compat-
ibility with recognized detection systems.

4
Quality Assurance of Array Data

Absolute quantification of proteins with spotted arrays is difficult. Normally,
both samples (e.g., control and disease) are compared for relative quantifi-
cation of protein abundance. Concerning the biological material to be inves-
tigated, high linearity and excellent sensitivity without the need for labeling
of sample proteins are possible with reverse-phase protein microarrays (see
also Sects. 2.3 and 3.5). For instance, lysates are prepared from cultured cells
of microdissected tissues by laser capture microdissection and assembled in
a microarray format. The whole repertoire of sample proteins that represent
the state of individual tissue cell populations undergoing disease transitions
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are immobilized on the array. To monitor cancer progression, for example,
the microarrays are screened with specific antibodies for the presence of de-
fined target proteins [65].

The quality of assays on protein arrays also very much depends on the
surface of the array and the specific signal intensity. Sputtering multilayers
of thin metal films, metal oxides, and metal nitrides onto glass wafers are
possibilities to improve the signal-to-background ratio [66]. If gold surfaces
or aminated glass slides are coated with calixcrown derivatives with a bi-
functional coupling property, direct or sandwich fluorescence immunoassays
have a sensitivity of as low as 1–10×10–18 g/l analyte protein. For example,
protein–protein interactions (e.g., between integrin and extracelular matrix
proteins) can be measured with these kinds of chips [67].

At present, only very few standards are available to improve the reliability
of microarray experiments from the detection side. These are intensity stan-
dards designed, for example, for control of the performance of array scanners,
channel crosstalk, and effect of PMT voltage, as well as for comparison of per-
formance of different instruments (e.g., Clondiag Chip Technologies GmbH;
Full Moon Biosystems Inc.). One of them offers some means for control of
the spatial resolution [68]. Some microarray reader manufacturers have in-
tegrated a self-test using an internal light source, which runs at the start of
the instruments and before every scan (e.g., Fuji Photo Film Co.) to check
PMT settings, whereas others (e.g., Axon Instruments Inc.) provide specific
calibration slides for an evaluation of the instrument performance.

Better suited calibration slides or calibration spots on every microarray are
desired to help adjust the scanner settings and to determine the instrument’s
image/spatial resolution and its day-to-day performance and long-term sta-
bility – ideally, in combination with guidelines for their use. Furthermore,
tested procedures in combination with recommended materials/systems are
needed for the determination of the range of linearity of the array scanners,
their dynamic range, and sensitivity. The final goal is to improve the com-
parability of data generated by different instruments/laboratories and with
different labels. Easy-to-use fluorescence standards that meet these require-
ments should, for instance, either provide a stable output at application-
relevant wavelengths and photon fluxes or need to be easily reproduced,
should have minimum local and global nonuniformities in emission and
should generate signals comparable to those observed for typical samples.
In this respect, also the influence of spectral deviations between the fluores-
cence spectra of the standard and common labels needs to be examined. This
renders the important availability of absorption and corrected emission spec-
tra of both the standard and the labels for application-relevant conditions
important, i.e., microenvironment(s). For testing of the instrument’s spatial
resolution, which should be at least in the 5 µm-range, uniformly patterned
standards are desired. Such standards must be applicable for the majority of
typically used microarray readers and labels, for example, suited for typical
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excitation wavelengths and emission wavelength intervals as well as scanner
formats. Moreover, they should have been tested with a broad variety of in-
struments in a Round Robin test. For the development of such purpose-fit
fluorescence standards, input not only from instrument manufacturers, but
also from the community of users of the microarray technology is required.
Additionally, future technological advances of microarray readers which will
most likely provide an enhanced spatial resolution, precision, sensitivity, and
a higher dynamic range should be considered. Furthermore, it needs to be
decided on within the community of users of the microarray technology and
instrument manufacturers, whether standalone fluorescence standards, like
calibration slides, or the integration of fluorescence standards into slides used
for the performance of microarray experiments are to be favored. The former
is, for instance, sufficient to characterize the day-to-day and long-term instru-
ment performance, whereas the latter approach – though more costly – may
be tempting for an improved and more feasible comparability of the recorded
fluorescence signals.

To make protein microarray data comparable worldwide, there is a strong
need for instrument standards, application of biological reference materials,
and standardized procedures/protocols for the performance and evaluation of
such experiments. For the reduction of biology- and data evaluation-related
uncertainties, the microarray research community has been discussing the in-
troduction of quality controls (QCs) and SOPs as well as biological reference
materials for a long time. Standards are based on genomic DNA, a refer-
ence RNA pool, or a reference oligonucleotide for measuring more precisely
absolute or indirect gene expression values [69, 70] (see Chapter 26 by W. Ni-
etfeld). The introduction of similar standards for protein microarrays would
be very desirable.

In conclusion, protein arrays are a versatile tool for various applications.
Despite the need for much more research and development, much progress
has been made in publicly and privately funded initiatives during the last
years. Due to the great impact of protein microarrays on any aspect of
functional genomics, they will find their way into more and more labora-
tories involved in high-throughput screenings and diagnostics in the near
future.
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Abstract Flow cytometry is the measurement of cells or other particles flowing past one
or more sensing zones. Most commonly the sensing zone is a focused beam of light,
and particles are characterized by the scattered and fluorescent light pulses that are cre-
ated as the particle passes through the light beam. Unlike microscopic image analysis,
flow cytometry generally measures the total signal from a particle and does not provide
morphological detail on the shape or size of the sources of signal within the particle.
The strength of flow cytometry is rapidly providing measurements from multiple fluo-
rochrome stains along with several intrinsic measures of particle characteristics. In some
flow cytometers particles with selected measurement properties can be physically sorted
and collected. This chapter provides an overview of the technology and application of
flow cytometry. All major aspects of the technology are introduced, and references to ori-
ginal literature are provided for readers interested in additional details. Special attention
is given the use of fluorescence measurements.

Keywords Cell sorter · Flow cytometry · Fluorescence · Immunofluorescence · Laser ·
Light scatter

Abbreviations
NA Numerical aperture
ECV Electronic cell volume
ADC Analog to digital converter
Log Logarithmic
Log amp Logarithmic amplifier
RF Radio frequency
DC Direct current
LED Light emitting diode
CW Continuous power
APD Avalanche photodiode
PMT Photomultiplier
CCD Charge coupled device
CV Coefficient of variation
FSC Forward light scatter
SSC Side light scatter
FITC Fluorescein isothiocyanate
PE Phycoerythrin
APC Allophycocyanin
Re Reynolds number
MESF Molecules of equivalent soluble fluorophore

1
Introduction

This chapter provides an overview of the technology and application of flow
cytometry. All major aspects of the technology are introduced, and refer-
ences to original literature are provided for readers interested in additional
details. Special attention is given the use of fluorescence measurements. For
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more information, recent books by Givan [1], Ormerod [2], and Diamond
and DiMaggio [3] give a good overview of flow cytometry from a user per-
spective with a focus on applications. Watson’s introductory book gives more
emphasis to instrumentation [4]. Practical Flow Cytometry by Shapiro is
a comprehensive book on flow cytometry covering in detail both instrumen-
tation and applications [5].

2
General Concept of Flow Cytometry with Brief History

2.1
Brief History

Flow cytometry is the measurement of cells or other particles flowing past
one or more sensing zones. Most commonly the sensing zone is a focused
beam of light, and particles are characterized by the scattered and fluorescent
light pulses that are created as the particle passes through the light beam. Un-
like microscopic image analysis, flow cytometry generally measures the total
signal from a particle and does not provide morphological detail on the shape
or size of the sources of signal within the particle. The strength of flow cytom-
etry is rapidly providing measurements from multiple fluorochrome stains
along with several intrinsic measures of particle characteristics. In some flow
cytometers particles with selected measurement properties can be physically
sorted and collected.

A second type of sensing zone passes electrical current through a small
orifice or channel to measure the resistance or electrical impedance of par-
ticles. In this case the passage of a particle causes a momentary change in
the electrical current, which is detected as a voltage pulse by the data acquisi-
tion electronics. When live cells and other non-conductive particles interrupt
a constant or low frequency current, the resulting voltage pulse is propor-
tional to the volume of the particle and also proportional to a shape factor [6].
This measurement is often called the electronic cell volume (ECV).

In broad scope, the technology of flow cytometry began in the 1940s, was
first commercialized in the 1950s, widened its technology base in the 1960s,
grew rapidly in the 1970s and has been steadily maturing for the last 25 years.
Although concepts of optical flow cytometers were known and had limited
use prior to the 1950s, the first flow cytometer that had wide use was an elec-
trical impedance sensing instrument invented by Wallace Coulter. Based on
the principal that cells behave as electrical insulators and displace conduc-
tive saline, an electrical signal is generated due to the increased electrical
impedance (resistance) in a small fluid-filled channel (orifice) when there is
an electrical current in the orifice and a cell is present. By flowing cells sus-
pended in saline through a small orifice between two saline-filled chambers,
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it was possible to count the number of cells, determine their concentration
and measure the relative volume or size of the cells. The impedance sens-
ing method was soon adapted to routine measurements of red blood cells in
clinical hematology and then more widely for other blood cells and general
particle counting and sizing.

Injection of a particle suspension into a secondary sheath flow provides
control over the location and cross-section size of the particle stream within
the sheath flow This concept of hydrodynamic focusing of particle suspen-
sions was developed for blood cell counting by Crosland–Taylor in 1953 and
has been used in nearly all optical flow cytometers since that time [7, 8].

The fundamental technologies for fluorescence flow cytometry, cell sort-
ing and multiparameter analysis were demonstrated in the 1960s and refined
and applied to a wide variety of applications in the 1970s. Flow cytometers
with optical sensing were developed in the 1960s independently by Dittrich
and Göhde in Germany and Kamentsky in the US. Göhde’s instrument was
based on an epi-fluorescence microscope design optimized for high precision
measurements of DNA content [9]. Kamentsky’s first instrument used UV ab-
sorption to measure DNA content of cells [10]. An early Kamentsky design
also included a fluidic switch to sort selected cells [11]. The first cell sorter
using the now standard technique of charging selected particle-containing
droplets was developed by Fulwyler at Los Alamos National Laboratory in
1965 [12]. Fulwyler combined a method for ink jet printing developed by
Richard Sweet at Stanford [13] with electronic impedance sensing. This early
instrument was followed by sorters using fluorescence to identify cells to be
selected. In the early 1970s the first laser-based sorter was developed at Stan-
ford by Herzenberg’s group [14].

Computers for data acquisition and analysis became common in the 1980s
and greatly simplified the use of multiparameter analysis and sorting. Flow
cytometry became widely used in both research and clinical applications in
the 1980s, with several companies offering analysis-only instruments that
could be easily used by most laboratory personnel. Flow sorting, which was
also available from several companies by the 1980s, became an essential tool
for studying cells in complex mixtures and biological systems. The inven-
tion of monoclonal antibodies targeting specific subsets of immune system
cells in blood, bone marrow and other tissues combined with the analytical
and sorting capability of flow cytometry was a powerful tool in the fields of
immunology, hematology, cancer research and developmental biology.

2.2
Analysis only Instruments

A block diagram of a typical flow cytometer is shown in Fig. 1.
Sensing zones with their associated excitation sources are at distinct loca-

tions along the sample stream. Multiple optical measurements can be made in
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Fig. 1 Schematic block diagram of a typical flow cytometer. The flow cell shows sheath
flow surrounding the sample injected from the tube in the center, which provides hy-
drodynamic focusing to position and control the size of the sample stream. A focused
excitation light beam, typically from a laser, intercepts the sample stream and produces
scattered and fluorescent light from particles as they flow past the focused excitation
light. Forward scattered light (FSC) is detected at low angles. Sideward scattered light
(SSC) and fluorescence are typically detected in a range centered around 90◦ relative to
both the direction of flow and direction of excitation light. For each particle detected,
output pulses from the scatter and fluorescence detectors are amplified and processed to
determine parameters such as pulse peak or integrated signal per pulse. Digital values for
the set of parameters acquired for each particle is sent to a computer. Data may be ana-
lyzed in real time as it is accumulated or off line using the data saved as list of parameter
measurements for each particle

a sensing zone. For example, several fluorescence detectors and two or more
light scatter detectors could make measurements from one laser beam fo-
cused on the sample stream. In some instruments multiple excitation sources
are applied at a single sensing zone location. Two or more laser beams could
be focused at the same point on the sample stream, or ECV and optical meas-
urements could be made simultaneously in one sensing zone.

Each optical or electrical impedance detector is processed through a data
acquisition channel consisting of an amplifier, a pulse processing section, and
a digitizing section. In the last stage of data acquisition, digitized data from
all the channels is combined into a single, multiparameter “event” that de-
scribes the particle. Digitization of the data causes a range of data values to
be assigned to a single “bin” of data. If data are binned on a linear scale, each
bin has an equal range of values. If data are binned on a logarithmic scale,
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successively higher bins include an increasingly wide range of values. An ar-
tifact in the display of logarithmically binned data at the low end of the scale
is discussed in later sections.

An additional very useful parameter is the relative time at which an event
occurred. A comparison of a measured parameter vs. time shows any varia-
tion in the parameter during the data acquisition. This may be used to monitor
a specific time varying particle characteristic. If the particle measurement is
not expected to vary with time, then monitoring the measured parameter vs.
time indicates the stability of the instrument during the data acquisition.

Fig. 2 Examples of correlated 2-parameter plots (or dot plots) and histogram data displays.
Data are for a human blood sample stained with CD4 antibody conjugated to PE followed
by lysis of red blood cells and a buffer wash. Panel A is a typical light scatter plot which
distinguishes the major classes of white blood cells – lymphocytes, monocytes, and gran-
ulocytes. Events due to unidentified particles with low scatter signals are labeled “debris”.
The events corresponding to lymphocytes are shown bounded by a region of interest that
can be used to gate additional analysis based on fluorescence. Panel B is a plot of SSC vs.
PE fluorescence of all the events shown in panel A. CD4-lymphocytes stain brightly and are
designated “positive”. Monocytes have higher SSC than lymphocytes and stain less brightly
with CD4. Granulocytes and some lymphocytes do not stain with CD4, and the population
is designated “negative”. Panel C is a histogram of the number of events vs. PE fluorescence
for all cells (ungated). Panel D is a histogram of number of events vs. PE fluorescence for only
those cells falling within the lymphocyte region or gate in panel A
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If there are multiple sensing zones, the known time for particle travel be-
tween sensing zones is used to correctly correlate data from each sensing zone
to a particle. The data from multiple events are structured in a list format,
which conceptually can be described as a spreadsheet, where each column
represents a measured parameter and each row contains data from a single
particle.

The data are analyzed most simply as single parameter histograms as in
Fig. 2c and d or as correlated plots of two parameters (usually referred to
as dot plots) as in Fig. 2a and b. Analysis of multiparameter data typically
consists of setting regions of interest in histograms or dot plots. The process
of analyzing only events that are within selected regions of interest is called
“gating”, and the regions of interest are referred to as “gates”. Events within
the gate can be selectively displayed in other histograms or dot plots as illus-
trated in Fig. 2a and d. Data analysis is usually much more complex than these
simple illustrations. Logical combinations of gates are routinely used to de-
fine and count subpopulations of events. Multidimensional gates of three or
more parameters are also possible with some software, which use automated
clustering algorithms to define regions in the multidimensional data space.

2.3
Measuring Particle Concentrations

The concentration of particles in a sample is determined in two different
ways. The most straightforward approach is to measure the volume of sample
that was used to produce the particle events that were detected. Various types
of positive displacement pumps (commonly syringe pumps) can be used to
deliver known volumes or known sample flow rates. Some instruments use
sensors to detect displacement of a fixed amount of fluid from the sample
container.

A second approach common in flow cytometry is the addition of a known
number of reference particles to the sample. During sample acquisition
events from both reference and sample particles are measured and can be
counted separately. The ratio of sample particle count to reference particle
count is used to calculate the concentration of the sample particle [15].

2.4
Cell Sorting

In addition to measuring characteristics of particles, selected particles can be
physically separated from a mixture of different types of particles. The gate or
gate combination that defines the subset of particles can initiate a process that
moves the selected particle to a separate path and allows them to be collected
either as isolated single particles or collected in bulk as a purified popu-
lation. The two fundamentally different ways used to separate the particles
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are droplet sorting and enclosed fluidic sorting. Droplet sorting can select
particles at rates up to 25 000/s. Enclosed fluidic sorters are much slower-
selecting cells at rates in the range of 300/s to 1000/s.

The rate at which particles can be sorted is determined by coincidence
statistics in a sorted drop [16, 17]. The particle arrival rate should be much
less than the number of drops generated per second. Various modes of sorting
can optimize maximum sort throughput (enrichment of selected cells with
lower purity), high purity (with fewer sorted particles/s), sorting of one or
a predetermined number of particles in a container, and many additional
modes with intermediate characteristics of the purity of the sorted popula-
tion. Drop generation rates of 100 000/s allow good sort purity and yield at
particle rates up to 25 000/s.

Droplet sorting is based on an early method of ink-jet printing developed
by Richard Sweet in which a fluid jet from a nozzle is vibrated under condi-
tions that cause the stream to break up into uniform droplets [13]. Measure-
ments made on particles in a region of fluid flow that is smooth and laminar
establishes criteria for deciding whether to sort a particle. As a drop is break-
ing off from the fluid jet, an electrical charge can be momentarily applied to
the stream, and drops breaking off while charge is applied will carry a por-
tion of the charge. The drops pass through a strong electric field, and charged
drops containing selected particles are deflected into a collection container.
For droplet sorting, the time that it takes for a particle to travel from the sens-
ing zone to a drop breaking off is accurately and precisely known. Only the
drop (or drops immediately preceding and following) most likely to contain
the selected particle is charged. For some applications, it is advantageous to
charge all drops except those likely to contain a particle of interest and col-
lect the uncharged, undeflected drops. Figure 3, a composite of stroboscopic
photographs of the sorting process, shows the concept.

The first droplet sorter was developed by Fulwyler in 1965 using ECV
as the particle measurement parameter. Droplet sorting using optical meas-
urements was demonstrated by Herzenberg’s group in 1969 and is the
approach that has been widely used and developed for commercial cell
sorters [12, 18, 19]. A laser (or lasers) focused on the fluid stream is used for
fluorescence and light scattering measurements. In many droplet sorters the
laser is focused on the fluid jet. This approach, commonly called the “stream
in air” method, has the advantage of simplicity, a short time between analy-
sis and drop break-off, and a constant particle velocity across the jet. Particles
at the center and near the edge of the jet travel at the same velocity. Thus the
time from when a particle is measured to when it is in a droplet breaking off
is not critically dependent on the location of the particle within the jet. There
are optical disadvantages using the stream in air approach, however. The jet
acts as a cylindrical lens, and any oscillations in the jet at the point of laser in-
tercept cause variation in the fluorescence or light scatter signals. The jet also
strongly reflects and refracts the laser light- creating significant background
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Fig. 3 Stroboscopic photos of drop generation and deflection illustrate the droplet sort-
ing process. Acoustic energy applied to a fluid stream emerging from a small orifice can
cause the stream to break into droplets at a well defined distance from the orifice. Stable,
periodic drop formation occurs over a limited range of frequency, fluid velocity and other
physical parameters. Since the time at which a drop is about to break off the jet is well de-
fined, a pulse of electrical charge can be applied to the stream just as the drop is breaking
off. Charged drops are deflected by an intense electric field and take a sideward trajectory.
Four successive drops were charged in this illustration. For particle sorting, only drops
expected to have wanted particles can be charged. Separate stroboscopic photos of the
drop generation and deflection regions were combined in this composite figure

that must be blocked out from fluorescence and light scatter detectors. Block-
ing the laser beam usually requires also blocking a portion of the fluorescent
or scattered light signal.

An alternative approach to droplet sorter design is to make the op-
tical measurements in a cuvette (typically with internal dimensions of
100–500 µm) with optically flat walls and to create the sort jet with an orifice
at the output of the cuvette. This design has several optical advantages. Op-
tical background from the laser intercepting the cuvette walls can be mostly
eliminated by using imaging optical designs and appropriately placed aper-
tures. High numerical aperture (NA) light collecting lenses can be used to
gather more fluorescent light – e.g., coupled designs with NA of 1.2 or greater
can be used. Also, the particle velocity is usually lower in the cuvette than in
the droplet forming jet. So the particles are illuminated for a longer time by
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the laser and generate a larger fluorescence signal. The disadvantage of using
a cuvette with a separate jet forming orifice is that particle velocity is less well
defined inside the cuvette. A parabolic flow profile develops inside the cuvette
and only particles near the center of the cuvette travel at the same velocity.
In practice this is not a significant limitation since the particles must be well
centered in the cuvette for precise optical measurements.

Enclosed fluidic sorting was first described by Kamentsky [11], who used
a stepper motor driven syringe to move selected cells to an alternate flow path
in an optical flow chamber. Other versions of fluidic sorting use the same
general principle. After the cells pass through the sensing zone, there is a de-
lay before they reach a point where alternative fluid paths (waste and sorted)
are possible. In most implementations of fluidic sorting, the waste and sorted
fluid paths are fixed, and a fluidic disturbance causes selected particles to
move from the waste path to the sorted path. This approach is being used in
microfluidic flow cytometers [20].

A different approach is used in the BD Biosciences “catcher tube” flu-
idic sorter design. In this design the sort channel is a movable tube whose
entrance is normally positioned in sheath flow but outside the sample core
stream. When a selected particle is to be sorted, the “catcher tube” momen-
tarily moves into the sample core stream, capturing the selected particle and
allowing it to flow to a collection container.

3
Instrumentation Details

Most flow cytometers have been designed to make both light scatter and flu-
orescence measurements. Some instruments also incorporate an orifice for
impedance sensing. The great variety of biological applications that flow cy-
tometry can address is due to availability of fluorescence probes for specific
cellular targets. This section will focus on design and performance details that
affect fluorescence measurements and give brief overviews of other instru-
mentation features.

3.1
Fluidics

The critical fluid path in a flow cytometer always is a small channel. For
impedance sensing and droplet sorting the channel is a short orifice. For most
other flow cytometers that have optical sensing, the channel is a glass cap-
illary. When fluid initially enters a closed channel, all elements of the fluid
move at the same velocity, but viscous drag at the walls of the channel slow
fluid at or near the wall. Fluid at the center of the channel moves faster than
near the walls. At sufficient distance into the channel, the velocity distribution
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across the channel is parabolic. Flow from this point on down the channel
remains parabolic with no flow at the channel walls and the velocity at the
center of the channel is twice the average velocity. Flow of particles in a closed
channel or flow cell closely follows the laminar flow lines of the fluid. But par-
ticles near the wall tend to be pushed toward the center of the channel. Shear
forces on the particles tend to orient asymmetric particles with their long
axis in the direction of flow. Specially designed flow cells have been used to
enhance and maintain particle orientation in the direction of flow.

The simplest approach to fluidics is to simply push or pull the sample sus-
pension through the flow cell. This sheath-free approach is an advantage for
field use or where transportation of sheath fluid is expensive or inconvenient.
In most situations where this approach is used, the sample is introduced with
a volumetric pump such as a syringe. Data acquisition electronics must ac-
count for particles traveling at different velocities depending on how far they
are from the center of the channel. A disadvantage of this approach for opti-
cal sensing is that the flow cell walls become coated with material from the
sample, and frequent cleaning is necessary. Also, the channel must be rela-
tively small in cross-section in order to have the particles concentrated near
the center of the channel. For mammalian cell work, channel cross-sections
are in the range of 70–100 µm. The small cross-sections make the channels
more susceptible to clogging.

Most flow cytometers use sheath flow to constrain the sample core stream
to a well defined region in the centre of flow. This approach, called hydro-
dynamic focusing, provides flexibility in the volume rate of sample delivery
while maintaining essentially constant particle velocity. Typically less than
1% to no more than 5% of total fluid volume is from the sample. The most
common situation would have the ratio of sample to sheath flow no more than
0.02. With sample flow constrained to a very small region near the centre of
a channel, there is no significant difference in particle velocity at the cen-
tre or edge of the sample stream even when the total flow velocity profile is
parabolic. Furthermore, changes in sample flow rate have little effect on par-
ticle velocity. Since the particle velocity is constant, the cross-sectional area of
the sample core stream is proportional to the volume rate of sample flow.

By varying the sample core stream cross-section the particle event rate can
be controlled. This allows a wide range of sample concentrations to be analyzed
without event rates becoming too high for the data acquisition electronics to
process. An additional advantage of hydrodynamic focusing is the ability to
control uniformity of illumination of the particles when the excitation beam
has a Gaussian distribution, as is standard with laser excitation. Figure 4 shows
a Gaussian distribution with an indication of a typical sample stream width
used for a high sample flow rate (e.g., 1 µl/s). A high sample flow rate can
be used for applications such as immunofluorescence, for which the biolog-
ical variation contributes CV’s of 20% or greater and uniform illumination
is less important. At a low sample flow rate (e.g., 0.1 µl/s), the small sam-
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Fig. 4 Illustration of the Gaussian intensity profile typical of laser illumination of a sam-
ple stream. The dotted region at the top of the profile defines the position within a sample
stream for which the excitation intensity on a particle would vary by 5% or less. Most
of the excitation energy is not applied to the sample stream – only the brightest and
most uniform region of the focused beam. The relative position is in units of the 1/e2

dimension of the distribution, which is typically in the range of 20–60 µm

ple core stream diameter allows more uniform illumination of particles and
lower variance of fluorescence measurements for applications such as DNA
content of cells. Intermediate sample flow rate and core stream diameter may
also be used. In any case the sample core can be adjusted so that illumination
non-uniformity does not add significantly to the total measured variance.

It is important to keep the flow cell clean and free of bubbles which could
disturb the position of the sample stream. In typical systems the sample
stream position must be maintained within 5 µm or less in order to have good
alignment with the optical system.

Many different approaches to delivering sheath and sample flows are used.
The simplest approach is to apply vacuum to the exit side of the flow cell
and pull both sheath and sample into the sensing area. The ratio of sample
to sheath flow is determined by the relative fluidic resistance in each path.
A majority of flow cytometers use a pressurized container to deliver sheath
flow. Depending on the flow cell dimensions and application, the sheath pres-
sure varies from about 20 kPa to over 400 kPa. Other approaches to delivering
sheath fluid that have been used in commercial instruments include syringe
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pumps, gear pumps, and peristaltic pumps. For slow flow instruments, grav-
ity feed can be used by placing the sheath container a meter or more above
the flow cell [21, 22].

Sample flow is commonly produced by pressurizing the sample container
at a slightly higher pressure than the sheath. For delivering sample at known
rates or delivering known volumes, syringe pumps or peristaltic pumps have
been used. Very rapid sampling from microwell trays has been accomplished
by running a peristaltic pump continuously, briefly aspirating a slug of sam-
ple with a probe attached to the pump, and moving the probe to the next well
while aspirating an air bubble, which separates the sample slugs [23].

3.2
Electronics

The signal pulse or pulses from the sensing zones are first amplified to raise
the signals to appropriate levels for pulse analysis and digitizing with analog
to digital converters (ADCs). In most systems, the amplifiers also remove any
constant background signal so that only the transient pulse due to particle
passing through the sensing zone is measured. This is called baseline restora-
tion. Only pulses whose amplitude on a selected measurement channel (or
channels) is greater than a preset threshold (or trigger level) are analyzed fur-
ther by the electronics. The amplified, baseline restored pulses are processed
in one of two ways, referred to as analog or digital.

For analog signal processing, an analog circuit, such as a peak detector or
integrator, measures a characteristic of the pulse that corresponds to the total
light emitted from the particle. Other circuits could measure additional pulse
features such as the pulse width. The pulses may be amplified by a logarith-
mic amplifier (log amp) prior to peak detection. Or the pulse peak or pulse
integral signals could be log amplified. Log amps are used because for many
applications, e.g., analysis of immune function cells, the signal range is three
or more decades. Typically wide dynamic range data are displayed on a four-
decade logarithmic scale. This wide dynamic range is difficult to achieve with
high accuracy using log amps, and accuracy of the log response is usually
compromised at the very low and very high parts of the scale.

Two approaches to dealing with the imperfect logarithmic response of log
amps are used. One is to measure an individual log amp’s response to in-
put voltage over the entire four-decade range, and use the known response
to calculate a corrected result. A lookup table of true response can be used
to convert the measured response to true logarithmic results. The second ap-
proach is to not use log amps, but instead use ADCs with at least four decades
of dynamic range. Depending on the resolution desired in the lowest decade,
an ADC with 16 or more bit resolution must be used, and 18 or more bits
of resolution are needed to avoid coarse resolution in the lowest decade. An
alternative to such a high resolution ADC is to use automatic range switch-
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Fig. 5 Digital pulse processing using continuous digitization. A continuously sampling
ADC digitizes the pulses periodically as indicated by the vertical time slice lines. The
five curves represent five different measurements channels during the transit of a single
particle through two successive laser beams. The greatest digitized value represents the
pulse peak. The sum of all the values sampled during the duration of the pulse represents
the pulse integral or total emitted signal. Since the time between pulses excited by dif-
ferent lasers is constant, the digital electronic processor accounts for the time delay and
identifies pulses appropriately as belonging to the same particle

ing electronics in which the signal is amplified in separate high and low gain
paths, and the high or low gain path is selected for digitization depending on
the signal level [5].

The digital approach to signal processing uses continuous high speed
digitizing (also called sampling) of the detector output. The time between
samples of the detector output must be much less than the duration of a sig-
nal pulse. Sampling the pulse many times allows the pulse to be reconstructed
and measured using computation on the digital information. Pulse peak,
pulse area, pulse width or other pulse characteristics are computed from in-
dividual samples of the pulse. For example, pulse peak is the highest sampled
value, and pulse area is the sum of all the sampled values. Figure 5 illustrates
digital signal sampling.

3.3
Impedance Sensing

Impedance sensing or ECV was described in historical context above. The
ECV signal is proportional to 1/d4, where d is the cross-section diameter
of the orifice. Electronic noise limits the practical maximum diameter of
impedance orifices to about 100 µm for work with typical cells and particles
such as blood cells. Some commercial and lab-built flow cytometers have
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combined electrical impedance and optical measurements. With the assump-
tion that cells are spheres, ECV can be used to measure cell surface area and
fluorescence per unit area of cell surface [24–26].

Impedance sensing is not limited to using constant electrical currents
(DC). When a radio frequency (RF) current (typically a few MHz) is used,
a cell membrane no longer insulates the interior of the cell, and the elec-
tronic signal is affected by both the cell size and internal conductivity [27, 28].
The ratio of the RF/DC impedance signals, called opacity, is a measure of
the electrical property of the cell interior. Leif found the buoyant density of
erythrocytes correlated with opacity. Combined with ECV and light scatter
measurements, the RF measurement (termed conductance in the reference)
has been used in automated hematology analyzers to discriminate different
types of white blood cells [29].

3.4
Optics

The optical design of a flow cytometer is the most critical factor defining
performance. The excitation and emission designs must combine to give ade-
quate fluorescence sensitivity and alignment stability. Spatial resolution is not
very important, but performance is improved if the emission optics can reject
most light (such as scatter or reflection from the capillary) that does not come
from the sample stream. Most optical designs create an image of the sensing
zone and use an aperture in the image plane to pass light from the sample
stream and reject background light.

3.4.1
Excitation

Both lasers and incoherent sources are used for excitation. Lasers are by far
the most common and will be considered first. Arc lamps and light emitting
diodes (LEDs) are incoherent sources useful for fluorescence work.

3.4.1.1
Lasers

Nearly all lasers used for flow cytometry are single mode with a Gaussian
intensity distribution, which allows predictable beam shaping and focusing.
Multimode lasers are occasionally used, but produce less predictable focused
illumination on the sample stream. Beam shaping to produce a more flat top
intensity distribution is possible but not yet common. Laser wavelengths from
325 nm to 650 nm are in routine use. There are no particular restrictions on
laser wavelength, which is chosen to match appropriate fluorochromes in-
tended for use in an instrument.
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All types of lasers, including gas, ion, dye, diode pumped solid state, and
diode lasers, are used. The most common lasers used are 488 nm argon ion
or solid state lasers, 633 nm helium neon, violet and red diode lasers, 532 nm
solid state, and solid state or ion UV lasers. Most lasers used operate in a con-
tinuous power (CW) mode, but a mode-locked solid state UV (355 nm) laser
with a 100 MHz pulses repetition rate is used in flow cytometers from several
manufacturers. The high repetition rate of mode locked lasers is considered
quasi-cw for flow cytometers, where the particles are illuminated for at least
1 µs and are excited by 100 or more mode-locked excitation pulses. Pulsed
lasers are potentially useful if they can be triggered asynchronously to emit
only when a particle is in position to be illuminated. Q-switched lasers oper-
ating at a fixed, periodic repetition rate are not very useful since there is no
way to synchronize their emission when a particle is present.

Lasers are usually focused to an elliptical spot on the sample stream.
The focused spot size (measured at the 1/e2 or 13.5% intensity level) in the
direction perpendicular to flow is chosen to provide adequately uniform il-
lumination across the maximum sample stream core size and possibly some
tolerance for the sample stream to move. The depth of focus of the laser spot
must be large enough to encompass the largest sample core size and position
variation in the direction of laser propagation. Typical laser spot size dimen-
sions across the sample stream are 60–100 µm. The depth of focus (for 15%
increase in spot size) for a laser focused to a spot size of at least 60 µm is more
than 1 mm, which is larger than the internal dimension of most flow cells.
The spot size in the direction of flow is narrower to minimize the size of the
sensing zone and the possibility of particle coincidence. Typical dimensions
of the spot size in the flow direction are 5–30 µm, which give depths of focus
of 17–600 µm respectively for a worst case red laser beam.

3.4.1.2
Incoherent Sources (Lamps, LEDs)

Although less intense sources than lasers, arc lamps and LEDs provide use-
ful levels of excitation in both the UV and visible range. Arc lamps have
been used in several commercially available flow cytometers either as the only
light source or as an additional source in a laser-based instrument. Peters
has compared arc lamp and laser-based flow cytometers for DNA content an-
alysis [30]. The author has shown LEDs to be useful light sources for some
applications with relatively bright levels of fluorescence, but LEDs are not
used in any commercially available instruments at this time. The intensity of
LED excitation under optimal conditions is about 1% as great as with a laser
of the same total power. Arc lamps or LEDs are used in an epi-fluorescent con-
figuration as in standard fluorescence microscopes. The same lens is used to
illuminate the sample and collect the fluorescent light. In a typical arrange-
ment a dichroic mirror reflects light from the lamp into the lens and the same
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mirror passes the fluorescent light to the emission optics and detectors. Criti-
cal illumination can be used to image the arc or LED emitter onto the sample
stream for maximum intensity. Or Köhler illumination can be used to provide
more uniform illumination [30].

3.4.2
Efficiency of Fluorescence Collection

Most flow cytometers designed for high fluorescence sensitivity use immer-
sion lenses to collect fluorescence. Immersion lenses are much more efficient
than air spaced lenses. The highest possible NA, 0.9, for an air spaced lens gives
only 13% light collection efficiency compared to 28% for a 1.2 NA immersion
lens [31]. When laser excitation is used, the fluorescence collection lens also
collects side scatter light. Since the fluorescence collection lens is not used for
high resolution imaging, the effective depth of “focus” is much larger than if the
lens were used as in a microscope. A very blurred image is acceptable as long as
the emitted light passes through any limiting aperture in the optical path.

Stream-in-air droplet sorters cannot use immersion lenses, and working
distance limits the practical NA in this case to about 0.6 or 5% collection effi-
ciency. Stream-in-air sorters use higher power lasers to partially compensate
for the lower light collection efficiency.

The numerical aperture of the lens used for epi-illumination with an in-
coherent light source is a critical factor in producing the optical signal. For
example a 1.2 NA lens collects 28% of light emitted isotropically from water
and a 0.6 NA lens collects only 5.4% [31]. In an epi-illumination system the total
efficiency is the square of the collection efficiency, so a 1.2 NA lens is 28 times
more efficient and produces 28 times the signal compared to a 0.6 NA lens.

3.4.3
Filters and Dichroic Mirrors

Although some special purpose and lab-built flow cytometers use a grating or
prism to disperse collected light into selected wavelength bands, all commer-
cially available flow cytometers currently use arrays of dichroic mirrors and
color selection filters. To minimize the effect of the angle of light on the per-
formance of a mirror or filter, emission is either collimated or constrained to
a low angle (typically < 6◦) in any part of the emission optics that contains
mirrors or filters. Because fluorescence is much weaker than scattered light,
the combination of filters and mirrors should reject excitation light by a factor
of 106 or more at the fluorescence detectors.

Many different geometrical arrangements of the dichroic mirrors are used.
Since reflection from a dichroic mirror is generally more efficient that trans-
mission, designs that minimize the number of times light must pass through
a dichroic mirror are more efficient.
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3.4.4
Polarization Effects

Transmission and reflection characteristics of an interference filter or
dichroic mirror can depend on whether the incident light is polarized par-
allel or perpendicular to the plane of incidence. When the incident light is
perpendicular to the optical surface, the angle of incidence is zero and there
is generally no difference in transmission or reflection for the two polariza-
tion conditions. The greater the angle of incidence deviates from zero, the
greater is the difference in reflection and transmission for the two polar-
ization conditions. If fluorescence is excited by a polarized laser, which is
a typical situation, the fluorescence is likely to be partially polarized [32, 33].
Thus different configurations of dichroic mirrors or filters can produce dif-
ferent measured intensities from the same fluorescence signal. If fluorescence
is transmitted through depolarizing optical elements such as a multimode
optical fiber, the polarization dependence of dichroic mirrors and filters is
reduced or eliminated.

3.4.5
Detectors

The pulses from flow cytometers typically have durations of 1–20 µs de-
pending on the particle velocity and illumination spot size. Photodiodes,
avalanche photodiodes (APDs) and photomultiplier tubes (PMTs) are used as
detectors. Nearly all commercially available instruments use individual de-
tectors. But some specialized or lab-built instruments use detector arrays.
Beisker has demonstrated use of a charge coupled device (CCD) for non-
imaging flow cytometry measurements [34].

Photodiodes are limited by electronic noise since they have no internal
gain. Photodiodes are used to detect forward light scatter or extinction, typic-
ally the brightest optical signals. They are sometimes used for side scatter or
very bright fluorescence measurements.

APDs are used in linear gain mode in some commercial instruments. With
internal gain of 100 or more, APDs provide better sensitivity than photo-
diodes and can be used for all but the most sensitive fluorescence meas-
urements in the visible range (400–700 nm). For fluorescence above 700 nm,
APDs have much higher quantum efficiency than PMTs and can be compa-
rable to PMTs in resolving dimly fluorescent from unstained particles. The
Geiger, or avalanche, mode of APD operation is not generally useful for flow
cytometry since the maximum photon counting rate is about 100 MHz. In
a 10 µs pulse this allows a maximum count of only 1000 photons, which
limits detection to only very weak signals. For even the brightest signals in
a 10 µs pulse, Poisson statistics would cause the CV of the data to be more
than 3%.
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The signal/noise in an APD or PMT can be expressed in terms of the of
number of photoelectrons (for a PMT) or electron–hole pairs (for an APD)
and an excess noise factor as

S/N =
NS√

E(NS + NB)
, (1)

where E is an excess noise factor from the amplification process, and NS and
NB are the number of signal and background photoelectrons or electron–hole
pairs respectively.

APDs have high quantum efficiency, but signal to noise is limited by ex-
cess noise generated in the amplification process. Excess noise increases with
gain in an APD, so an optimal signal to noise condition is usually defined as
the gain at which APD noise is equal to the electronic noise of the pream-
plifier. A useful compromise in the author’s experience produced an excess
noise factor of 4. APD gain is temperature dependent, so for stable operation
the detector should either be cooled or include temperature compensation
circuitry.

PMTs are the most common detector for fluorescence measurements.
A PMT combines good quantum efficiency (up to 40% in the visible range
and 5–10% at 800 nm), high gain to greater than 107 and low excess noise
factor (usually less than 1.4). Unlike APDs the excess noise factor of a PMT
decreases with increasing gain, so it is best not to operate a PMT at too low
voltage. The excess noise factor of a PMT increases significantly if the photo-
electrons emitted by the photocathode are not collected efficiently at the first
dynode [35]. Poor photoelectron collection occurs if the voltage between the
photocathode and first dynode is too low, but above a certain voltage essen-
tially reaches an optimum. Photoelectron collection at the first dynode affects
both gain and excess noise factor. Excess noise factor is difficult to measure,
but it is easy to estimate the voltage where photoelectron collection is near
optimal by measuring signal as a function of PMT voltage. In most of the
range, there is a linear relationship between the log of the PMT output sig-
nal and the log voltage across the PMT. Below a certain voltage, the signal
is less than predicted by this relationship because photoelectron collection is
not optimal. For best signal to noise, the PMT should not be operated below
this voltage.

For accurate measurements it is also important that the anode current not
exceed a maximum peak or average value. If the current is too high, the sig-
nal response will deviate from linearity. Electrostatic forces in the PMT and
limitations in current from the high voltage supply will cause PMT output
pulses to drop below the expected value. Deviation from a linear response due
to limited PMT current can be caused by background light causing constant
current draw, high average pulse repetition rate and high average current per
pulse.
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4
Optical Measurements

4.1
Light Scatter – Total and Polarization Components

Light scatter measurements are common feature of most flow cytometers.
The typical configuration is shown schematically in Fig. 1. Scatter angles are
measured relative to the direction of the light beam. Scatter at small angles
is commonly called forward scatter (usually abbreviated to FSC), and scatter
at angles around 90◦ is commonly called side scatter (usually abbreviated to
SSC). Most commercial flow cytometers use laser excitation for light scatter,
but incoherent light sources are also used in some instruments. Light scatter-
ing from particles is a complex phenomenon. A complete theoretical analysis
is available for homogeneous spheres (Mie scatter) and some other simple
shapes [36, 37]. Figure 6 shows an example of forward scatter predicted by
Mie theory vs. particle diameter for polystyrene spheres, where scatter is col-
lected over an angular range of 0.4–3.75◦.

Forward scatter at angles near 1◦ can be used under some conditions to es-
timate the size of cells, but light scatter depends on factors other than size.
There is usually a range of particle size and refractive index over which for-
ward light scatter decreases or is constant as particle size increases [38].

Axial light loss (also called extinction), which measures the loss of light
from the illuminating beam, is an alternative to measuring the scattered light

Fig. 6 Theoretical forward light scatter signal for polystyrene spheres with 488 nm exci-
tation. For each particle diameter indicated by a black circle, the theoretical Mie theory
light scatter intensity was calculated for angles from 0.4 to 3.75◦ in 0.05◦ increments. Total
signal was defined as the sum of intensities over the range 0.4–3.75◦. Computations were
performed using the software program MiePlot available from www.philiplaven.com
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for estimating particle size [39–41]. For most particles larger than a few mi-
crons, the most intense scattering is near 0◦. If the axial light loss sensor is
set to measure only light lost from angles very near 0◦ (< 1◦), the signals are
nearly the same magnitude (but inverted) compared to light scatter. Under
this condition, axial light loss can be an effective way to measure light scatter
in an angular range that cannot be directly measured with the scattered light.

Like forward scatter, side scatter is a complex function of size, refractive
index and the angular range covered by the detector. Side scatter is also de-
pendent on the microstructure in a cell, commonly called granularity. Side
scatter is routinely used to help identify the three main classes of white blood
cells- lymphocytes, monocytes and granulocytes. A typical plots of SSC vs.
FSC for blood samples prepared by lysing red cells is shown in Fig. 2a. Since
side scatter is orthogonal to the direction of the excitation beam, it is effec-
tively a dark field measurement with little background light. In most flow
cytometers, side scatter is more sensitive than forward scatter for detection
of submicron cells and particles. The practical limitation for detecting submi-
cron particles by light scatter is the concentration of particles in sheath and
buffer liquids that scatter similarly to particles in the sample. Liquids can be
filtered to remove most particles above 0.1 µm, which is approximately the
practical minimum size particle that can be reliably detected. Steen has used
a special setup for recirculating sheath to continuously reduce the submicron
particle concentration in order to detect viruses by light scatter [22].

Polarized light scatter is most useful in the side direction. Depolarized
side scatter has been used to distinguish eosinophils from other granulocytes
in blood [42]. Using an automated hematology analyzer that incorporates
a measure of depolarized side scatter, Fawzi et al. found that red blood cells
infected with malaria parasites produced a distinctive and diagnostic depo-
larization pattern [43]. Olson found depolarized forward scatter useful in
discriminating certain marine phytoplankton [44].

4.2
Pulse Width Sizing

The duration of a light pulse (fluorescence or scatter) as a particle passes
through a light beam can be used to measure the diameter of the particle. The
duration of the light pulse is determined by both the size of the focused light
beam in the direction of particle flow and the size of the particle. To a good
approximation, if the component due to height of the light beam is sub-
tracted from the total pulse duration, the remaining time is proportional to
the particle diameter (or length if the particle is not spherical). Two methods
to measure pulse width have been used in commercial instruments. Both
methods are independent of the amplitude of the pulse. One method mea-
sures the time that a pulse is above a defined constant fraction of the pulse
peak [45]. The second method uses the ratio of pulse area divided by pulse
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peak as measure of pulse width [46]. Both methods give a linear relationship
between pulse width and particle diameter for particles whose diameter is at
least half as large as the 1/e2 height of the laser beam. Theoretical relation-
ships between focused laser beam height, particle diameter, and the different
measurements of pulse width were derived by Sharpless et al. [46]. A set of
bead size standards can be used to calibrate the pulse width measurement.
The particle diameters determined by pulse width can be used to estimate
particle volume and surface area, and these can be used to normalize particle
size dependence of fluorescence measurements.

4.3
Fluorescence

4.3.1
Accurate Measurement of Fluorescence

The primary measurement of fluorescence in flow cytometry is proportional
to the amount of fluorophore on the particle, and fluorescence is integrated
over the entire particle. The integrated fluorescence signal in some instru-
ments is estimated by using a focused excitation beam that is larger than the
particle. If all parts of the particle are uniformly illuminated, the peak ampli-
tude, called pulse height, of the fluorescence signal is proportional to the total
fluorescence emitted.

If the particles are not uniformly illuminated, e.g., if they are illuminated
by a narrowly focused laser beam, the peak of the fluorescence pulse is not an
accurate measure of the amount of fluorophore. Lasers, which are the most
common light source for flow cytometry, normally have a Gaussian inten-
sity distribution, shown in Fig. 4. The size of a laser beam is usually given in
terms of the point at which the beam intensity has decreased to 1/e2 (13.5%)
of maximum. Since a laser beam has a Gaussian distribution, only particles
much smaller than the 1/e2 width will be uniformly illuminated. Larger par-
ticles centered in a Gaussian laser beam are illuminated less intensely at the
edge than at the center. To a reasonable approximation (less than 15% error),
pulse height is proportional to amount of fluorophore and independent of par-
ticle size if the particle dimension is less than half of the 1/e2 size of the laser
beam. If pulse height accuracy of less than 2% is required, then the particle
should be less than one fifth the 1/e2 size of the laser beam. The laser beam
is often focused to an elliptical spot on the sample stream with the smaller
beam dimension in the direction of particle flow. If the focused laser beam
has an elliptical shape at the sample stream, then the beam size limitations on
measurement accuracy refer to the smaller dimension of the focused beam.

If the width of the laser beam across the sample stream is much larger than
the particle size and the integral (or pulse area) of the fluorescence pulse is
determined, the measurement is proportional to the amount of fluorophore
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on the particle and independent of the particle size. The integral collects and
sums the fluorescence as the particle moves through the excitation beam, so
it is proportional to the total fluorescence emitted by the particle.

In many applications that stain particles with multiple fluorophores, the
fluorescence emission from two or more fluorophores can overlap in the re-
gion where one has peak emission. A simple situation is shown in Fig. 7 for
fluorescein and phycoerythrin. To measure the amount of signal due to a sin-
gle fluorophore, e.g., the amount of PE fluorescence at 580 nm, the spectral
overlap of interfering fluorophores can be computed and removed. Figure 8
shows examples of FITC and PE data compensated for spectral overlap. The
data are corrected so the median value in the “color” where spectral over-
lap occurs is equal to the median for the stained population. For example the
median “PE” value for CD45-FITC stained lymphocytes is the same as the me-
dian value for unstained lymphocytes. The CD45-FITC stained cells in Fig. 8c
have the same median PE value as the unstained cells. The apparently higher
median is an artifact of displaying the data on a log scale. Most of the events
in the compensated CD45-FITC population are actually off scale in the low-
est displayed “PE” value bin, less than or equal to 10. This display artifact is
discussed in detail using the examples in Fig. 9.

Another effect demonstrated in Fig. 8 is the additional spread in data
values due to added optical background from spectral overlap. The PE stained
cells in Fig. 8d show a wider range of FITC values than unstained cells, And
the FITC stained cells in Fig. 8c show a much greater spread in PE values
than unstained cells. Optimizing the antibody-fluorochrome combinations to
minimize the impact of spectral overlap contributions to optical background
on the cells is important in multi-color experiments. Maecker et al. describe
the problem in detail and suggest approaches to select optimal fluorochrome-
antibody combinations [47].

Fig. 7 Fluorescence emission spectra of FITC and PE conjugated antibody solutions. Ex-
citation in the spectrofluorometer was at 488 nm
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Fig. 8 Illustration of spectral overlap and compensation. Panels A and C are overlays
of data from unstained lymphocytes and lymphocytes stained with CD45 antibody con-
jugated to FITC. Panel A is uncompensated data showing significant FITC signal the
detector channel intended to measure PE fluorescence. Panel C shows the same data com-
pensated for the spectral overlap of FITC into the PE detector, where a constant 22%
fraction of the FITC signal is subtracted from the PE signal for each event. Panels B and D
show uncompensated and compensated data for lymphocytes stained with antibody to
CD4 conjugated to PE. In this case the spectral overlap of PE into the FITC detector is
much smaller, and a constant 0.8% fraction of the PE signal is subtracted from the FITC
signal for each event

If a sample is stained with only two different fluorophores, the correc-
tion for spectral overlap is a simple solution of two linear equations, and
spectral overlap can be compensated using analog electronics. When at least
some pairs in a set of three or four fluorochromes have no significant spec-
tral overlap, analog electronic compensation is still possible. But for more
complex situations involving multiple fluorophores, a computer is used to
determine the corrections based on the measured amount each fluorophore
generates in each detector channel [48–50]. The underlying physics and
mathematics results in solving a set of linear equations, but matrix mathemat-
ics is used and the correction terms are not easily interpreted in an intuitive
way.
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Fig. 9 Illustration of a histogram binning artifact for logarithmic scales. Panel A is a his-
togram of unstained lymphocytes for which the median red fluorescence value is 35 and
the range of values is large. Naive interpretation of the histogram would suggest two pop-
ulations, one with median value near zero and a second population with a median near
350. This apparent second, higher population is an artifact of binning data on a log scale.
Panel C shows data on a logicle scale that is linear at lower values (approximately – 1000
to 1000) and transitions to logarithmic scaling at higher values. On a linear scale the data
are observed to be a nearly symmetric population with median value 35. Panels B and C
compare log and logicle scales to display histograms of lymphocytes stained with anti-
body to CD2 conjugated to APC. The log scale histogram in panel B seems to show three
populations with median values near zero, 600 and 40 000. Panel D shows the low value
samples displayed on an essentially linear scale to be a single asymmetric population.
Data were obtained with a digital acquisition system that measures variation both above
and below the nominal “zero” baseline

4.3.2
Fluorescence Lifetime

Fluorescence lifetimes of stained cells have been measured by some investi-
gators. To make these measurements an acousto-optic or electro-optic mod-
ulator is placed in the excitation laser beam, typically causing a sinusoidal
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modulation of laser power at a frequency of 10 to 100 MHz [51–56]. The flu-
orescence lifetime (or lifetimes) of the emitted fluorescence is determined
from the phase shift and/or change in depth of modulation of the fluorescence
compared to a reference signal. Steinkamp and colleagues at Los Alamos
National Laboratory have published a fairly extensive range of application ex-
amples [57]. But as of this writing there are no commercially available flow
cytometers that include the fluorescence lifetime measurement.

4.3.3
Fluorescence Polarization

Fluorescence polarization or anisotropy has been measured in flow cytome-
ters. Since an excited fluorescent molecule can move and rotate, the polar-
ization of emitted fluorescence tends to be random unless the environment
inhibits rotation of the molecule. A standard expression of the degree of fluo-
rescence polarization is P, defined as

P =
a – b
a + b

, (2)

where a is the fluorescence intensity with polarization in the direction of exci-
tation source and b is the fluorescence intensity with polarization orthogonal
to that of the excitation. P can vary from 0 (completely unpolarized emission)
to 0.5 (completely polarized).

Investigators have built or adapted commercial flow cytometers to measure
fluorescence polarization [58–60]. In the early 1980s the application of flow
cytometric fluorescence anisotropy focused on changes in the apparent rigid-
ity of cytoplasm and in membrane fluidity [61–63]. Under some conditions,
anisotropy is a useful measure of energy transfer between donor and accep-
tor fluorochromes and can be used to detect clustering of receptors [64, 65].
Van den Engh and colleagues have used flow cytometry to measure polariza-
tion anisotropy of fluorochromes used to stain DNA and as tags to antibodies
for surface antigens on cells. Emission from PE-labeled antibody was nearly
isotropic (no emission polarization), while fluorescein-tagged antibody and
all DNA staining showed polarization values in the range of 0.1 to 0.3 [32].
They also found that the polarization of DNA stains varied with the type of
stain and the staining concentration [66]. Optical components, particularly
dichroic mirrors, in flow cytometers can be polarization sensitive in their
transmission or reflection. Since fluorescence from stained particles usu-
ally is partially polarized, fluorescence intensity measurement in instruments
with different optical components and configurations can vary. The authors
caution that the calibration of fluorescent intensity with standard particles,
which may have a different degree of polarization than stained cells, should
take polarization into account when establishing the conditions under which
they can be used.
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4.3.3.1
Data Acquisition and Software

Data acquisition software is integrated with the hardware on commercially
available flow cytometers. The data are either acquired or can be exported
in an industry standard format, FCS, currently at version 3.0 [67]. Flexi-
ble, general purpose analysis software for multiparameter data are available
from instrument manufacturers and third party companies. Automated ac-
quisition and/or analysis software for a specific test is often used for clinical
applications.

For multicolor data analysis, automated compensation for spectral overlap
is often critical. Display of compensated data on a log scale can sometimes
lead to misleading interpretation of what appear to be distinct populations,
but are in fact an artifact of the binning of events displayed on a log scale [68].
The added noise for spectral overlap also causes broadening of fluorescence
data on cells stained with multiple fluorochromes, and the log display makes
comparison with unstained or dim control populations difficult. Alternatives
to log display are being implemented in analysis to aid in data interpretation.
The alternative displays use a transformation of the linear data to a func-
tion that is essentially linear for low values and smoothly changes to a log
function at high values [69, 70]. Figure 9 compares fluorescence histograms
displayed on logarithmic and Logicle (also called bi-exponential) scales. The
data of unstained cells displayed on log scale, Fig. 9a, appear to have a bi-
modal distribution with many events in the lowest channels and a second,
broad population in higher channels. This apparent bimodal distribution is
an artifact of the logarithmic display, in which successively higher bins of
data include an increasing wide range of data values [68]. A similar artifactual
bimodal distribution is seen with the logarithmic scale for unstained popula-
tion in Fig. 9b. When data are displayed using the Logicle scale (Fig. 9c and d),
which is essentially linear for the lowest data values, the unstained cell popu-
lation is correctly displayed as being a single nearly symmetrical population
with median near zero.

4.3.3.2
Automation

Automated loading of samples onto the flow cytometer is efficient and is
sometimes used to acquire data for later off-line analysis. Automated software
analysis of the data for each sample is often combined with sample loading
and generally improves reproducibility of the results compared to manual
analysis of each sample. Automation of sample preparation saves operator
time and can increase the reproducibility of results. Most flow cytometers
used for multiple purposes have samples prepared on a separate device and
then loaded as a rack or carousel of test tubes or in a multiwell microplate.
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Specialized flow cytometers, such as automated hematology analyzers, often
combine sample preparation, sample loading and automated analysis in one
instrument.

Automated data analysis usually requires data that meets pre-defined cri-
teria or expected ranges of the data. While instrument standardization and
performance qualification are always important, they are even more critical
when acquisition and analysis are automated. Standardized instrument setup
is important to ensure data are in the range expected by the automated analy-
sis software. Equally important is a minimum level of data quality that allows
populations of cells or particles to be reliably distinguished and counted.

5
Limitations

5.1
Fundamental Physical limitations

5.1.1
Particle Velocity

Reynolds number, Re, is a dimensionless quantity that characterizes fluid flow
in a tube.

Re =
dv
ν

, (3)

where d is the tube diameter, v is the average velocity, and ν is the kinematic
viscosity.

Laminar flow is maintained when Reynolds number is less than 2300.
Thus the maximum velocity that maintains laminar flow is inversely pro-
portional to tube diameter. For water at 20 ◦C, the kinematic viscosity is
0.01 cm2/s. The equivalent tube diameter for a representative flow cell is
0.025 cm, for which case the maximum average laminar flow velocity is
920 cm/s or 9.2 m/s. If flow is parabolic, the velocity at the center is twice the
average, so the maximum fluid and particle velocity is 18.4 m/s for this case.

5.1.2
Background Light

The unavoidable sources of background light are intrinsic autofluorescence or
Raman scatter of the particles and Raman scatter from water. Cellular autoflu-
orescence is often from flavins, which absorb blue light strongly and emit in
the green and yellow range [71, 72]. For most cells there is a significant re-
duction in autofluorescence if green excitation is used instead of blue. Cells
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stained with phycoerythrin-tagged antibody show three to five times greater
signal to autofluorescence ratio when excited with green (e.g., 532 nm) ex-
citation compared to 488 nm excitation. Raman scatter from water has peak
emission at 580 nm when excited with 488 nm light and is the major source of
background for fluorescence in the yellow to orange range. Using green exci-
tation at 532 nm shifts the Raman scatter to 643 nm and eliminates this source
of background for phycoerythrin and other yellow-emitting fluorophores.

5.1.3
Fluorescence Yield

Fluorescence from a fluorochrome cannot be increased indefinitely by in-
creasing the excitation power. One fundamental limitation is the finite fluo-
rescence lifetime. The maximum rate at which a fluorescent molecule can be
excited is limited by the time, typically 1–100 ns, that it spends in an excited
state before emitting a photon. The result is that as excitation power increases
beyond a certain amount, the fluorescence begins to approach a limiting in-
tensity. Some fluorochromes can enter long lived triplet states, during which
fluorescence and excitation are not possible. Destruction of the fluorophore
through photodestruction can also occur [73]. Doornbos et al. have reported
on theoretical and experimental studies of the maximum fluorescent sig-
nal that could be generated for several fluorophores commonly used in flow
cytometry [74].

5.2
Practical Limitations for Fluorescence Measurements and Their Determination

5.2.1
Linearity

Good linearity of fluorescence measurements is fundamental to quantitative re-
sults. If logarithmic amplifiers are used, their response must be known in order
to use the data quantitatively. A simple method to determine how accurately
and over what range a fluorescence measurement is linear has been described
by Bagwell et al. [75]. Two particles with different fluorescence intensity, e.g.,
differing by a factor of 2, are analyzed together. The PMT voltage is varied in in-
crements and the mean fluorescence of each particle is measured at each step.
The expected relationship is that the ratio of the measured fluorescence from
the two particles is constant, since the input to the PMT does not change. There
are several ways to analyze the data to show by how much and at what part of
the range the response deviates from linearity. The simplest analysis is to plot
the measured ratio or deviation of the ratio from the expected value vs. the
measured mean of one of the particles. This ratio approach can also be used
to measure the response of logarithmic amplifiers [76, 77].
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5.2.2
Measurement Precision at High Signal Levels

Measurement precision or CV at high signal levels is primarily limited by the
alignment of the sample stream to the excitation light. In some instruments,
particularly stream in air sorters, the user can adjust the alignment. In most
currently manufactured bench top analyzers, there is no user adjustment to
the optical alignment, and the solution to misalignment is typically to clean
the flow cell of bubbles or debris. Brightly fluorescent beads with known low
fluorescence CV are used to check alignment.

5.2.3
Measurement Precision at Low Signal Levels (Sensitivity)

Fluorescence sensitivity characterizes the ability of an instrument to resolve
a dimly fluorescent population from noise or an unstained population. Sen-
sitivity is limited by amplifier noise in detection electronics, photoelectron
Poisson statistics, and background light. (see Eq. 1) Each of these contri-
butions can be measured using fluorescent particles. For the user of a flow
cytometer it is important to know if sensitivity is outside the bounds ex-
pected for their particular instrument. If fluorescence sensitivity is less than
expected, knowing which of several possible factors is outside specification
allows quick resolution of the problem.

Electronic noise from amplifiers and other components in the data acqui-
sition system can add to the overall variance of fluorescence measurements at
the low end of the range. And electronic noise limits the useful dynamic range
of the measurement. When PMTs are used, it is possible to amplify the signals
sufficiently to make electronic noise insignificant, but the dynamic range is
limited. The effect of electronic noise can be visualized and in many systems
quantitatively measured. The general approach is to run a sample of beads or
other particles with relatively bright fluorescence and low CV when the par-
ticles are measured at a PMT gain that puts the data in the upper decade of
a logarithmic histogram display. The CV of the fluorescence distribution will
increase when the PMT voltage is lowered sufficiently so that electronic noise
is a significant contribution to total variance. If the data can be accurately
measured in the lowest range (which may be a problem with logarithmic
amplifiers), a plot of standard deviation vs. mean intensity will tend toward
an asymptotic value. This asymptotic value is a measure of electronic noise
in histogram channel units and is a constant contribution to measurement
variance.

Since resolution of two dimly fluorescent populations depends on multiple
factors, simple measurements of signal to noise do not predict performance.
The most basic situation is that both background light and photoelectron
statistics affect sensitivity [78]. Background, B, and detection efficiency, Q,
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have been defined in terms of molecules of equivalent soluble fluorophore
(MESF) and photoelectrons generated per MESF respectively [79]. Q and B
can be measured using LED light flashes [80]. And by running samples of
properly characterized fluorescent beads, Q and B can be measured on any
flow cytometer [79]. The measurement of Q in the most fundamental units
of photoelectrons per MESF, provides a way to compare instruments or pre-
dict the performance of an instrument for resolution of dimly fluorescent
particles [68, 79].

In many applications using multiple fluorochromes, the largest contribu-
tion to background fluorescence can be from spectral overlap. For example,
a lymphocyte stained with CD45-FITC has yellow fluorescence in the re-
gion used to measure PE equivalent to that produced by 8000 PE molecules.
Thus measurement of PE on the same cell is done in the presence of a back-
ground equivalent to 8000 PE molecules and the ability to detect less than
8000 PE molecules on the cell is compromised. In multicolor immunofluores-
cence applications it is important to choose antibody-fluorochrome combi-
nations carefully to minimize the spectral overlap contribution to interfering
background [47].

6
Applications and Future Trends

Many applications have been mentioned above in describing instrumentation
or flow cytometry measurements. The range of applications in flow cytometry
are too broad to be discussed in any detail here, but some general areas will be
reviewed.

Immunofluorescence analysis of blood cells is a common application
in clinical research and diagnostics. Routine applications use 2–4 different
fluorochrome-tagged antibodies to identify and count specific subsets of
white blood cells. For example, a mixture of four antibodies (CD45, CD3,
CD4 and CD8) each tagged by a different fluorochrome allows identification
and counting of all white blood cells, all lymphocytes, all T-lymphocytes and
the two main subsets of T-lymphocytes. The concentration of CD4 cells in
blood is used to diagnose AIDS and to monitor the response to therapy in
AIDS patients. Intracellular staining for specific proteins such as cytokines re-
quires cell fixation and permeabilization [81, 82]. Measurement of cytokine
expression also requires blocking the protein secretion pathway [83]. Detailed
information about immune system function can be obtained using these tech-
niques to measure the production of cytokines in subsets of CD4 or CD8
T-lymphocytes in response to exposure to a virus or other antigen [84, 85].
This immune function assay is complex and standardization is necessary in
order to get reproducible cell counts [86]. Flow cytometry is also an import-
ant tool for investigation and isolation of stem cells [87].
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Instruments capable of detecting 16 different colors are available, and 8
to 10 color flow cytometry is possible with many instruments. Multicolor
(sometimes called polychromatic) flow cytometry makes use of eight or more
different antibodies or other fluorochrome probes to obtain detailed infor-
mation about the composition and function of immune system cells [88, 89].
Twelve-color flow cytometry has been used in vaccine development to rapidly
assess immune response to a formulation [90]. Multicolor flow cytometry is
also used to characterize the subsets of blood or bone marrow cells in patients
with leukemia or lymphoma [91].

The use of bead mixtures rather than planar arrays for multiplexed assays
is a growing flow cytometry application [92–95]. For example, a sandwich
immunoassay uses antibodies on the bead to capture antigen, and a second,
fluorescently labeled antibody binds to another epitope on the antigen to
provide a quantitative readout. By using different sizes of beads or, more com-
monly, beads that are dyed with varied amounts of one or more fluorescent
dyes, distinct subsets of beads in a mixture can be identified in a flow cytome-
ter. Each type of bead can perform a separate assay. Mixtures of beads can be
added to a single sample to perform many assays simultaneously. Nolan and
Mandy reviewed the state of this technology and discuss new multiplexing
applications and strategies [96].

Flow cytometry is used to identify and count microorganisms in research,
environmental, and industrial applications [97–99]. General purpose flow
cytometers are often used for this purpose in laboratories. An automated an-
alyzer for microorganisms (Advanced Analytical Technologies) and a field
portable instrument (BioDETECT) are also available.

In contrast to microorganisms, flow cytometers are also used to analyze
and sort large particles including small animals. Most stream in air droplet
sorters can be configured to sort particle up to about 200 µm, and special-
ized sorters are used for even larger particles. The COPAS sorter from Union
Biometrica, uses a jet of air to deflect the sample stream except when a de-
sired particle is to be collected. The air momentarily stops blowing on the
sample stream, which allows the particle to be deposited into a container.
COPAS has been used to sort a variety of large particles including nematodes
and cell clusters of pancreatic islets [100]. A laboratory built fluidic switch-
ing sorter has been built to sort genotype specific Drosophila embryos using
a fluorescent protein marker [101].

Microfluidic flow cytometers have been built in many laboratories. Huh
et al. provide an excellent review of the technology [102]. Microfluidics allows
simplified construction of the flow cell and often the associated fluidics. De-
sign tradeoffs for other subsystems such as optics, detectors and data acqui-
sition electronics is the same as other flow cytometers. For microfluidic flow
cytometers the trade-off usually emphasizes simplicity rather than high per-
formance. But several groups are working on using many parallel analysis and
sorting channels in microfluidic devices for high throughput cell sorting [17].
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Useful performance for several applications has been demonstrated. Two-
color fluorescence analyses including cell viability, protein expression and
immunofluorescence were demonstrated on an Agilent microfluidic instru-
ment [103, 104]. Immunofluorescence analysis is being developed on a mi-
crofluidic sorting device from Micronics [105]. A microfluidic sorter has been
demonstrated by a group at the Technical University of Denmark [106]. A mi-
crofabricated flow cytometer measuring DC and RF impedance opacity was
developed by Cheung et al. and used to characterize red blood cells [107].

Flow cytometry is used or integrated into special purpose instruments for
a wide variety of applications. The most widely used flow cytometers are
automated hematology analyzers, which use one or more of the basic sensing
methods – impedance, light scatter or fluorescence. FACSCount™, a simple
2-color analyzer manufactured by BD Biosciences, is dedicated to count-
ing CD4 cells for diagnostics and therapy monitoring of HIV/AIDS patients
in resource poor countries such as Africa [108, 109]. In the dairy industry,
flow cytometers are incorporated into automated analyzers made by Bent-
ley or Foss that measure somatic cell and bacterial contamination in raw
milk [110, 111]. In the livestock industry, special purpose flow cytometers
have been used to measure the viability and concentration of bull and boar
sperm used for in vitro fertilization [112, 113]. A commercial company, XY,
Inc., uses fluorescence cell sorting to separate X and Y bearing sperm for use
in sex-determined in vitro fertilization in the livestock industry and other
non-human sex selection applications [114, 115]. For environmental study of
phytoplankton, a specialized and technically advanced flow cytometer, the
Cytobuoy, has been developed. The Cytobuoy can be configured as a labo-
ratory flow cytometer, moored in position in the ocean or fresh water with
remote transmission of data, or placed in a pressurized vessel for incorpora-
tion into a remote controlled submarine, the Cytosub [116, 117].
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Abstract A flow cytometer needs to be evaluated prior to its operation to insure that it
is aligned with good sensitivity and the fluidics are functioning properly without any re-
strictions or blockage. Two simple performance tests have been described to determine if
a flow cytometer is functional with good sensitivity. The first test determines if the sys-
tem is properly aligned with a clean flow cell that contains no fluidic blockage. Using
uniform single-intensity beads, the coefficients of variation (CVs), peak channels, and
histogram distributions are measured to assess the system for alignment and function-
ality. The second test monitors the sensitivity of the system by using a series of four to
six multi-intensity beads. The test measures dye contamination, the cleanliness of the sys-
tem and the amount of background light scatter that may be contained in the system. By
comparing the means and standard deviations of the first two peaks, a value can be de-
termined which relates to the sensitivity of the system. Failure to obtain good CV and
sensitivity values in these two tests will compromise the ability to detect dim fluorescence
from the background and will ultimately affect the precision of the system. These multi-
intensity beads can also be used to determine the linearity of the system. It is important
to run these tests at the flow rate at which the samples will ultimately be measured, as the
values will change as the flow rate increases.
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1
Introduction

Prior to measurement of molecules of equivalent soluble flurochrome (MESF)
and quantification of a flow cytometer, the machine should be aligned and
all fluorescence and scatter parameters should be optimized for best reso-
lution. In the alignment procedure, one tries to get the cluster of beads to
have the highest intensity with the tightest histogram in one dimension or
a small cluster in two dimensions. These features usually relate to a low co-
efficient of variation (CV) measurement. The alignment is normally done by
a service engineer, but it can and should be checked daily by the investi-
gator prior to starting an experiment. Usually the investigator can observe
that the beads or reference particles are located in the same reference chan-
nel at the same Photomultiplier tube (PMT) voltage setting each day with
a similar CV value. Measurement of the CV values relates to the daily repro-
ducibility of the machine. These two variables, CV and reference channels,
are two factors that can be measured by investigators to insure the machine
is equivalent to the previous day’s setup. These tests should be done daily for
equipment reproducibility. A number of different particles have been used
as reference particles, including biological particles (trout red blood cells,
chicken red blood cells, thymus cells) or uniform fluorescence beads (hard
dyed beads). Generally, hard dyed beads are more reproducible than a biolog-
ical standard.

Prior to the accurate assessment of fluorescence from microscopy or flow cy-
tometry fluorescence equipment, the investigator must ensure that the equip-
ment is functioning correctly. Unlike confocal microscopy Quality assurance
(QA) procedures, in which many tests have to be made prior to making quan-
titative measurements, flow cytometers are much simpler to evaluate [1–3].
Two simple tests can be used to assess the fluidics, sensitivity and alignment
of the flow cytometry system. Figure 1A–C shows three different conditions
of flow cytometry (slow flow rate, A; fast flow rate, B; and blockage, C). The
alignment of the system can be checked by using beads of uniform size and flu-
orescence emission. These beads have been designated alignment beads [4–8].
The acquired data should be measured on a linear scale and not a logarithmic
scale (Figs. 2 and 3) The second test uses a mixture of identically sized beads
that have different intensities to determine the cleanliness and sensitivity of
the system. This cocktail of beads usually contains between four and eight dif-
ferent intensity beads including a bead with no fluorescence, a bead with dim
fluorescence and one to six other populations of beads that have various lev-
els of brighter fluorescence [4–10] (Figs. 4, 5, and 6). It is essential to test the
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Fig. 1 Diagram of beads in relatively single file in a flow cell yielding a reliably narrow
coefficient of variation (CV). A Increasing the flow rate will spread the region of detec-
tion relative to the laser beam increasing the CV and about a 1% and broadening the
histogram. B Blockage of the flow cell C shifts the stream and broadens the histogram in
a nonsymmetrical manner. If the alignment is not correct as shown in Tables 1–3, there
is usually a large skewness in the histogram distribution and the CV will be increased
greatly at higher speeds

alignment and sensitivity of flow cytometers to ensure that they are working
correctly prior to making MESF measurements, DNA analysis and other flu-
orescence measurements described in other chapters of the book that involve
flow cytometers [5–7, 11–17].

In order to quantify fluorescence, the system has to be calibrated using
a standard. Abe Schwartz originally devised the MESF concept, in which the
absolute amount of fluorescence on cells can be determined if a reference re-
gression line is established [6, 9, 16]. Usually this reference regression line is
determined by running a series of six ro eight populations of beads of known
fluorescence intensity. The test can then measure the following: linearity, de-
tection threshold, dynamic range and windows of analysis. If done correctly,
each channel can be designated a specific value and cells that occupy a spe-
cific region can be identified by the amount of fluorescence located on the
surface. It is suggested that the reader refer to other chapters in this book for
the details and to Abe Schwartz reprints on the subject [10, 17].
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Sensitivity is an important parameter in detecting not only dim fluo-
rescence from background, but in the ability to resolve particles in a flow
cytometer. Although the multi-intensity beads of MESF have been used for
this endpoint, the data are not well established.

The performance of flow cytometers has been described in terms of preci-
sion, sensitivity and accuracy by Howard Shapiro [5]. Precision describes the
extent to which identical values are obtained from measurements of identical
particles. Precision can be described as the CV, while sensitivity is the abil-
ity to detect particles above background. Accuracy is the degree in which the
measurement performs compared to true values. In this chapter, the values
derived from precision and sensitivity measurements are used to determine
proper performance and daily QA of a flow cytometer. The CV is expressed
as the standard deviation (SD) divided by the mean. The CV can also be
derived by measuring the full width at half maximum (FWHM) and divid-
ing by the mean channel. In this chapter, the work of Ortyn et al. and Jim
Wood [18, 19] is extended. They proposed that the distribution resolution
metric, Rd, or the relative sensitivity of a flow cytometer equals the mean of
the dim population minus the mean of the null population divided by the
sum of the SD of these two lower intensity populations. Ortyn’s equation is
Rd = M2 – M1/(SD1 + SD2). Jim Wood called it the “resolution parameter”
and it is described in [19].

This chapter will help define the CV test used to check flow cell blockage
and alignment and the sensitivity test will be used to evaluate the machine
contamination and ability to measure low-level fluorescence. A machine that
is set up correctly will pass the CV test and the sensitivity test and these
values should be measured daily.

2
Precision

Precision of a flow cytometer can be measured with a set of identical brightly
stained beads that has a low CV. These beads are often referred to as align-
ment beads as they can also be used for that endpoint [5–7]. The precision of
a machine may be decreased by a number of parameters, including laser light
fluctuations, failing laser, poor alignment of the optics, and disturbances of
the fluid flow. Generally, the primarily suspect for poor precision in flow cy-
tometers is the system fluidics. Blockage and dirty tubing will also decrease
the system precision (Figs. 1, 5, and 6). If and when blockage occurs the sys-
tem should be flushed, cleaned, and then reevaluated. The evaluation process
consists of simply running a bead population that has a small internal CV at
a constant flow rate. The shapes of the resulting scatter and fluorescence his-
tograms are observed and their resultant CV is then measured (Figs. 2 and 3).
This reference bead population should be run at a reproducible flow rate and
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Fig. 2 Evaluation of red fluorescence (FL3) at slow (A) and fast (B) flow rates. The skew-
ness at higher speeds indicates a slight misalignment of the system. The increase of
the CV correlates with the increased skewness of the distribution. Large 10 µm Coulter
beads show this type of skewness better than smaller 2–3 mum beads (Duke 3 µm or MP
2.5 um)

placed into the same approximate channel each day. Alterations in the CV or
mean channel position indicate that the machine has changed its acquisitions
parameters from the previous day’s operation and the issue should be further
investigated.

2.1
Factors

There are a number of variables that can affect the CV measurements. The re-
lationship between the core sample size and the laser beam shape determines
the CV and the histogram shape. Increasing the sample flow rate while hold-
ing the sheath flow rate constant will widen the sample stream in an aligned
system. In a misaligned system, the histogram distribution will be dramati-
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Fig. 3 Evaluation of FL1 at slow A and B fast flow rates. The skewness at higher speeds
indicates a misalignment of the system. If blockage occurs in a misaligned systemC, the
CV will increase and the histogram distribution will widen. The CV values are shown in
Table 2b
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cally changed by increasing the sample flow rates. Laser fluctuations, failing
or dying lasers, PMT voltages and system electronics are other factors that
can affect this CV measurement. More photons detected due to higher nu-
merical aperature (NA) objectives or higher laser power will decrease the CV
value. The higher NA objectives used in collection gather more light, but will
be more susceptible to these alignment issues. Higher powered lasers may
bleach the sample and these lasers are costly to install and maintain. How-
ever, the majority of variations in the CV measurement will be the result of
problems with the system’s fluidics.

If the system is properly aligned and functioning properly, the stream oc-
curs at the center of the flow cell, in the region where there is maximum laser
light. If there is an obstruction in the flow cell, the stream may be moved lat-
eral to the optical axis of the laser beam and away from the peak intensity
position at the center of the beam (Fig. 1C). In this case, the histogram dis-
tribution will show skewness to lower values and a larger CV. This is due to
the beads intersecting the laser beam in a region that has lower laser intensity.
Normally the laser light will illuminate a spot whose intensity is maximum
and uniform across the sample stream as shown in Fig. 4 of Chapter 34 of this
book [12]. If for some reason this intersection is off-center then the laser pro-
file will not be uniform across the core stream. This can occur if the optics is
not aligned in the center of the measurement field. This will generate larger
CVs as beads located within the core pass through the different portions of
the laser beam (Fig. 1). An example of this larger CV is shown in Figs. 2 and 3.
If one observes the cluster of beads in a two-dimensional cytogram of side
scatter versus forward scatter, the cluster will widen as the sample flow rate
increases, which generally suggests an aligned system. However, if the cluster
moves greatly to the left and results in lower intensity values, it suggests that
the alignment of the system is not ideal and the sample stream is not in the
center of the flow cell (Figs. 2 and 3). This test is especially important if one
uses the equipment at medium or fast flow rates. In our experience, we have
observed that the service personnel have specifications for QA at low flow
rates but will sometimes check the alignment using beads at faster flow rates.
The CV can also widen if the laser tube is reaching the end of its lifetime (dy-
ing) and changes the size of the illuminating spot in the flow cell. The PMTs of
a FACSCalibur are defined in the following way: 488 laser excitation yields FL1
(green fluorescence), FL2 (orange fluorescence), FL3 red fluorescence and 633
excitation of FL4 (far-red fluorescence). Alignment beads of 2.5 µm (A 7302,
Molecular Probes) yielded approximately 1% CV in FL2 and FL3 on a system
with a good laser and nearly 3% on a system with a dying laser. An increase in
the operating voltages of the laser is another indicator that the laser is reach-
ing the end of its lifetime. Lasers can introduce noise into the system if they
are operating subpar.

After proper alignment of our flow cytometer [2], it yielded consistently
low CVs that did not change significantly when the flow rate increased from
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slow (12 mul/s) to faster speeds (60 mul/s). In our flow cytometers, the CVs
of the fluorescent beads were between 1–2% for Coulter 10u beads and MP
2.5u beads.

2.2
Beads

Ideally it would be useful to have a large number of monodisperse beads with
a tight CV (Coulter 10u) for alignment. This yields a better representation of
the fluidic pattern and it is easier to observe potential problems using them,
as they are similar to cells in size. However, these Coulter beads are relatively
expensive compared to alignment beads from other companies (i.e., Molecu-
lar Probes (MP), Bangs, Duke, and Polysciences) that have sizes between 2
and 3 mum and have been used routinely for many years by numerous inves-
tigators and Becton Dickenson (BD) service personnel. In this study we have
used Coulter 10 mum (Flow Check fluorospheres), Duke (3 mum (XPP-1251,
alignment beads) and Molecular Probes 2.5 mum (A7302 align flow) for align-
ment of the flow cytometers. The CVs of the Duke 3 mumare about 1/2 %
greater than the 2.5 mum MP and about 1% greater than the 10 mum Coulter
FlowCheck beads. These values are relative and may change due to different
lots in the future. As long as a standard value can be determined, any of these
beads appear to be acceptable for alignment endpoints. Usage of these align-
ment beads in a flow cytometer consists of just adding a few drops (usually
one to three drops) depending on their concentration to a few milliliters of
solution (water or saline) and then running the sample at a constant rate of
approximately 500 counts/s. Higher concentrations and flow rates can affect
the core dynamics and thus the CV. The sample is run on a linear scale and
the histogram peak of the distribution is placed into approximately 40% of
full scale (channel 400 on a scale of 1024). This enables one to see doublets at
approximately 80% of full scale (channel 800 of 1024 scale) and have enough
channels to observe the shape of the entire histogram.

The data that one obtains from an alignment test are the following: peak
channel at a specific PMT voltage, mean channel, histogram shape, and CV.
These data should be obtained from all the scatter and fluorescent channels.
It is important to have a bead that is fluorescent with a broad emission spec-
trum that emits into all three PMT channels. The forward scatter signal has
a different light path than the right-angle scatter signal and could be affected
very differently in any alignment procedure. Generally, all the bead manufac-
turing companies produce a bead that has a dye that can be excited in the
488 nm laser and will emit fluorescence with a broad spectrum that emits into
the green, orange and red detectors. It is important to standardize the chan-
nel of detection (i.e., 400), as the location of the histogram will affect the CV.
Beads placed in lower channels will increase the CV as there are fewer chan-
nels in the histogram. The PMT has an optimum voltage for operation below
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which the signal to noise is low. The use of the lower channels may also show
an increased CV due to the operation of the PMTs at suboptimal levels. PMTs
will yield a high CV when they are operated at low PMT voltages. This obser-
vation has been described in recent BD technical notes and presentations to
optimize flow cytometers. However, as shown previously by our laboratory in
both confocal microscopy and flow cytometry techniques, higher PMT volt-
ages, as expected, reveal more noise resulting in a slightly larger CV [1, 2, 27].
In systems that have a filter in the sheath line, there will be a general slowing
of the sheath flow rate over time as the filter becomes clogged. This will result
in a higher peak fluorescence channel for the same sample (slow—medium–
fast) flow rate [4] as the flow rate slows and the particle remains in the laser
excitation region for a longer period of time, thus yielding higher fluores-
cence. It is important to record the channel number and CV for a specific flow
rate daily, as any changes from this reference value represent changes in the
actual fluidic system that need to be addressed with either cleaning or a ser-
vice call. The change in CVs can be used as a first indicator to monitor the
condition and stability of the machine. Generally, with the newer machines
the user does not have the capacity to align the equipment. Thus, the preci-
sion of the system can be monitored by the widening of the CV. A change in
the temperature of the saline can affect the reactive index and flow rate of the
stream and thus the CV measurements.

2.3
Histogram Shape

The histogram should be a symmetrical distribution with a low CV (Figs. 2
and 3) when measured at a slow flow rate. An increase in the CV suggests
there is a problem with the way the sample stream intersects the optical laser
light. If the CV is large then it will be observed as skewness to lower intensity
values. Increasing the sample flow rate relative to the sheath flow rate will in-
crease the CV as the stream widens. If the system is in alignment there will be
just a widening of the bead cluster, but if it is out of alignment the cluster will
move from its original position and widen. Since each PMT has its own align-
ment optical path, this change in cluster dynamics with flow rate can affect
the individual PMTs differently (Table 1).

In most of the BD FACSCalibur flow cytometers, the flow rate is described
as slow, medium, or fast which is equivalent to approximately 12 mul/s,
30 mul/sand 2u1m l/s respectively. These values are approximate and can be
adjusted either higher or lower by turning an internal knob. A slower rate will
result in lower CVs. The flow cytometers tested at the EPA showed that the
PMTs had acceptable CVs for 2.5 mum beads (MP) at slow flow rates (usually
below 3% for fluorescence channels and below 4% for scatter parameters).
In one machine, increasing the flow rates to faster speeds yielded skewness
to lower values and a larger CV with FL3, while just a general broadening of
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Table 1 Alignment data. Flow cytometer #1 (BD FACSCalibur): CV of 2.5 µm MP beads
(A-7302 alignment beads) and 10 µm Coulter beads (Flow Check fluorospheres) were run
at slow (12 mul/s) and fast speeds (60 mul/s). The increase in coefficient of variation
(CV) is expected at faster speeds. The large increase in red fluorescence (FL3) suggests
an alignment problem resulting form the detector being out of alignment with the fluid
stream excitation point that is only detected at fast flow rates. The histogram distribution
usually widens in a nonsymmetrical manner with increased intensities in lower intensity
channels (Fig. 2). FL1 Green fluorescence, FL2 red fluoresence, FS forward scatter, SS side
scatter

Flow #1 MP 2.5 MP 2.5 Coulter 10 Coulter 10
Parameter Slow Fast Slow Fast

FS 3.77 4.06 2.93 3.91
SS 2.54 4.67 3.52 4.23
FL1 2.6 3.73 2.53 3.13
FL2 2.44 3.47 2.7 3.33
FL3 3.09 8.46 2.94 7.64

the distribution in the other PMTs. The CVs on this machine increase about
1% between slow and fast flow rates in an aligned system using 2.5 mum MP
beads. A number of examples are shown in Tables 1–4 in which the increase
was greater than 1%, illustrating either a misaligned flow cytometer or a dirty
fluidic system in the flow cytometer.

2.4
Bead Size

Monodisperse beads ranging in sizes between 2 mum and 10 mum have been
used to check the alignment of flow cytometers. We have found that with
2 mum beads (Polysciences #18604 Fluorobrite calibration grade) there is
skewness to lower and higher values with about 5% of the population on
the EPS flow cytometers. It is better to use either 2.5 mum beads (MP) or
3 mum beads (Duke) to assess the alignment of flow cytometers. The CVs of
the 2.5 mum beads from MP are about 1/2 % lower than the 3 mum beads
from Duke. Although it is best to use the population of beads that has the
smallest CV it is also preferable to use the larger bead to get a better repre-
sentation of the stream dynamics. The 90◦ scatter signal can be very broad,
depending on the particle used. It may be related to MIE scatter and the
surface of the bead [12]. The 5–6 µm particles will yield very broad distri-
bution while 2–3 µm and 10 mumyield better side scatter distributions. MIE
scatter may affect 2 mum beads also. Polysciences 2 mum beads yield a cy-
togram distribution in which the majority of the beads are in a cluster with
about 5% being either greater or less than the cluster. Naturally this will af-
fect the measuring and the visualization of the major bead cluster and the
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Table 2 a Alignment data. FACSCalibur #2: CV of 2.5 µm MP beads and 10 µm Coul-
ter beads at slow (12 mul/s) and fast speeds (60 mul/s). Machine was inactive for a long
period of time and was relatively dirty. The alignment of the system was made on this
relative dirty machine. Values were excellent; 1–2% CVs for the fluorescent channels and
abut 2.5% for the scatter channels. After 3 days it was found that forward scatter was
way out of alignment. The CVs increased greatly with both beads as the flow rate was
increased. The CVs of Coulter beads greatly increased in this misaligned machine at
faster flow rates. Cleaning with Clorox and Contron 70 improved the system performance
(Table 2b). Another alignment by a factory representative is necessary on the clean fluidic
machine

Flow #2 Misaligned/Dirty MP 2.5 Misaligned Coulter 10 Misaligned
Parameter Slow Fast Slow Fast

FS 28.7 40.32 14 24
SS 6.11 8.34 3.18 11.3
FL1 5.65 10.52 3.76 10.6
FL2 6.01 11.28 3.61 10.76
FL3 5.72 9.86 3.66 10.9

Table 2 b Alignment data FACSCalibur #2: CV of 2.5 µm MP beads (A-7302 align flow),
Duke Cytocal multifluor alignment beads (Duke XPP1251), and 10 µm Coulter beads
(Flow Check) at slow (12 mul/s) and fast speeds (60 mul/s). All the lines in the machine
were cleaned with 10% Clorox followed by water and 10% Contron 70. There was im-
proved performance compared to the dirty machine shown in Table 2a. The CVs of all
beads increased at fast flow rates in this misaligned machine with the greatest increase
being shown by the Coulter beads. Upon blockage, the histogram distributions widen and
the CVs of all parameters increased (Fig. 3)

Flow #2 MP 2.5 MP 2.5 Duke 3 Duke 3 Coulter 10 Coulter 10 Blocked
Parameter Slow Fast Slow Fast Slow Fast Fast

FS 8 6.96 4.85 7.08 1.62 7.04 10.54
SS 3 7 6.19 9.65 3.38 10.87 16.54
FL1 2.17 5.71 2.38 8.55 2.38 8.04 14.14
FL2 1.82 5.92 2.79 7.4 2.2 8.12 13.97
FL3 1.95 5.74 3.82 7.47 2.19 8.27 14.47

CVs in the histograms. We prefer to use 2.5 mum (MP), 3 mum (Duke) or 10 µ

(Coulter) beads for alignment purposes. Generally if the systems are aligned
with larger beads it will also be aligned with smaller beads but the recipro-
cal situation of being aligned with smaller beads does not translate to larger
beads.

The 2.5 mum (MP) and 3 mumbeads (Duke) showed a broad forward scat-
ter signal (about 4–5%) and a narrow side scatter signal (2–3%). However,
using 10 mum fluorospheres (Coulter), the side scatter showed a larger signal
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Table 3 Alignment data. Sample and sheath lines of two flow cytometers were cleaned
with Clorox followed by Contron 70. Flow #1 has large CVs as the laser is dying and the
laser spot has an increased size. Flow #2 is a newly acquired machine that needs to be
aligned again as the dirty conditions due to inactivity have altered the fluidic pattern.
Cleaning a machine with Clorox water, Contron 70 and water will change the fluidic pat-
terns and it is suggested that this be thoroughly done prior to professional alignment
during a service call

Flow #1 Flow #1 Flow #2 Flow #2
MP 2.5 MP 2.5 MP 2.5 MP 2.5

Parameter Slow Fast Slow Fast

FS 3.19 4.06 5.81 7.16
SS 2.54 4.67 2.98 7.88
FL1 2.6 3.73 2.47 8.25
FL2 2.44 3.43 2.17 7.74
FL3 3.09 8.46 2.3 7.13

Table 4 Alignment data. Flow cytometer #2 (BD FACSCalibur): CV of 2.5 µm MP beads
(A-7302 alignment beads) and 10 µm Coulter beads (Flow Check fluorospheres) were run
at slow (12 mul/s) and fast speeds (60 mul/s). The increase in CV is expected at faster
speeds. This flow cytometer correctly aligned yields fluorescence data between 1 and 2%
compared to flow cytometer #1 shown in Table 1. The forward scatter of 2.5 beads is large
while the side scatter of 10u beads is large, indicating that both beads are measuring
something different either from alignment or the bead scatter characteristics

Flow #2 MP 2.5 MP 2.5 Coulter 10 Coulter 10
Parameter Slow Fast Slow Fast

FS 4.75 5.65 1.17 1.57
SS 1.95 2.41 3.56 3.40
FL1 1.54 1.85 1.21 1.83
FL2 1.14 1.53 1.06 1.47
FL3 1.28 1.68 1.25 1.51

(3–4%) than the forward scatter (2%). It has been reported that larger beads
represent cells better and therefore are a better particle to check alignment of
a flow cytometer. In our hands, both particles are acceptable but we would not
emphasize the values of CVs of scatter signals, as they appear to change with
the size and type of particle. It can be said that if a machine is aligned using
a large particle, it will generally be aligned for a smaller particle; however,
the reverse is not always true. Both particles work, but flow systems that use
small particles (2–3 u) for alignment, followed by measuring cells that have
sizes of 8–15 µm cells may not have the optimum alignment in their scatter
signals. This point has been debated and the user should be aware that there is



Flow Cytometry Quality Assurance 355

some disagreement among the experts and companies on the acceptable size
of particle that should be used for alignment.

2.5
Summary

The CV of the bead population is a measure of the alignment of the sys-
tem and the overall functionality of the system. A low CV indicates a good
alignment (Table 4) while a high CV indicates either an alignment problem
or a fluidic problem (Tables 1–3). Increasing the flow rate should increase the
CV, but the histogram distribution should stay relatively symmetrical. Devia-
tions from a symmetrical pattern as shown in Fig. 2 indicate a system that is
not aligned optimally.

The alignment bead test is very simple to perform and is the foundation for
assessing flow cytometer alignment and performance. The test is performed
in the following way: use a single intensity bead with a very small CV. The
bead is placed in channel 400 on a scale of 1024. The PMT voltages and CVs
are measured for each fluorescence and scatter parameter. The beads should
be run at slow and fast settings. The faster settings widen the sample core
which ultimately will increase the CV. An increase of approximately 1% usu-
ally occurs when the sample is run at fast speeds. Manufacturer specifications
are not readily available, so we can not state what the manufacture believes
the increase in bead CV should be. However, if much higher CV values are
obtained it indicates the sample stream is not at the center of the core. We
have illustrated representative CV data in Tables 1–3 and Figs. 2 and 3. It is
clear that when the CV measurement changes, the conditions of analysis have
changed. A change in flow rate or a blockage of the system will change the CV
(Fig. 2, Tables 1–3).

3
Sensitivity

The fluorescence sensitivity of an instrument is the ability of a machine to
distinguish a dim fluorescence signal from the other interfering background
signals [5, 26]. If sensitivity evaluation is to become part of the standard test-
ing on a flow cytometer, then a method that is both simple to understand and
easy to perform will be necessary for the flow cytometry community.

Scientists involved in flow cytometry use multi-intensity beads to evalu-
ate the functionality of their machines. However, the interpretation of the
data derived from these beads have not been consistent among different in-
vestigators [7–17]. Normally these multi-intensity beads contain between six
and eight different intensity bead populations. There is one blank bead and
one very dim bead and four to six other beads of various intensities. These
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Fig. 4 �Comparison of populations of multi-intensity 7 beads and 4 beads. Manufactur-
ers make bead cocktails of six-to-eight multi-intensity beads to evaluate flow cytometers.
Duke Scientific manufactured a bead cocktail that removed three-intensity bead popula-
tions from their standard multi-intensity bead cocktail, allowing all of the remaining four
beads to be observed on an analog log scale. Populations #3 and #5 and #7 were removed
from the seven-bead population leaving #1, #2, #4 and #6. A comparison of the seven-
beads formulation (Duke FCMC, A and B) with a new four-peak beads (XP4-1637, C)
formulation are shown. Ashows that in order to get all the seven beads on scale on a FAC-
SCalibur, the blank beads population is only 1/2 on the x-axis scale. In order to evaluate
low-level sensitivity, it is better to place the blank bead on scale and eliminate the higher
intensity bead population (#7) (Fig. 4B). This will enable the calculation of Rd which is
related to the differences in means between the dim and blank population divided by the
sum of the SD of both populations. The four-bead population allows for the calculation of
the flow cytometer detection efficacy Rd using the dim and blank beads and it is easier to
observe four multi-intensity beads that cover the entire scale than the seven beads which
have values that are larger than the log scale

beads are useful in acquiring a linear regression line that could be used to
determine if the logarithmic amps are working properly, and if interpreted
correctly they could provide information on system sensitivity. Newer sys-
tems use linear collection electronics and then convert the information into
log data in the software, bypassing the need for the log amplifier technology.
Transforming these bead peak intensity data into other useful information
to determine the sensitivity and status of flow cytometers is not routinely
done by the majority of flow cytometry operators. Some investigators use
these beads as markers that fall into a window of detection channels, while
others use these particles to determine the CVs in log scale (Fig. 4). Other in-
vestigators try to separate two closely spaced beads to show that resolution
exists in the system. There is still some controversy and confusion that sur-
rounds the use of the beads and the interpretation of the linear regression
line derived from the six to eight different intensity beads. For this reason,
these multi-intensity beads are not currently used by most flow cytometer
laboratories to determine the functionality and sensitivity status of their flow
cytometers.

3.1
Background Noise and Efficiency

Eric Chase and Bob Hoffman have described a concept in which the ability
to resolve dimly fluorescent populations depends on the efficiency, Q, in con-
verting fluorescent molecules located in the flow cell illumination zone into
photoelectrons that could be detected in the PMT and the amount of back-
ground light reaching the PMT from interfering light sources [19–22]. These
multi-intensity beads have been used to describe B and Q measurements.
Q is a measure of detection efficiency, while B is a measure of background
noise. B varies considerably more than Q with the operating conditions. De-
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creasing the laser light will generate fewer photoelectrons, which will result
in an increase in CV value of the bead histogram. Decreasing Q has the
effect of broadening all of the bead distributions. The CVs are larger in
the lower decades and smaller in the higher decades. Increasing B has the
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primary effect of broadening the dimmer peaks and pushing the distribu-
tions up the scale. Most importantly, increasing B can inhibit the machine’s
ability to distinguish dim objects from the background. B also includes con-
tributions from photons emitted by fluorochome molecules not associated
with the one of interest. Dye contamination of the system will increase the
background and interfere with the ability to detect dimly stained cells. The
foundation of this hypothesis is based on the detection of signal from noise
which has been described in many other microscopic and other fluorescence
systems [5, 23–26].

This concept of B and Q is not widely accepted by the flow cytometry com-
munity and therefore it is not being used in a practical way. However, it is
reportedly used by the manufacturing community to test the reliability of
their equipment. Recently, there is one flow cytometry service company in
America (Cytek) that uses this B/Q approach to evaluate the condition of flow
cytometers during their routine preventative maintenance service calls. To
evaluate the machine sensitivity, a need still exists to develop methods that
are easy to perform and easy to interpret.

3.2
Flow Cytometer Detection Efficacy

Dim cellular fluorescence is often measured on flow cytometers, as many
probes only stain cells with a minimum number of surface molecules. In
order to detect low-level fluorescence, an instrument has to provide very good
sensitivity and the operator needs to perform tests to determine if the ma-
chine is operating correctly. Observation of the blank and dim beads charac-
teristics can subjectively assess the machine performance. We are proposing
to use the approach that has been presented by Orytn that measured the abil-
ity of the machine to detect low levels of fluorescence and thus the sensitivity
of the machine [18]. He proposed the following equation to compare flow cy-
tometer detection efficacy: Rd = M2 – M1/(SD1 + SD2) where M is the mean
of the first two peaks and SD is the standard deviation of the first two peaks.
This is equivalent to Wood’s resolution factor, proposed 8 years earlier [19].
Like Ortyn, we are proposing to focus on the dim and blank bead as opposed
to drawing linear regression lines. These lines appear to be useful to detect
linearity of the amplifiers and the electronics of the system. When the value
of Rd is large, it means there is considerable separation between the blank
and dim peaks. These two populations are also observable and cleanly sep-
arated in histograms and cytograms. When Rd is small (less than 1.5), one
can not determine the difference between the two bead peaks, as the lower
fluorescence regions are very continuous and the SDs and CVs of the lower
two populations are very large. We use a cytogram of FL1 with either FL2
or FL3 that can easily demonstrate the size of the blank and dim bead clus-
ters. Subjectively if the blank and dim beads are on scale, we can observe
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a cluster of them in the lower left corner of the cytogram. A tight cluster
signifies an aligned system while a broad cluster signifies a system that is
not as sensitive. It can also be observed on the fluorescent histograms by the
clear separation of the blank and dim peaks into two populations. Subjec-
tively, a diffusion of the two populations into each other occurs on a flow
cytometer with poor sensitivity and a separation of these two peaks is ob-
served with a system that has a relatively higher sensitivity. We illustrate poor
sensitivity with two examples: dye contamination and fluorescent light con-
tamination. The use of Rd provides a quantitative means to characterize this
typically subjective observation and also provides a quantitative quality con-
trol parameter to characterize the performance of a given flow cytometer over
time.

In Jim Woods 1998 sensitivity paper, he shows a log plot that diverges at
low channels from a straight line [19]. The plotting of two fluorescence pa-
rameters yields such a line. Observations show that the cluster at low channels
diverges greatly when the sensitivity is bad and is more of a tight cluster when
the sensitivity is good.

3.3
CVs and PMTs

Generally the CVs are higher in the lower channels for a number of reasons.
The primary reason being the photon statistics associated with light detec-
tion. This process is characterized by a Poisson distribution where the SD
is equal to the square root of the mean. Therefore, as the mean number of
photons decreases, the SD becomes a larger fraction of the mean thereby in-
creasing the CV [5, 18, 19, 26]. There are fewer channels for the histogram
distribution, which also increases the CV. Increasing the PMT voltage also will
introduce noise into the system [23–28]. Unlike microscopy, where averaging
and longer exposure can reduce the noise and improve the signal to noise,
flow cytometry has only one pass across the laser beam so the inherent noise
of the system can affect the ability to resolve dim particles from background
values.

Various manufacturers (Duke, Spherotech, Bangs, and MP) have produced
a series of multi-intensity beads that cover the entire four-decade logarithmic
scale of most flow cytometers. They have been used to measure the linearity
of the log amplifiers and in some cases to determine the relative amount of
molecules that can be detected on a cell. In using the Duke multi-intensity
beads (Duke FCMC Multifluor beads) we have found that most of the 7 peaks
can be resolved in the three PMT channels on a FACSCalibur. As shown in
Fig. 4, either the blank bead is not on scale (Fig. 4A) or the seventh bead is
not on scale (Fig. 4B). Duke has produced a four-bead population (XP4-1637
Multifluor beads) without the #3, #5 and #7 intensity beads leaving a blank,
dim, and #4 and #6 intensity population of beads which can easily be dis-
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played on a logarithmic scale (Fig. 4C). In our opinion the four-bead cocktail
from Duke will facilitate the application and acceptance of these beads for
sensitivity measurements.

3.4
Contamination

We found a diminished ability to resolve distributions of blank or unstained
beads and dim beads when fluorescein or propidium iodide (PI) contam-
inated the flow cytometer fluidic lines (Figs. 5 and 6). The degradation
occurred primarily in FL1 and to a lesser extent in FL2 and FL3. PI contam-
ination exhibits the same effect primarily in FL2 and FL3 (Table 5). Ortyn
has described the difference between the peak #1 (blank or unstained flu-
orescence) and peak #2 (dim fluorescence) to be a relative measure of the
sensitivity of the system (Table 5) [18]. It is best to have the blank bead
(P1) around 10 which is the first decade and away from the y-axis to do
this test. Dirty systems that are contaminated with fluorescent dyes will af-
fect the ability to observe P1 blank bead from P2 dim bead (Figs. 5 and 6).

Fig. 5 �A Fluorescein contamination. A clean flow cytometer (A, C) was intentionally con-
taminated with a solution of fluorescein (B, D) which obscured the resolution of the blank
and dim populations. Cleaning the machine with 10% Clorox followed by water and 10%
Contron 70 resulted in the separation of the two populations again (A, C). The fluores-
cein contamination spilled over into the orange fluorescence (FL2) channel obscuring
the separation of the blank and dim populations in green fluorescence (FL1) and FL2.
Calculation of Rd showed a 2× increase in a clean machine (Table 5a)

Table 5 a Fluorescein contamination. Application of Rd to a clean and contaminated sys-
tem. Rd = M2 – M1/SD1 + SD2 where M is the mean of the peaks and SD1 and 2 are
standard deviations of the distribution. The blank bead population (P1) and the dim bead
population (P2) are compared. A clean machine was contaminated with fluorescein for 5
min and then washed with 10% Clorox for approximately 5 min followed by 10% Con-
tron 70 for 5 min. The system was run at the start, after contamination (dirty), and after
cleaning. The Rd was twice as much in a clean machine as a dirty machine. This confirms
the data shown in the histograms of the bead populations is shown in Fig. 5. The dim and
blank peaks were clearly separated in a clean machine

Bead Mean Peaks (first 4 of 7)
Treatment P1 Blank P2 Dim P3 Med P4 High Rd

FL 1 Clean Start 4 74 360 1863 5.19
FL 1 Dirty 15 76 355 1886 2.07
FL 1 Clean After 7 71 336 1734 5.25
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Fig. 6 Propidium iodide (PI) contamination. A clean flow cytometer (A) was contaminated
by PI that was used for viability and DNA assays (B). This moved the blank bead popula-
tion into the dim bead populations region. Cleaning the machine with Clorox followed
by Contron 70 resulted in the return of separation of the two populations. Calculation
of Rd showed an increased value in the clean machine. The blank and dim beads are
separated by a large distance in a clean machine while they are nearly overlapping in
a dye-contaminated system

These systems will have reduced sensitivity in the detection of cellular fluo-
rescence.

To test this hypothesis, we contaminated the machine with a concentrated
solution of fluorescein for FL1 and FL2 or PI for FL2 and FL3 (Fig. 5). After
this dye contamination, it was difficult to distinguish the dim and blank bead
populations, as the blank bead had increased in fluorescence intensity and
approached the intensity values of the dim bead. The machine needs to be
cleaned with 10% Clorox, followed by water and 10% Contron 70 prior to fu-
ture analysis of dim fluorescence. Other detergents i.e., Tween, NP40 and SDS
have also been used but have not been critically evaluated for the condition of
the tubing.



Flow Cytometry Quality Assurance 363

Table 5 b Propidium iodide (PI) contamination. The system was measured with 4 multi-
intensity population beads (Duke, XP4-1637). These are similar to the seven-peak beads
(Duke FL3MC Cytocal) with the #3 and #5 and #7 removed leaving only the #1, #2, #4 and
#6 bead populations to be counted. The system was contaminated by running PI-stained
cells in the DNA cell cycle assay or PI-dead cells in viability samples. This contaminated
only FL2 and FL3 and not FL1. The system was then cleaned with Clorox followed by
Contron 70 for 5 min each. The Rd of the clean system was greater than the dirty sys-
tem with the FL2 and FL3 channels being affected by PI fluorescence. This is shown in
the histograms in Fig. 6

Bead Mean Peaks
Treatment P1 Blank P2-Dim P3 Med P4 High Rd

FL1clean 3.3 64 1495.0 8007 5.2
FL2 clean 5.6 46.8 906.0 6472 5.5
FL3 clean 3.7 38.3 312.0 4976 5.0

FL 1 dirty 2.5 61.4 1504.0 7897 6.4
FL 2 dirty 8.3 49.0 905.0 6479 4.5
FL 3 dirty 14.0 42.3 321.6 4976 2.5

According to Ortyn, the relative sensitivity can be evaluated by measur-
ing the means of the unstained or blank particle and the dim particle and
their respective standard deviations M1 – M2/(SD1 + SD2) = Rd [18]. This Rd
value is a relative measure of the sensitivity of the system. It should be noted
that by choosing an Rd value, such as 1.5 and using a two-population bead
set containing a blank bead population and a dimly labeled bead population
with a known mean number of molecules on the dimly labeled beads, the
Rd formulation can be used to determine an absolute measure of sensitivity.
However, for QC (Quality Control) purposes, this may not be particularly use-
ful. We have shown in Table 4a,b and Figs. 5 and 6 that a contaminated system
will have difficulty distinguishing between the dim and blank beaks and the
Rd value will be about half as much in a dirty system as in a clean system. The
SDs and CVs of the populations would be increased in the contaminated, less
sensitive system.

3.5
Light Pollution and Contamination

In order to simulate ambient light scatter, the hood of a flows cytometer was
raised and the fluorescence lights left on. The machine was run with incan-
descent overhead lights or fluorescent lights. Fluorescent lights in the room
produced photons which contaminated the light path of an opened machine
and decreased the sensitivity in the FL1 and FL2 channels (Fig. 7, Table 6).
Since the fluorescence lights do not emit in the far red, they did not greatly
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Fig. 7� Light contamination. Comparison of FL1 and FL2 showing apparent different sen-
sitivities of the two PMTs (photomultiplier tube) (A, C). An illustration of the Rd concept
is shown by the position of the blank and dim beads in FL1 and FL2. FL1 shows more
sensitivity than FL2 as there is greater separation between the blank and dim peaks in
FL1 compared to FL2 on this flow cytometer; by opening the flow cytometer top, fluor-
escent lights contaminated the blank and dim fluorescence peaks eliminating the ability
of the machine to detect low-level fluorescence (B, D). It is suggested to run flow cytome-
ters with incandescent light so there is no light contamination. Scatter light in the system
might also decrease the ability to detect low-level fluorescence, which would be detected
by these multi-intensity beads

Table 6 Light contamination. The system was evaluated using 4 multi-intensity bead pop-
ulations (Duke, XP4-1637) and correlates to the histograms shown in Fig. 7. These beads
are similar to the 7 peak beads (Duke FL3MC Cytocal) with the #3 and #5 and #7 re-
moved leaving only the #1, #2, #4 and #6 bead populations to be counted. The system
was contaminated by exposing the flow cell to fluorescence lights. The Rd of the closed
system is higher than the contaminated system. FL2 appears to be less sensitive than
the other PMTs. FL3 and FL4 are not as sensitive to fluorescence lights as FL1 and
FL2

Bead Mean Peaks
Treatment P1Blank P2-Dim P3 Med P4 High Rd

FL1 Align 3.2 59.3 1409 7302 6.61
FL2 Align 8.5 53.0 924 6721 3.24
FL3 Align 5.1 59.0 422 7168 4.58
FL4 Align 4.2 172.0 846 6270 6.45

FL1 Cont 14.7 61.7 1445 7551 1.88
FL2 Cont 19.2 62.3 976 7183 1.47
FL3 Cont 9.9 58.0 423 7235 2.34
FL4 Cont 10.1 173.0 844 6269 4.4

contaminate the FL4 population. Fluorescence lights affected FL3 but not to
the same degree as FL1 and FL2, as shown by the Rd value in Table 6 and with
the histograms in Fig. 7. By comparing the position of the FL1 and FL2 bead
peaks, this ambient light test showed that the sensitivity of FL1 was greater
than FL2, for unknown reasons. The sensitivity is related to the large value
of the Rd and the large separation of the unstained and dimly stained beads.
Light contamination or light scatter can destroy the machine’s ability to detect
dim fluorescence from cells or particles.

In summary, we find that multi-intensity beads can be employed to meas-
ure fluorescence dye contamination and misalignment resulting in excessive
background signals. Understanding where the peaks should be located on
a log scale for a given PMT setting is key to understanding how the system is
functioning on a daily basis. Poor alignment and contamination can change
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the position of these peaks. The way to make flow cytometers more sensitive
in detecting weak signals is to lower the background by using good fluidic,
electronic and optical components and to align the instrument correctly. This
results in a high fluorescence detection efficiency with narrow fluorescence
distributions (low CV values) [19].

3.6
Errors

To perform an amplifier linearity check with a multi-intensity bead set, sci-
entists often attempt to view all populations on the same scale. This approach
may conflict with measuring sensitivity if a portion of the blank bead popula-
tion cannot be seen on the scale. In order to evaluate sensitivity it is important
that the entire blank population be on scale. Duke has produced a four-peak
bead set that allows the investigator to evaluate the sensitivity of the flow
cytometer by comparing the blank and dim bead while using one or two high-
intensity beads to assess alignment of the system. However, we prefer to use
a separate alignment bead for the precision and alignment measurement. As
recommended by Ortyn et al. [18], the difference in means between these two
beads is divided by the sum of the SD of each population. If a system is work-
ing, one can determine a value for the difference between the dim and blank
bead population that relates to system sensitivity. If the system has poor sen-
sitivity or is contaminated with fluorescent dyes as shown in Figs. 5 and 6, the
Rd value will decrease and one cannot determine two separate populations in
their proper relative locations for the dim and blank beads.

3.7
Peak Position

We and others have found that the instrument does not have optimal reso-
lution and sensitivity, when the bead particles are placed in the lower chan-
nels. Becton Dickenson attributed this to low PMT voltages, which will am-
plify the noise of the amplifier (BD technical notes). In order to get the
particles in these channels, the PMT voltage was decreased, which meant
the distribution was contained with fewer channels. Fewer channels will in-
evitably result in a high CV of the population. Newer digital machines should
be able to use a population of three to four different beads to measure daily
QC alignment changes in addition to monitoring the sensitivity. These data
will be helpful in monitoring stability and day-to-day consistency. It is rec-
ommended that CV and peak channel be measured at a specific PMT settings
daily.
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3.8
Molecules of Equivalent Soluble Fluorochromes

Currently, a method developed by Abe Schwartz uses a mixture of different
intensity beads to evaluate the sensitivity of a system [10, 13]. He expressed
the detection limits in terms of molecules of equivalent soluble fluorochromes
(MESF). The beads have a number of different intensities, including one
bead population of unstained beads. The beads have a fixed number of dye
molecules and will occur in specific log channels. An equation of a least
squares regression line can be calculated. The resulting equation is then used
to calculate the number of MESF units corresponding to the channel number
of a blank bead. Using this approach, the number of molecules of fluores-
cence that can be calculated is related to the sensitivity of the machine. This
approach and value has been described by Hoffman, and Gaigalas and Wang
in chapters [12, 13] in this book, which are critical for the determination of
the number of fluorescence molecules on a cell population. Unfortunately
this technique is not being applied to flow cytometers in a consistent man-
ner. Some investigators are using the multiple-intensity beads to check the
windows of detection, while other investigators are using the histogram dis-
tributions in log measure CVs on analog machines. We maintain that this
approach is confusing, as there are too many peaks that intentionally span the
whole log scale. It would be better to use fewer beads consisting of a null bead
a dim bead and one or two other higher intensity beads such as the Duke sci-
entific four-peak set (XP4-1637). This is easy to construct as the bead maker
can add any number or type of beads into their bead cocktail. These multi-
intensity beads should be used for sensitivity measurements and they should
not be used for alignment and CV measurements on an analog system. In dig-
ital systems, the data is collected in linear scale and then converted into log
data. Some of the higher intensity peaks may be used to calculate CV. It may
be optimal to have a set of beads for alignment that is different from the set
that is used for sensitivity to keep the methodology directed to the endpoint
being evaluated.

In summary, the sensitivity of the machine can be evaluated by compar-
ing the dim bead relative to the blank bead. The distribution of the blank
bead population should be observed away from the ordinate, so that statistical
values of the SD mean and CV can be obtained. We maintain that it is im-
portant to observe the blank bead in the first decade and the dim bead in the
second decade and compare these two beads using the Rd method. Duke has
prepared a population of four beads to set up the machine which helps clar-
ify the procedure allowing all the beads to be on scale (Fig. 4). By using fewer
bead populations, it becomes easier to interpret the derived bead histograms
and cytograms. Having too many intensity beads in the counting solution is
ultimately a distraction for the determination of this sensitivity endpoint. If
a straight line across the 3–5 log decades with correlation coefficient is war-
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ranted to check the amplifiers, it can also be accomplished with four peaks
instead of six to eight peaks. However six-to-eight peak beads will yield better
evaluation of linearity of the machine if this is the desired endpoint.

The higher the PMT voltage, the better the Rd setting. However, if we push
the fourth peak off scale the three remaining peaks are measured at full PMT
voltage settings, which is not recommended. Since the Rd values are relative
for a machine it is recommended to test the systems using both the third
and fourth intensity beads with these voltages adjusted for the fourth peak to
be located between channel 900 and 1000. This results in the location of the
blank bead population on scale in lower channels (1–10 log units).

4
Summary

We have provided two simple performance criteria to determine if a flow cy-
tometer is aligned and functional. Using uniform single-intensity beads and
measuring the CVs, peak channels, and histogram distributions, the system
can be assessed for alignment and functionality. The second test monitors the
cleanliness of the system and the amount of background light scatter. This
test is related to the alignment. Failure to obtain good values in these tests
will compromise the ability to detect dim fluorescence from background and
will affect the precision of the system. It is important that some of these bead
intensities are similar to the intensity of the samples measured.

Government disclaimer: Although the research described in this article
has been supported by the United States Environmental Protection Agency, it
has not been subjected to Agency review and therefore does not necessarily
reflect the views of the Agency and no official endorsement should be in-
ferred. Mention of trade names or commercial products does not constitute
endorsement or recommendation for use.

Acknowledgements Thank are extended to Jim Birk, Ernie Thomas and Bill Ortyn for
their helpful comments in the discussion of the QA aspects of the paper. I wish to thank
Mike Brinkly for providing us with four and seven multi-intensity beads. I wish to thank
John Havel for the excellent representation of the flow cell. I wish to thank Ellen Lorang
and Connie Meecham for proof reading and formatting the paper.

References

1. Zucker RM (2006) Confocal slide based system performance. Cytometry 69A:659–676
2. Zucker RM (2006) Confocal microscopy slide based systems: instability. Cytometry

69A:677–690
3. Carter D (1999) Practical considerations for collecting confocal images. Methods Mol

Biol 122:35–57



Flow Cytometry Quality Assurance 369

4. Zucker RM, Elstein KH, Gershey EL, Massaro EJ (1990) Increasing sensitivity of the
ortho analytical cytofluorograph by modifying the fluid system. Cytometry 11:848–
851

5. Shapiro HM (2003) Practical Flow Cytometry, 4th edn. Wiley, Liss, New York
6. Tanke HJ (2005) Digital fluoresence microscopy. In: Robinson P (ed) Current Proto-

cols in Cytometry unit 2.5. Wiley-Liss, New York
7. Horan PK, Loken MR (1985) Practical guide for the use of flow systems. In:

van Dilla MA, Dean PN, Laerum OD, Melamed MR (eds) Practical Guide for the Use
of Flow Systems in Flow Cytometry: Instrumentation and Data Analysis. Academic
Press, London, England, pp 259–280

8. Hoffman RA (2001) Standardization and quantitation in flow cytometry. Methods
Cell Biol 63:299–340

9. Kraan JJ, Gratama JW, Keeney M, Jean-Luc D’Hautcourt (2003) Senting up and cal-
ibration of a flow cytometers for multicolor immunophenotyping. J Biol Regulators
Homeostatic Agents 17:223–233

10. Schwartz A, Marti GE, Poon R, Gratama JW, Fernández-Repollet E (1998) Standard-
izing flow cytometry: A classification system of fluorescence standards used for flow
cytometry. Cytometry 33:106–114

11. Gratama JW, D’Hautcourt JL, Mandy F, Rothe G, Barnett D, Janossy G, Papa S,
Schmitz G, Lenkei R (1998) Flow cytometric quantitation of immunofluorescence
intensity: problems and perspectives. Eur Working Group Clin Cell Anal 33:166–78

12. Hoffman RA (2007) Flow cytometry: instrumentation, applications, future trends and
limitations. In: Resch-Genger U (ed) Chapter 34

13. Gaigalas AK, Wang L (2007) Approaches to quantitation in flow cytometry. In: Resch-
Genger U (ed) Chapter 36

14. Zenger VE, Vogt R, Mandy F, Schwartz A, Marti GE (1998) Quantitative flow cytom-
etry: inter-laboratory variation. Cytometry 33:138–145

15. Purvis N, Stelzer G (1998) Multi-platform, multi-site instrumentation and reagent
standardization. Cytometry 33:156–165

16. Powell MK, Whitfield W, Redelman D, Henderson LO, Vogt RF Jr (1998) Titration of
a CD45-FITC conjugate to determine the linearity and dynamic range of fluorescence
intensity measurements on lymphocytes. Cytometry 33:219–224

17. Schwartz A, Gaigalas AK, Wang L, Marti GE, Vogt RF, Fernandez-Repollet E (2004)
Resolution of dimly fluorescent particles: a practical approach. Cytometry B Clin
Cytom 57:1–6

18. Ortyn WE, Hall BE, George TC, Frost K, Basiji DA, Perry DJ, Zimmerman CA,
Coder D, Morrissey PJ (2006) Sensitivity measurement and compensation in spectral
imaging. Cytometry 69A:852–862

19. Wood JCS (1998) Fundamental flow cytometer properties governing sensitivity and
resolution. Cytometry 33:260–266

20. Givan A (2001) Flow Cytometry First Principles, 2nd edn. Wiley-Liss, New York
21. Chase ES, Hoffman RA (1998) Resolution of dimly fluorescent particles: a practical

measure of fluorescence sensitivity. Cytometry 33:267–279
22. Wood JCS, Hoffman RA (1998) Evaluating fluorescence sensitivity on flow cytome-

ters: an overview. Cytometry 33:256–259
23. Art J (1995) Photon detectors for confocal microscopy. In: Pawley J (ed) Handbook of

Biological Confocal Microscopy, 2nd edn. Plenum, New York, pp 183–195



370 R.M. Zucker

24. Pawley JB (1994) Sources of noise. In: Stevens J (ed) Three- Dimensional Micro-
scope Data Sets in Three Dimensional Confocal Microscopy: Volume Investigations
Of Biological Specimens. Academic, New York, pp 47–94

25. Pawley J (2006) Fundamental limits in confocal microscopy. In: Pawley J (ed) Hand-
book of Biological Confocal Microscopy, 3rd edn. Plenum, New York, pp 20–41

26. Zucker RM, Price OT (2001) Statistical evaluation of confocal microscopy images.
Cytometry 44:295–308

27. Zucker RM, Price OT (2001) Evaluation of confocal system performance. Cytometry
44:273–294

28. Zucker RM (2005) Evaluation of Confocal Microscopy System Performance. In: Taa-
jets D (ed) Cell Imaging Techniques. Humana, Totowa, New Jersey, pp 77–135



Springer Ser Fluoresc (2008) 6: 371–398
DOI 10.1007/4243_2008_042
© Springer-Verlag Berlin Heidelberg
Published online: 12 March 2008

Approaches to Quantitation in Flow Cytometry

A. K. Gaigalas (�) · Lili Wang

National Institute of Standards and Technology (NIST), 100 Bureau Drive,
Gaithersburg, MD 20899-8312, USA
adolfas.gaigalas@nist.gov

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373

2 Fluorescence Signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374

3 Conceptual Framework for Quantitation . . . . . . . . . . . . . . . . . . . 375
3.1 Fluorescence Yield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375
3.2 Comparison of Fluorescence Yield and the Definition of MESF . . . . . . . 376

4 Practical Assignment of MESF Values . . . . . . . . . . . . . . . . . . . . . 377
4.1 Absolute Determination of Values of MESF of Microspheres . . . . . . . . 377
4.2 Instrument Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377
4.3 Measurement of Microsphere Concentration . . . . . . . . . . . . . . . . . 381
4.4 Computation of MESF Values . . . . . . . . . . . . . . . . . . . . . . . . . . 383
4.5 Relative Determination of MESF – Cytometer Measurement . . . . . . . . . 384
4.5.1 Cytometer Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . 384
4.5.2 Linearity and Dynamic Range . . . . . . . . . . . . . . . . . . . . . . . . . 385
4.5.3 Noise Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385
4.5.4 Microsphere Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 385

5 Application of MESF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
5.1 Conceptual Basis for Determining ABCe . . . . . . . . . . . . . . . . . . . 388
5.2 Assignment of MESF Values to Microspheres with Immobilized R-PE . . . 389
5.3 CD20 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391
5.4 Cytotrol® Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393
5.5 Application to Multicolored Cytometer Measurements . . . . . . . . . . . . 394

6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 396

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 397

Abstract Flow cytometry is used to measure the fluorescence intensity (FI) from labels
bound to antigens present on the surface of T and B cells. The T and B cells are associ-
ated with the human adaptive immune system and the amounts of surface antigens, such
as CD4, CD8, and CD20, are used for diagnostic purposes. To estimate the number of
a specific antigen expressed on the surface, the cells are incubated in a solution contain-
ing antibodies specific to that antigen and the antibodies are conjugated to fluorophores
that provide the fluorescence signals used to detect the presence of the antibodies on
the cell surface. The fluorophore on the antibody, microsphere, or cell is called a label.
The antibody gives biological specificity and the fluorophore provides a mechanism for
readout. Quantitation of cytometer measurements is accomplished by the comparison



372 A.K. Gaigalas · L. Wang

of the fluorescence signal of labeled cells with the fluorescence signal of labeled refer-
ence microspheres. The fluorescence signals from labeled cells and labeled microspheres
are converted to a fluorescence yield (FY) where FY is defined as the product of the
number of fluorophores and the fluorophore quantum yield. The comparison of fluores-
cence provides the basis for an estimate of the number of molecules of equivalent soluble
fluorophores (MESF) associated with the labels bound on the cell surface. A procedure
is outlined for assigning MESF values to microspheres followed by a demonstration of
the assignment of MESF values to microspheres with immobilized R-phycoerythrin. The
MESF values are used to obtain an estimate of the antibodies bound to the cell (ABCe).
The final step in the quantitation process is the conversion of the ABCe values to an esti-
mate of the number of specific antigens on a surface of a cell. With proper care, the ABCe
value may be a good indicator of the total number of specific antigens present on the cell
surface. Examples are given of the determination of the number of CD4 and CD20 anti-
gens on lymphocytes. The MESF quantitation strategy has been applied to the calibration
of multicolor flow cytometers.

Keywords Antibodies · Calibration · Flow cytometry · Fluorescence · MESF ·
Microspheres · Quantitative

Abbreviations
A Measured absorbance
ABC Antibody binding capacity or antigen molecules per cell
ABCe Antibodies bound per cell
BD Becton Dickinson Biosciences
C Concentration in mol/L
B-CCL B cell chronic lymphocytic leukemia
CDXX Surface antigen on T and B cell, XX is a code for the antigen
CLSI Clinical and Laboratory Standards Institute
CV Coefficient of variation
DU Digital unit, output from a analog to digital converter
FITC Fluorescein isothiocyanate
FL1 First fluorescence channel in a flow cytometer
FI Fluorescence intensity or fluorescence signal
FY Fluorescence yield
HIV Human immunodeficiency virus
I0 Power of incident light
LED Light emitting diode
MESF Molecules of equivalent soluble fluorophore
N Number density of microspheres
ND Neutral density filter
OD Optical density associated with a neutral density filter
Padj Ratio of the illumination power of a calibration and analyte measurement
PBS Phosphate buffer saline
PMT Photomultiplier tube detector
QC Quality control
QY, φ Quantum yield
R-PE R-phycoerythrin
SRM Standard reference material
SSC Side scattering channel in a flow cytometer
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ε(λ) Molecular extinction coefficient at wavelength λ

Ω Efficiency of instrument for collecting fluorescence

1
Introduction

The accuracy of quantitative flow cytometry measurements is crucial for
a large number of in-vivo diagnostics in the clinical setting. Examples in-
clude measurements involving blood, bone marrow, lymph nodes, leukemias,
lymphomas, HIV, immune testing, stem cells, cytokine positive cell, and anti-
gen specific T-cell detection. Complex, multicolor, multi-laser instruments
are now routinely used for the in vitro selection and sorting of cells for ex
vivo manipulation and subsequent clinical use. However, the incomparabil-
ity of the results from different laboratories and across different instrument
platforms is a serious barrier that has needed to be overcome for the advance-
ment of this field. The paper describes procedures that may be used in clinical
laboratories in the future to insure comparability.

The measurements carried out with flow cytometers are specific cases of
immunoassays whose goal is to determine the number of antigens in the sys-
tem under study. The procedure is to incubate the biological sample with
antibodies designed for the antigen of interest, and then determine the num-
ber of antibodies that have remained bound in the biological sample. The
common method for determining the number of antibodies in the biologi-
cal sample is to attach fluorophore labels to the antibodies and then to use
fluorescence signal as an indicator of the number of labeled antibodies.

The major concern of immunoassays is the reduction of possible errors
that can skew the estimate of the number of antigens. Errors are present in
all of the many steps that comprise a typical immunoassay. The step that will
be the subject of this chapter is the detection and quantitation of the fluo-
rescence signal. Quantitation will mean the conversion of the fluorescence
signal into a numerical estimate of the number of antigen molecules present
in the biological sample. Quantitation has been pursued by many over the last
several decades [1–5] and has been recently detailed in a CLSI report I/LA
24-A [6]. The discussion below summarizes previous work to develop scien-
tifically rigorous procedures for presenting flow cytometer measurements in
terms of the number of antigens on a cell surface. The pursuit of quantitation
in flow cytometry is based on a vision that a universal quantitation scheme is
possible, that manufacturers of reagents are willing to implement the scheme,
and that the presentation of flow cytometer results in terms of the number of
antigen molecules will be a great benefit to the health providers.

The discussion of quantitation will start with a summary of the proper-
ties of fluorophores which determine their efficacy for signaling the pres-
ence of antibodies. A detailed discussion of fluorescence spectroscopy can
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be found in a textbook by Lakowicz [7]. Furthermore, an excellent sum-
mary of the basic concepts of fluorescence measurements is given in a recent
review [8].

2
Fluorescence Signal

Most molecules absorb electromagnetic radiation over a limited range of
wavelengths. The absorption leads to the population of a molecular orbital
of higher energy and a concomitant disappearance of a photon (the pho-
ton is the basic energy unit of the radiation field). The energy difference
between molecular orbitals determines which wavelength of the incident ra-
diation field will be absorbed with high probability. Thus each molecule
has a characteristic absorption spectrum which measures the likelihood of
photon absorption at different photon wavelengths. (In practice the solvent
environment of the molecule will influence the details of the absorption spec-
trum). The salient features of the absorption spectrum are the existence of
a wavelength of maximum absorption and a large spread of wavelengths
around the maximum at which absorption is significant. The absorbance at
any wavelength can be converted into a molar extinction coefficient, ε(λ), by
dividing the absorbance by the known molar concentration of the absorb-
ing molecules. The absorption probability is related to the product of the
power of the incident radiation, I0, and the molar extinction coefficient ε(λ)
at the wavelength of the incident radiation. For applications in flow cyto-
metry, molecules are chosen which have very large extinction coefficients at
the wavelength of illuminating light.

The absorption of a photon leaves the molecule in an excited molecular
orbital. There is an equilibration process in the excited state during which
energy is lost to the surroundings so that any emission wavelength is usu-
ally longer than the wavelength of the absorbed photon. The difference in the
wavelengths of maximum absorption and maximum emission is called the
Stoke’s shift. The large difference in the Stoke’s shift between fluorescein and
R-phycoerythrin makes it possible to excite fluorescein and R-phycoerythrin
with the same wavelength (usually 488 nm) and detect the emission in differ-
ent wavelength regions.

The radiative decay of the excited state is but one of many relaxation paths.
Internal conversion, during which the electronic energy is converted to vi-
brational energy and dissipated to the environment, is another relaxation
path. The conversion of electronic spin from singlet to triplet results in a long
lived excited state which does not radiate and is susceptible to chemical re-
actions. The presence of alternate relaxation pathways reduces the number of
photons emitted by excited states. The relative fraction of excited states that
decay radiatively is given by the parameter called the quantum yield (QY).
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The competition between radiative decay and other decay pathways leads to
the dependence of QY on the environment of the fluorophore. The above
discussion can be summarized by a relation between the fluorescence inten-
sity/signal (FI) and the properties of the measurement instrument and the
fluorophores.

FI = ΩI0ε(λex)φC . (1)

Here Ω represents the efficiency of the transport of the radiation from the
emitting fluorophores in the solution to the detector, I0 is the power of the
laser beam that illuminates the sample, ε(λex) is the molar extinction coeffi-
cient at the wavelength of the illuminating laser beam, φ is the quantum yield,
and C is the concentration of the fluorophores in mol/L. Equation 1 shows
that the FI depends on five independent properties associated with the fluo-
rophores and the measurement instrument. The large number of variables is
the reason for the difficulty in quantitating the fluorescence signal.

3
Conceptual Framework for Quantitation

3.1
Fluorescence Yield

Soluble fluorophores (analyte) can be quantitated using reference solutions
with known concentrations of the same fluorophore in the same buffer as
the analyte. In such cases the molar extinction coefficient and the quantum
yield of the fluorophores are the same for the analyte and the reference solu-
tions, and the fluorescence signal from both is proportional to the number of
fluorophores (see Eq. 1). In the more common case, the analyte fluorophores
and the reference fluorophores are in different environments (e.g., one is in
solution and the other fluorophore is immobilized on a microsphere). In this
case the quantum yields may be different for the two fluorophores, and the
equality of fluorescence signal from two solutions does not imply equal num-
bers of fluorophores. In what follows we discuss the notion of molecules of
equivalent soluble fluorophore (MESF) as a method for quantitating fluores-
cence signal in the case where quantum yields differ for the fluorophores in
the analyte and the reference solutions.

The discussion below is based on the concept of fluorescence yield, which
is defined as the product of the fluorophore concentration and their quantum
yield [9]. The fluorescence yield of a number of fluorophores is a measure of
the number of photons emitted if every fluorophore starts out in the excited
state. For fixed solution conditions, the fluorescence yield is a well-defined
property of the solution. Just as it is valid to compare the quantum yield of



376 A.K. Gaigalas · L. Wang

two fluorophores, it is also valid to compare the fluorescence yield of any two
solutions of fluorophores.

3.2
Comparison of Fluorescence Yield and the Definition of MESF

Assume that the instrument factor, Ω, and the illumination, I0, are the same
for fluorescence measurements carried out on two solutions, s1 and s2. The
equality of total integrated fluorescence signal measured for the two solutions
implies the relation given in Eq. 2:

Cs1εs1(λx)φs1 = Cs2εs2(λx)φs2 . (2)

Equation 2 shows the well-known fact that for fixed instrument conditions,
the fluorescence signal is determined by the product of three independent
variables: the concentration of fluorophore, the probability of absorbing
a photon, and the probability of emitting a photon. If the above measure-
ments are repeated with a different illumination wavelength (change instru-
ment conditions), the fluorescence signals may not be equal for the two
solutions since the extinction coefficients for the two solutions may be differ-
ent at the new wavelength. The absorption is a strong function of wavelength,
and thus the resulting integrated fluorescence signal will depend on the
wavelength of illumination. To eliminate the dependence on excitation wave-
length, the fluorescence signal measurement needs to be normalized by the
molecular extinction coefficient at the illumination wavelength. Such a nor-
malization changes the comparison of fluorescence signal into a comparison
of fluorescence yield. If a series of measurements of fluorescence yield are
performed for different concentrations of one of the fluorophores then there
will be a specific concentration at which the fluorescence yields from the two
solutions will be equal implying the relationship in Eq. 3:

Cs1φs1 = Cs2φs2 . (3)

The equality of the measured fluorescence yields would be instrument inde-
pendent. All instruments that measure the ratio of fluorescence signal and
extinction coefficient would give the same response for solutions having the
same fluorescence yields (Eq. 3). The equality would be true even if the ab-
sorption and emission spectra were very different for the two fluorophores.
A practical procedure for converting a comparison of fluorescence signal into
a comparison of fluorescence yields is to work with the same fluorophore in
the reference solution and in the analyte solution so that the extinction co-
efficients are reasonably matched in the two solutions and cancel out during
the comparison of fluorescence signal. The equality of fluorescence signal is
then equivalent to the equality of fluorescence yield. For most of the follow-
ing discussion we will assume that the analyte and the reference fluorophores
are the same.
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4
Practical Assignment of MESF Values

4.1
Absolute Determination of Values of MESF of Microspheres

The proposed procedure for assigning MESF values to microspheres with
immobilized fluorophores involves several steps [10]. First, measure the FI
from serial dilutions of a reference solution of fluorophores (such as SRM
1932 [11]) to calibrate a fluorometer. The calibration provides a relation be-
tween FI and a concentration of fluorophores in the reference solutions. Next,
prepare a suspension of microspheres with immobilized fluorophores (same
as the reference fluorophores) and measure their concentration using an
instrument, such as the Coulter Multisizer 3. The concentration of micro-
spheres must be kept sufficiently low (<106/ml) so that the scattering does
not lower the fluorescence signal appreciably. Finally measure the fluores-
cence signal of the microsphere suspension using the same fluorometer as in
the calibration. During the data analysis, the calibration is used to convert
the fluorescence signal of the microsphere suspension into a concentration of
equivalent reference fluorophores. Finally the equivalent concentration of ref-
erence fluorophores is divided by the concentration of microspheres to obtain
the MESF value of a single microsphere. The various steps are summarized in
the flowing table and discussed in more detail below.

Summary of steps in the MESF assignment:
Step Description of action
1 Measure FI of serial dilutions of solutions of reference fluorophore.
2 Make a calibration curve using FI in step 1 and the known

concentrations of reference fluorophore solutions.
Equation 9 is an example

3 Measure the concentration of microspheres. Quantitate aggregates.
4 Measure FI from microsphere suspension
5 Use calibration in step 2 to relate the FI in step 4 to a concentration

of reference fluorophores. This is the equivalent concentration of
reference fluorophores. Equation 6

6 Divide equivalent concentration by microsphere concentration.
Equation 5

4.2
Instrument Validation

The apparatus used for the assignment of MESF values needs to be validated.
The validation provides a characterization of the response of the apparatus
and an estimate of error in the values of the measured fluorescence inten-
sity [12, 13]. Some of the steps in instrument validation are outlined below.
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The wavelength calibration of the fluorometer can be checked using the
argon ion laser lines, mercury lamp lines, or neon lamp lines.

The linearity of the fluorometer should be checked. A possible method is
to pass the output of a light emitting diode (LED) through a variable neutral
density (ND) filter and focus the output on the end of a bifurcated optical fiber.
One of the arms of the optical fiber can be placed at the location of the sample
in the fluorometer. The other arm can be placed in front of a photodiode which
is known to be linear within 0.1% over its entire dynamic range. The output of
the photo diode can be compared to the output of the fluorometer over a range
of optical density (OD) values associated with the ND filter.

Check the spectral response of the fluorometer. This can be performed
by the use of a calibrated lamp with a known output over a range of wave-
lengths, e.g., 340 nm to 800 nm [14]. The output port of the calibrated lamp
can be placed at the location of the sample in the fluorometer. The intensity
of the calibrated lamp should be adjusted with neutral density filters so that
the fluorometer response is in the linear range. The spectral correction fac-
tor can be obtained by dividing the normalized reference lamp output by the
normalized measured FI. Multiplying the measured fluorometer signal by the
correction factor corrects for the variability of the fluorometer response over
the wavelength range.

Measure the background. To measure the fluorescence signal from low
concentrations of reference fluorophores, it is necessary to subtract the spec-
trum of the buffer from the spectrum of the solution containing the fluoro-
phores. If an ion laser is used for illumination, a laser line filter is a criti-
cal component in the fluorometer since without it, the spectra may include
significant contribution from laser plasma lines. Both the buffer and flu-
orophore spectra can be collected for a sufficient time to insure that the
fluorometer is operating in the linear region. The water Raman band is usu-
ally the largest contribution to the background. If the samples are contained
in capillary flow cells, Raman bands from the flow cell walls can be sig-
nificant. In any case, after subtraction of the background, the fluorophore
emission spectrum should be clearly recognizable. Background subtraction
is not critical for the collection of spectra from solutions with higher con-
centrations of fluorophore. The subtracted spectrum should be corrected for
the spectral response of the detector as described above. Background cor-
rection for suspensions of microspheres with immobilized fluorophores has
to be performed with suspensions of microspheres without any immobilized
fluorophore.

In the case where the microsphere measurements are carried out after the
calibration measurement with the reference solutions, great care is needed
to eliminate possible contamination. Prior to the microsphere measurements,
the cuvette or the capillary flow cell should be washed for several hours. As
a rule of thumb, the cleaning is sufficiently good when the fluorometer signal
is within instrumental error of the FI from the buffer solution.



Approaches to Quantitation in Flow Cytometry 379

Fig. 1 a The open circles show the fluorescence spectrum from a solution with 16 pmol/l
fluorescein flowing in a capillary cell. The excitation wavelength is 488 nm. The broad
band at 585 nm is the water Raman line, while the peaks around 510 nm are the Raman
lines from the cell walls. The solid circles show the spectrum taken with the buffer flowing
in the capillary cell. (The Raman lines from the cell walls are absent if a cuvette is used
to hold the sample). b The spectra shown in a are subtracted yielding the fluorescence
spectrum of fluorescein. The spectrum is corrected for variation in the detector spectral
response and integrated over all wavelengths to yield the final value of the fluorescence
intensity associated with that solution
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Since the measurement of the reference solutions and the microsphere sus-
pensions can take several hours, it is necessary to monitor the power of the
illumination. A glass slide was used to reflect part of the incident laser beam
onto a silicon detector that was connected to a calibrated power meter.

After the fluorescence measurements are finished, the same algorithm
should be used to analyze the calibration and analyte data. We used a Math-
cad program to read in the spectra and apply all of the corrections. Graphical
display of the changes produced by the corrections was monitored to verify
that the corrections were proceeding normally. Examples of the measurement
and analysis are shown in Figs. 1, 2. The open circles in Fig. 1a show the
fluorescence spectrum of a solution of fluorescein with a concentration of
16 pmol/l, excited by 488 nm laser line. The full circles in Fig. 1a show the
spectrum of the buffer. The dominant feature in both spectra is the water
Raman line at 585 nm. Both solutions were flowing through a capillary cell
so that glass Raman lines are apparent in the wavelength region 495 nm to
540 nm. Figure 1b shows the spectrum obtained by subtracting the buffer

Fig. 2 The log of the fluorescence intensity (FI) associated with different dilutions of
fluorescein reference solution are plotted on the x-axis. The log of the concentration of
fluorescein (C) associated with each solution is plotted along the y-axis. The solid circles
show the measured results and the solid line gives the best linear fit to the data. A slope in
the range 0.95 to 1.05 is acceptable. The dashed lines give a graphical display of the pro-
cedure used to associate an effective fluorophore concentration (Cef) with a fluorescence
intensity measured for a microsphere suspension
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spectrum from the solution spectrum. The fluorescein spectrum is apparent.
The spectrum was integrated to obtain the final fluorescence intensity for the
fluorescein solution.

Measurement such as shown in Fig. 1b were performed for six dilutions
of the fluorescein SRM. The solid circles in Fig. 2 shows the fluorescence in-
tensities plotted as a function of the concentration of the six dilutions of the
fluorescein SRM. The solid line in Fig. 2 shows the calibration obtained by fit-
ting the log of the concentration of each solution versus the corresponding log
of the fluorescence intensity.

The fluorescence spectrum from microsphere solutions looks very similar
to that shown in Fig. 1b. The fluorescence intensity obtained for a particular
microsphere population provides a point on the horizontal axis on Fig. 2 such
that a vertical line (dotted line in Fig. 2) drawn from this point intersects the
calibration line at a specific concentration which is called Ceq. These lines are
shown by the dotted lines in Fig. 2. The value Ceq together with the measured
microsphere concentration gives a value of MESF for that sphere population.
This procedure will be revisited below.

4.3
Measurement of Microsphere Concentration

Both the Multisizer 3 and the flow cytometer measurements show the pres-
ence of microsphere doublets, which are permanent joining of two micro-
spheres. Some aggregation of colloidal particles is expected, and the amount
depends on previous treatment of the suspension (e.g., sonication), age, and
solvent. The concentration measurements were performed with the same
suspension as the fluorescence measurements. Furthermore, the two meas-
urements were performed on the same day. Figure 3 shows an example of the
output obtained from the Multisizer 3. The horizontal axis gives the diameter
of the microsphere and the vertical axis gives the number of events recorded
during the time it took a given amount of the suspension to flow through
the instrument. The larger peak at approximately 7 µm corresponds to single
microspheres while the broader peak between 8.3 µm and 9.7 µm corres-
ponds to aggregates of two microspheres. Adding the numbers in the two
regions and multiplying by a dilution factor gives an estimate of the micro-
sphere concentration in the original suspension.

The simplest assumptions are that the Multisizer 3 gives the correct con-
centration of doublets in the suspension used for fluorescence measurements
and that the fluorescence intensity from the doublets is twice the fluorescence
intensity from single microspheres. Therefore in comparing the fluorescence
yield of a suspension and solution we multiply the doublet concentration by
a factor of 2 relative to the singlet concentration.

NTotal = NSingle + 2NDouble , (4)
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Fig. 3 The histogram shows the distribution of particle diameters measured for a sus-
pension of microspheres. The suspension was obtained by diluting the suspension used
in the measurement of fluorescence intensity. The peak around 7.4 µm corresponds to
single microspheres passing through the orifice of the Coulter Multisizer 3 instrument.
The broader peak at approximately 9 µm corresponds to permanent associations of two
microspheres. The microsphere number concentration was obtained by summing the his-
togram peaks, multiplying by the dilution factor, and adjusting for the known sampled
volume

where NSingle is the number concentration of single microspheres, NDouble is
the number concentration of double microspheres, and NTotal is the total con-
centration used in comparing fluorescence yields. The assumption that the
fluorescence intensity from a double microsphere is twice the fluorescence
from a single microsphere is qualified by such consideration as distortion of
the illuminating light and changes in quantum yield at the point of contact
between the microspheres. Since the cytometer measures the fluorescence of
single microspheres, these considerations are critical for the comparison of
cytometer and fluorometer measurements.

The measured polarization anisotropy for the microsphere suspensions
was about 0.08. This small value was rationalized by the large tether length
of the chain of carbon molecules (n = 7) that immobilized the fluorophore to
the microsphere surface. A long tether permits considerable rotational free-
dom. The systematic effects due to polarization differences between solution
and microspheres were neglected.
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The comparison of the fluorescence signal from solutions of fluorophore
and suspension of microspheres with immobilized fluorophore requires
a correction for differences in absorption probability of soluble and immo-
bilized fluorescein. Fluorescence excitation spectra show that the absorption
spectra of the soluble and immobilized fluorescein are shifted relative to
each other. The fluorescence excitation spectra allow an estimate of the
change in relative absorbance at 488 nm due to the spectral shift. How-
ever, at present there is no measurement of the absolute value of the molar
extinction coefficient for fluorescein immobilized on microspheres. The ad-
justment for possible differences in the molar extinction coefficient is left for
a later time.

4.4
Computation of MESF Values

Equation 5 gives the relation to calculate the MESF values for the micro-
spheres with immobilized fluorophores.

MESF =
6.022×1023

1000

Ceq

Nspheres
, (5)

Nsphere is the number density (cm–3) of fluorophore labeled microspheres and
Ceq is the molar concentration (mol/L) of soluble fluorophore which gives
the same fluorescence signal as the suspension of microspheres. The constant
in Eq. 5 is a conversion factor between molar and number concentrations
i.e., Avogadro number and 1000 ml/l. The equivalent concentration of solu-
ble fluorescein is determined using the calibration curve determined with the
reference solutions of fluorophores.

Ceq = 10–intercept(FI·Padj)
slope , (6)

where intercept and slope are the linear fit parameters describing the rela-
tionship between the logarithm of the observed fluorescence signal and the
logarithm of the concentration of fluorescein in the reference solutions. Ana-
lysis of results from repetitive calibrations gave an uncertainty of about 3%
in the value of slope and about 2% in the value of intercept. FI in Eq. 6 is
the measured fluorescence signal of the microsphere suspension. The ratio
of the average of the power readings taken during the calibration and micro-
sphere measurements is set equal to Padj, which multiplies FI in Eq. 6 and
compensates for possible differences in illumination intensity.

The values of MESF are assigned using Eqs. 4, 5 and 6 using the six meas-
ured values: slope, intercept, FI, Padj, Nsingles, and Ndoubles. The procedures
used to measure the six parameters also provide an estimate of the error as-
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sociated with each measured value. Once the uncertainties for the six values
are known, Eq. 5 can be used to assign an overall uncertainty of the MESF
value.

4.5
Relative Determination of MESF – Cytometer Measurement

The objective of this measurement is to ensure that the MESF assignments ob-
tained with the fluorometer are linear. The microspheres with immobilized
fluorophore are passed through a flow cytometer, and the response is meas-
ured. Each population of microspheres, each with a different amount of im-
mobilized fluorophores, produces a population of fluorescence pulses which
are characterized by a mean pulse height and a standard variation. The flow
cytometer response is known to be linear, therefore the mean fluorescence
pulse height of the different populations of microspheres should correlate
linearly with the assigned values of MESF. Thus, while the cytometer does
not provide an independent measurement of the MESF values, it does place
a stringent constraint on the consistency of the relative assigned values. The
MESF values obtained with the fluorometer can be adjusted slightly (<5%) so
that they correlate linearly with the means of the fluorescence pulse distribu-
tions measured with the flow cytometer.

4.5.1
Cytometer Characterization

The cytometer at NIST was constructed to be as simple as possible with all
physical processes open to inspection. An air-cooled argon ion laser pro-
vided the source of 488 nm illumination. The laser beam was focused to
a waist of approximately 20 µm by a spherical lens with a focal length of
50 mm. The focal point was located in the flow channel of a cytometer flow
cell adapted from a FACSCalibur cytometer made by Becton Dickinson Bio-
sciences. The sample was pumped by a syringe pump, and the sheath fluid
was pumped by the pressure in the sheath fluid container vessel. A flow
meter in the sheath flow line gave an indication of the flow rate. The laser
beam passed through a glass plate whose orientation provided a sensitive
adjustment of the beam position in the scattering plane. The flow cell con-
tained the collection optics which focused the emitted light on photomul-
tiplier detectors (PMTs). The usual arrangement of a dichroic mirror and
filters selected the fluorescence and elastically scattered light components.
The outputs from the two PMT were processed by digital electronics provided
by Becton Dickinson Biosciences (BD FACSDiVa system). An oscilloscope
provided a visual monitor of the pulses associated with the side scatter-
ing channel (SSC) and the first fluorescence channel (FL1) of the detection
electronics.
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4.5.2
Linearity and Dynamic Range

The linearity and dynamic range of the flow cytometer was checked using the
output of a stable LED. The output of the LED was chopped and split into
two parts one of which was directed toward the scattering channel PMT (SSC)
and the second part was directed through a ND filter towards the fluorescence
channel PMT (FL1). The chopper rotation was adjusted to give pulses that ap-
proximated the pulses from the microspheres in the flow cell. This adjustment
was performed by visual inspection of the oscilloscope traces. The linearity
measurements were performed by noting the geometric mean channel of the
detected pulses in FL1 for a given value of OD (optical density) associated
with the neutral density filter. The plot of the log of the relative pulse height
versus the log of the illumination given by 10–OD resulted in a straight line
with an average slope of 1.027±0.008.

4.5.3
Noise Characteristics

The noise characteristics of the flow cytometer are a sensitive indicator of the
quality of its operation. CV is defined as the standard deviation of the fluores-
cence pulse amplitude distribution divided by the mean amplitude, FImean, of
the pulse distribution. The CV is related to FImean by

(CV)2 =
1

K ·FImean
+

σ2
E

FI2
mean

+ σ2
S , (7)

where σE summarizes electronic sources of noise, K is the photon transfer
constant for the PMT, and σS summarizes source of noise that depends lin-
early on signal. A linear relation between (CV)2 and 1/FImean implies that the
noise in the pulse height is due to the statistics of photoelectron production
at the cathode of the PMT, and the cytometer is responding as expected. The
constant value of CV2 at high values of FImean is a measure of the noise com-
ponent which is proportionate to the signal. A likely source of this noise is
mechanical vibrations of the chopper or, in the case of flowing microspheres,
fluctuations in the intensity of the illuminating light and the inherent non
uniformity of the microspheres themselves.

4.5.4
Microsphere Measurements

Alignment microspheres from Spherotech Corp. were used to align the cyto-
meter laser beam. (The alignment was sufficiently good when the FL1 pulse
mean channel was between 180 000 and 200 000, and the CV % was better
than 4%.) After the alignment, the five populations of the reference micro-
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Fig. 4� Calibration of the response of a flow cytometer in terms of MESF. a Distribution of
scattering and fluorescence light pulses from five populations of microspheres with different
amounts of immobilized fluorescein. The side scattering signal (SSC-A, Y-axis) is relatively
constant for all five populations while the average magnitude fluorescence of the fluorescence
signal (FL1-A, X-axis) varies over two and a half magnitudes. b A compilation of the mean
geometric values for the distribution of data points in Fig. 3a. c A plot of the logarithm of
the assigned MESF value of each population as a function of the logarithm of the associated
mean magnitude of the fluorescence pulses. A fit of the log (MESF) values to a linear function
of log (FI) constitutes a calibration of the cytometer response

spheres were mixed and pumped through the cytometer and the correspond-
ing fluorescence and scattering peaks recorded. In all cases the single and
double microsphere signals were resolved. A scatter plot (Fig. 4a) was made
where the Y axis corresponds to the scattered light pulse amplitude, while the
X axis corresponds to the fluorescence pulse height. As shown in Fig. 4a, the
scattering signal is relatively constant for the five populations, while the flu-
orescence signals differ substantially and form five distinct populations. The
population centered at the X value of 336 corresponds to the microspheres
with the least amount of fluorophores. This population is distinct from the
blank microsphere population which forms a wide background with values of
X less than 260.

Figure 4b tabulates the geometric means of the scattering and fluorescence
signals associated with each of the five microsphere populations. The geo-
metric mean was chosen to represent the location of the population because
this parameter is less sensitive to outliers, and because it is used widely in
representing data from flow cytometers.

Figure 4c shows the plot of the log of the geometric mean of fluorescence
pulses associated with each microsphere population as a function of the log
of the assigned MESF value for each microsphere population. As described
above, the MESF assignments were performed using the fluorometer. Since
the cytometer is a linear device, the measured mean pulse heights should be
correlated linearly with the MESF values which are proportionate to the num-
ber of fluorophores on the microsphere and hence to the fluorescence signal.
We made small adjustments (<5%) in the assigned MESF values, by requiring
that they produce a linear response in the cytometer.

5
Application of MESF

The MESF calibration has been used in quantitative measurements of ligand
receptor interactions [15]. A recent study used quantitative cytometry with
MESF calibration to report the level of ZAP-70 expression in B cells [16]. The
authors conclude that “The MESF unit provides a powerful tool to compare
flow cytometry analysis of intracellular protein levels in an entire cell pop-
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ulation, in a precise quantitative manner over extended periods of time and
across instruments.” This view deserves strong consideration. However, in
a large portion of assays performed with flow cytometers a small extension
of the MESF calibration would provide even more biologically significant in-
formation. The extension involves assigning MESF values not only to cells but
also to the labeled antibodies which are used to label the cells. The objective is
to estimate the number of antibodies bound to the cell (ABCe). The quantity
ABCe is still a step removed from the number of total antigen molecules per
cell [17] or what is also called antibody binding capacity [18]. The later quan-
tities, which are referred to as ABC (without the small e at the end), can be
inferred from ABCe if there is information on the valency of binding between
the antigen on the surface and the labeled antibody specific to the antigen. It
seems worthwhile to expend a small additional effort and strive to report flow
cytometer results in terms of ABCe values.

5.1
Conceptual Basis for Determining ABCe

The same procedure that was described for the microspheres could be applied
to the assignment of MESF values to labeled antibodies in solution. These values
will be called MESFAb. Given the MESF values for the microspheres, it is pos-
sible to calibrate a flow cytometer response and assign a MESF value to a cell
incubated with the antibodies labeled with fluorophores. The assigned value
will be denoted by MESFcell. The antibodies, the microspheres, and the cells
are assumed to be labeled with the same fluorophore and in the same buffer. In
this case the equality of FI provides the same equivalence between fluorophore
concentrations in the three environments. Therefore it is valid to estimate of
the number of antibodies bound per cell by the relation given in Eq. 8.

ABCe =
MESFcell

MESFAb
. (8)

The validity of Eq. 8 is based on the assumption that a labeled antibody has
the same FY on the microsphere, the cell and in solution. In that case, divid-
ing the FY of a cell by the FY of a single antibody gives an estimate of the
number of antibodies on the surface of the cell. The ABCe values obtained by
Eq. 8 may have to be adjusted to reflect the actual number of antigens on the
cell surface. The adjustment may be needed because not all antigens on the
surface will bind an antibody. The adjustment factor could be found by meas-
uring the ABCe value of a biological control with a known number of antigen
molecules expressed on the cell surface. However, such controls may not be
easy to obtain. In the following, MESF values are assigned to microspheres
with immobilized R-phycoerythrin (R-PE), and the microspheres are used to
obtain ABCe values for antigens called CD4 and CD20. A detailed example of
the MESF assignment is presented below.
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5.2
Assignment of MESF Values to Microspheres with Immobilized R-PE

A stock solution of R-PE was obtained from BD and had a nominal pro-
tein concentration of 1.47 mg/ml. Assuming a molecular mass of 220 000,
the molar concentration of R-PE in the stock solution was 6.12×10–6 mol/L.
Solutions of R-PE were prepared by dilution of the stock solution in PBS
containing 0.022% (mass/mass) Tween 20 surfactant. Table 1 summarizes the
data used to obtain six serial dilutions of the reference solution of R-PE. The
concentrations of the diluted solutions were found by weighing the empty vial
(column 2 in Table 1), the vial with the buffer (column 4), and the vial with
added R-PE solution (column 6) and performing the appropriate arithmetic.
The results are shown in the last column of Table 1. The weighing uncertain-
ties (col 3, 5, and 7) were found from the standard deviation of the values
from multiple weighings. The uncertainties due to weighing are small com-
pared to the uncertainty in the concentration of the reference R-PE solution.

The solutions of R-PE were placed in a semi-micro cuvette and illuminated
with 488 nm laser line from an argon ion laser. The observed spectra were
normalized to 1 s collection time, corrected for spectral response, and inte-
grated. The resulting fluorescence signals (FI) in digital units (DU) are shown
in Table 2 together with the measured errors.

The errors in FI were obtained from repeated measurements. The FI and R-
PE concentration values were converted to logarithms and plotted in a similar
manner as shown in Fig. 2. For the data in Table 2, the linear relation (ob-
tained using linear regression program in SigmaPlot 9) is best described by

log(PE) =– 16.937 + 0.979 · log(FI) . (9)

The last column in Table 2 gives the predicted values of the log of the concen-
tration of R-PE. The errors in the fit parameters are not shown.

Table 1 A list of masses used to calculate the concentration of R-phycoerythrin in serial
dilutions

Solution Mass of Error Vial+ Error Vial + Error R-PE Buffer R-PE
index vial, g g Buffer g g Buffer + g g g mol/l

R-PE, g

0 6.12e-6
1 8.261 6.0e-4 18.421 1.5e-3 18.522 9.6e-4 0.100 10.160 5.99e-8
2 8.395 1.3e-3 18.558 2.6e-3 18.665 8.1e-4 0.108 10.163 6.28e-10
3 8.287 5.4e-4 16.392 8.6e-4 18.408 7.7e-4 2.015 8.105 1.25e-10
4 8.252 1.2e-3 16.365 5.3e-4 18.388 3.4e-4 2.023 8.113 2.50e-11
5 8.370 2.1e-3 16.504 1.2e-3 18.512 9.1e-4 2.008 8.134 4.94e-12
6 8.415 1.9e-3 16.556 2.0e-3 18.562 1.6e-3 2.006 8.141 9.77e-13
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Table 2 A list of solutions of R-PE and the corresponding measured fluorescence signal
(FI)

R-PE mol/l Error mol/l FI Error log(PE) log(FI) Predicted log(PE)

9.77e-13 1.0e-13 98 000 6000 –12.01 4.99 –12.05
4.94e-12 6.0e-13 639 000 50 000 –11.31 5.81 –11.26
2.50e-11 5.0e-12 3 080 000 60 000 –10.60 6.49 –10.59
1.25e-10 1.0e-11 15 500 000 600 000 –9.90 7.19 –9.90
6.28e-10 4.0e-11 76 200 000 500 000 –9.20 7.88 –9.22

The number concentration of the microspheres in the suspensions pro-
vided by BD was measured using a Coulter Multisizer 3 counter. The concen-
tration, Nsph, was 20.2×106/mL. For fluorescence measurements, the micro-
sphere suspension was diluted by a factor of 10 in the same buffer used for
the R-PE solution calibration. The fluorescence spectra of the microspheres
were measured under identical conditions that were used for the R-PE so-
lution measurements. The spectra were treated as described previously and
the resulting spectra were integrated to obtain a FI of 6.27×106 DU (digital
units). This value of FI was used in Eq. 9 to obtain an equivalent concentration
of soluble R-PE, CPE = 5.14×10–11 mol/L, that gave the same FI as the bead
suspension. This value of CPE was used in Eq. 10

MESF =
Na

1000
CPE

Nsph
(10)

to obtain a MESF = 15500 ± 3000 for the microspheres. The error is an esti-
mate obtained by propagating the errors of the quantities in Eqs. 9, 10.

The above determination of MESF requires a linear fit to the entire range
of concentrations of R-PE. A simpler technique is to use a single solution
of R-PE which gives a FI very close to that of the microsphere suspension
and assume a linear response of the fluorometer. Suppose that FI is obtained
for a R-PE solution with a concentration C and FIb is obtained for a micro-
sphere suspension with a number concentration Nb. Since the fluorometer is
assumed to be linear, the fluorescence signal from the microsphere suspen-
sion, FIb could also be obtained using a solution of R-PE with a concentration
Ceq = (FIb/FI)C. Thus the MESF value is calculated by

MESF =
NA

1000

Ceq

Nb
=

NA

1000
FIbC

FI
1

Nb
. (11)

Using Eq. 11 with a R-PE concentration C = 2.50×10–11 mol/L, the corres-
ponding FI = 3.0×106 DU, and previous values for Nb and FIb, Eq. 11 gives an
MESF value of 15 700. The MESF assignment provided by the manufacturer
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is 22 000. The difference in assigned MESF values suggests a need to develop
commonly accepted methodology for assigning MESF values. An alternate
method for the assignment of MESF values was reported that utilized dissolu-
tion of the microsphere material [19]. Calibrations using these microspheres
gave reasonable results [20].

5.3
CD20 Measurements

Numerous attempts have been reported to use flow cytometry to quantify re-
ceptor expression on lymphocytes as potential disease biomarkers [21–23].
CD20 expression in B-cell chronic lymphocytic leukemia (B-CLL) is one of
the best examples of such a biomarker. The following is a description of
measurements demonstrating the determination of ABCe values for CD20 in
normal and diseased samples.

In addition to CD20, measurements were also performed on the expression
of CD4 on T cells. CD4 is a good biological control since there is relatively low
interpersonal variation in the expression of CD4 on T lymphocytes [24–27].
Unimolar PE antibody conjugates and PE-labeled microspheres were used
to obtain ABCe values. The assumption is that each CD4 antibody has one
and only one R-PE label and that the fluorescence yield is the same for R-PE
conjugated to antibodies, R-PE on the microspheres, and R-PE in the refer-
ence solution. These assumptions have been well documented for the reagents
and microspheres used in this study, but it may not apply to all R-PE conju-
gates [28, 29]. Given these assumptions, the ABCe value is given by

ABCe =
MESFcell

MESFAb
=

MESFcell

1
= MESFcell . (12)

The mean value of ABCe determined using unimolar CD4-PE conjugate
is 36 800. The measured ABCe values are somewhat dependent of sample
preparation protocols, namely the fixation procedure used in the present
study. The measured ABCe values for CD4-PE are relatively constant between
healthy blood donors and B-CLL patients.

The measurement was repeated with standard grade anti-CD4 PE. The av-
eraged number of ABCe determined using standard grade anti-CD4 PE and
based on calibration curves generated by QuantiBRITE PE Quantitation kits
is 34 400 with a CV of 5.5%. This value is lower than that found above for uni-
molar antibodies and the value reported by Davis and co-workers, ∼38 000
PE molecules using standard grade CD4 PE from BD Biosciences and freshly
prepared blood samples without fixation step [7]. It is worth noting that
quantitative measurements of ABCe values, using unimolar conjugate of CD4
PE and standard grade PE conjugates may differ. The commercially available
standard grade PE conjugates contains a small fraction of unlabeled antibod-
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ies (personal communication, Robert Hoffman, BD Biosciences). Unlabeled
antibodies bind to the surface epitope and reduce the number of labeled an-
tibodies bound to the cell surface. This gives smaller MESF values for the
cell resulting in lower apparent ABCe values. The standard grade PE con-
jugates could be used in quantitative measurements if their effective MESF
values were measured. The effective MESF value takes into account possible
hindrances to the binding of the labeled antibody to the receptor on the cell
surface.

The same methodology described above for unimolar PE antibodies was
adapted to measure CD20 expression levels on B cells, in terms of the ABCe
values. The mean value of ABCe obtained for B-CLL patients (21 700) is
more than six times lower than that for healthy individuals (143 500). The
values for healthy blood donors are consistent with those reported by Bikoue
et al. [24] and by Gratama and co-workers [1]. Considering the use of dif-
ferent reagents, such as the standard grade CD20 PE from BD and different
quantitation methods, i.e., quantum simply cellular and MESF approaches,
in [30–33], it is difficult to compare CD20 expression levels on normal B
lymphocytes in terms of the ABCe values. The present measurements shows
much less variation in CD20 expression among numerous B-CLL patients
(42.0% CV).

Measurements were also carried out on CD4 and CD20 quantitation using
monoclonal antibodies labeled with fluorescein isothiocyanate (FITC) and
RM 8640 [34] as the cytometric calibration standard. The assigned values of
MESF for CD4 were relatively consistent between normal blood donors and
B-CLL patients with a mean MESF value of 15 200. According to the same
calibration curves, the mean MESF value of CD20 FITC was calculated to
be 81 700 for healthy persons. To resolve the MESF number to antibodies
bound per cell (ABCe), a MESF value of FITC-labeled antibodies is needed.
Given that the sample preparation protocols are the same for R-PE-labeled
and FITC-labeled antibodies, the effective MESF value of the FITC-labeled an-
tibodies is estimated by the ratio of the measured MESF value for the CD4
FITC-stained lymphocytes (15 200) and the MESF value for unimolar CD4
PE-stained cells (36 800). The ratio has a value of about 0.41 which gave
MESFAb-FITC = 0.41. The mean MESF value obtained for CD20 FITC-labeled
lymphocytes (81 700), can now be converted to ABCe value for CD20 FITC-
stained B cells by the ratio of the two values, 81 700/0.41 ≈ 199 300. The
estimated value is larger than the ABCe value determined using unimolar
CD20-PE conjugate (143 500). The calculated ratios of ABCe values for CD20
FITC stained B cells from normal donors and B-CLL patients using CD4 as
a biological calibrator are in general agreement with the values measured
using unimolar CD20-PE conjugate. The accurate assignment of effective
MESF values to antibody conjugates is under active study in our labora-
tory using the procedure employed to assign MESF values to microspheres
with immobilized fluorescein (RM 8640). The results obtained in the present



Approaches to Quantitation in Flow Cytometry 393

study strongly suggest that consistent ABCe values are possible with differ-
ent fluorophores and preparative methods, but the reagents, calibrators, and
methods must be evaluated carefully to insure such consistency [35]. Since
ABCe values do not depend on the details of the fluorescence measurement,
they provide a universal scale for conjugate binding and indirectly for recep-
tor expression.

5.4
Cytotrol® Measurements

The following is a demonstration of the contents of an assay kit that may be
sold by a reagent manufacturer. The two main items are the microspheres
with assigned MESF values and the labeled antibody with its own value of
MESF. The user would use the microspheres to calibrate the flow cytometer
and measure the MESF of the analyte cells (Cytotrol® is a product of Beck-
man Coulter Inc.). The value of the MESF assigned to the labeled antibodies
will be used to divide the value of the cell MESF to obtain an estimate of the
ABCe. Assignment of MESF to Cytotrol® was performed by first calibrating
a cytometer using RM 8640 calibration beads. The MESF value was found to
be 41 000±5000. The MESF values for T4-FITC antibodies for CD4 molecules
on the Cytotrol surface were found by calibrating a fluorometer with SRM
1932 and then comparing the FI of a T4-FITC solution with an equivalent so-
lution of SRM 1932. The MESF of the T4-FITC antibody was found to be 1.16.
Dividing the MESF of Cytotrol® by the MESF of the T4 antibody gives a value
of 35 000±6000 for ABCe which corresponds to the number of labeled T4 an-
tibodies bound to Cytotrol®. The number of CD4 antigens on Cytotrol® is
expected to be about 40 000. Therefore the ABCe needs to be adjusted up-
wards. As mentioned previously, the assignment of MESF to labeled antibody
is performed in solution and does not take into account possible problems
of coupling to the antigens on the surface of a cell. Effect of a surface on the
antibody-antigen binding can not be discounted. For example, both Huang
et al. [36] and Buranda et al. [37] report that the forward rate constants, kf,
found for biotin binding to streptavidin at surfaces were order of magnitude
lower than in solution, with a value of about 107 M–1 s–1. In the case of Cy-
totrol®, the ABCe value of 35 000± 6000 is reasonably close to the expected
number of binding sites for CD4 (40 000), it is likely that in this case the sur-
face of the cell does not affect significantly the binding of the antibody to the
antigen.

However, consider the following hypothetical case. Suppose that the an-
tibody is labeled and several fluorophores are attached to each antibody.
The assignment of MESFAb in solution gives a high value. Suppose further-
more that the labeling decreases the binding of the labeled antibody to its
antigen on the surface of the cell. When the labeled antibody is incubated
with the cells, only a small amount of the labeled antibody will bind to
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the surface antigen. A cytometer measurement of the labeled cells will give
a small value of cell MESF and the division of the cell MESF by the antibody
MESFAb will yield a very small value for antibodies bound on cell (ABCe).
This value of ABCe will not reflect the true number of antigens on the cell
surface.

Consider another hypothetical case. Suppose that the fluorophore used in
labeling does not change the binding properties of the antibody, however the
fluorophore is sensitive to pH (e.g., fluorescein). Suppose furthermore that
the pH at the interface of the cell or microsphere is different from the pH
in the bulk of the solution. Assignment of MESF to antibody in solution will
reflect no pH change since both the antibody and SRM are in solution. The
MESF assigned to microspheres will reflect a change in pH between the sur-
face and the bulk of the solution. The calibration of the flow cytometer with
the microsphere will propagate the pH difference to the value of MESF as-
signed to the cell. Dividing the cell MESF by the antibody MESF will contain
a bias due to the difference of pH between the surface and the bulk. The
two hypothetical scenarios point to some of the checks that should be per-
formed by the manufacturers of reagents with assigned MESF values to both
the microspheres and labeled antibodies. Biological systems that can be used
to check for biases have been described [38, 39].

5.5
Application to Multicolored Cytometer Measurements

The quantitation protocol described above can be generalized to assays in-
volving many different fluorophores. The most straightforward procedure is
to provide a microsphere MESF calibrant for each fluorescence channel and
a MESF value for each of the labelled antibodies. The procedures for assigning
MESF values to reagents and microspheres can be automated.

The manufacturer of an assay kit would need to assign MESF to each of
the labeled antibodies in terms of solutions of the labeling fluorophore. The
same solutions would be used to assign MESF values to the microspheres with
immobilized fluorophores. Ideally the assignments could be carried out in
a central laboratory accessible to all manufacturers.

With experience it may be possible to devise procedures using a single ref-
erence solution for all fluorophores. This path would require knowledge of
more photophysical properties of the fluorophores in different environments.
This is demonstrated by the attempt to assign MESF values to microspheres
with immobilized R-PE using reference solutions of fluorescein. The main
difference is that instead of comparing FI directly, the FI is divided by the ap-
propriate extinction coefficient to obtain the corresponding FY, and then the
values of FY are compared. The procedure can be summarized by Eq. 13 be-
low that relates the ratio of the measured fluorescence signal and extinction
coefficient from solutions of FITC and PE on the left to properties of the two
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solutions on the right.

FSFITC

εFITC(λex)
=

ΩI0εFITC(λex)φFITCCFITC

εFITC(λex)
= ΩI0φFITCCFITC

FSPE

εPE(λex)
=

ΩI0εPE(λex)φPECPE

εPE(λex)
= ΩI0φPECPE .

(13)

Equation 13 shows that comparing the ratio of the FI and extinction coeffi-
cient of two solutions is the same as comparing the FY of the two solutions
(it is assumed that the instrument factor, ΩI0, is the same and that proper
spectral corrections were performed prior to integrating the fluorescence
spectra). The FI for FITC was divided by 82 and the FI of PE was divided
by 2200. (Only the relative value of the two molar extinction coefficients is
needed, therefore the values are scaled down by 1000 for computational con-
venience.) A calibration of the FY of FITC was performed by dividing the FI
measured for each reference solution of FITC by 82 and plotting the concen-
tration values of the reference solutions as a function of the corresponding
values of FY. A line was obtained relating FY to the concentration of FITC.
The measured FI from the microspheres with immobilized PE was divided by
2200, and the FITC calibration was used to obtain an equivalent concentration
of FITC that gives the same FY. The resulting value of MESF for the micro-
spheres with immobilized PE was 9550. That is, each microsphere has a FY
that is equivalent to the FY of 9550 soluble FITC molecules. Measurements de-
scribed above showed that each microsphere with immobilized R-PE has a FY
equivalent to 15 500 molecules of soluble R-PE. Thus it appears that the FY
of 9550 molecules of soluble FITC is equivalent to the FY of 15500 molecules
of soluble R-PE. This result was checked by comparing the FY of the actual
solutions of FITC and R-PE. The FI from FITC and R-PE solutions were con-
verted into FY as described previously and compared. It was established that
the FY of one molecule of FITC is equivalent to the FY of 1.7 molecules of
R-PE. That is it takes fewer molecules of FITC to produce the same FY as R-
PE. The result found using solutions of FITC and R-PE is the same as the
result obtained from the comparison of microsphere FITC MESF value and
microsphere R-PE MESF value. The definition of FY implies that the ratio of
equivalent concentrations of FITC and R-PE (ratio = 0.6) is equal to the ratio
of quantum yields of R-PE and FITC. The QY of R-PE relative to the QY of flu-
orescein SRM solution was obtained by measuring the FI and absorbance, A,
for each of the two solutions and by taking the ratio FI/A for each of the two
fluorophore solutions. (Recall that the measured absorbance is the product of
the molar extinction coefficient, the molar concentration, and the path length
commonly set to 1 cm). Specifically

QYPE

QYFITC
=

FSPE

APE

AFITC

FSFITC
. (14)
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The result was QYPE/QYFITC = 0.92 ± 0.03. This ratio is not consistent with
the ratio of QY of 0.6 found from the comparison of FY. The discrepancy be-
tween the two values of relative QY is most likely due to differences in the
nature of the two measurements. The measurement of relative QY requires the
ratio of measured FI and the measured absorbance, A, and there is no need to
know the concentration and molar extinction coefficient individually. The FY
measurement requires knowledge of the extinction coefficients and concen-
trations separately. Thus the measurement of FY requires more information.
Comparison of FY between different fluorophore requires an accurate correc-
tion of the spectral response of the fluorometer, and an accurate measure of
the extinction coefficients. Neither is critical if FY is compared between solu-
tions of the same fluorophore. This is why comparing FY between solutions
containing the same fluorophore is more practical.

6
Conclusion

The quantitation of cytometer measurements in terms of the number of anti-
bodies bound per cell (ABCe) is feasible and desirable. A central requirement
is the establishment and acceptance of a methodology for assigning MESF
values to microsphere calibrants and to labeled antibodies. The methodology
would allow suppliers of reagents for flow cytometer based assays to assign
MESF values in a uniform manner. In the case of multicolored flow cytometer
assays, there would be a separate set consisting of microspheres and labeled
antibody for each color. Quality control (QC) of the operation of the flow cy-
tometer would still be necessary as would measurement of controls. However
once QC is performed, the calibration and the details of the assignment of
ABCe values could be incorporated into the software so that the users of flow
cytometers would be presented only with a set of ABCe values and an estimate
of error. The software could also include possible adjustments to ABCe values
to obtain a better estimate of the actual number of antigens on the surface
of a cell. The intricacies associated with the measurement of the fluorescence
signal and its interpretation would be the responsibility of the instrument
manufacturers and suppliers of reagents. The user would be presented with
ABCe values (and the likelihood that the ABCe values are an accurate estimate
of the antigen numbers on the cell). This information would be of direct bio-
logical significance. An alternate approach to quantitation in multicolor flow
cytometer measurements, would use microspheres with MESF assignments to
establish a linear fluorescence intensity scale for each channel. A biological
standard would be used to pin the fluorescence intensity scale to the number
of antigens on the surface of a cell.

Disclaimer: Certain commercial equipment, instruments, or material are
identified in this paper to foster understanding. Such identification does not
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constitute an endorsement by NIST, nor does it imply that the materials or
equipment identified are necessarily the best available for the purpose.
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Abstract Clinical biochemistry teaches that the presence, elevation, or decrease in the
concentration of certain proteins or other species in living organisms has a diagnostic
function. Thus, the need for rapid, early, and specific analyses of human samples has been
the major driving force for the development of appropriate analytical tools. This chap-
ter is meant to give a succinct introduction into the basic mechanisms of immunoassays
followed by more detailed information on validation and regulatory aspects. Given the
scope of the book, those points that may be of special relevance to emission-based assays
are highlighted whenever deemed reasonable. Due to the introductory character of this
chapter and limitations in space, there is a clear focus on representative aspects and key
issues.

Keywords Assay validation · ELISA · Fluorescence · Immunoassay · Label
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Abbreviations
Ab Antibody
Ag Antigen
ELISA Enzyme-linked immunosorbent assay
ε Molar decadic extinction coefficient
F/P Fluorescent molecule-to-protein ratio
FIA Fluorescence immunoassay
FITC Fluorescein isothiocyanate
FRET Förster-type resonance energy transfer
Φem Quantum yield of emission (fluorescence or luminescence)
IVD In vitro diagnostic test
LOD Limit of detection
M Marker/Label
MTP Microtiter plate
ROC Receiver-operator characteristic
S/N Signal-to-noise ratio

1
Introduction: Antibodies as an Analytical Tool

Clinical biochemistry teaches that the presence, elevation, or decrease in the
concentration of certain proteins or other species in living organisms has
a diagnostic function. Medical, ethical, and economic need for rapid, early,
and specific analyses of human samples (i.e., blood, plasma, saliva, stool, and
urine to name the most important examples) has been the major driving
force for the development of appropriate analytical tools. By their very nature,
these samples are extremely heterogeneous. Therefore, very specific “recog-
nition units” are required in order to bind and quantify one type of protein
(“analyte”) against a background of many different proteinaceous and other
components. The only kind of “recognition unit” that fulfils this task is the
same that nature itself designed for this purpose: antibodies. Since in living
organisms antibodies are produced by the immune system, tests using one
or more binding reactions of antibodies are hence termed “immunoassays”.
Their analytical power reaches far beyond protein quantification: since ap-
propriate antibodies can selectively bind to hormones, enzymes, or haptens
as well, such biochemical structures can be analyzed, too. In contrast to bio-
chemical recognition in nature, quantification also requires a reporting step
of the binding event. Thus, there is always the need for a “marker”, usually at-
tached to one kind of antibody used. Depending on the type of marker used,
its presence can be recorded, e.g., by an absorption or fluorescence meas-
urement. After calibration, the amplitude of the obtained signal can then be
converted into an analyte concentration.

This chapter is meant to give a succinct introduction into some basic as-
pects of immunoassays. Given the scope of the book, those points that may
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be of special relevance to emission-based assays are highlighted whenever
deemed reasonable. The basic principles, however, are independent of the
detection mechanism. Given the introductory character of this chapter and
limitations in space, it should be noted that a number of important devel-
opments will only be mentioned in a very sketchy manner or will even be
completely left out. The most important examples are immuno-PCR, flow
injection assays, protein chips, assays based on surface plasmon resonance
(SPR), and biosensors. Important though they are, these areas would justify
their own chapter and are extensively reviewed elsewhere [1–6].

2
Antibodies and Recognition Reaction

2.1
Antibodies

Antibodies are glycoproteins that belong to the group of immunoglobulins
(Ig) and possess antigen-binding sites. In nature, antibodies mainly occur in
the blood and in other extracellular fluids but also function as receptors on
the surface of B-lymphocytes within the adaptive immune response. Apart
from binding to their respective antigen, they may additionally recruit other
cells and molecules of the immune system that finally destroy the antigen.
These two functions are spatially separated into the antigen-binding regions
(Fab) and the constant (or crystallizable) region (Fc). All antibodies share
the same basic structure: four polypeptide chains, where two identical pairs
form a mirror-symmetrical structure. Two of the chains are “heavy chains”
(H-chains) and the other two “light chains” (L-chains). They are associated
with each other by disulfide bridges (Fig. 1).

There are two types of L-chains (lambda and kappa) and five different main
classes of H-chains. These are structurally different and govern the allocation
of the antibody to one out of five classes of immunoglobulins (IgM, IgD, IgE,
IgG or IgA) and to a corresponding sub-class (e.g., IgG1, IgG2, IgG3 or IgG4).
About 85% of the antibodies found in human serum belong to the IgG class at
a typical concentration of 8–18 gL–1, whereas dimeric IgA (0.9–4.5 gL–1) and
pentameric IgM (0.6–2.8 gL–1) make up for most of the remaining 15%. Taken
together, immunoglobulins represent around 20% of all serum proteins. The
molecular weights of these biopolymers are 150 kDa (IgG and IgD), 900 kDa
(IgM), 150 or 600 kDa (IgA) and 190 kDa (IgE), respectively.

The chemical composition of the accessible surface of an average protein
is 55% non-polar, 25% polar, and 20% charged [7]. The composition of the
recognition sites is similar to this except that the proportion of charged sur-
face is slightly lower. Since there is a huge variety of surface groups capable of
interacting with the micro-environment, changes in pH, solvent/buffer polar-
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Fig. 1 Schematic representation of an antibody. VL: variable part of the light chain, VH:
variable part of the heavy chain, CL constant part of the light chain, CH1, CH2, CH3:
constant parts of the heavy chain, Fab: fragment antigen binding, Fc: fragment con-
stant/crystallyzable. Adapted from [61]

ity, ion strength, etc., may all affect colloidal stability, binding and recognition
properties of the antibody or antigen (Fig. 2).

Depending on the production process, three groups of antibodies can be
distinguished. (a) Polyclonal Abs (“antisera”) are produced by living animals
after having been vaccinated with the corresponding immunogen. Thus, an
antiserum consists of antibodies produced by different cells. In effect, poly-
clonal Abs are not exactly identical but consist of different isotypes and rec-
ognize different epitopes on their respective antigen (cf. Sect. 2.2). (b) Mon-
oclonal Abs, by contrast, are produced by identical hybridoma cells, consist
of one isotype only, and are thus highly specific to exactly one and the same
epitope of their antigen. They are preferred for most diagnostic applications.
For sandwich immunoassays (cf. Sect. 3.3), workable couples of monoclonal
Abs have to be found that bind to their antigen without sterical hindrance.
Nevertheless, assay development usually starts with antiserum because it is
often cheaper and assays can be established with less time and effort. An
assay that does not work with antiserum will most probably also not work
with monoclonal Abs. (c) Sometimes, only fragments of monoclonal Abs are
preferable, e.g., for inhibiting unspecific binding. These fragments often con-
sist of one (Fab) or both (F(ab)2) antigen-binding sites only, the Fc part being
separated. They can be obtained from the complete Ab by enzymatic cleavage.
Recently, genetically produced Ab and fragments have played an increasing
role. Tiny Ab fragments, consisting of only the variable region (VH and VL)
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Fig. 2 Chemical groups and amino acid side chains of a protein capable of interacting
with the environment chemically or physically, e.g., with coupling reagences, surfaces,
particles and other proteins. Adapted from [11]

of one antigen-binding site (single-chain fragment variable, scFv) have been
produced in this way.

Like other proteins, the polypeptide chains of antibodies consist of amino
acids. Three of these are aromatic: tryptophan (Trp), tyrosine (Tyr) and
phenylalanine (Phe). By virtue of this aromaticity, all proteins show a marked
absorption peak at 280 nm, which is mainly due to tryptophan and can be
used for measuring the overall protein content of a sample. As a first approx-
imation, a protein solution of c = 1.0 mg mL–1 measured in a 1-cm cuvette
shows an absorption of A280 = 1.0. For a precise estimation, several empirical
formulas have been suggested which, however, require the number of tryp-
tophan, tyrosine, and disulfide groups of the protein to be known [8–10].
In comparison to colorimetric methods, such as the widely used BCA and
Lowry tests or the Bradford method, where the protein reacts chemically to
produce a dye that is subsequently measured absorptively, the protein ab-
sorption method is non-destructive but less sensitive by at least one order of
magnitude [6, 11, 12].

More problematic for fluorescence immunoassays is the fact that the
aromatic amino acids are fluorescent themselves. This autofluorescence
(λmax∼348 nm) needs to be allowed for whenever signals from the markers
are weak, which is often the case, and excitation wavelengths are in the UV.

2.2
Recognition Reaction

Antibodies (Abs) are capable of recognizing and binding to matching sur-
faces, usually of proteins but also of viruses and haptens (e.g., anti-FITC
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antibodies that specifically bind to fluorescein isothiocyanate). The recogni-
tion reaction itself is based on a framework of non-covalent binding reactions
between the antigen-binding Fab regions of the antibody (paratopes) and the
surface structure of the analyte (epitopes). The dominant contributions to
the binding process are (a) hydrogen bonds between electronegative atoms,
(b) electrostatic attraction between complementary charges, (c) hydrophobic
interaction between nonpolar carbohydrates and, finally, (d) van-der-Waals
forces due to electron-density fluctuations of neighboring atoms. The average
number of intermolecular hydrogen bonds in an antibody–antigen (Ab–Ag)
complex is known to be in the order of 10 [13].

Although the exact shape of the contact region of antibodies and other
proteins varies greatly, the contact surface area it buries (the “hypervariable
region”) is of similar size with 16 ± 3.5 nm2 [13]. Depending on the over-
all size of the antibody, these interface areas form about 5–20% of the total
accessible surface area of the protein [14, 15].

Kinetic studies have been pursued on a number of Ab–Ag complexes
and such investigations are typically performed either optically (by using
surface plasmon resonance), thermodynamically (by isothermal calorime-
try), or by equilibrium dialysis and evaluation of subsequent Scatchard
plots [12]. Results for monoclonal antibodies binding to different types of
antigen show that while there is only little variation in association rate con-
stants (kass = 105–107 M–1 s–1), the range of dissociation rate constants is
far broader (kdiss = 1 s–1 and 10–7 M–1 s–1). Thus, affinity changes are pre-
dominantly due to changes in kdiss [16, 17]. Comparing the association rate
constants with the collision rates of typical proteins in aqueous medium,
which is about 109 M–1 s–1, one can derive that about one in 100 of the colli-
sions leads to association for the most stable complex and one in 104 in the
most unstable. Since interfaces cover only 5–20% of each protein surface, this
means that a high proportion of collisions at the target surface leads to sta-
ble Ab–Ag complexes. Some authors discuss a two-step mechanism where,
initially, only a fraction of the possible interactions leads to the formation of
a loose complex which then undergoes small conformational changes to form
a stable structure with correct orientation at the interface [13].

The capability of an antibody to bind to an antigen by forming a 1 : 1
complex is termed “affinity”. It is usually described by means of a dissoci-
ation constant, KD, that can approximately be derived from the law of mass
action:

KD =
kass

kdiss
=

[
Ag

] [
Ab

]
[
AgAb

] , (1)

KD varies between 10–5 and 10–12 M–1 [18].
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3
Assay Formats – Assay Setups

3.1
Solid-Phase Assays: Surfaces and Binding

Most immunoassay formats require one kind of antibody (or analyte) to be im-
mobilized (“coated”) on a solid surface whereas the other components remain
in the fluid medium, i.e., in the reaction buffer or sample matrix. Depend-
ing on the setup, the solid phase may be a pre-treated or untreated polymer,
e.g., polystyrene in the case of microtiter plates (MTP) and nitrocellulose or
nylon when test-strips or protein chips are used. In the latter case, glass is
also used sometimes. Usually, the binding to the solid support is adsorptive,
thereby keeping the functionality of the protein as uncompromised as pos-
sible. Different surface modifications of the support material allow for the
fact that molecules with a varying degree of hydrophobicity can be adsorbed.
In the case of MTPs, hydrophobic (e.g., untreated polystyrene), hydrophilic
(e.g., polystyrene with a dense surface layer of = O, – OH, – NH2, = N) and
mixed hydrophobic/hydrophilic (e.g., a reduced load of = O and – OH on
polystyrene surface) plate modifications are common. Naturally, strongly hy-
drophobic material, such as lipids and lipoproteins, preferably adsorbes to
hydrophobic surfaces (e.g., Nunc PolySorp® MTP with an IgG binding capacity
of 220 ng/cm2). By analogy, hydrophilic molecules, such as glycolipids or glyco-
proteins are preferably adsorbed to hydrophilic surfaces (e.g., Nunc MaxiSorp®
MTP, with an IgG binding capacity up to 650 ng/cm2). Other polypeptides and
proteins that contain mixed surface functionalities are often best adsorbed to
mixed hydrophobic/hydrophilic plates (e.g., Nunc MediSorp® MTP, with an IgG
binding capacity <650 ng/cm2). It should be noted, however, that the binding
probability is usually higher for hydrophilic surfaces, so that hydrophilic MTPs
are sometimes preferred even in cases of hydrophobic adsorbate.

Nonetheless, the antigen-binding properties of monoclonal antibodies
(i.e., highly specific antibodies originating from one cell-line only) can some-
times be affected by adsorbing them directly to a surface. This problem can
usually be circumvented by using one out of several indirect binding proced-
ures (Fig. 3).

In one approach, polyclonal antibodies (i.e., those originating from several
cell lines, which are therefore more diverse and thus less specific than mono-
clonal antibodies) directed specifically against the Fc part of the monoclonal
antibodies of interest are coated. Since these anti-antibodies will be recognized
by any monoclonal antibody from the same animal, this method cannot be used
in sandwich-type assays. Instead, it is especially advantageous for competitive
assays since there is only one type of antibody involved (vide infra).

Alternatively, the monoclonal catcher antibody may be bound via so-called
antibody binding proteins, such as protein A, G, or L. Protein A and G specif-
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Fig. 3 Different alternatives to immobilize antibodies on a solid surface. The catcher anti-
body may be bound either via an anti-antibody (A), protein A or protein G (B) or can be
biotinylated to bind to a streptavidin-modified surface (C)

ically bind to the Fc part, while protein L binds to the kappa-type light chain
(Fig. 3B). Binding to one of these proteins is known to maintain the recogni-
tion properties of the antibody. Again, for a sandwich assay, this procedure is
not very helpful as both catcher and detector antibody will bind to the protein.

A third method, which also works for sandwich assays, is based on the
biotin-(strept)avidin system (vide infra). Avidin or streptavidin is coated
to the solid support. MTP or protein chips with streptavidin surfaces can
also be obtained commercially. Prior to use, the monoclonal catcher anti-
body needs to be conjugated to biotin. Biotinylation of antibodies (using
NHS-biotin) is a relatively simple and straightforward process that hardly in-
fluences the recognition properties [19]. The immobilization of the catcher
antibody then proceeds via binding of the biotin to the streptavidin-coated
surfaces (Fig. 3C). The role of this biotin-(strept)avidin binding will be dis-
cussed more thoroughly below.

Of special importance to fluorescence immunoassays is the fact that the
polystyrene of MTPs shows a small but measurable background emission due
to impurities. Given the minute signal intensities from many emission-based
assays, this background can seriously hamper the assay performance (vide in-
fra). Some improvement can be achieved by using plates with a glass bottom
instead, which are offered by some suppliers, or simply by shifting towards
longer emission wavelengths.

3.2
Direct and Indirect Assays

All immunoassays can be distinguished between “direct” and “indirect”. In
a direct assay, the analyte itself is coated and the first specific antibody carries
the marker unit (e.g., fluorophore, enzyme, etc.). Indirect assays, by contrast,
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Fig. 4 Indirect (A) and direct (B) immunoassay

make use of a specific catcher antibody (primary antibody), which is coated.
After incubation of the analyte, the labelled detector antibody (secondary an-
tibody), which is also specific but usually for another epitope of the analyte,
binds to the analyte (Fig. 4).

This sandwich-type architecture is usually more sensitive, delivers a higher
signal intensity, and is therefore often preferred [20]. Naturally, the choice
between the two approaches primarily depends on the specific analytical
problem to be addressed.

3.3
Competitive and Non-Competitive Assays

Apart from the direct or indirect format, immunoassays can also be classified
into “competitive” and “non-competitive”. In a competitive assay, the analyte
from the sample competes with a labelled antigen that was added to the assay
(Fig. 5A,B).

The same concentration of labelled antigen is added to each sample and
the surface coated with specific antibodies directed against the analyte. If

Fig. 5 A competitive immunoassay is based on the competition either between analyte
and labelled antigen for the immobilized antibody (A) or between immobilized antigen
and analyte for a labelled antibody (C). In both cases, the signal intensity drops with
increasing analyte concentration (B)
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Fig. 6 A non-competitive assay typically has a sandwich format, i.e., the analyte is “sand-
wiched” between catcher and labelled detector antibody (A). The signal obtained from the
label increases with the analyte concentration (B)

the sample contains no analyte, the labelled antigen can bind to all binding
sites, leading to a maximum signal. The more analyte that is contained in
the sample, the higher the proportion of analyte bound, i.e., the lower the
concentration of bound antigen labels and, thus, signal intensity. For the de-
termination of low-molecular analytes it is preferable to use an alternative
setup where the antigen itself is immobilized on the plate/surface and com-
petes with the analyte for the labelled antibody (Fig. 5C). Thus, antibodies
that bind to the analyte are not fixed to the surface and will be washed away
in a final washing step.

The sandwich type, where two antigen-specific antibodies form a sand-
wich with respect to the analyte, is the most common non-competitive assay
format. In contrast to competitive assays, the assay signal (e.g., fluorescence)
increases with increasing analyte concentration (Fig. 6).

Clearly, this sandwich format is only applicable if the analyte has two dis-
tinctly accessible epitopes, in other words, if the analyte is not too small. For
this reason, haptens and other low-molecular weight molecules are normally
not detected by sandwich immunoassays.

3.4
FRET-Based Immunoassays

Förster resonance energy transfer (FRET) is due to dipole–dipole interaction
between an optically excited donor molecule and an acceptor in the electronic
ground state. FRET is effective at distances comparable with many bound Ab–
Ag pairs (∼10–50 Å). To use this effect in immunoassays, which was first
suggested by Ullman, Schwarzberg and Rubenstein in 1976, is therefore an
obvious possibility [5]. The typical FRET immunoassay is of the competitive
type with donor-labelled catcher antibodies (directed against the analyte) be-
ing bound to the solid phase, e.g., on an MTP. In a second step, acceptor-dye
labelled analyte (or a biochemical analogue of the analyte) is incubated. FRET



Immunoassays: Basic Concepts, Physical Chemistry and Validation 411

is enabled if the choice of donor and acceptor is such that the absorption
spectrum of the acceptor and the normalized emission spectrum of the donor
overlap sufficiently. Upon optical excitation, donor emission is small because
the excited donors transfer their energy radiationless to the acceptors. Accep-
tor fluorescence, in turn, is enhanced. In a last step, the sample is added and
the actual assay carried out. As the unlabelled analyte from the sample dis-
places the labelled one, the intensity of the acceptor emission decreases with
increasing analyte content in the sample. Concomitantly, the donor emission
increases up to the value of the unquenched emission. The difference in donor
emission with and without sample added correlates with the antigen content
in the sample. Cy5/Cy5.5 is a popular donor-acceptor pair because, in this
case, FRET is effective up to 75 Å and can, therefore, not only be used for IgG
antibodies but also for some larger Ab–Ag pairs [21].

A much higher sensitivity can be obtained if a long-lived energy donor
is combined with a short-lived acceptor and a time-gated measurement of
the delayed fluorescence of the acceptor is recorded. This was successfully
demonstrated for donors like europium or terbium chelates and acceptors like
tetramethylrhodamine, Alexa 546 and Cy5 [22, 23]. If the time gate is set off
against the excitation light pulse, short-lived background emission originat-
ing from directly excited acceptor molecules, proteins, or impurities of the
MTP can be suppressed efficiently.

3.5
Fluorescence Polarization Immunoassays

Competitive immunoassays of this type make use of fluorescence anisotropy
measurements. Fluorescence anisotropy is a measure of deviation from
a fast and completely free statistical rotation of all fluorophores. There-
fore, any form of immobilizing fluorophore-conjugates, such as binding of
a freely rotating dye-labelled antigen to their respective antibody, introduces
anisotropy.

Thus, fluorophore-labelled antigen is added to a sample and excited by ver-
tically polarized light and the emission is detected in 90◦ geometry both in
parallel (p) and in vertical (v) orientation with respect to the polarization
of the excitation beam. The anisotropy, r, can then be calculated from these
emission intensities:

r =
Ip – Iv

Ip + 2Iv
. (2)

Completely polarized (i.e., anisotropic) light results in Iv = 0 and therefore in
a maximum anisotropy of r = 1. In terms of immunoassays this means that
all emitting conjugates are bound. If, by contrast, all fluorophores have a full
degree of rotational freedom (unbound case), the time between photon ab-
sorption and emission (i.e., the fluorescence lifetime) is sufficient for some
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molecular rotation to occur. Thereby, the original polarization is reduced,
Iv > 0 and thus r < 1.

The anisotropy of a mixture of free and bound species is given by their
respective anisotropies (rf and rb) weighted with their relative fluorescence
intensities (ff and fb) [24]:

r = rfff + rbfb . (3)

Anisotropy is particularly small if (a) the fluorescent conjugate is small in
size, (b) solvent viscosity is low, and (c) the emission lifetime is long.

In a competitive fluorescence polarization assay, the catcher antibody is
immobilized first. The assay mixture contains fluorophore-labelled antigen.
The binding reaction between these two components will lead to a maximum
of anisotropy. If free antigen from the sample is added, it will displace some
of the labelled antigen from the binding sites of the antibodies. Therefore, the
labelled antigen is free to rotate and the anisotropy decreases.

Fluorescence polarization immunoassays have been successfully per-
formed for a wide range of analytes [25–27]. In many cases, the preferred
labels are small organic molecules with emission lifetimes of a few nanosec-
onds (e.g., fluorescein). Thus, these assays are limited to the detection of
low-molecular-weight analytes: only small analytes rotate fast enough for
their emission to be depolarized (i.e., isotropic) in the unbound state. Ana-
lytes of high molecular weight (i.e., slow rotation) require much longer decay
times of the label, typically on the order of >1 µs.

3.6
The Biotin-(Strept)avidin System

For some assays it is advantageous to include a much stronger, non-
immunological binding in the setup. In such cases, one reaction partner is
conjugated to the N-hydroxysuccinimide ester of biotin (NHS-biotin) or to
PEG-ylated or otherwise lengthened biotin derivatives, e.g., succinimidyl-6-
(biotinamido)hexanoate (NHS-LC-biotin). A number of proteins are capable
of binding specifically to biotin: the strongest binding by far can be achieved
by avidin (from chicken albumen) and streptavidin (from Streptomyces avi-
dinii). These two proteins consist of four identical sub-units with a molecular
weight of 15.6 and 14 kDa, respectively. One sub-unit binds to one biotin
with the binding site of streptavidin being located deeper within the pro-
tein. Streptavidin-biotin complexes are of exceptional stability (KD∼10–15)
and can not be separated by [11]:

• short-time heating to >100 ◦C;
• pH 2.5–13;
• 1% (w/v) of surfactant (e.g., SDS, Tween 20, Triton X-100);
• 8 M Guanidinium hydrochloride (pH ∼7).
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Examples for the use of biotin-streptavidin binding in immunoassays are
(a) the indirect immobilizing of a catcher antibody or antigen to a solid
support, (b) the labelled avidin-biotin system (LAB), where a biotinylated
antibody is allowed to incubate and bind with its immobilized target anti-
gen first and then a dye or enzyme-labelled avidin conjugate is allowed to
interact with the available biotin sites an the antibody and (c) the bridged
avidin-biotin system (BAB), which uses avidin’s multiple biotin binding sites
to create an assay of higher sensitivity. In the latter case, a biotinylated an-
tibody is again allowed to bind its target, but next an unmodified avidin is
introduced to bind with the biotin binding sites. In a third step, a biotiny-
lated enzyme or fluorescent marker is added to provide a means of detection.
Due to the multiple biotin binding sites of the avidin, a higher signal intensity
is enabled. One of the most sensitive setups is known as (d) the avidin-
biotin complex (ABC). In this case, a sensitivity enhancement is achieved by
forming a polymer of biotinylated enzyme or fluorophore with avidin first:
if the biotinylated conjugate and avidin are mixed in the proper proportion,
the multiple binding sites on avidin create a linking matrix that results in
a high-molecular-weight complex. After this, an antigen-bound, biotinylated
antibody, directed against the analyte, is added to the complex that binds
to any remaining biotin-binding sites. This structure is then employed as
a “detector-antibody” in an immunoassay and generates a marked signal en-
hancement over alternative methods [19].

3.7
Aspects of Measuring Fluorescence in Immunoassays

Fluorescence from MTP-based immunoassays is typically excited from the
top and can be read either from the bottom (transparent MTP) or from the
top (white or black MTP). In most cases, a buffer solution will be present
in the plate cavities because several dyes (e.g., FITC) are not good emitters
under dry conditions. Since, in most cases, the fluorescent label will be fixed
to the Ab–Ag-recognition complex on the wall of the well, “bottom reading”
is usually the preferred method. However, an optimum of sufficient signal and
low background, the latter heavily depending on the type of MTP but also
on the manufacturer, has to be found for every type of label. Two principal
types of plate reader systems have to be distinguished: (a) readers based on
interference filters, and (b) readers using excitation and emission monochro-
mators, thus recording complete emission/excitation spectra. In practical ap-
plications, the much higher throughput and signal intensities of filter-based
plate readers have to be weighed against the advantage of obtaining spec-
tra. In commercial applications, e.g., in diagnostic laboratories, the former
are clearly preferred. In addition to these systems, a few assay formats (e.g.,
some FRET-based assays) do not make use of the markers’ stationary emis-
sion but of their emission decay. In most of these cases, such as assays using
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lanthanide chelates, time-gated emission is measured. Recording of time-
resolved emission spectra and subsequent designation of emission lifetimes
to two different analytes was reported for a qualitative antigen recognition
reaction [28]. Quantitative assays based on fluorescence lifetimes and ampli-
tudes are more difficult to establish due to changes in these parameters upon
binding and weak signal intensities, which lead to extended measurement
times.

Another question relates to the kind of microtiter plates used for fluores-
cence immunoassays. Four types of plates are common: transparent plates are
intended for applications where a low background fluorescence is necessary
and a “bottom-read” detection system is used. This is the case with most flu-
orescence immunoassays including those based on time-resolved emission.
White plates, by contrast, give the highest possible reflection of the fluor-
escent signal combined with a background fluorescence that may still be
moderate. These plates are suitable for most applications using “top-reading”.
Black plates are known to give the lowest possible background fluorescence
of all polystyrene MTP while at the same time minimizing the backscatter
light generated by the excitation beam. Again, these plates are usable for
“top-reading” only. Recently, black polystyrene plates with a glass bottom
have been commercialized. These are noted for their extremely low levels
of background luminescence and are advantageous in “bottom-read” cases
with short-wavelength excitation. Immobilizing proteins on the glass sur-
faces, however, can prove to be less efficient.

In ELISAs and other enzyme-based assays that rely on an absorption meas-
urement of a reaction product between enzyme-label of the antibody and an
added substrate, the use of transparent polystyrene plates is most common.

4
Marker Systems and Conjugation

In order to detect and quantify the surface-bound antibody-antigen com-
plexes one part of this complex, most often the last antibody (“detector an-
tibody”), needs to be labelled with a signal-generating marker. These mark-
ers or labels may be of different composition and structure, may be bound
covalently or adsorptively, may either generate direct signals (e.g., optical
absoption, fluorescence, chemiluminescence, delayed emission, radioactive
radiation) or indirect signals (e.g., enzymatic generation of dyed or fluores-
cent products). The ideal marker has to meet the following requirements:

• it must me simple and, above all, enable sensitive detection,
• biological function not or only minimally affected, i.e., sensitivity and

specificity of the antibody are not compromised,
• conjugation to the protein stable under assay conditions,
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• long-term stability of the conjugate,
• well-targeted binding, e.g., binding to Fab part of the antibody not domin-

ant,
• simple removal of unbound marker possible,
• non-toxic.

Since the 1970s, immunoassays in average diagnostic laboratories have pri-
marily been based on enzymatic reactions between an enzyme label, e.g.,
horseradish peroxidase (HRP) or alkaline phosphatase (AP), and a substrate,
e.g., tetramethyl benzidine (TMB) or p-nitrophenyl phosphate, that is added
after the affinity reaction has taken place. This reaction leads to the for-
mation of a colored product that is usually detected by a single wavelength
absorption measurement. By virtue of the cascading character of the enzy-
matic reaction, these enzyme-linked immunosorbent assays (ELISA) show
very good signal-to-noise (S/N) values that are superior by several orders of
magnitude to any non-cascading method using, e.g., static fluorescence (vide
infra). This advantage also translates into very low limits of detection with
respect to the analyte. However, several enzymes have been developed that
lead to fluorescent products after reacting with appropriate substrate. Exam-
ples for such systems are resorufin phosphate (for alkaline phosphatase) and
resorufin-β-D-galactopyranoside (for β-galactose). Systems of this kind are
thoroughly discussed in another chapter.

With regard to practical applications in medical or veterinary diagnostics,
any fluorescence-based marker system will have to be measured against the
corresponding ELISA or EIA and a commercial breakthrough can only be
expected if a clear advantage over the latter can be proved.

The first successful labels to be used both in fluorescence immunoassays
(FIA) and in immunofluorescence were fluorescein and its derivatives (e.g.,
fluorescein isothiocyanate isomer I) which have been employed as markers
since 1953. However, fluoresceins are far from being optimal markers be-
cause of their marked photobleaching and the strong pH dependence of their
spectra, resulting from the existence of four differently protonated species.
Though they are generally less sensitive to pH and more photostable, rho-
damine dyes (e.g., tetramethylrhodamine R isomer), by contrast, are more
difficult to use because of their planar hydrophobic structure resulting in
limited water solubility, increased non-specific binding of the labelled protein
species, and quenching of fluorescence as a consequence of dimerization of
bound multiple labels [29].

The disadvantages of the xanthene dyes were overcome by more recent de-
velopments, such as the low-molecular-weight cyanine dyes, especially Cy3,
Cy5, Cy5.5, and Cy7, which have been available since the early 1990s. Not only
are these more photostable but by the introduction of negatively charged sul-
fonate groups directly to the ring system, a higher water solubility and less
dye–dye interactions, which lead to emission quenching, were realized [29].
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The above cyanine dyes can also be applied to microarray applications be-
cause they remain fluorescent in the dry state. Further developments include
the Alexa fluorescent labels from Molecular Probes that emit between 442 nm
and 775 nm, Fluka’s Atto dyes, and many others (Fig. 7). All of these labels are
characterized by a high degree of photostability, a high brightness (ε×ΦF)
and can be obtained with different functional groups allowing for different
coupling protocols to be used.

Fig. 7 Examples of widely used labels in immunosensing. A fluorescein isothiocyanate
(FITC), B 8-anilino-1-naphthalensulfonic acid (ANS), C Cy3, D Alexa®546, E Alexa®488,
F Eu3+-4,7-bis(2-chloro-5-sulfophenyl)-1,10-phenanthrolin-2,9-dicarboxylic acid, G Atto
495
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Generally, there is a noticeable trend towards the development and use
of labelling compounds that emit at longer wavelengths. Although detector
systems are usually less sensitive in the NIR than in the Vis region of the
optical spectrum, there are two vital advantages in using long-wavelength
emitters in immunoassays: (a) background fluorescence from the biomateri-
als, the buffer and plastic components (e.g., from the microtiter plate) will
be considerably reduced and (b) whenever more parameters are to be meas-
ured simultaneously by differently emitting dyes, a better spectral separation
is enabled with sets of dyes that also include NIR emitters. Unfortunately, in-
frared fluorescent organic dyes used to have the disadvantages of low ΦF and
reduced chemical and photostability. Recently, progress in the development
of more stable low-molecular-weight NIR/IR emitting dyes was made [30–33]
and some high-quality dyes and conjugates are now readily available, e.g., the
IRDyes from LI-COR. Ongoing work in this field is not limited to molecular
organic dyes but also includes particles, such as metal nanoshells [34].

Another trend to be monitored is directed towards enhancing the usu-
ally small emission signals in FIA by using extended multichromophoric
labels. These can be either of natural origin, such as phycoerythrin, a phy-
cobiliprotein that was first used in 1982 and which is obtained from photo-
synthetic bacteria but can nowadays also be produced synthetically [35, 36].
Well-known synthetic systems are often based on the incorporation of low-
molecular-dye units in extended dextran structures [37, 38]. Recently, the use
of a microcrystalline particle of a fluorescein precursor could be shown to
produce outstanding results and signal intensities were increased by factors
of up to several 104 as compared to FITC labelling [39, 40].

All of the aforementioned markers are predominantly used for measuring
static fluorescence. A different approach to emission-based immunosensing
has been taken by using metal-ligand complexes (MLC) of ruthenium or
chelates and oxides of Eu(III) [24, 41, 42]. Here, forbidden transitions, such as
5D0 → 7F2 in Eu2O3 lead to a slow emissive decay that can be quantified by
gated measurements, i.e., within a certain time window a cumulative meas-
urement is carried out [10]. This time window, in turn, is set off by a fixed
delay time against the excitation pulse. The advantage of the offset is that
both short-lived background emission and scattering light can be eliminated.
Together with state-of-the-art detection equipment, this method allows for
a very sensitive signal detection. Recent improvements were found to result
in limits of detection as low as 40 fg/mL [43].

The original reactive groups on fluoresceins and rhodamines were iso-
thiocyanates that react with free amino groups on the protein. While sulfonyl
chlorides are also applicable for labelling amino groups, the labelling pro-
cess is more difficult to control. Nowadays, the preferred reactive group for
labelling amino groups on biological macromolecules are succinimidyl esters,
facilitating a reaction that can be easily controlled and results in the forma-
tion of a peptide bond [19, 44].
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In some diagnostic areas, plate-based laboratory analytics is being re-
placed by lateral-flow tests (“rapid tests”), which can be used on the spot
without any instrumentation. This is particularly advantageous when time
is a critical issue, e.g., in acute cardiac diagnostics, or when the end-user
is meant to perform the test on his own, as in pregnancy testing. In these
lateral-flow tests, a few drops of the fluid sample (whole blood, plasma, urine,
saliva, etc.) are put on the conjugate pad that is part of a test strip. It con-
tains colloidal gold conjugates (cgc) between 20–40 nm gold particles and
specific antibodies directed against the analyte from the sample. The ana-
lyte binds to the conjugates and the resulting affinity complex is washed out
of the conjugate pad into the nitrocellulose- or nylon-made test strip along
which it then travels by diffusion. After a few centimeters, a line of catcher
antibodies is crossed where the complex gets bound and is thereby stopped.
The concentrated presence of gold particles leads to the formation of a vis-
ible line. Practically all lateral flow tests are based on colloidal gold or dyed
polymer beads. Recently, however, fluorescent material was used instead and
an improved LOD was reported [45].

Present and future developments in the field of fluorescent markers pri-
marily focus on reliable and user-friendly ways of signal amplification,
achievable either by extended multichromophoric systems, such as novel
polymeric or dendritic systems, or by completely new concepts, such as the
use of dissolvable organic nanoparticles [46]. A further goal will be the real-
ization of multiplexed protein analysis which necessitates markers that show
readily distinguishable emission properties. Semiconductor quantum dots
have shown narrow emission bands, a large Stokes’ shift, broad absorption
and a high brightness and have therefore come into focus. So far, the use of
quantum dots in immunoassays is rare [47] and their inherent intensity vari-
ation (photobrightening) may prove to be a problem in many quantitative
assays. Alternative labels, e.g., fluorescent microspheres, for achieving a mul-
tiplexed protein detection have also been reported [48].

It should be noted that from the applicative point of view, multiplexed im-
munoassays will only be competitive with state-of-the-art ELISAs if they are
faster, cheaper, and more reliable. Probably, this is the ultimate challenge.

5
Assay Validation

5.1
Validation Parameters and Guidelines

Validating immunoassays is a requirement of the European Directive 98/79
EC on in vitro diagnostic tests passed by the European Parliament and Coun-
cil. Validation has the superior goal to describe how trustworthy the results
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from an assay are in terms of the underlying medical, medicinal, or other
interpretation. It should also be understood that validation always refers to
the intended use. This means, e.g., that IVDs for home use require additional
validation steps, such as an evaluation of operability by lay persons.

Although there is no mandatory regulation yet on what parameters to in-
clude and what specific validation procedure to adopt, the ICH Harmonized
Tripartite Guideline “Validation of Analytical Procedures: Text and Method-
ology Q2(R1)” (formerly known as Q2A and Q2B) together with the FDA’s
“Guidance for Industry – Bioanalytical Method Validation” present a readily
applicable guide [49, 50]. The following definitions and recommendations for
validation parameters and procedures have been agreed on and should be the
basis for a validation protocol:

(a) Specificity or Selectivity

“Specificity” is the ability to assess unequivocally the analyte in the presence
of components which may be expected to be present. Typically these might
include impurities, degradants, matrix, etc. [49].

Similar to the IUPAC, the FDA further distinguishes between specificity
and selectivity: “Specificity” is an evaluation of the response to a single an-
alyte, whereas “selectivity” is the evaluation of a response to a group of
analytes that may not be distinguished from each other [50, 51].

If typical impurities are known and available, pure analyte should be
spiked with appropriate levels of the impurity. It should be shown that the
assay results are unaffected by these impurities. If impurities cannot be used
directly, the assay should be compared with a second, validated analytical
procedure. The two results then need to be compared.

In many immunoassay applications, using highly heterogeneous samples
(e.g., plasma, urine, saliva, etc.) these recommendations do not seem very
practicable, though. In those cases it has become common practice to check
sensitivity against matrix proteins, etc., by using analyte-free samples that
can be obtained in some cases. Additionally, if the base level of the analyte to
be detected is known (e.g., a certain protein in healthy subjects), sufficiently
pooled sample material can also be useful.

(b) Accuracy or Trueness

The “accuracy” of an assay expresses the closeness of agreement between the
value which is accepted either as a conventional true value or an accepted
reference value and the value found. “Accuracy” is sometimes also termed
“trueness”. Accuracy should be assessed using a minimum of nine determi-
nations over at least three concentration levels covering the specified range
(e.g., three concentrations and three replicates each). Accuracy should be re-
ported as percent recovery by the assay of known added amount of analyte in
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the sample. Alternatively, the difference between the mean and the accepted
true value together with the confidence intervals may be reported [49].

Note: (i) Accuracy should not be confused with “precision”. (ii) If the true
value is controversial, international reference material should be used.

(c) Linearity

The “linearity” of an analytical procedure is its ability (within a given range)
to obtain test results that are directly proportional to the concentration of
analyte in a sample.

Linearity should be evaluated visually by a plot of signals (e.g., fluores-
cence intensity) as a function of at least five analyte concentrations. A regres-
sion line should be calculated, e.g., by the method of least squares. Values for
the correlation coefficient, y-intercept, slope of the regression, and residual
sum of squares should be included in the validation report. Since immunoas-
says do not always show linearity, their analytical response should then be
described by an appropriate non-linear function [49].

(d) Precision

“Precision” expresses the closeness of agreement (degree of scatter) between
a series of measurements obtained from multiple sampling of the same ho-
mogenous sample under the prescribed conditions. Precision may be consid-
ered at three levels: (i) “repeatability” (one laboratory/location, one operator,
same day), (ii) “intermediate precision” (one laboratory/location, different
days, analysts, equipment, production lots, etc.) and (iii) “reproducibility”
(precision between two or more different laboratories/locations, usually ap-
plied to standardization of a methodology).

In the context of immunoassays, “repeatability” is identical with “intra-
assay precision”. It should be assessed using a minimum of nine determina-
tions covering the specified range for the procedure (e.g., three concentra-
tions/three replicates each). Alternatively, a minimum of six determinations
at 100% of the test concentration is deemed to be sufficient.

“Intermediate precision” should be investigated to establish the effects of
random events within one and the same laboratory/location on the precision
of the analytical procedure. These effects need not be studied individually,
though. Within the framework of immunoassays the investigation of “inter-
assay precision” is much more common but less stringent. At any rate, the
conditions should be reported as specific as possible.

“Reproducibility” can only be assessed by inter-laboratory trials or round
robin tests.

All precision data should be reported by way of standard deviation, relative
standard deviation (coefficient of variation), and confidence interval for each
type of precision investigated [49].
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The results of a precision analysis should also be reviewed for the presence
of outliers. Since outliers cannot be defined arbitrarily, they should be assessed
using acceptable methods such as the Henning test or Tukey’s rule: For the
Henning test, the mean 〈x〉 and standard deviation σ of a test series are both
calculated without the conspicuous value x1. If it is found that 3σ ≥ |x1 – 〈x〉|
then x1 is understood to be an outlier and may be removed from the analy-
sis. Tukey’s rule, by contrast, states that observed values lying at least 1.5 times
the interquartile range (= the difference between first and third quartile, i.e.,
a box containing the middle 50% of data points) beyond one of the quartiles Q1
and Q3 can be considered outliers [52–54]. Alternative testing methods, e.g.,
Grubb’s test, are also acceptable. The final decision whether outliers should be
removed has to be met and statistically justified by the analyst.

(e) Range

The “range” of an immunoassay is the interval between the upper and lower
concentration (including both values) for which it has been demonstrated
that the analytical procedure has a suitable level of precision, accuracy, and
linearity.

(f) Limit of Detection (LOD)

LOD is defined as the lowest amount of analyte in a sample that can be de-
tected but not necessarily quantitated as an exact value.

Several approaches are possible for estimating LOD. A purely visual eval-
uation may be used for non-instrumental methods only, e.g., for lateral flow
tests. Another elementary approach is based on determining the signal-to-
noise (S/N) ratio from samples with known low concentrations of analyte
(signal) and blank samples. An S/N of 3 : 1 or 2 : 1 is generally considered ac-
ceptable for determining LOD. A more refined method relies on the slope S
of the calibration curve (= signal over analyte concentration) and a standard
deviation σ of the response:

LOD =
3.3σ

S
, (4)

σ may be calculated from measuring the signal from an appropriate number
of blank samples. Alternatively, if the calibration curve is linear, a specific cali-
bration curve for samples containing analyte in amounts close to the LOD can
be used. Either the residual standard deviation of the regression line or the
standard deviation of the y-intercepts of regression lines may be used for σ .
For immunoassays, the slope method is usually more practical.

If not assessed visually, the estimate for LOD may subsequently be vali-
dated by the independent analysis of a suitable number of samples known to
be near the LOD.
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It should be noted that alternative methods of determining LOD are ac-
ceptable if properly described in the validation protocol [49].

(g) Limit of Quantitation (LOQ)

LOQ is the lowest amount of analyte in a sample that can be quantitatively
determined with suitable precision and accuracy.

Several approaches are possible for estimating LOQ. A visual evaluation
may be acceptable in some cases for non-instrumental methods (e.g., some
semi-quantitative lateral flow tests). LOQ can also be determined from the
signal-to-noise (S/N) ratio from samples with known low concentrations of
analyte (signal) and blank samples. An S/N of 10 : 1 is considered to be ac-
ceptable for determining LOQ. Alternatively, the same method as for LOD
(using the slope S of the calibration curve and a standard deviation σ of the
response) can be used (vide supra). LOQ can then be estimated by Eq. 5:

LOQ =
10σ

S
. (5)

The limit of quantitation should be subsequently validated by the analysis of
a suitable number of samples known to be near the quantitation limit.

(h) Robustness

The robustness of an assay is defined as the capacity of the assay to remain
unaffected by small (but deliberate) variations in assay parameters and pro-
vides an indication of its reliability during normal use.

Estimation of assay robustness should be considered during the develop-
ment phase. Typical parameters that may undergo small-scale variation in
immunoassays are: concentration, temperature, pH, and stability of reference
solutions.

It should be noted that for a clinical evaluation of quantitative immunoas-
says with samples from real patients and the possibility of alternative esti-
mation of the presence/absence of a medical condition, so-called “Receiver-
Operator-Characteristics” (ROC) play an important role. They allow an
insight in the trade-off between sensitivity and specificity of an assay and
are discussed in chapter 40 in more detail [47]. The Clinical and Laboratory
Standards Institute (USA) has established guidelines (in document GP10) that
provide further guidance on the use and utility of ROC curves [55].

5.2
Standards and References

Well-defined compounds of high quality with established high purity and sta-
bility are available for many analytes and are often adequate as standards.
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Three types of such reference preparations are commonly used for standard-
ization of immunoassay kits:

In order to calibrate a new method for biological analytes, an “Interna-
tional Standard” (IS) or an “International Reference Preparation” (IRP) must
be used, if available. IS are collected, aliquoted and extensively tested for po-
tency and stability by responsibility of the World Health Organization Inter-
national Laboratory for Biological Standards. Lists of existing preparations,
which are available in limited quantity for a nominal charge for calibration of
national or laboratory standards or reference preparations, can be obtained
from the WHO [56]. IRPs, by contrast, are preparations that do not meet
the demanding criteria for an IS but are, nonetheless, useful for method-to-
method standardization [57].

“Reference preparations” are not as extensively tested as IS or IRP. Potency
and purity data are usually provided by the producer. Reference preparations
are particularly useful for substances that are (a) unable to be completely
characterized by chemical or physical means alone, (b) heterogeneous (e.g.,
glycoproteins), (c) difficult to isolate in pure form (e.g., synthetic proteins),
(d) scarce or expensive (e.g., hormone preparations), (e) unstable or easily
altered during isolation (e.g., human growth hormone), and (f) for those dif-
ficult or expensive to be assayed or characterized (e.g., prolactin). Reference
preparations are distributed, e.g., via institutions such as the Division of Bio-
logical Standards, National Institute of Medical Research, London [57].

“In-house or ‘Working’ Reference Preparations” are those that may have
been produced by the company or laboratory developing or performing the
immunoassay. Often, these materials are acquired without reliable potency
estimates but are calibrated by reference to an international standard [57].

“Working Standards” are, in many respects the most widely used form of
standard. They are not strictly reference preparations but are used in every
routine assay. Although there is no extensive testing and validation required,
the producer/laboratory must assume responsibility for maintaining the ap-
propriate quality [20].

Further guidance on reference measurement procedures and reference ma-
terials for samples of biological origin can be obtained from European stan-
dards EN 12286:1998 (together with EN 12286A1:2000) and EN 12287:1999.

It should be noted, however, that reference preparations may not exist for
immunoassays developed for substances that have not been measured by this
method before. Under these circumstances, the first publication often serves
as a reference point for the assays developed subsequently [20].

If calibrators or control materials are part of an immunoassay (as is com-
mon practice), these materials have to be checked against independent refer-
ence materials as well. More detailed information on this aspect can be found
in the international standard ISO 17511:2003 (“Metrological traceability of
values assigned to calibrators and control materials”).
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5.3
Shelf-Life Evaluation

Shelf life or stability of a product may be understood as the time that es-
sential performance characteristics are maintained under specific handling
conditions. The Food and Drug Administration (FDA) as well as many man-
ufacturers require that a product must recover at least 90% of the initial
performance value throughout its life [58]. Government regulations are often
more specific about the requirement for expiration dates on pharmaceutical
materials. For example, § 211.166 of cGMP regulations published by the FDA
stipulates a written testing program designed to assess the stability charac-
teristics of all clinical products and lists five criteria. It refers, however, to
drug products for administration to humans and animals only [59]. Nonethe-
less, it should be consulted and may serve as a broad guideline for stability
investigations of immunoassays.

Without doubt, “real-time stability tests” are the “gold standard” in deter-
mining shelf life. For most applications, especially during assay development,
they are not practical, though. For validating reference materials, by con-
trast, real-life stability testing is an essential requirement. In real-life testing,
special attention should be paid to possible drifts or changes in the testing
method/instrumentation over the testing period [20].

“Accelerated stability testing” is the method most often used in assay de-
velopment because it is able to provide a fast indication of product shelf life,
thereby shortening the product-development schedule. It is based on stress-
ing the product (i.e., the assay or its components) at ≥4 elevated temperatures
so that the amount of heat input required to cause product failure is deter-
mined. This information is then extrapolated to predict the product’s shelf
life. Very high temperatures (>55 ◦C), denaturing proteinaceous components,
should be avoided [20, 58]. Product ageing, i.e., the chemical decomposition
of assay components, can be described by a temperature-dependent rate con-
stant k and an activation energy Ea. If a complete assay is tested, the rate
constants can be understood as signal fall-off, e.g., decrease of emission, per
stressing time with reference to an identically performed unstressed assay.
For example, a 2% decrease over 100 days would mean k = 0.02/100 day–1. For
two temperatures, T1 and T2, the corresponding rate constants, k1 and k2, and
the activation energy are linked by the Arrhenius’ equation:

ln
(

k2

k1

)
= –

Ea

R

(
1

T2
–

1
T1

)
. (6)

Plotting ln(k2/k1) against (1/T2 – 1/T1) results in a straight line with a slope
of –Ea/R, R being the gas constant. Since Ea is now known, rate constants
for any other temperature can now be calculated by means of Eq. 6. Assum-
ing a tolerable decrease to 90% of the original signal (assay) or concentration
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(assay component) together with a first-order kinetics, Anderson and Scott
derived a simple formula for estimating the accepted shelf life from the rate
constant k at a given temperature T [58]:

t90 =
0.105

k
. (7)

A similar procedure for assay components is described in the European stan-
dard EN 13640:2002 (“Stability testing of in-vitro diagnostic reagents”, Annex
A) that is applicable to stability testing in Europe.

Several alternative and/or supplemental procedures are also common. If,
for example, the shelf-life is known for several temperatures, a semilog plot
of shelf life against storage temperature should result in a straight line that
can then be extrapolated to the desired (i.e., lower) temperature. If only two
rate constants referring to temperatures 10 ◦C apart are known, the Q rule
can be applied, which states that a product degradation rate decreases by
a constant factor (Q10) when the storage temperature is lowered by 10 ◦C [20].
Thus:

Q10 =
kT+10 ◦C

kT
. (8)

Very common are also bracket tables. This technique assumes that for a given
mixture of substances, the activation energies for degradation are between
10 and 20 kcal (42–84 kJ). This assumption is corroborated for proteins and
enzymes [58, 60]. Table 1 provides an example for a bracket table for a projec-
tion of refrigerated shelf life [58]. Conservative use requires that projections
be taken from the 47.5 ◦C values (and lower) since storage at 60 ◦C may lead
to denaturation effects.

Table 1 Bracket table for the projection of refrigerated shelf life by means of accelerated
ageing at elevated storage temperatures. Acceptable performance after the number of days
of stress in the 20-kcal column predicts that it is “possible” that the selected claim will be
observed while acceptable performance for the duration indicated in the 10-kcal column
predicts that it is “probable” that the selected claim will be observed [58]

Storage Days of stress to predict stability at 5 ◦C for the time of:
temperature 6 months 1 year 2 years 3 years
[◦C] 20 kcal 10 kcal 20 kcal 10 kcal 20 kcal 10 kcal 20 kcal 10 kcal

14.5 55.3 100 111 201 221 402 332 603
25 16.1 54 32 108 64 217 97 326
35.5 5.1 30.6 10 61 20 122 31 183
47.5 1.5 16.6 3 32 6 66 9 100
60 0.5 9.2 0.9 18 1.9 37 2.8 55
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From empirical experience, Deshpande [20] quotes the following guide-
lines for approximating the shelf life at a desired temperature:

1 month at 50 ◦C is equivalent to 1 year at room temperature,
2 months at 50 ◦C is equivalent to 2 years at room temperature,
3 month at 37 ◦C is equivalent to 1 year at room temperature,
6 months at 37 ◦C is equivalent to 2 years at room temperature,
7 days at 37 ◦C is equivalent to 1 year at 4 ◦C,
3 days at 37 ◦C is equivalent to 3–6 months at 4 ◦C.
Clearly, these values are not too stringent with the latter two roughly cor-

responding to those from the 20 kcal activation energy from the bracket table
(Table 1).

6
Conclusions and Outlook

The field of fluorescence immunoassays has recently drawn much attention
and many new concepts will be discussed in the following chapters. Estab-
lished methods (e.g., organic marker synthesis, FRET, nanoparticles, etc.)
as well as new effects from physical chemistry (e.g., surface-enhanced fluo-
rescence and surface-enhanced Raman scattering) have the potential to be
incorporated into new concepts of labelling and detection methods. The pri-
mary goal of all new approaches to emission-based assays is obviously to get
an edge over traditional ELISA systems in terms of detection limit, practi-
cability, specificity, price and/or speed. Without doubt, this is a considerable
challenge, especially as far as signal intensities and the price for detection
technology are concerned.

In terms of regulatory and validation aspects, many requirements origi-
nally intended for pharmaceutical products have been adopted, at least in the
form of guidelines, for the development of immunoassays. It may be antic-
ipated that this trend will continue and, sooner or later, guidelines will be
turned into more specific requirements.
Disclaimer. It should be noted that company and brand names mentioned in
this chapter are not to be understood as recommendations but as examples
only. A superior performance of these products should not automatically be
concluded.
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Abstract Lanthanide, due to their unique luminescent properties, has provided a new tool
to make sensitive and robust assay technologies. The long decay time in millisecond time
domain allows very easy and efficient temporal gating to get clean and sensitive readings.
The various chelate labels and assay technologies developed are reviewed here. Standard-
ization of immunological assays is a major problem in diagnostics, and is addressed in
time-resolved immunoassays with ability to create clean signals and standardized read-
ings. The most recent applications of the technologies in preventive screening are given.

Keywords Fluorescence immunoassays · Lanthanide chelates · Population screening ·
Standardisation · Time-resolved fluorometry

1
Immunoassays as Analytical Methods in Diagnostics

Immunoassays are analytical methods in which antibodies are employed as
specific catching reagents to allow highly specific recognition and detection of
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biologically relevant analytes in samples. Since the introduction of diagnostic
assays based on antibodies in the 1960s, immunoassays have gained a well-
established role in diagnostics to measure a wide variety of clinically relevant
compounds.

Immunoassays cannot always be regarded as quantitative analytical
methods. Sometimes, for example, in serological assays, just the overall
immuno-response against an antigen is measured; this is the avidity, or the
sum of all antibodies binding under the conditions used. Nevertheless, using
suitable controls and standards, immunoassays are today seen as accurate and
reliable methods employed in diagnosis, monitoring, and screening.

Traditionally, immunoassay technologies are divided into different cate-
gories based on the technology used or assay steps required. Heterogeneous
assays require physical separation of bound and unbound antibodies before
label detection, whereas in homogeneous (or non-separation) assays, specific
interactions can be followed without a physical separation step. Based on the
target, immunological technologies can be divided into immunofluorescence
(IF) assays (e.g., identification of cell type by IF) and into in vitro quantitative
immunoassays. Further on, based on the analyte in question, and availability
of specific antibodies, immunoassays can be divided into competitive assays
(used for small haptenic antigens having only one available epitopic site) and
non-competitive immunometric assays (generally applied to larger antigens
with several epitopic sites).

The introduction of monoclonal antibodies in the 1970s by Köhler and
Milstein [1] was an important milestone in the development of immunodi-
agnostics. Monoclonal antibodies provide an unlimited source of binding
reagents with a constant quality, thus greatly improving assay quality and
consistency.

The label allows an accurate and sensitive detection of the complexes, oc-
cupied sites in non-competitive assays or unoccupied sites in competitive
assays. Radioisotopes were the labels of choice in original immunoassays—
and are still in use despite the development of non-radioisotopic alternatives.
In routine clinical diagnostics, the development has resulted in non-isotopic
alternatives, such as enzymes measured either using photometric, lumino-
metric or fluorometric substrates, or luminescent compounds, fluorescent
compounds, or lanthanide chelates with time-resolved (TR) fluorometric de-
tection [2, 3].

Temporal resolution brings another dimension to the fluorometric an-
alysis, i.e., time, and potentially improves the assays in terms of speci-
ficity and sensitivity. When combined with long decay-time probes com-
posed of lanthanide chelates, time resolution provides a simple way of
eliminating practically all background-related fluorescence noise by simple
gating [2, 3].
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2
Time-Resolved Fluorometry

Fluorometry is a very versatile technology that can provide much informa-
tion on the sample, and can, under favorable conditions, reach the absolute
sensitivity of a single-molecule detection. In practical use, however, when
analyzing impure biological samples, fluorometry is seriously limited by the
problem of background. The background noise variously associated with de-
tection, optics, scattering, and sample autofluorescence greatly reduces the
practical sensitivity of fluorometric analysis [2].

Time-resolved fluorometry, which may be achieved by simple detector gat-
ing, can be a very efficient tool for eliminating all background-related inter-
ferences, provided that the specific signal has a decay time that substantially
differs from the average background noise [2]. Figure 1 shows an example
of the time-gated detection of a typical europium chelate, demonstrating the
complete discrimination between a specific signal and background both in
terms of spectral filtering and temporal filtering. In diagnostics applications,
time-resolved fluorometric methods became a practical solution only after
the development of long-decay time labels based on lanthanide chelates [3].

In the field of diagnostics, time resolution in the millisecond time domain
has enabled background-free detection and facilitated achieving the sensitiv-
ity range required by demanding applications. In addition, the combination

Fig. 1 Emission-decay profile of a europium β-diketone chelate. Pulsed excitation at
340 nm produces scattering (a), Eu emission (b) and autofluorescence (c). Time-resolved
fluorometry applies excitation filter (d), emission filter (e), and gating window (f )
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Fig. 2 Emission-decay profile of a mixture of Eu, Sm, Tb, and Dy as pivaloyltrifluoroace-
tone chelates, excited at 310 nm, showing their typical major emission lines and decays
ranging from a few microseconds with Dy to about 700 microseconds with Eu

of spectral and temporal resolution can be used to achieve more specific de-
tection and even multi-label detection. Figure 2 gives an example of a mixture
of four different lanthanides, each of which has its own characteristic emis-
sion profile and decay time. Sensitive and specific detection of each one is
achievable by a combination of spectral filtering and temporal filtering. As
technological possibilities for acquiring accurate temporal data become more
accessible, it can be postulated that time-gated detection will also provide
a tool to allow the use of the nanosecond time domain in assays. It has already
been shown in fluorescence life-time imaging (FLIM) that the decay time can
be used as a simple parameter not affected by regular interfering factors.

2.1
Time-Resolving Fluorometers

Detection of long-lasting emission, such as phosphorescence, was the area
in which simple, millisecond time gating instruments were first used; the
time gating was accomplished initially by using rotating choppers [4]. Tech-
nologies to acquire temporal data on photoluminescence analysis have subse-
quently ranged from time-correlated single-photon counting or phase reso-
lution by different frequencies to electronically or mechanically gated de-
tection [5–8]. Millisecond time-domain fluorometry is practically the only
gating technology applied in current diagnostic applications. In cellular and
histological applications, there is a desire to follow intracellular biochemi-
cal reactions in situ, and fluorescence lifetime imaging (FLIM) is the method
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used in these applications [7]. FLIM is applied in complex cellular assays by
measuring energy transfer for example between different genetic variants of
green fluorescent proteins (GFP).

Instruments functioning in a gating mode in the millisecond time domain
generally employ pulsed excitation sources, and electronically gated detec-
tion is accomplished with photomultiplier tubes. A xenon flash lamp is the
most commonly used pulsed excitation source [9, 10] and is today applied
in various diagnostic readers manufactured by Wallac (PerkinElmer Life and
Analytical Sciences, Turku, Finland), such as the 1234 DELFIA® fluorome-
ter, Victor™ multilabel reader and the automated analyzers DELFIA Xpress
and AutoDELFIA®. This configuration is also commonly adopted in various
microtitration plate readers supplied by other vendors.

A nitrogen laser emitting at 337.1 nm is a powerful source of short-
duration excitation, suitable for lanthanide chelate fluorometry [11]. In add-
ition to the Kryptor® fluorometer used for the Trace technology by Brahms
Diagnostica GmbH, research plate counters for example from BMG Labtech
Ltd are equipped with pulsed nitrogen lasers.

In time-resolved fluorometric imaging instruments, gated detection is gen-
erally accomplished either mechanically [12] by a liquid crystal shutter [13]
or by electronically gated intensified CCD [14]. These technologies are not,
however, in routine diagnostic use.

2.2
Standardization of TR Reading

The standardization of fluorometric analysis has long remained a challenge.
Since the introduction of quinine sulfate, traditionally used as a fluoromet-
ric standard, various other solid standards, more easily applied, have been
made available to test instrument performance in terms of reproducibility
and stability. The National Institute of Standards and Technology (NIST)
also provides a fluorescein standard solution as a more appropriate stan-
dard solution. As opposed to regular fluorometric analysis where the analog
signal is highly dependent upon the excitation power and gain setting, and
is routinely expressed as relative fluorescence units, time-resolved readers
generally function in a photon-counting mode and the response is given as
counts, enableing better standardization. In a pulsed mode, samples are gen-
erally excited with a preset excitation energy by controlling the exact number
of pulses with a feedback control mechanism. With 1-kHz xenon flash lamp
excitation, the calculated imprecision is around 0.1% when using 1-s reading
without further calibration [10].

Furthermore, in the commonly applied DELFIA technology, the final read-
ing is reduced to the quantitation of the total number of lanthanide ions left
in the assay well, and the instrument and assays are calibrated using interna-
tional lanthanide standard preparations (Eu, Sm, Tb, and Dy acidic solution
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made for atomic absorption calibration) after appropriate dilution into a flu-
orescence enhancement solution.

3
Lanthanide Chelates and Assay Technologies

The first (and still widely applied TR fluorometric assay system, DELFIA)
is based on dissociative fluorescence enhancement [15]. The system applies
stable, non-fluorescent polyaminopolycarboxylate-based labelling reagents,
originally a derivative of diethylenetriamine tetraacetic acid (DTTA) [16], as
carriers of lanthanide ions in the assay, and an acid dissociation and lig-
and exchange with β-diketone taking place in the enhancement solution.
Currently, alternative labels have been introduced, e.g., a phenyl-pyridine
iminodiacetic acid derivative for oligo- and polynucleotide applications [17],
a simple nonderivatized DTPA chelate for cell labelling [18], a neutral deriva-
tive of DTTA for applications where a negative charge may cause a prob-
lem [19], and derivatized DTPA to provide a kinetically and thermodynam-
ically more stable label.

In addition to the chelates employed in DELFIA, an increasing number
of fluorescent stable chelates have been developed, published and commer-
cialized for different applications, mainly for homogeneous high-throughput
screening (HTS) assays applied in drug discovery. Examples of such struc-
tures include the macrocyclic cryptates [20] commercially applied by CisBio
International in the HTRF screening system, and Brahms Diagnostica as the
Trace method in the Kryptor fluorometer. Fluorescent terbium chelates based
on DTPA analogue attached with a chromogenic antenna moiety [21], are
used for example in the LanthaScreen™ HTS system by Invitrogen com-
pany. Several types of Eu chelates of terpyridine derivatives have been syn-
thesized and some of them also commercialized by Amersham GE and by
PerkinElmer [22–24]. The rapidly growing number of structures and publi-
cations is outside the scope of the current review. A comprehensive review
of the different structure classes [8] and commercial drug discovery applica-
tions [25] can be found in recent publications.

In addition to the stable chelates, nano to micrometer-sized latex particles
impregnated with fluorescent lanthanide chelates have attracted a lot of at-
tention [26] recently. In polymeric form, lanthanides benefit from their large
Stoke’s shift, which makes them much less vulnerable to inner-filter quench-
ing. The advantage achieved with the impregnated bead is also related to
keeping the chelates stable and avoiding aqueous quenching, hence enabling
the use of lanthanides more prone to aqueous quenching, such as ytterbium,
neodymium, or erbium.

Nanoparticles impregnated with Eu, Tb, Sm, and Dy and their applica-
tions in immunoassays have recently been described [27]. Eu nanobeads are
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also commercially available from Seradyn and others. Highly sensitive im-
munofluorometric assays based on Eu nanoparticles have been reported for
prostate-specific antigen (PSA) [26] and adenovirus [28]. Cummins et al. [29]
used an indium tin oxide (ITO) (quartz) waveguide as a new platform for im-
munosensors with fluorescent Eu nanobead labels (Seradyn) in a competitive
atrazine immunoassay.

3.1
Assay Technologies

The various chelate technologies and respective immunoassay technologies
developed for time-resolved fluorometry have recently been extensively re-
viewed [8]. As described above, with the DELFIA methodology, the lan-
thanide ions are carried through the binding stages of the assay by non-
fluorescent complexes and the signal is generated following an acidic ligand-
exchange reaction that takes place at the end of the assay. Additionally, lan-
thanides and their chelates are applied in assay types that are essentially
the same as those employing regular fluorochromes, including homogeneous
assays based on energy transfer (TR-FRET), on signal modulation or on ex-
ternal or internal quenching [30].

The advantage of DELFIA relates partly to highly hydrophilic, small,
charged labelling reagents allowing even high labelling ratios to be used.
On the other hand, the separate enhancement allows the use of the most
highly fluorescent chelates in the detection, and the fluorescent chelates are
in homogeneous solution thus avoiding surface quality problems. The dis-
advantage relates to the extra step required making the technology strictly
heterogeneous requiring efficient washing steps.

Stable fluorescent chelates allow enhancement-free technologies where the
signal is measured directly from the applied solid surface. This technology
has the main advantage in simplicity, and it also allows direct localization.
The chelates applied so far have lower intensities, and the aromatic structures
required for light collection tend to cause somewhat more hydrophobic inter-
actions and non-specific background. The signal intensity has been overcome
by using nano-particles creating highly sensitive alternative, bringing along,
however, the practical consequences of handling large particles as labels.

Homogeneous assays, in particular, benefit from temporal discrimination
because all the assay and sample components are present during the meas-
urement and potentially interfere with the assays. Lanthanides bring two
specific advantages into FRET: firstly the energy transfer from the long-decay
donor to a short-decay acceptor creates a medium-long decay emission, en-
abling its complete discrimination from directly excited acceptor emission;
secondly, lanthanides have a very characteristic line-type emission profile
that provides several low background spectral areas for energy-transfer meas-
urements from the visible to the near-infrared area. The third potential ad-
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vantage of lanthanides is related to their different energy-transfer processes
even enabling energy transfer from the non-emittive lanthanide energy lev-
els [30–32].

TR-FRET in immunoassays was first described by Mathis based on the
use of Eu chelates (cryptate) and allophycocyanin (APC) [33]. The system
has since been applied in drug-discovery applications by CisBio Interna-
tional, and in diagnostics by Brahms Diagnostica. Other donor-acceptor pairs
applied include an Eu chelate and cyanine-5 [34], applied for urinary albu-
min [35], Eu chelate and Alexa 647 [36], Tb-chelate and Alexa 546 [37], and
Tb-chelate with various other acceptors [25].

The advantage of homogeneous assay technologies, such as TR-FRET, re-
late to the easy and manipulation-free process, rapid solution phase reaction
and its suitability to miniaturization. The limitation of FRET relates to the
critical energy transfer distance, Ro, which is generally below 100 Å and
thus makes assay development cumbersome, particularly for large antigens.
As exemplified in Fig. 3, sandwich assay of a large antigen requires care-
ful selection of antibody epitopic sites to create a signal. In addition, the

Fig. 3 Schematic presentation of TR-FRET assay of a large antigen (adenovirus as
a model, (c) accomplished with lanthanide chelate (a) and suitable acceptor (b) labelled
antibodies
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antibody-carrying donor chelate must be pure and have high affinity because
the chelates create tiny but detectable background interfering energy-transfer
measurement.

4
Problems of Standardization in Clinical Immunoassays

The standardization of clinical assays, and immunological assays in par-
ticular, has been a major concern of clinicians and authorities for decades.
The problems associated with the standardization of diagnostic immunoas-
says, especially those of protein antigens, are reviewed in several recent art-
icles [38–40]. To a great extent, the standardization of TR-IFMA assays is
associated with the same concerns and difficulties as other immunoassays
based on the same principle of antibody recognition.

Unlike bioassays, which measure the biological function of the compound
in a suitable host system, immunoassays are structural assays that measure
the occupancy of the epitopic sites of respective antigens. Accordingly, im-
munoassays may measure a biologically irrelevant fraction, form, or metabo-
lite of the antigen. The difference between a structural assay and a bioassay is
exemplified for example in a recent TR-IFMA of growth hormone (GH) [41].

The standardization of even relatively simple analytes, such as thyroxin
(T4), free thyroxin (fT4) and free triiodothyronine (fT3), is a challenge [42].
Free hormone analysis, in particular, creates a difficult analytical problem be-
ing an area in which cumbersome dialysis tests are still regarded as the golden
standard.

Similarly, in addition to the problems caused by typical cross reactivities
with related steroids, the analysis of testosterone involves an analytical prob-
lem relating to the actual active form. In particular, this applies to the cross
reactivity with dihydrotestosterone, as its biological activity is higher than
that of testosterone. Testosterone exists in samples in free form (about 2%),
as an albumin-bound fraction (regarded as a bioavailable fraction) and com-
plexed with sex-hormone binding globulin (SHBG). Giton et al. [43] analyzed
the bioavailability of testosterone by measuring it and SHBG by AutoDELFIA.
According to their conclusion, information of association constants for each
patient would be needed to obtain more accurate estimation of hormone
bioavailability.

Protein assays have to take into account all the isoforms (post-translational
modifications) which may alter within individuals, or depending on age and
patient condition. Selva et al. used TR-IFMA to study SHBG isoforms [44].
Like steroid hormones, proteins may also be present in blood circulation
complexed to carrier proteins, and the identification of the bioactive, or bio-
available forms may be difficult. In addition, the equilibrium between the
forms may be rather complicated, and any environmental factors, such as di-
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lution, assay buffer, ionic strength, detergents, and other manipulations can
have a profound effect on the balance.

Prostate-specific antigen, PSA, is an example of a protein present in serum
in a free active format, and also complexed to both α2-macroglobulin and
α1-antichymotrypsin. The measured values generally relate either to the free
format, regarded as the most relevant form in the diagnosis of prostate can-
cer, or the total PSA, which also includes the α1-antichymotrypsin complex.
In addition, the free PSA can consist of pro PSA, bioactive PSA, and non-
activated PSA, and the storage time and temperature have been found to have
a profound effect on the final results [45]. Sometimes the free and complexed
forms of the antigen can even be used as markers for totally different diseases.
Pregnancy-associated protein A (PAPP-A) is commonly used as a marker
for Down’s syndrome (Sect. 5.1) where it is present primarily in a heterote-
trameric form with eosinophil major basic protein, whereas in acute coronary
syndrome, TR-IFMA of non-complexed PAPP-A can be used as a point-of-
care test [46].

Establishing the reference intervals for an immunoassay is generally done
separately for each type of immunoassay in each laboratory. Moreover, typical
normal values, which may depend on age, nutritional status, physical activity,
etc., are associated with each individual person and ethnic group. One ex-
ample is the TR-IFMA assay of growth hormone to diagnose acromegaly. The
analysis was found to require separate reference intervals for men as com-
pared to women [47].

Early detection of a disease, such as cancer, or disclosing the risk factors
related to pregnancy, may require repeated measurements to reveal a minor
but relevant change in the biomarker concentration. 17-Hydroxyprogesterone
is generally used to screen for congenital hyperplasia. The gestational age and
birth weight have an effect on its relevant cut-off determination [48]. Placen-
tal protein 13 (PP13) used in screening for risk levels of pre-eclampsia, shows
typical rise-and-decay patterns during normal and high-risk pregnancy, and
its use during the first trimester requires repeated measurements.

In addition, the instability and short half-life of many of the biologically
active compounds should be kept in mind. These place high requirements on
sample storage. Also, the measured values may correlate with (but do not give
absolute values for) the concentrations of the measured substances actually in
circulation.

4.1
Interfering Effects

Immunofluorometric assays, like all antibody-based analysis, are prone to
a variety of biological interferences. Time resolution in the detection phase
greatly alleviates many of the optical interferences, such as background flu-
orescence. Still, numerous biological interferences remain, making the accu-
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rate analysis of the analyte in the sample demanding. Biological interferences
include, among others, non-specific interactions, complement recruitment,
rheumatoid factors, human anti-mouse antibodies (HAMA) and heterophilic
cross-reactive antibodies present in patient serum.

Gibney et al. [49] used polyethylene precipitation to get rid of autoantibody-
related interferences in prolactin TR-IFMA. They found that in some patients
prolactin is present in serum as the high-molecular-weight macroprolactin.
Macroprolactin gives a positive response in the assay regardless of its greatly
reduced bio-activity, which, hence, leads to a false diagnosis.

In the TR-IFMA of cardiac troponin I with fluorescent Eu chelates and sur-
face measurement, the design of the antibodies has been observed to be an
important factor in avoiding the effect of auto-antibodies [50, 51]. Antibody
engineering has been applied to produce antibodies less susceptible to inter-
ference. These include Fab fragments with no constant region for complement
binding, phage display selected human Fab fragments, and humanized an-
tibodies. Warren et al. used in vivo biotinylated single-chain antibodies to
avoid interference derived from heterophilic antibodies in a TR-IFMA of car-
cinoembryonic antigen, CEA [52].

5
Immunofluorometric Applications

The extent of the applications of immunoassays and TR-IFMA assays is be-
yond the scope of the present chapter. However, a snapshot of the application
field is given based on the most recent publications. This review is orga-
nized to follow the novel trend in health care, away from reactive diagnostic
practices towards proactive and preventive health care. This includes risk-
assessment analysis to find disease predisposition and to screen for diseases
primarily before symptoms emerge. During the course of human life, risks
can be categorized based on the life cycle from conception to birth, and from
the early development of a child to the assessment of age-related risk factors.

5.1
Prenatal Assays and Maternal Health Concerns

In pre-natal screening, the aim is to find and lower health related risks on the
child and mother. Maternal health has become an area of intense biomarker
search both because of severe conditions like pre-eclampsia, fetal growth re-
tardation (IUGR), pre-term birth as well as congenital malfunctions such as
chromosomal aneubloidies (Down’s syndrome), and congenital heart disease.

Placental growth hormone (PGH) secreted to maternal blood was tested
as a marker for monitoring vaginal delivery and measured by an automated
TR-IFMA assay on AutoDELFIA [53]. Placental protein 13 (PP13) is a novel



440 I. Hemmilä

biomarker suggested for pregnancy follow-up. Ish-Shalom et al. studied the
function of another pregnancy- related plasma protein, PP14, and its lectin
binding and the mechanism of T-cell inhibition using Eu-labelled strepta-
vidin as the label [54]. Other markers used in monitoring ectopic pregnancy
are invasive trophoblastic antigen (ITA) and free βhCG, generally combined
with ultrasound examination [55].

Signaling via the IGF-1 receptor is crucial for normal prenatal and post-
natal growth. Altered IGF-1 signaling is a result of polyphormic forms of the
respective gene. Raile et al. monitored the rhGH-mutation of IGF-R [56]. IGF-
R polymorphism is reportedly a causative factor to IUGR [57].

The matrix metalloproteinase ADAM-12 has been used as a marker for
both Down’s syndrome and for pre-eclampsia [58]. Pregnancy-associated
plasma protein A is reported to be a marker of both pre-eclampsia and my-
ocardial infarction [59]. Wojdeman et al. used both automated DELFIA and
a TR-FRET assay of Brahms (Kryptor) to analyze the Down’s syndrome mark-
ers PAPP-A and a form of human chorionic gonadotropin (sshCG) together
with an ultrasound translucency test [60]. Weinans et al. compared inva-
sive trophoblast antigen (ITA), i.e., hyperglycosylated hCG, to free βhCG and
PAPP-A as first-trimester markers for Down’s syndrome. PAPP-A was shown
to be the best marker, and ITA correlated well with free βhCG [61].

Hypothyroidism screening in pregnancy is also being considered since
the maternal thyroid function is of critical importance to the infant, and
maternal thyroid dysfunction is even suggested to be a causative factor for
pre-eclampsia and IUGR. Buimer et al. (2005) used DELFIA fT4 and TSH
assays and luminoimmunoassay (Brahms) for thyroid peroxidase antibody
(TPO Ab) screening to study the association of transient hypothyroxinemia
with fetal disorders [62]. In their study of TR-IFMAs of TSH, TPO Ab, and
TgAb, Brix et al. excluded the connection between low birth weight and sub-
sequent autoimmunity [63].

5.2
Neonatal Screening

The mission in neonatal screening is to identify those newborn babies who
are at high risk of developing a severe congenital disease that could be
avoided, cured, or alleviated with known medication or dietary treatment if
diagnosed in time. Neonatal screening is mainly performed by using dried
blood spots taken from the infant’s heel or from cord blood. Dried blood
spots are a convenient method to collect, store, and deliver samples to central-
ized screening laboratories.

Disturbances of the fetal thyroid function are generally discovered by
measuring neonatal TSH and or T4 levels. If not detected and treated with
thyroid replacement therapy at an early stage, hypothyroidism causes severe
symptoms and leads to developmental disorders [64, 65].
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Thyroid screening is in most countries accomplished by analyzing blood-
spot samples either for thyroxin or TSH. TR-IFMAs are generally applied, as
recently reported for screening, e.g., in Australia [66] and in Denmark [67].
TSH measurements are frequently made not only to detect hypothyroidism
but also to diagnose and screen euthyroid and hyperthyroid patients as well
as for some non-thyroidal illnesses and carcinoma. TSH measurements de-
mand high-sensitivity immunoassays, and assay sensitivities have greatly
improved over the years [68, 69]. One of the factors that may affect the screen-
ing outcome is birth weight, which has been found to constitute a risk of
false-negative results in congenital hypothyroidism screening when measur-
ing THS and T4 by TR-FRET [70].

In addition to thyroid function, congenital adrenal hyperplasia (CAH) is
commonly screened from neonates by measuring 17-α-hydroxyprogesterone
from dried blood spots [48]. CAH relates to type II 3β-hydroxysteroid de-
hydrogenase deficiency. Its accurate detection is essential for the normal
development of the child and thus a false-negative result may be critical [71].
Johanssen measured serum LH and FSH, and, retrospectively, blood spot 17
OHP [72] to follow up delayed detection of CAH.

Lysosomal storage disorders (LSD) are a group of diseases related to in-
born errors in metabolism. They are chronic, progressive diseases having
a devastating impact on the newborn. In addition to assays of the respective
enzymatic metabolic activities, LSDs are screened by mass spectrometry and
also by immunoassays with DELFIA design being suitable for several applica-
tions [73]. The research group of Hopwood has recently published methods to
analyze LSDs on dried blood spots based on the DELFIA technology, includ-
ing screening for Fabry disease by monitoring α-galactosidase [74], Gaucher
disease by measuring β-glucosidase [75], mucopolysaccharidosis mPS-I by
measuring α-l-idusonidase [76], MPS-II by iduronate-2-sulfatase [77] and
MPS VI by N-acetylgalactosamine 4-sulfatase [78] and lysosome-associated
membrane protein-1 (LAMP-1) [79].

5.3
Risk Assessment of Adult Population

Finding cancer early, when it is still curable, is a big challenge for diagnostics.
There are only few definite and generally accepted analytes to enable early
detection of cancer and that can be used in screening mode. Most of the an-
alytes, such as PSA for prostate cancer, and CEA for breast-cancer screening,
are relatively unspecific, and their use in large-scale screening is still contro-
versial.

Prostate cancer is a good example of an analyte that is a focus in a contin-
uous struggle towards more sensitive and specific early diagnosis. Free and
total PSA are most commonly used markers, and there are numerous TR-
IFMA reports on their use, also commercialized as dual-label assays based
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on Eu and Sm [80–82]. One of the challenges in the use of PSA in prostate-
cancer screening is the difficulty to differentiate between benign growth and
malignant cancer. The TR-IFMA of urokinase plasminogen activator receptor
(uPAR) in urine is reported for cancer studies [83] and, recently, CEA TR-
IFMA has been used in the follow-up of recurrence of colorectal cancer [84].

In addition to the screening of congenital risk factors in the early stages
of development, there are numerous health risk factors followed, affecting
aging populations, such as type 2 diabetes, coronary diseases, altered bone
metabolism, a variety of cancers, and Alzheimer’s disease. In addition to di-
agnosing, many of these conditions are also approached in view of preventive
medicine and early detection, and in many of them, TR-IFMA has played a role.

SHBG and testosterone TR-FIAs have been used in a study to assess the
correlation of metabolic syndrome and smoking with hypogonadism [85],
and assays of testosterone and IGFBP-1 in the risk assessment of metabolic
syndrome and cardiovascular mortality [86]. Early arthritis and articular
cartilage metabolism are also diagnosed by measuring circulating type II col-
lagen by TR-IFMA [87].

Altered bone metabolism affects, in particular, postmenopausal women,
and is followed e.g., by urinary osteocalcin measurements based on an SA
plate and biotinylated peptide and Eu-labelled antibody [88]. Sipilä et al.
assessed muscle strength and risk for bone fracture in elderly women by
monitoring estradiol, testosterone, and SHBG levels by TR-IFMA [89]. TSH
assay has also been employed to assess bone mineral density, turnover, and
risk for fracture in T therapy [90].

In the treatment of Alzheimer’s disease, the role of testosterone and LH
in the cognition and mood of patients with mild progression of the disease
has been reported [91]. Assay of β-amyloid peptide has also been used to
study Alzheimer’s disease. Cancellotti et al. studied altered glycosylation of
PrP proteins that can have different neuronal trafficking in the brain but do
not acquire scrapie-like properties [92].

6
Future Trends and Challenges

Health care and diagnostics in the future will face the challenges imposed by
economic factors, particularly the need for less-expensive and more-efficient
tools to diagnose or to prevent diseases. In terms of assays, the trend is
towards more-simple assays, miniaturization, and more-economic assays.
There is also a trend to migrate from hospital laboratories to decentralized
diagnosis, assays done in doctors’ offices or by direct access testing. Multi-
plexing is a fashionable term that reflects the desire to analyze several factors
simultaneously. Multiplexing is also needed to diagnose diseases, or groups
of symptoms having different origins, referring to difficulties in diagnosing
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those based on only a single marker. When going to personalized medicine,
and in an attempt to find genetically driven risk factors in the early days of
life, the various analyses of DNA sequences will become a part of routine
analysis. In addition, for a long time there has been a desire to perform di-
agnoses using circulating cells, e.g., hunting fetal cells in a mother’s blood
circulation, or rare cancer cells to be analyzed. The strong development of
various forms of in vivo imaging, drug targeting, and localized testing in the
whole body is also an area affecting future diagnostics.

Lanthanides and time-resolved fluorometry can provide tools for minia-
turization and limited multiplexing. Since the same economic factors are
strongly encountered in the field of drug discovery and addressed in high-
throughput screening, the price per assay can be reduced by decreasing assay
volumes from about 200 µl in a regular 96-well plate and the respective single-
use assay cuvettes to a few microliters in 1536-well plates. This development
is very much supported by TR-FRET development [25] with its ability to
perform in small volumes in a homogeneous format, and even bring the mul-
tiplexing feature to the same well [93]. Figure 4 shows the energy-transfer
measurement wavelengths used when using europium chelate as the energy
donor.

Several groups have recently concentrated on developing highly lumines-
cent beads based on lanthanide chelates, and Eu chelates in particular. Some
of these particles are already commercially available, such as beads from
Serono company, and are applied in various forms of TR-IFMA. Particles con-

Fig. 4 Suitable acceptor-emission wavelengths for energy transfer (TR-FRET) from a eu-
ropium chelate to various organic acceptor molecules
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taining a large number of chelates can be made, and the chelates are well
protected from aqueous environment, thus avoiding both dissociation and
quenching caused by O-H overtones. Such beads have been applied both in
imaging and in immunoassays.

Development of novel binding reagents, genetically engineered antibodies
and their fractions by in vitro immunization and phage display selection, arti-
ficial binders such as aptamers, peptide binders, peptide nucleic acids (PNA),
molecular imprints and so on, bring new tools to the further development
of assays. In vivo biotinylated single-chain antibodies are used as capture
reagents in a TR-IFMA of CEA [52]. Single-chain antibodies, as well as anti-
bodies devoid of the CH2 domain [94], are used to avoid interferences caused
by heterophilic antibodies.

One example of the possibilities provided by antibody engineering is the
TR-IFMA of small drug molecules and steroids developed based on antibod-
ies recognizing the occupied site on the primary antibody, and accomplished
by measuring TR-FRET of the formed complex [95].

Approaching the cell, and whole body imaging with modern modality
tools such as luminescence imaging, PET, SPECT and MRI—the latter with
lanthanide labels—will become more widely used in scanning whole bodies
and diagnosing and localizing diseases. Luminescence imaging entails prob-
lems of light excitation and penetration into tissues. The modern nanopar-
ticles, such as quantum dots, upconverting crystals, and lanthanide chelate
beads (those with Yb, Nd) may give practical tools for that, too.
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Abstract For many years, immunoassays have been the most widely used tests for the
detection and quantification of diagnostically important proteins, hormones, enzymes,
and haptens. In most state-of-the-art applications of immunoassays, the marker is at-
tached to the last binding antibody, which is, therefore, often referred to as the “detector
antibody”. Depending on the type of marker, immunoassays can be classified as radio-
immunoassays (RIAs), enzyme immunoassays (EIAs), enzyme-linked immunosorbent
assays (ELISAs), fluorescent immunoassays (FIAs), etc. This article is exclusively con-
cerned with emission-based immunoassays where, with one exception, particles serve as
markers and the obtained signal is either fluorescence or luminescence (FIA). In these
assays antibodies are normally conjugated covalently to the particle, e.g., by way of car-
bodiimide coupling, thus forming a layer of affinity molecules on the particle surface.

Keywords Fluorescence · Immunoassays · Luminescence · Particles

Abbreviations
d Diameter
ELISA Enzyme-linked immunosorbent assay
EIA Enzyme immunoassay
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ε Molar decadic extinction coefficient
F/P Fluorescent molecule-to-protein ratio
FIA Fluorescence immunoassay
FRET Förster-type resonance energy transfer
Φem Quantum yield of emission (fluorescence or luminescence)
LOD Limit of detection
MTP Microtiter plate
n Number of particles
RIA Radioimmunoassay
ROC Receiver-operator characteristic
S/N Signal-to-noise ratio
SEM Scanning electron microscopy
TEM Transmission electron microscopy

1
Introduction

For many years, immunoassays have been the most widely used tests for the
detection and quantification of diagnostically important proteins, hormones,
enzymes, and haptens. These analyte molecules are usually associated with
certain medical conditions, such as troponin T, troponin I, myoglobin and
the fatty acid binding protein (FABP) with acute myocardiac infarction, the
C-reactive protein (CRP) with inflammatory diseases and human chorionic
gonadotropin (hCG) with pregnancy, to name just a few. The sample mate-
rial to be used may be practically any body fluid or dilution of such, or other
fluid sample. The basis of all immunoreactions is the existence of antibodies
with antigen-specific binding sites. Therefore, the right antibody can be used
to detect its matching antigen and vice versa. Thus, the two common features
of immunoassays are: (a) at least one antigen–antibody affinity reaction, and
(b) the need of some marker in order to monitor and quantify whether this
affinity reaction has taken place.

The first immunoassays were performed in the late 1950s and used ra-
dioactive 131I as markers [1]. More recently, 125I and 57Co came to be used.
These radio-immunoassays offered very high sensitivities, which have, in
some cases, been unmatched to the present day. For obvious reasons, how-
ever, the use of radioactive material is nowadays avoided.

In most state-of-the-art applications, the marker is attached to the last
binding antibody, which is, therefore, often referred to as the “detector an-
tibody”. Depending on the type of marker, immunoassays can be classi-
fied as radio-immunoassays (RIAs), enzyme immunoassays (EIAs), enzyme-
linked immunosorbent assays (ELISAs), fluorescent immunoassays (FIAs),
etc. Moreover, there are numerous assay formats: depending on the type of
analyte, its binding and adsorption properties and the desired limits of detec-
tion (LODs), it may be useful to employ three or even four different antibodies
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Fig. 1 Scheme of a sandwich-type fluorescence immunoassay (FIA): the catcher antibody
is adsorbed on the microtiter plate (MTP); after blocking (not shown), incubation with
the sample and the detector antibody/marker-conjugate, the presence of the marker can
be detected. A A characteristic set-up for molecular markers. B Larger, particulate mark-
ers as they are discussed in this chapter (not to scale). In FIA, markers typically belong
to one of the following substance groups: organic dyes, lanthanide chelates, polystyr-
ene particles containing molecular dyes, quantum dots, other organic/inorganic nano- or
microparticles

in three or more separate binding events, sometimes including a very tight
biotin-streptavidin binding or Förster-type resonance energy transfer (FRET)
between two different markers. One of the most common and most sensitive
assay formats is the sandwich immunoassay (Fig. 1A).

This article is exclusively concerned with emission-based immunoassays
where, with one exception, particles serve as markers and the obtained signal
is either fluorescence or luminescence (FIA). Antibodies are normally conju-
gated covalently to the particle, e.g., by way of carbodiimide coupling, thus
forming a layer of affinity molecules on the particle surface (Fig. 1B).

2
Performance Criteria of Immunoassays

In assay development quite a number of different quality criteria are commonly
used in order to describe and compare the assay performance. The most im-
portant ones are (a) LOD, (b) assay accuracy, (c) assay precision, (d) limit of
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quantitation (usually defined by the influence of a Hook effect that leads to a
signal decrease at very high analyte concentrations), (e) specificity (especially
against other proteins from the sample), (f) signal linearity, (g) assay drift, and
(h) aging behavior (e.g., accelerated and/or real-time aging).

Once an assay is optimized (as regards to antibody selection, coating pro-
cedure, incubation times, concentration of reagents, composition of buffers,
etc.) the diagnostic performance needs to be estimated by means of clinical
testing against other, reliable references. Even if the test is not quantitative
but has only a yes/no-character, e.g., if its goal is to determine whether the
concentration of a certain protein in the patient’s blood is above a medically
meaningful threshold value, four different cases may be distinguished:
1. test positive, reference positive (“true positive”)
2. test negative, reference positive (“false negative”)
3. test positive, reference negative (“false positive”)
4. test negative, reference negative (“true negative”)
Obviously, these data strongly depend on the threshold level chosen. This de-
pendence and the overall diagnostic quality of the test are easily depicted and
quantified by means of a so-called receiver-operating characteristic (ROC).
This method originates from radar detection of airplanes in World War II
and has been used in medical diagnostics since the 1970s [2, 3]. Drawing on
a sufficiently high number of patient samples and a reliable reference, a clear
dependence between specificity and sensitivity can be found for each thresh-
old level (Fig. 2).

Fig. 2 Scheme of Receiver-operator characteristic (ROC) curves showing the trade-off
between sensitivity and specificity (i.e., between the true positive and the false positive
rates). The closer the curve follows the left-hand border and then the top border of the
ROC space, the more accurate the test
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The integral over every ROC curve, ideally 1.0, is a reasonably simple way
to express the diagnostic value of the test. ROC integrals above 0.9 are usually
considered to denote an excellent performance.

As a first approximation, it is the antibody–antigen reaction that governs
the assay performance and the selection of suitable antibodies or pairs of anti-
bodies (sandwich format) is a vital first step. This affinity reaction, however,
is influenced by the number of markers bound to one antibody, the charac-
ter of their binding (covalent or electrostatic), the assay format (solid or fluid
phase, sandwich, etc.) and the physical and chemical nature of the immedi-
ate environment [e.g., buffers, coating concentrations, microtiter plate (MTP)
etc.]. Moreover, quality (e.g., emission bandwidth and maximum) and intensity
of the obtained signal, are predominantly determined by the type of marker.

From a regulatory point of view, immunoassays are in-vitro diagnostic
devices (IVD), which are thus regulated by European Directive 98/79/EG (Eu-
rope) and, correspondingly, by 21 CFR 860 (USA). Therefore, no quality issue
(vide supra) should be compromised by the inclusion of particulate markers.

3
Why Use Particles?

The most widely used labels today are enzymes (e.g., horseradish peroxidase,
alkaline phosphatase). Quantification in those tests is based on an enzymatic
reaction instigated by adding a suitable substrate [e.g., tetramethylbenzidin
(TMB)]. Thereby, in these ELISAs a change in color (i.e., optical absorption)
is measured which can be correlated with the amount of bound complexes. By
inclusion of a series of multienzyme cascades the sensitivity of ELISAs can be
further increased by a factor of up to 250 [4]. However, there are a few draw-
backs: (a) a relatively high sample volume is needed, (b) ELISAs can not be
developed into a “multiplexable” assay (i.e., they are limited to one analyte
per reaction volume), and (c) it is difficult to further improve the LOD be-
cause the enzymatic reaction needs to be stopped at a more or less arbitrary
point of time, which introduces some error.

In comparison, the “classical” FIA makes use of organic fluorophores,
e.g., fluorescein-isothiocyanate (FITC), Alexa 488, etc., which are covalently
bound to the detector antibody. Depending on fluorophore size, binding
properties and concentration ratios, 4–8 of these fluorophores bind to one
detector antibody (i.e. F/P = 4–8). Unfortunately, using fluorescence-based
assays like that, usually affords LODs that are at least one order of magni-
tude above those of enzymatic assays, even though fluorescence is known to
be more sensitive than absorption measurements used in ELISAs or EIAs.
There are three fundamental reasons for this. First, it should be borne in
mind that the recognition properties of every antibody deteriorates roughly
with the number of molecules bound to it. In line with this biochemical ar-
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gument one might want to decrease the F/P. Second, however, the number of
signal-generating molecules in FIAs is already tiny in comparison to enzy-
matic assays that are based on a cascading reaction to afford colored reaction
products. Therefore, further decreasing the F/P in FIA is not a reasonable
strategy but would further diminish the signal-to-noise (S/N) ratio from the
physical side. The third reason is purely photophysical: in every ensemble of

Fig. 3 Scheme of spectral multiplexing for three analyte molecules. The affinity reaction
in the MTP well is detected by recording an emission spectrum that contains the emis-
sion bands of the three particulate markers, each corresponding to one analyte. Together
with previously taken calibration data (which allow for different extinctions and emission
quantum yields of the markers as well as for different binding properties and concentra-
tions of the catcher and detector antibodies), the concentrations of each analyte can be
calculated from the spectrum
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dye molecules at close distance, there will always be some energy migration
and emission filter effects. In effect, adopting the opposite strategy and in-
creasing the F/P thereby not only impairs the biochemical properties of the
antibodies but also lowers the mean dye–dye distances, which in turn leads
to emission quenching within the dye pool attached to every respective anti-
body. So, again, the S/N will be lowered. In fact, an F/P of 4–8 represents the
optimum for molecular, fluorescent markers [5, 6].

A promising strategy to avoid the drawbacks of both ELISAs and FIAs is
the use of particulate, emissive marker systems instead of molecular ones. In
general, these systems will enable the ideal case of only one binding site be-
tween antibody and particle. Owing to the completely different composition
and photophysics of these systems in comparison to molecules, energy migra-
tion can also be effectively avoided. In addition, some of the particle-based
assays also incorporate strategies to multiply the signals. In most particle-
based assays the antibodies will be grouped as an outer layer on top of the
particle. Alternatively, for very small particles where a protein “layer” can
not be realized due to steric effects, e.g., quantum dots (QDs)(vide infra)
which are often comparable in size to proteins, there may also be a 1 : 1 or
2 : 1 ratio between particle and antibody. Another, long-sought objective of
immunosensing has been the simultaneous detection of more than one ana-
lyte, especially of those that are usually grouped for diagnostic purposes, e.g.,
autoantibodies, allergens, thyroid function tests or panels of markers with
prognostic value in cardiology and other diagnostic areas. This multiplexing
strategy may be accomplished by spectral, lifetime or spatial separation of the
markers. In a typical spectral multiplexing experiment, each type of detector
antibody is labeled by a particle of a different emission wavelength and every
MTP well is then read out by recording an emission spectrum (Fig. 3).

In this case, it is not the high S/N, but narrow emission bands and broad,
unstructured absorption features that are required. To date, these features can
only be found for inorganic particles, e.g., QDs , which are discussed below
in more detail. It should be noted, however, that the fundamental problem of
cross-reactivity in a reaction mix of several types of antibodies and analyte
molecules will be found in all multiplexed immunoassays. This can not easily
be circumvented and will usually lead to increased LOD.

4
General Aspects of Particle-Based Assays

Most particle-based assays that make use of the emissive nature of the marker
are either not widely used yet or are still in the research stadium, the only
exception being fluorescent latices and lanthanide-based systems.

Independent of the particulate system used, there are a few general qual-
ity issues that need to be addressed, which reflect the colloidal nature of the
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marker system. The first issue is the homogeneity of the colloidal suspension:
in theory, strict monodispersity and a narrow size distribution are ideal to
avoid size-dependent effects (size bias both in the labeling process and in the
affinity reaction itself can not generally be precluded; sedimentation may also
be problematic). Real systems, however, will show some degree of polydisper-
sity. This is even true of such stable and widely used colloids as commercially
available gold sol. Closely linked with this aspect is the question of how this
distribution changes (a) if the particles themselves need to be engineered in
a more complex way, such as core-shell structures, and (b) when a layer of
antibodies is getting attached to the surface.

4.1
The Size “Problem”

Obviously, the size of the particulate marker is the most straightforward
parameter to have an influence on the FIA. Depending on the particles’ com-
position, the character of this influence may be different, though. In the case
of polymeric beads with embedded dyes, larger particles may deliver larger
emission signals but, for steric reasons, block neighboring binding sites on
the MTP and thus make measurements of high analyte concentrations im-
possible. Particles of higher density, such as microcrystalline organic dyes,
will show the same phenomenon but may additionally be prone to precipita-
tion. QDs, finally, will show even more comprehensive spectroscopic changes,
e.g., a red-shifted emission, on increasing their core size or when aggregat-
ing. In this context, the surface chemistry must not be neglected (cf. Sect. 4.3):
extended polymeric layers, often used as coupling interface between particle
and biological recognition unit, may considerably increase the overall size of
the particle, albeit without altering their emission properties.

Therefore, it is necessary to ask what exactly “particle size” is. There are
quite a few answers to this—at first glance obvious—question and several as-
pects need to be taken into consideration when comparing sizes. First, there
will always be a size distribution of some width, which renders the term
“size” open to further interpretation. Second, the particles may not be ideal
spheroids. Any deviation from the spherical shape results in data that re-
fer to an “equivalent sphere” or “effective sphere”. Third, the results from
size measurements may depend on the method used. While for very small
particles (<100 nm diameter) dynamic light scattering, which always mea-
sures hydrodynamic diameters, and scanning electron microscopy (SEM) or
transmission electron microscopy (TEM) are the methods of choice, larger
particles may also be measured using static light scattering or chromato-
graphic methods. It is only fair to assume that the data generated by different
methods are not necessarily identical in terms of polydispersity or mean
diameters. This has been shown, e.g., in a comparative study of static and
dynamic light scattering [7]. Fourth, even for spheroid particles there is a fun-
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damental difference in what is considered to be a “mean diameter” (which is
the parameter usually compared). This becomes obvious if we compare, e.g.,
three particles of the sizes 1, 2 and 3 units. The number mean is, of course,∑

d
n = 2.0 units. It is often expressed in the form D[1, 0]. This notation re-

flects the fact that a sum of diameters of the power 1 (i.e., the diameter itself)
is divided by a number (or, in other words, a “diameter” of the power 0).
This value is a reasonable measure if the emission properties of the particle
are only correlated to the number of particles, not to their size or volume.
In reality, though, this is often not the case (vide supra). Let us take poly-
meric particles with embedded dyes (organic or inorganic) as an example. In
this case, neglecting excited energy migration for a moment, the volume of
the particle is correlated to its overall emission intensity. Now, it seems more
reasonable to consider the “number-volume mean” of the above three par-

ticle sizes, which is D[3, 0] = 3
√∑

d3

n = 2.29 units. Similarly, when comparing
particles in terms of their antibody binding capacity or if their emission em-
anates from the outer shell only, the surface plays a central role. Thus, the

“number-area mean” D[2, 0] =
√∑

d2

n = 2.16 units should be discussed. The
problem with these simple means of the form D[X, 0] is that they all contain
the number of particles and particle counting is not normally carried out for
large numbers and for very small particles. Hence, the concept of moment
means was introduced. The only two moments to have practical relevance are:

D[3, 2] =∑
d3∑
d2 – surface area moment (also known as Sauter mean diameter)

and

D[4, 3] =∑
d4∑
d3 – Volume or mass moment mean (De Brouckere mean diameter) .

These means represent—in analogy to the moments of inertia in mechanics—
the center of gravity of the surface area and volume (or mass) distribution,
respectively. The advantage of using the latter two distributions is twofold:
(a) the formulae do not contain the particle numbers anymore and (b) light
diffraction measurements produce an initial distribution around volume
terms and calculation of D[4, 3] is therefore straightforward, while all other
means have to be recalculated from the original data and are thus prone to
some statistical error. So, what is the right mean? Obviously, there is no final
answer to this. If, e.g., particle sizes are measured by an electron microscope,
what is measured is D[1, 0]; if image analysis is used D[2, 0] is generated; elec-
trozone sensing measures the volume of all particles which is then divided
by the particle number, thus affording D[3, 0]. In contrast, diffraction-based
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measurements, as used by most particle sizers, offers D[4, 3]. While all these
values are “correct”, special care should be taken when comparing data from
different sources and particle standards, such as those offered by the National
Institute of Standards and Technology (NIST), need to be used as reference.

4.2
Colloidal Stability and Aggregation

Many micro- and nanoparticles are produced (by milling, precipitation or re-
duction) in an hydrophobic environment. Since (a) practically all immunoas-
says are performed in aqueous, i.e., polar, environments, where nonpolar
particles immediately aggregate, and (b) in order to enable protein conjuga-
tion, polar functional groups are typically incorporated in the surface layer
of the particle. This can either be done by adsorption of surfactants and/or
polyelectrolytes or, in the case of very small particles, also by adsorption of
ions (e.g., citrate). Therefore, prior to antibody conjugation, the suspension is
more or less colloidally stable. Depending on the surface nature, this stabiliza-
tion can be achieved either electrostatically (ions, polyions, ionic surfactants),
sterically (polymers, nonionic surfactants) or in a combined way.

Nonetheless, aggregation remains a critical issue whenever this suspension
is disturbed by adding salt or polymers or sometimes only by too intense
centrifugation. In this respect, the following cases are of special concern:
(a) the production of complex particle architectures (e.g., core-shell particles,
polyelectrolytic layer-by-layer structures) that have to undergo numerous en-
gineering steps, (b) the process of antibody conjunction by means of linker
molecules, and (c) storage effects whenever antibodies are attached, because
antibodies consist of differently charged domains, which may lead to charge
patch flocculation.

Although many authors do not include aggregation studies in their work,
it should be noted that these effects may be drastic. Notably, a layer-by-layer
architecture on particle surfaces was found to result in two different types of
aggregation: a very tight, irreversible charge patch flocculation and a more
flexible bridging process when one polyelectrolyte molecule binds to two par-
ticles [8].

4.3
Influence of Surface Chemistry

In most techniques mentioned there is the need to encapsulate the signal-
generating particle for reasons of colloidal and, in some cases, thermody-
namic stability as well as in order to generate an interface for the antibodies to
be attached to. In principle, many different strategies may be or have already
been employed, from PEGylation, dendritic and biomimetic architectures to
a layerwise assembly of polyelectrolytes, to name just a few [9–11].
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As proteins are generally susceptible to any changes in their environ-
ment, care has to be taken to avoid adverse effects on the sensitivity and
specificity of the antibodies attached to the particle surface. One of the dom-
inant disturbances in particle-based assays can be expected to arise from
the surface charge density: while for the binding of the antibodies to the
particle, reactive groups (e.g., –NH2 and –COOH in the case of a carbodi-
imide binding) need to be polarized to form a covalent bond, some of these
groups will remain unbound. These unbound groups may then act electro-
statically on the nearby antibodies. Therefore, reducing the surface density of
reactive groups on the particle is a helpful strategy in optimizing the assay
performance.

That said, it might be anticipated that assays based on covalently bound
antibodies should produce better results than those with noncovalent, but
purely electrostatic attachment. Although there are only few comparative
studies, this does not seem to be the case. Brümmel et al. found even better
results, i.e., lower LOD, for electrostatic attachment [12]. Thus, it may be as-
sumed that the whole picture is yet more complex. In particular, the coupling
procedure itself is known to have, mainly by inducing aggregation, some in-
fluence on the overall test as well. The dominant effect here is charge-related
flocculation whenever some of the particles bear opposite charges or differ-
ently charged domains for some time. Therefore, it is important to ensure
a fast coupling procedure.

As far as the surface chemistry is concerned, the most promising results
were obtained when antibodies were attached to a “near-biological” par-
ticle surface. Such biomimetic surfaces may either consist of cell-membrane
mimetic polymers, e.g., 2-methacryloyloxyethyl phosphorylcholine (MPC).
MPC-containing block-co-polymers were even used to synthesize particles of
submicron size [13]. In a more simple approach the use of polymeric deter-
gents, e.g., alkylated polyethyleneimines or grafted polyethyleneglycols, was
also shown to have a positive effect on the assay performance [12].

5
Issues Concerning Specific Markers

5.1
Fluorescent Polymeric Beads

The use of polymeric microspheres, typically polystyrene, for immunosens-
ing purposes started in the 1950s with the latex agglutination test: latex
micro- or nanoparticles were covered with a layer of antibodies. Upon adding
a sample containing the antibody-specific antigen above a certain threshold
concentration, the formation of particle aggregates can be observed visually
by a sudden onset of turbidity.
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Nowadays, polymeric particles doped with dyes are widely used in several
emission-based assay formats [14, 15]. The main advantage of using emissive
nanobeads is the possibility to “attach” several 103 dye molecules to one anti-
body, thereby increasing the S/N without too much emission quenching. Recent
developments have focused on the inclusion of near-infrared dyes, phosphores-
cent ruthenium(II) bipyridyl complexes and lanthanide chelates (vide supra) as
well as the engineering of pH-sensitive emission characteristics.

The application of doped latex beads in standard assays (i.e., in MTPs or
along a nitrocellulose/nylon membrane in lateral flow tests) is basically faced
with two latex-specific challenges. First, assays based on pure latex exhibit
a very high degree of nonspecific binding due to hydrophobic interaction be-
tween the particle surface and ubiquitous plasma proteins from the sample.
This can be reduced, e.g., by coating the particles either with polymers of
reduced hydrophobicity or with those mimicking a cell wall. Alternatively,
the whole polymer bead can be made of an appropriate polymer, such as
a hydrogel. Second, it should be noted that dyed polymer beads below 1 µm
(diameter) are more difficult to produce as uniform spheroids. Quantitative
applications that need to make use of very small particles (especially in-vivo
imaging) are therefore disadvantaged.

5.2
Lanthanide-Based Systems

Lanthanide labeling, the second most common labeling technique in MTP-
based assays (behind nonfluorescent enzymatic markers) allows for the best
LOD at present. Recent improvements reported by Matsuya et al. afforded the
detection of as little as 40 fg/mL α-fetoprotein in a sandwich-type immunoas-
say [16]. Although lanthanide ions themselves, e.g., Eu3+ but also Dy3+, Tb3+

and Sb3+, are only weak absorbers in the visual range of the electromag-
netic spectrum (due to spectroscopically forbidden transitions), the presence
of energetically matched chelators or ligands allows for their applicability as
markers: light absorption takes place in the ligand, followed by intersystem
crossing to a ligand triplet state and a subsequent excitation energy transfer
to an otherwise spectroscopically forbidden lanthanide state. The latter state
shows long-lived emission at visible wavelengths and can be detected by time-
gated measurements allowing a minimization of interference by background
emission from tryptophan units (ubiquitous in any protein) and scattered
light [5, 17]. In many recent investigations, these lanthanide ions were em-
bedded in polymeric beads to avoid environmental effects on the emission
lifetime. While typical Eu3+ labels require excitation wavelengths between 330
and 370 nm, the use of europium-tetracycline complexes (EuTc) shifts this ab-
sorption to 405 nm, thereby matching the emission line of blue diode lasers.
These EuTc complexes can easily be embedded into different polymeric ma-
trices [18].
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By virtue of the spectroscopically forbidden transitions, these systems will
not exhibit intra- or interparticle energy migration within the lanthanide moi-
ety. Marked effects on the emission lifetime can thus be excluded. Instead, high
lanthanide concentrations will lead to an enhanced signal. Its intensity can be
expected to be roughly proportional to the volume of the particles used.

Since lanthanide-based assays are based, in effect, on intensity measure-
ments (within a certain time interval), the homogeneity of particle sizes and
of lanthanide concentrations within these particles are crucial factors. In this
context, it should be noted that most producers of latices are capable of engin-
eering particle sizes of 1 µm and above at very high reproducibility. Smaller
particles, that may be needed in lateral or vertical flow applications, are still
a challenge.

With the recent development of the up-converting phosphor technology
(UPT) the interest in lanthanide-based markers for bioanalytical purposes
has gained further momentum [19]. UPT particles possess a core-shell struc-
ture, where the core is made up of ceramic material, e.g., yttrium oxysulfide
Y2O2S, doped with two different types of rare earth ions, e.g., Yb3+ and Er3+.
The core is embedded in a silica shell which improves both chemical and col-
loidal stability and reduces unspecific binding of proteins to a minimum. On
excitation with an infrared light (λ = 980 nm) Yb3+ gets optically excited and

Fig. 4 Scheme of two-photon up-conversion process: up-converting phosphor technology
(UPT) particles contain two different lanthanides, the infrared (IR) absorber (Yb3+) and
the visible emitter (Er3+). Yb3+ sequentially absorbs two IR photons and transfers their
energy (via a metastable intermediate state, therefore “phosphor”) to the Er3+ species.
The Er3+ emission is in the visible range of the spectrum. (Adapted from: Niedbala [19])
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transfers its excitation energy to a metastable (i.e., long-living) energy state
of the Er3+ ion. During the lifetime of this metastable state a second exci-
tation and transfer step to the Er3+ ion takes place. Thereby, Er3+ is excited
to an energetically higher “up-converted” emissive state (Fig. 4). Accordingly,
the luminescence from this state is observed at shorter, visible wavelengths
(λ = 550 nm). Since (a) biological material does not up-convert, and (b) the
excitation wavelength is very long, autofluorescence is completely suppressed.
The use of different rare earth ions facilitates several different emission wave-
lengths, thus providing an elegant way to establish signal multiplexing in
immunoassays.

So far, UPT particles have successfully been used in immunohistochem-
istry, microarrays, the antibody-based detection of Escherichia coli and drugs
of abuse, but also in the detection of specific nucleic acid sequences [20–22].
Sensitivities were several orders of magnitude better than those of conven-
tional tests. Mouse αDIG-labeled UPT particles, for example, were used in
a lateral flow format to detect gel-purified amplicons of as little as 0.1 pg or
0.3 amol by means of an immunoreaction [21].

Even more than in FRET-based assay applications, the spectroscopic per-
formance of UPT particles strongly depends on the homogeneity of the dis-
tances between energy donator (Yb3+) and acceptor (Er3+), the photon flux
density of the exciting light source (pulsed laser) and the sensitivity of the
detector.

5.3
Dissolvable Nanoparticles

Organic markers, nonemissive as a particle but dissolvable into a fluor-
escent derivative, have only recently been incorporated into immunoas-
says [23, 24]. In these experiments, hydrophobic fluorescein diacetate (FDA)
was first milled in a solution of amphiphilic polymeric surfactant, e.g., alky-
lated polyethyleneimines or grafted polyethylene glycols. This resulted in
a colloidally stable suspension containing particles of d∼107 nm in diameter
(volume mean) that showed only negligible leakage of FDA when stored in
aqueous buffer. At the same time, the polymer provided an interface for the
conjugation of antibodies. This labeling system— particle, polymeric layer
and antibody layer—was now used as a “detector antibody unit” in an MTP-
based sandwich immunoassay. After the affinity reaction and washing steps,
the nonemissive particles were dissolved and converted into highly fluores-
cent, dianionic fluorescein by means of adding a mixture of dimethylsulfoxide
(DMSO) and 1 N NaOH (1 : 1) (Fig. 5). For the above particle size, an ef-
fective F/P of 2.6×106 was calculated. After some optimization, this model
assay afforded an LOD of as little as 0.06 ng/mL or 37 amol mouse IgG—
a value superior to many ELISAs—even though polyclonal, i.e., not highly
specific, antibodies were used as the surface layer on the particles. In com-
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Fig. 5 A Amphiphilic polymeric detergent is adsorbed on non-fluorescent, hydrophobic
fluorescein diacetate (FDA) nanoparticles, followed by the conjugation to antibodies. B In
a sandwich-type immunoassay these functionalized particles form the “detector antibody
unit”. After the affinity reaction the FDA core is dissolved and converted into dianionic
fluorescein. (Adapted from Brümmel [24])

parison to more traditional FITC-labeling of the same detector antibody, the
fluorescence signal was amplified by a factor of up to 2.7×103. Naturally,
this factor as well as the effective F/P depends on the particle size. Accord-
ingly, in experiments with d∼500 nm, values of up to 1.8×105 were reported.
It should be noted that over several orders of magnitude no concentration
quenching was observed when the emission from the MTP was excited and
monitored in front-face mode. Interestingly, the amplification compared to
FITC-labeling also depended on the analyte concentration. This effect could
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be elucidated by studying the binding kinetics using surface plasmon reson-
ance, which suggested that above a certain threshold concentration of analyte,
the particles show multivalent binding behavior, i.e., one particle binds to two
to three catcher antibody/analyte complexes [8, 25, 26].

Dissolvable particles of this size are typically produced by milling, rather
than by seeding and precipitation. So, the exact reproducibility of the milling
conditions with respect to energy input, batch volume, viscosity and concen-
tration of the detergent is vital in order to guarantee acceptable batch-to-
batch variations. Nonetheless, bi- or even multimodal size distributions will
be the norm. Therefore, a size separation by one or more centrifugation steps
is usually unavoidable. Further, it should be understood that the microme-
chanical properties of the organic material are decisive for the result of the
milling process, thereby limiting the choice of dyes to be used.

5.4
Quantum Dots and Related Systems

Semiconducting luminescent material in the size range of ∼1–10 nm offers
unique spectroscopic properties, which is due to the fact that this size range
is equal to or smaller than the spatial spread of the excitonic wavefunction
of the excited particle. This leads to a quantum confinement effect, similar to
the “particle in the box” problem, resulting in a splitting of electronic levels,
narrow emission bands and a very high brightness (ε×Φem). In contrast to
bulk semiconductors of the same material, there is no band structure in a QD
anymore. Rather, the particle behaves like an intermediate between an atom
and an extended semiconducting material. QDs are strictly size-governed
systems, e.g., the smaller the core, the more blue-shifted the emission max-
imum. As a result, the spectroscopic properties of QDs can be engineered
over a wide range [27]. Since “naked” dots are prone to oxidative shrinking,
they need to be capped by a shell of an insulating or wide-bandgap material
that is crystallographically matched to the luminescent core. The synthesis
commonly proceeds in nonpolar organic solvents, e.g., toluene. In order to
transfer the dots to an aqueous environment, wherein biomolecules can be at-
tached, an organic layer bearing functional groups needs to be adsorbed onto
this shell. The most commonly used core materials so far are either III–V or
II–VI semiconductors, such as CdSe, which is then capped by an insulator,
e.g., ZnS. Common examples for materials used as the surface layer are tri-n-
octylphosphine oxide (TOPO) and hexadecylamine [28]. The ability of such
core-shell structures to maintain the functional properties of the biomolecule
have been known since 1998 when colloidal QDs were first used as biolabels
and in an in-vitro agglutination test [29, 30]. The methodology of QD syn-
theses has made considerable progress since then and elongated core-shell
nanoparticles, so-called “quantum-well–quantum dots” (also referred to as
“nano-onions”) and related topologies have been reported [31, 32].
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Interest in QDs for bioassays is mainly—in comparison to organic dyes—
due to their narrow emission bands and their broad but energetically well-
separated, rather unstructured absorption spectra. Together with only mini-
mal photobleaching, this mix of properties makes QDs interesting candidates
for multiplexing approaches in bioassays.

For quantitative applications like immunoassays, however, there are
a number of critical issues that need to be taken into account. The main prob-
lem is their photophysical instability: QDs are sensitive to pre-illumination.
In particular, exposing them to UV light increases their apparent quan-
tum yield of emission. This photobrightening process is a consequence of
a competition between band-edge luminescence and emission due to recom-
bination of trapped states due to surface impurities, which are ubiquitous in
any crystal. As a rule, QD cores are grown kinetically (i.e., relatively fast), and
so the amount of surface impurities will always be significant. Thus, emission
intensities in QD-based FIAs can only be compared if (a) the QDs have on
average the same concentration of surface impurities and (b) all wells in the
MTP are pre-illuminated in exactly the same way (i.e., same duration, photon
number, wavelength and time interval between illumination and measure-
ment). Whereas (a) can be achieved by means of an internal standard, (b) is
more difficult to accomplish. A second issue is the overall emission intensity.
Owing to their small sizes, usually only one to two QDs can be expected to
bind to one antibody. Despite their outstanding emission properties, this very
small ratio may easily result in weak emission signals. Finally, a third issue
is a result of the fact that QDs are among the most complex structures feas-
ible as markers. This complexity arises from the necessity to control not only
the nucleation process of the particle core, but also the uniform growth of the
shell material, passivating the shell, the adsorption of the outer organic layer
and finally the binding of recognition molecules to the latter. To do this in
a reproducible way for several production batches is an enormous challenge.

5.5
Particle-Enhanced Fluorescence

An alternative approach to using nanostructures in immunoassays is based
on the observation that organic dye molecules change their spectroscopic be-
havior in the vicinity of electron-rich noble metal particles and surfaces. Of
special interest is the increase in the quantum yield of fluorescence that has
been reported when poorly or nonemissive molecules approach gold or silver
nanoparticles (other effects observed in the vicinity of noble metal particles
are surface-enhanced Raman scattering (SERS) increased rates of Förster res-
onance energy transfer and multiphoton excitation). This phenomenon can
be observed at molecule-particle distances of less than 20–30 nm and was
first theoretically predicted in the 1980s by Gersten and Nitzan [33, 34]. It
is ascribed to a local enhancement of the electromagnetic field which leads
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Fig. 6 Scheme of a sandwich immunoassay using surface-enhanced fluorescence (SEF).
On a glass substrate spotted with silver islands (“particles”), a layer of catcher antibod-
ies is adsorbed. Next, analyte-containing sample and the dye-labeled detector antibodies
are incubated. Only in the case of a complete sandwich architecture are the dye labels in
close proximity to the silver islands, thereby showing an emission increase by a factor of
10–15 due to SEF. (Adapted from Aslan et al. [36])

to an additional radiative decay rate. Recently, this surface-enhanced fluo-
rescence (SEF) effect was utilized in protein assays where well-characterized
silver islands, instead of particles, were placed on a glass substrate prior to
immobilizing catcher antibodies and conducting the assay. The detector anti-
bodies were marked with a poorly fluorescent organic dye. Upon binding, the
dye molecule enters the SEF-active zone and, when optically excited, starts to
fluoresce (Fig. 6) [35–37].

SEF was demonstrated to work in many different set-ups, e.g., in a solution-
based sensing platform using SEF instigated by an affinity reaction between
silver spheres coated with biotinylated BSA and silica-coated silver spheres
with Cy3-labeled streptavidin [38]. In this case, the emission enhancement
was only moderate (three- to fivefold). However, this is not a really quanti-
tative assay format, because the cascade can not be stopped easily.

6
Conclusion and Outlook

The incorporation of particles as signal-generating elements in FIAs is
a promising strategy to improve the performance of such assays, even beyond
that of ELISAs and EIAs. Some of the particulate markers have already come
very close to this goal. In addition to this, inorganic, emissive particles are,
at present, the only systems that have the potential to realize a spectral mul-
tiplexing strategy, whereby several analyte molecules in one sample can be
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quantified with one measurement, i.e., by measuring a luminescence spec-
trum (Fig. 3).

The most important issues that will decide whether this class of markers
will receive more attention from assay producers and end-users are (a) a uni-
form and reproducible production of these nanoparticles, (b) the colloidal
stability of the dispersions, both in terms of storage time and with regard to
the conjugation process, (c) the S/N that can be obtained by these markers,
(d) the applicability of standard MTP reader systems or availability of suitable
new instruments and, of course, (e) the simplicity of use.

In a more general context, the overall aim of all immunosensing reactions
is to detect very small quantities of analyte in a very specific way, i.e., against
a background of many more or less similar (proteinaceous) molecules. Obvi-
ously, a “natural barrier” is defined by the affinity properties of the antibodies
themselves. Coupling markers to them generally deteriorates their perform-
ance and leads to more unspecific binding. So, the ultimate challenge would
be to establish a procedure whereby to eliminate at least part of these unspe-
cific reactions and, at the same time, generate a spectrally narrow and highly
amplified emission signal. Using emissive nanoparticles can fulfil only some
of these requests. The additional incorporation of photochemical, polymeric
or enzymatic reactions as well as of dendritic structures may hold promise for
further improvement.
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Abstract This chapter summarises recent progress in the use of fluorescence to study
enzyme-catalyzed reactions. Most such studies now use non- or weakly-fluorigenic sub-
strates converted by an enzyme to a strongly-fluorescent product. Some of these sub-
strates are based on established fluorophores, such as fluorescein, rhodamine, coumarins,
or resorufin, while others use energy transfer principles. The latter include low molecular
weight substrates containing a fluorescent donor and a quenching acceptor: the enzyme
separates the two moieties and the donor fluorescence is enhanced. In other cases, pro-
teins or polysaccharides over-labelled with one fluorophore are internally quenched, but
the enzyme fragments them to yield enhanced fluorescence. Fluorescence polarisation
changes are also useful: kinases as well as hydrolytic enzymes can be studied using this
method. Substrates giving insoluble reaction products have found much use in combina-
tion with separation and blotting methods. An extremely important area is the study of
intra-cellular reactions: the cell permeability and compatibility of the reagents is crucial.
Lastly, some examples of multiplexed enzyme assays are summarised. These are facili-
tated by modern data handling methods which allow even strongly overlapping spectra
to be resolved into several components.

Keywords Chemometric methods · Fluorigenic substrates · Fluorescence polarisation ·
Fluorescence resonance energy transfer · Intracellular enzyme assays
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1
Introduction

The detection of many enzymes is one of the numerous areas where fluo-
rescence spectroscopy has made a great and growing contribution in recent
years. Most of the applications are based on the established advantages of
fluorescence – extreme sensitivity, good spectroscopic selectivity, and adapt-
ability to a wide variety of liquid and solid sample types and sampling de-
vices. These spectroscopic benefits complement those of all enzyme assays
whose specificity and signal amplifying effects are also well known. Com-
bined fluorescence enzyme assays are thus expected to be more sensitive than
methods using fluorescence labels alone. At the same time, many of the re-
cent developments in fluorescence studies, such as the use of long-wavelength
measurements, the application of some elegant energy transfer or fluores-
cence polarization principles, the use of confocal fluorescence microscopy,
the detection of high-resolution separations, the use of micro-fluidic systems
and flow cytometry, and the application of accessible chemometric methods
to resolve overlapping spectra, have been brought into use in enzyme chem-
istry. As a result, excellent fluorescence enzyme assays are now available for
countless applications in food chemistry, clinical and veterinary medicine,
environmental analysis, high throughput screening (an area of huge current
importance and interest) and basic biochemical research including, very im-
portantly, intra-cellular measurements. Moreover, the same techniques can
often be used when enzymes are used as labels in immunoassays and nucleic
acid based methods, which are covered separately in this volume: such ap-
plications probably account for a significant proportion of modern enzyme
analyses. In these and other applications where large numbers of samples are
processed, the favoured instrumental format is the use of microtiter plates:
96-, 384-, and 1536-well plates are now routinely measurable in dedicated in-
struments. Moreover, these detectors combine adaptability to the different
plate formats with excellent sensitivity and a range of light sources and ac-
cessories, including polarisation measurements and chemi/bioluminescence
detection. Some plate readers with fluorescence lifetime capabilities are now
also available and lifetime-based assays have been shown to offer good alter-
natives to steady state measurements. Microtiter plates designed specifically
for fluorescence studies are also widely available. In applications using con-
ventional cuvettes, a great range of fluorescence instruments is available,
again with the required sensitivity, polarisation accessories, data handling
facilities, and so on.

Nowadays, the great majority of fluorescence enzyme assays are based on
the use of fluorigenic substrates [1]. These are molecules which, on reaction
with an enzyme, show greatly enhanced and/or altered fluorescence proper-
ties. In many cases, the substrates themselves are effectively non-fluorescent
in the conditions of the assay, so that all the measured fluorescence is due
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to the product of the reaction. The principles of such assays have been well
known for many years, but new and better substrates for an increasing range
of enzyme specificities are continually being developed and, in many cases,
are available in kit form.

Before the use of fluorigenic substrates is reviewed in more detail, two
other approaches to fluorescence enzyme assays should be recalled. Many
enzyme-catalysed reactions involve the production or consumption of the
nicotinamide adenine co-factors NADH and NADPH, and can be monitored
by measuring the absorbance of these molecules at 340 nm, a wavelength at
which their oxidised forms, NAD+ and NADP+, respectively, show negligi-
ble absorption. NADH and NADPH are also moderately fluorescent, with an
emission maximum of ca. 460 nm in neutral aqueous solution. This fluores-
cence can be used to follow the kinetics of a great number of oxidoreductase
enzymes, and of other enzymes whose reactions couple with the latter [2].
Many other natural products have absorption and fluorescence wavelengths
similar to 340 and 460 nm respectively, however, so the use of this fluores-
cence in the analysis of complex bio-samples is restricted, unless a good deal
of preliminary sample extraction and purification is acceptable to remove
such interferences. Moreover, the NAD(P)H excitation and emission maxima
may change when these cofactors bind to proteins, or in the presence of some
metal ions: again, this is not ideal for routine analytical methods. Flavin co-
enzymes, such as flavin mononucleotide, FMN, exhibit intense fluorescence
usually at about 530 nm, but again protein-binding effects interfere with po-
tential applications.

A different approach can be used to follow enzymatic reactions in which
amino-acids or small peptides are generated from proteins, as the fluo-
rescamine [3] or o-phthalaldehyde (OPA) [4] reactions, developed over 30
years ago, can be used to detect the low molecular weight reaction prod-
ucts. In each case, amino-groups of the products react with non-fluorescent
reagents to give fluorescent products, while the original proteins either do
not react or react much more slowly. Neither of these systems is ideal for the
continuous monitoring of enzyme reactions. The fluorescamine reaction is ef-
fectively instantaneous, but the products are not very stable or very strongly
fluorescent. The OPA (and other dialdehyde) reactions may require several
minutes for completion, depending on the nature of the peptides under study,
and require the use of unpleasant nucleophiles, such as thiols or cyanide. In
each case, the fluorescence intensity also depends on the peptides being la-
belled. Fluorescamine and OPA react with the products of any reaction in
which proteins are degraded to small peptides, and thus do not provide for
the detection of specific proteases in complex samples. In modern practice,
proteolytic enzymes are studied using fluorigenic substrates, at least some of
which provide excellent specificity: this topic is treated in detail below.

It should be noted that very sensitive enzyme determinations can also be
achieved with the aid of chemiluminescence (CL) as opposed to fluorescence
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detection methods. The CL approach often utilises one of a number of lu-
ciferase enzymes from a variety of species, and is valuable in a range of gene
assays, immunoassays, etc. Chemiluminogenic substrates are available for en-
zymes, such as alkaline phosphatase, and peroxidase is often determined with
the aid of luminol reactions. These techniques are not covered in this chap-
ter, but it is worth noting that, while CL detection is frequently very sensitive
and utilises simple instrumentation, it does not match fluorescence in terms
of the different photochemical approaches available. Moreover, the number
and wavelength range of CL systems are limited, and multiplexed assays are
problematical as CL spectral scans are normally unavailable.

2
Fluorigenic Substrates – Introduction

As previously noted, most modern fluorescence enzyme assays utilise fluo-
rigenic substrates. The broadest definition of such molecules is that each is
designed as a substrate for a specific enzyme or group of enzymes, and that
on reaction with such enzymes they undergo a significant change in their
fluorescence properties. In practice, the outcome of the enzyme reaction is
almost always a large increase in the intensity of the measured fluorescence,
but in some systems a considerable shift in emission wavelength is just as im-
portant, and, in a small number of cases, the substrate and reaction products
have similar fluorescence properties and thus have to be separated before the
products are measured.

The requirements for a good fluorigenic substrate merit further discus-
sion. Substrate stability is an important factor. Some of the substrates used
a few decades ago tended to undergo spontaneous degradation, thus giving
a high background fluorescence, but modern reagents are much better in
that respect. Substrates providing low values of the Michaelis constant, Km,
are obviously desirable. In most cases, the reaction product should be freely
water-soluble, although systems producing insoluble products have also been
used (see below). The fluorescence generated should be measurable at the pH
of the enzyme reaction, to allow continuous monitoring without the addition
of acid or alkali for pH adjustment. The product fluorophore should normally
be stable and have a high molar absorptivity (ε) and fluorescence quantum
yield (ϕf), but care must be taken to make intensity measurements only over
the linear response range of the measuring system: strongly absorbing fluo-
rophores are most likely to give a non-linear response because of inner filter
artefacts. Systems providing fluorescence at longer wavelengths, where aut-
ofluorescence from the sample matrix is likely to be less, are desirable, except
when polarisation measurements are used (see below).

Many fluorigenic substrates have been based on fluorescein and rho-
damine derivatives. A simple example is provided by fluorescein diphosphate,
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which has been used for over 40 years, but is still regarded as one of the most
sensitive substrates for alkaline phosphatase [5]. This colourless substrate
incorporates two phosphate groups which prevent the ionisation of the fluo-
rescein molecule and thus abolish its fluorescence. The enzyme converts it in
alkaline solution to fluorescein itself, which is brightly fluorescent in the con-
ditions of the assay (ε∼90 000, ϕf∼0.9). In practice, fluorescein monophos-
phate will be formed as an intermediate (or may be present as an impurity
in the original substrate): this compound is also fluorescent, but it is usually
possible to use reaction conditions that ensure its complete conversion to flu-
orescein. Among many applications of this reaction, its use in micro-fluidic
systems, with argon-ion laser excitation of the fluorescein, is noteworthy [6].
Other di-substituted fluorescein derivatives are available for the detection of
the enzymes β-glucosidase, β-galactosidase and β-glucuronidase. They have
the disadvantage that a pH change may be needed after the enzyme reaction
to yield the full fluorescein emission intensity. Some of these reagents have
been further modified to facilitate intra-cellular studies (see below).

Several di-substituted rhodamine derivatives have been synthesised as
substrates for peptidases. The amino groups of these rhodamine dye form
peptide bonds with a range of model peptides, and these bonds are cleaved
by matching serine and cysteine proteases to yield the parent dye rhodamine
110 [7]. (Again, the intermediate mono-peptide derivative shows some fluo-
rescence). This fluorophore has similar fluorescence properties to fluorescein
and can be studied using the same instrumentation, but with the advan-
tage that a pH range of ca. 3–9 can be used. Many proteolytic enzymes
and their inhibitors have been studied using this approach. For example,
polyfluorobenzoyl–rhodamine 110 substrates can be used to assay caspase-3,
a marker for cell apoptosis [8]. Naphthofluorescein di-phosphate has also
been synthesised as a long-wavelength substrate for alkaline phosphatase [9].
The naphthofluorescein product fluorophore has some interesting proper-
ties: like many other naphthalene derivatives, its excitation and emission
wavelengths are environment dependent. In alkaline aqueous solution, they
are ca. 595 and 660 nm respectively, but the addition of 5% w/v of the de-
tergent CHAPS shifts them to 630 and 680 nm, and also produces a signal
enhancement of ca. 50%. Naphthofluorescein could thus be detected at sub-
nanomolar levels using a very simple instrument with a small diode laser
light source, and a simple assay for the alkaline phosphatase inhibitor theo-
phylline, which reduces the amount of naphthofluorescein produced from the
diphosphate, was demonstrated.

A second and very widely used group of fluorigenic substrates is based
on the coumarin nucleus. These systems differ from those based on xan-
thene dyes in a number of ways. Perhaps the most important difference is
that in many cases the substrates themselves are fluorescent [10]. Fortunately,
their excitation and emission wavelengths are very different from those of
the enzyme reaction product. For example, a typical substrate conjugate
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of 4-methylumbelliferone (see below) in alkaline solution has an excitation
maximum at ca. 320 nm and fluoresces at about 380 nm. In the same condi-
tions, the reaction product, 4-methylumbelliferone itself, has excitation and
emission maxima of ca. 360 and 450 nm, respectively. The absorbance of
the conjugate at 360 nm is negligible, and its fluorescence at 450 nm is very
weak indeed. Thus, there is no serious interference from unreacted substrate
in most practical enzyme assays. These wavelengths naturally vary among
coumarins with different substituent groups, but in each case the reaction
product has substantially longer excitation and emission wavelengths than
the substrate. However, compared with fluorescein- and rhodamine-based
substrates, the coumarin substrates are less intensely fluorescent, having ε

values of only 15–20 000 and often lower quantum yields also. This may limit
their applicability if extreme sensitivity is required, for example, in capil-
lary electrophoresis or micro-fluidics detection systems. Different coumarin
derivatives have widely different pKa values, a factor that may markedly in-
fluence the choice of substrate for a particular assay.

The best known coumarin derivatives are those based on 7-hydroxy-4-
methyl coumarin, widely known as 4-methylumbelliferone (MU). Ionisation
of the phenolic group is required for fluorescence of this compound: since its
pKa value is 7.8, measurements must be made at pHs > 9. Just as in the case
of fluorescein di-phosphate (see above), this high pH presents no problem in
assays of alkaline phosphatase using 4-methylumbelliferyl phosphate (MUP)
as the substrate. However, better MU derivatives with lower pKa values are
available as the result of work in the laboratories of Molecular Probes Inc. For
coumarins, as in other groups of fluorophores, the incorporation of fluorine
substituents in aromatic systems has also been shown to enhance photosta-
bility and fluorescence intensity with little or no effect on the excitation and
emission spectra. For example, 6,8-difluoro-4-methylumbelliferone (DiFMU)
has a quantum yield higher by 40% than that of MU and a pKa value of
4.9 [11]. Thus, it can be detected at pHs > 5.5: this allows acid as well as alka-
line phosphatases to be assayed rapidly and continuously, using 6,8-difluoro4-
methylumbelliferone phosphate (DiFMUP) as the substrate [12].

Many coumarin-based substrates are available. As well as alkaline and
acid phosphatases, β-glucosidase, β-galactosidase and β-glucuronidase can
be assayed using MU derivatives. Several 7-amino-4-methyl coumarin (AMC)
derivatives are used to study peptidase enzymes [13]. As with the rho-
damine 110 substrates discussed above, the AMC substrates use individual
peptides attached via the amino-group to provide specificity for a range of
proteases: the fluorescent product has properties similar to those of MU. Sub-
strates based on 7-amino-4-trifluoromethyl coumarin yield on proteolysis
longer excitation and emission wavelengths (ca. 400 and 500 nm respectively).
7-Amino-4-chloromethyl coumarin (CMAC) provides substrates suitable for
intracellular studies (see below).
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A third group of substrates of importance consists of those based on
the orange-red fluorophore resorufin. This molecule has excitation and
emission wavelengths of ca. 565 and 585 nm respectively, with ε∼73 000 and
ϕf∼0.75 [14]. Although its Stokes shift is relatively small, like that of flu-
orescein and other xanthene dyes, its longer emission wavelength reduces
the problems of autofluorecence background from biological samples, and
its pKa value of ca. 6.0 makes it easier to use at physiological pH values.
Over many years, this molecule has been used to assay dehydrogenase re-
actions involving NAD(P)H [2]: these co-factors produce resorufin by re-
duction from its N-oxide, also known as resazurin. (Although resorufin is
not exceptionally stable – it can be further reduced by thiols, etc. to hy-
droresorufin, and it is also susceptible to re-oxidation to the N-oxide –
this is not a serious problem in most practical enzyme assays). More re-
cently, fluorigenic resorufin derivatives have been synthesised: as with other
substrates, their basis is the blocking of the ionisable phenolic group of
the phenoxazine nucleus, which is essential for fluorescence. Enzymatic
removal of the blocking group restores the fluorescence. Thus, resorufin
galactoside has been used to detect β-galactosidase [15], an enzyme com-
monly used as a label in homogeneous and heterogeneous immunoassays,
and range of resorufin ethers has been used to study cytochrome P-450
isoenzymes [16].

A striking recent development in the use of resorufin derivatives has
been the introduction by Molecular Probes Inc. of 10-acetyl-3,7-dihydroxy-
phenoxazine (Amplex Red®) [17]. This molecule is oxidised to resorufin
by the action of hydrogen peroxide in the presence of a peroxidase en-
zyme, but shows great stability when the enzyme is absent. This sub-
strate represents a major advance over earlier fluorigenic substrates for
peroxidases, such as 3-methoxy-4-hydroxyphenylacetic acid (homovanillic
acid), in terms of stability, sensitivity, and its absence from biological sam-
ples, and it finds many applications in the determination of both peroxi-
dase enzymes and hydrogen peroxide. Peroxidases are widely used as la-
bels in heterogeneous enzyme immunoassays, while H2O2 is generated by
a number of oxidase reactions of great importance. In addition, coupled
reactions can be used for other important assays based on the same de-
tection system. For example, acetylcholinesterase can be measured by tak-
ing advantage of the fact that its reaction product, choline, can be oxi-
dised by choline oxidase to yield betaine and the all-important hydrogen
peroxide [18].

It should be emphasised that, while the relatively small number of fluo-
rophore families discussed above provide the majority of practical modern
enzyme assays, a substantial number of other fluorigenic substrates have been
synthesised: this is a very dynamic area of enzyme assay research.
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3
Fluorigenic Substrates Utilising Energy Transfer

The phenomenon of fluorescence resonance energy transfer (FRET) has been
widely studied and much used in bioanalytical measurements. In simple
terms, FRET involves the absorption of a light quantum by a donor moiety
(D), and the non-radiative transfer of the excitation energy through space
to an acceptor moiety (A). A requirement is that the emission spectrum of
D must overlap the absorption spectrum of A, so that there is sufficient en-
ergy from the former to excite the latter. The result is that the fluorescence of
the donor is quenched, while that of the acceptor may be enhanced. In prac-
tice, non-fluorescent species are sometimes used as “dark” acceptors, and the
FRET phenomenon is usually monitored by the study of D only. The cru-
cial feature of FRET is that its efficiency is strongly distance dependent: for
singlet–singlet energy transfer, the efficiency is proportional to the inverse
6th power of the D–A separation. In practice this means that the energy trans-
fer is only observed when the D–A distance is very small, usually ca. 4–10 nm,
and that energy transfer can only be detected between fluorophores which are
part of the same molecule or molecular or particle-based complex [19].

In the field of enzyme assays, two distinct and elegant applications of
FRET have been adopted. In the first, fairly low molecular weight substrates
containing both the D and A moieties in close proximity are synthesised:
the D and A groups have different chromophores. When a substrate of this
type is excited at a wavelength corresponding to a D absorption band, the
D fluorescence is minimised by energy transfer to A. Since D and A are
chemically distinct, this type of energy transfer is known as a heterotransfer.
When an appropriate enzyme specifically cleaves the substrate into two frag-
ments, the D and A moieties are separated and the energy transfer no longer
occurs, so a great enhancement of D fluorescence is observed (Fig. 1). An ex-
ample of this approach is provided by the commercially available substrate
for HIV protease. This has the amino-acid sequence Arg-Glu-Ser-Gln-Asn-
Tyr-Pro-Ile-Val-Gln-Lys-Arg, with the fluorescent donor group EDANS ([(2-
aminoethylamino]naphthalene-sulfonic acid) attached to the Glu residue and
the dark acceptor group DABCYL (4-(4-dimethylaminophenylazoo)benzoic
acid) attached to the lysine residue. The protease cleaves this virtually non-
fluorescent peptide between the tyrosine and proline residues to expose
EDANS fluorescence with excitation and emission wavelengths of ca. 335 and
500 nm, respectively [20]. A similar system is available for the determination
of β-secretase (also known as BACE1) and its inhibitors. This proteolytic en-
zyme contributes to the formation of amyloid beta peptide and, hence, amy-
loid plaques in the brains of Alzheimer’s disease patients. Thus, the identifi-
cation of inhibitors of possible therapeutic value is of great importance [21].

This principle can be extended to other enzyme classes, and their in-
hibitors. Phospholipase A2 can be determined with the aid of a phospholipid
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Fig. 1 Determination of a proteolytic enzyme using a model peptide substrate labelled
with a donor fluorophore and an acceptor group

substrate containing the dye Bodipy-FL attached to the lipid end of the
molecule and a quenching 2,4-dinitrophenyl group attached to the other
end [22]. The action of the enzyme separates the fluorophore and the
quencher, and thus produces increased fluorescence.

The second quite distinct application of FRET utilises substrates (often
based on widely available proteins such as α-casein) that are heavily la-
belled with a single fluorophore. Again, the fluorescence of such molecules
is quenched by energy transfer from one label group to another, the D and
A groups in this case being chemically identical: clearly this will only occur
if the excitation and emission spectra of the fluorophore used overlap quite
strongly. Such energy transfers have been called homotransfers [19]. (Differ-
ent D and A fluorophores can be used in a similar way to label proteins, etc.,
but this is not normally advantageous and the utility of the doubly-labelled
conjugate critically depends on the ratio with which the two fluorophores
bind to the protein). If the protein is degraded by a protease, each of the
peptides produced probably only contains one fluorophore group at most,
so the FRET effect disappears, and a large increase in fluorescence intensity
can be detected (Fig. 2). Such methods are invaluable for the study of a var-
iety of proteases and their inhibitors, an area of great importance in the high
throughput screening of candidate drug molecules. Again, the assay requires
careful design, depending on the enzymes to be studied, as the following ex-
amples show.

Over-labelled substrates have been shown to provide a suitable detec-
tion method for the monitoring of capillary electrophoresis separations of
proteases with laser excitation. A Bodipy-FL-casein substrate with 4–10 flu-
orophore groups per casein molecule was used to demonstrate this ap-
proach [23]. (Note that dye-binding ratios of this type are only average values,
and that their estimation involves a number of possibly unwarranted as-
sumptions about the spectroscopic properties of both the protein and the
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Fig. 2 Determination of a proteolytic enzyme using an overlabelled fluorigenic substrate

fluorophore). The effects of time and enzyme concentration on the diges-
tion of the substrate were studied, using trypsin as an example enzyme.
A more specialised and specific application of the same detection princi-
ple uses a heavily over-labelled gelatin-fluorescein conjugate to detect the
metallo-enzymes collagenase and gelatinase [24]. One possible restriction on
this approach to protease assays is that the rate of proteolysis of the substrate
may be reduced if the amino-acid residues used in the fluorescence labelling
reaction are the same as those normally targeted by the enzyme. However,
the range of labelling chemistries available should allow this problem to be
circumvented.

As with the heterotransfer systems described above, the use of these ho-
motransfer enzyme assays is not confined to the study of proteases. A con-
jugate of Micrococcus lysodeikticus cell walls heavily labelled with fluorescein
provides a very sensitive substrate for lysozyme, an enzyme of clinical signif-
icance in its own right, and one also used as a label in immunoassays. Starch
labelled with BODIPY FL is similarly used to detect amylase [25], and the
same dye attached to a phospholipid provides a quenched substrate for phos-
pholipases. In this case the substrate can be inserted into cell membranes,
providing direct information on cell functions and activities [26].

4
Fluorescence Polarisation Enzyme Assays

Another elegant and widely-used measurement principle in fluorescence
spectroscopy is that of fluorescence polarisation. In essence, it is a method
in which the rotational relaxation time of a fluorophore is compared with
its excited state lifetime. A population of small molecules excited with po-
larised light, and hence initially oriented in relation to the electric vector of
the excitation beam, will normally lose this orientation during a typical flu-
orescence lifetime of a few nanoseconds. The emitted fluorescence will thus
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show little or no polarisation. By contrast, large fluorophores, or small ones
bound to larger molecules or particles, will retain some of their original
orientation during the excited state lifetime, so their emitted fluorescence will
be partially polarised. Such measurements thus allow any process in which
a large fluorophore is converted to a small one, or vice-versa, to be moni-
tored. The polarisation is measured by the inclusion of polarising elements in
the normal optical pathway of a fluorescence spectrometer, and dedicated in-
struments, often using electro-optic polarisers, are also available. Samples are
excited with vertically polarised light, and two emission intensities are meas-
ured with the polariser element in the emission beam being vertically and
horizontally oriented in turn. The measured polarisation, p, is the difference
between these two signals divided by their sum: this ratio can in theory vary
between – 0.33 and + 0.5. The polarisation values and changes observed are
usually more modest than theory suggests, with common values between 0
and 0.3[19]. To achieve the necessary measurement precision (ca. ±0.002
units), good temperature control is necessary. However, changes in polarisa-
tion are in principle independent of the absolute fluorescence intensity of the
sample, and polarisation methods also tolerate quite high sample absorbance
values. They are well suited to microtiter plate measurements and, as with en-
ergy transfer assays, they are finding many uses in high throughput screening
systems [27].

The fluorescence polarisation measurement principle can be successfully
applied to a variety of enzyme assays. An attractive example is a series of
methods that utilises synthetic peptide substrates labelled with fluorescein
to study kinases with phosphorylating activity. The labelling of the substrate
occurs at an amino-acid residue sufficiently distant from the phosphoryla-
tion site to prevent subsequent interference with the kinase reaction. Peptides
phosphorylated by the latter reaction bind strongly to nanoparticles which
have been surface modified by the addition of trivalent metal ion complexes.
(The latter are similar to those used for immobilised metal affinity chro-
matography). The fluorescence polarisation of the bound phosphorylated
peptides is significantly larger than that of the unbound unreacted ones,
and polarisation measurements provide a direct measure of kinase activ-
ity. Serine, threonine and tyrosine phosphorylation can all be detected with
equal ease (this is not the case for the fluorescence polarisation immunoassay
methods for kinase enzymes), so that numerous kinases and their inhibitors
can be detected [28].

Proteolytic enzymes can also be detected using fluorescence polarisation.
The principle is that a fluorophore attached to a large molecule should show
an appreciable polarisation of fluorescence, while after enzyme degradation
it will be attached to a much smaller peptide with little or no polarisation
effect. Fluorescent protein conjugates for this application must be designed
and prepared with care. They must clearly exhibit a substantial fluorescence
at the optimal pH of the protease to be studied. The degree of labelling also
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requires careful control. If the protein is over-labelled, energy transfer causes
a reduced signal intensity (see above) and also causes some depolarisation
of the fluorescence before enzyme fragmentation. A weakly labelled protein
conjugate may not provide a sufficient intensity of fluorescence (polarisation
measurements sacrifice some intensity in any case because of the effects of
the polarising filters and the selective excitation of oriented fluorophores)
or sufficient changes in polarisation. If the fluorophore groups covalently
bound to the protein have significant freedom of rotation, they will give low
p values and the changes in polarisation produced by proteolytic digestion
will be small: labels with short links between the fluorophore itself and the
group that reacts with protein surface amino acids are thus recommended.
Longer-wavelength fluorophores tend to have shorter fluorescence lifetimes,
sometimes < 1 ns. Such short periods minimise the differences between the
polarisation of fluorescence of small and large molecules: this is one of the
relatively few areas where longer wavelength fluorophores are less useful than
the more conventional labels emitting in the yellow–green spectral regions
(see Goulko et al., 2008, in this volume).

Several applications of this protease assay methodology have utilised the
boron-containing label Bodipy-FL®. This compound has been designed to
have an emission spectrum closely similar to that of fluorescein and has the
high molar absorptivity (ca. 8×104 cm–1 M–1) and quantum yield (∼0.9) ne-
cessary for sensitive measurements. It has the advantage that it is fluorescent
across the pH range 2–11, so that it can be used in assays of acidic, neutral
and alkaline proteases, and it is little affected by organic solvents, which is
a useful attribute in high throughput screening. Its lifetime (6 ns) is greater
than that of fluorescein and it is rather more photostable. Attachment of the
dye at an optimum dye-to-protein ratio to α-casein using a succinimidyl ester
reaction gives a conjugate that has been used to provide rapid and sensi-
tive assays for pepsin, papain, proteinase K and Streptomyces Griseus alkaline
protease at pHs of 2.0, 6.0, 7.4 and 11.0, respectively [29].

A different approach to protease detection using fluorescence polarisation
was described by Levine et al. [30], who labelled a peptide substrate specific
for a protease from human cytomegalovirus. The peptide was biotinylated at
the amino-terminus and labelled with fluorescein at the carboxy-terminus.
After incubation with the enzyme, avidin was added. The intact doubly-
labelled peptide bound to the avidin with a large increase in polarisation, but
the fluorescent fragment of the cleaved peptide could not bind to the protein,
so no change in polarisation was observed. This double-labelling approach
should be applicable to many protease assays where the enzyme specificity
is known and a model substrate can be synthesised and labelled at two well-
separated positions.

Fluorescence polarisation methods of enzyme assay have been combined
with confocal microscopy to image enzyme activity [31]. In a model system
bovine serum albumin labelled with Bodipy-FL was attached to agarose beads
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and used as a substrate for trypsin and proteinase K. Each enzyme was shown
to produce small labelled protein fragments with reduced fluorescence polar-
isation, and with high microscope apertures images were obtained at depths
of over 200 µm.

5
Fluorigenic Substrates Yielding Insoluble Products

The reactions described thus far in this chapter involve soluble fluorigenic
substrates that yield soluble fluorescent products. However, in a number of
important areas there is value in using reactions yielding insoluble prod-
ucts. These areas include the localisation of enzymes after separation by
electrophoresis, isoelectric focusing or thin layer chromatography; the detec-
tion of proteins and nucleotides in Western blotting and related methods;
and use as detection systems in immuno-histochemistry and in situ hy-
bridisation experiments. In all these cases, the enzyme activity must be
detected at specific sites on a TLC plate, electrophoresis gel, tissue section,
etc. Therefore, just as in non-biospecific staining methods using coloured
dyes, the detection reaction must generate a product that is insoluble as
well as fluorescent. Here as elsewhere it is expected that fluorescence de-
tection will be more sensitive than colorimetric methods, whether the lat-
ter use non-specific or enzyme-based staining methods. In many applica-
tions the precipitation process is designed to detect alkaline phosphatase,
a very common labelling reagent for antibodies, nucleotides, etc. An ex-
tremely elegant substrate for alkaline phosphatase, ELF 97 (the acronym
standing for Enzyme Labelled Fluorescence), has been developed by Molecu-
lar Probes Inc. [32]. This molecule, 2-(5-chloro-2-phosphoryl-oxyphenyl)-
6-chloro-4(3H)-quinazolinone, is converted by the enzyme from a weakly
blue fluorescent phosphate to a strongly fluorescent green alcohol, which
is insoluble and stabilised by intra-molecular hydrogen bonding. The prod-
uct fluorophore has a large Stokes shift (excitation and emission wave-
lengths of ca. 350 and 530 nm, respectively), which facilitates multi-colour
applications, and can be used in a variety of phosphatase-based assays, in-
cluding some secondary detection systems for in situ hybridisation stud-
ies, immuno-histochemistry and cell labelling. Its photostability is so good
that repeated photography of the completed reaction is simple, and auto-
fluorescence from other sample components can be removed by deliberately
photo-bleaching them with minimal effect on the phosphatase product. Anal-
ogous substrates are available for other enzymes, including esterases, lipases,
and β-glucuronidase.

The use of soluble enzymes for the detection of molecules already attached
to a solid surface, for example, in enzyme immunoassays, is very well estab-
lished and is not treated here.
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6
Intracellular Enzyme Assays

One area of fluorescence enzyme assays where major advances have recently
been made has been the ability to make intracellular measurements. In many
cases, the enzyme activities studied and the fluorescent moieties used are
similar to those described in the previous sections, although intracellular
studies place extra demands on the properties of the substrates. It is neces-
sary for the substrate to be inserted into the cell, preferably from the culture
medium, with minimal disruption of the cell function; the substrate and its
fluorescent product must not leak out of the cell to a significant extent, as this
would give misleading results in the enzyme assays. Several methods for tack-
ling these problems have been developed. One approach, which may appear
relatively obvious, is to use lipophilic fluorescent substrates, and C8 and C12
derivatives of β-galactosidase substrates, such as fluorescein and resorufin
β-galactosides[33]. The same enzyme can be assayed in live cells using a C17
derivative of a difluoro-umbelliferyl galactoside. Pentafluoro-benzyl deriva-
tives of fluorescein-based substrates also show improved cell insertion and
product retention properties, because of the relatively non-polar pentaflu-
orobenzyl group [34]. In other cases, a more subtle approach to the prob-
lems of cell penetration and retention has been used. Substrates containing
chloromethyl groups are found to give good cell retention properties, even
surviving a sequence of cell divisions, possibly as a result of an intracellular
enzyme-mediated reaction with glutathione. This principle has been used in
the development of chloromethyl derivatives of fluorescein- and AMC-based
substrates [35].

7
Multiplexed Enzyme Assays

Since enzymes, and often their inhibitors, are very specific in their activities,
the selectivity of fluorescence spectroscopy raises the possibility of screening
for two or more enzymes simultaneously in the same solution, provided the
fluorescence signals from the substrates in use can be resolved, and the par-
ticipants in the different reactions do not interfere with each other. (Other
methods of multiplex screening, such as the use of two or more sets of
reagents on a single microtiter plate, or the use of flow-based methods to sep-
arate the detected fluorophores on a time basis, will not be discussed here).
Ideally, we could imagine a system in which two or more distinct fluorescent
products are produced by the separate enzyme reactions, the fluorophores
having a common excitation wavelength and well separated emission spectra.
Very rapid spectral scans, the use of array detectors or even simple optical
filter systems, would then allow the enzymes or inhibition processes to be
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monitored more or less simultaneously. In practice, despite the large number
of fluorigenic substrates now available, this simple situation is not likely to
arise. In the visible and near-IR regions of the spectrum, most fluorophores
have only modest Stokes shifts, and two or more fluorophores excited at
a single wavelength are likely to have moderately or even heavily overlap-
ping emission spectra. (Tandem labelling might overcome this problem, but
the technique has not been much applied to conventional enzyme assays).
However, modern data handling methods may be able to overcome this prob-
lem: in particular partial least squares (PLS) statistical methods [36] have
been shown to be capable of resolving the contributions from overlapping
spectra with an accuracy that is more than sufficient for many screening
procedures.

Figure 3 shows the strongly overlapping spectra of α-casein conjugates
of the fluorophores fluorescein, BODIPY FL and BODIPY 493, each conju-
gate being a possible substrate for proteolytic enzymes. The two BODIPY
dyes have almost identical maximum emission wavelengths (though differ-
ent emission profiles), and that of fluorescein is only about 10 nm greater.
Nonetheless, the application of the so-called PLS-1 method allowed the sat-
isfactory resolution of mixtures of these three dyes. The calibration set con-
sisted of 25 mixtures of the fluorophores, including some where one compon-
ent was present at much lower levels than the other two. After the removal of
two possible outliers from this set, the calibration lines for each of the fluoro-
phores were calculated, and used to predict the solute concentrations in 20
further mixtures. The results for this prediction set, which again included

Fig. 3 Strongly overlapping emission spectra of three fluorigenic α-casein lablled enzyme
substrates
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mixtures with highly diverse concentrations, were excellent, each of the com-
ponents in each mixture being determined with recoveries between 91 and
109.5%: in the great majority of cases the error in the analysis was less than
5%. Results of this quality are sufficient for screening purposes. The same
principles were successfully applied to the simultaneous determination of two
inhibitors. Alkaline phosphatase and its inhibitor sodium vanadate and an al-
kaline protease and its inhibitor 3-nitrophenyl boronic acid were determined
using fluorescein diphosphate and BODIPY FL substrates, respectively. These
results confirm the applicability of purely chemometric methods to multi-
analyte enzyme assays for screening purposes [37].

8
Conclusions

This brief review has only surveyed a fraction of the fluorescence enzyme as-
say methods available, and an even smaller fraction of the many application
areas of such techniques. It is evident that here, as in many fields of biochem-
istry and molecular biology, the sensitivity and selectivity of fluorescence
methods, allied to their ease of use, their adaptability to a range of sampling
systems, and the availability of a variety of suitable instrumentation, provide
a powerful tool. The continuing development of new methodologies, fluo-
rophores and instruments ensures that this area of fluorescence spectroscopy
will continue to grow and flourish.
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Abstract Fluorescence has played a vital role in the development of polymerase chain re-
action (PCR)-based DNA amplification. In qualitative PCR, an end point reaction, the
amplified DNA, is visualized using DNA intercalating fluorescent dyes. Creative uses of
nucleotide probes with fluorescent tags have been developed for real-time quantitative
PCR. These probes take advantage of the behavior and properties of fluorophores. There
are advantages and disadvantages to various probe types as well as design considera-
tions. Attention to these issues will help in the development of robust and accurate DNA
quantification using real-time PCR.

Keywords FRET · Hybridization probe · Molecular beacon · Real-time quantitative PCR ·
Scorpion primer · SYBR Green I · TaqMan probe

Abbreviations
Ct Cycle threshold
CTAB Cetyltrimethylammonium bromide
DNA Deoxyribonucleic acid
FRET Fluorescence resonance energy transfer
PCR Polymerase chain reaction
Tm Melting temperature
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1
PCR

The polymerase chain reaction (PCR) has become one of the most important
tools in molecular biology in the last 30 years, with rapidly expanding uses
in areas such as gene expression, disease detection and monitoring, species
identification, forensics, single nucleotide polymorphisms, mutation detec-
tion, and evolutionary studies. The core of the technology, first developed in
1985 [1], is copying of specific sequences of DNA using the enzyme DNA poly-
merase in conjunction with primers (single-stranded DNA consisting of 20 to
25 bases) that match the DNA sequence at each end of the region to be am-
plified. The reaction mixture consists of the DNA polymerase, two primers
(one for each strand of DNA), individual nucleotide triphosphates (building
blocks for the copied DNA), buffer (with salts and additives), and template
DNA. This reaction mixture goes through a temperature cycle wherein the
double-stranded DNA is denatured at 95 ◦C into single strands by breaking
of the hydrogen bonds between the bases. The temperature is lowered so
that the primers, in high concentrations, can bind to the matching sequence
on the template DNA. When the primers have bound then DNA polymerase
utilizes that primer position as a place to recreate the double strand. The en-
zyme incorporates nucleotides to the primer with the order dictated by the
sequence of the template DNA. This constitutes a single cycle of amplifica-
tion. In the subsequent cycles the primers can bind to template DNA or to
a previously amplified DNA fragment called an amplicon. In every cycle, in
theory, it is possible to copy every previously amplified fragment of DNA, and
reactions frequently involve 30 to 50 cycles. Billions to trillions of copies are
produced which are easily visualized, for example, by electrophoresis in an
agarose gel in the presence of ethidium bromide, which fluoresces upon in-
tercalation in the DNA, or by capillary electrophoresis using a dye-labeled
primer.

Two technological developments were implemented to increase the util-
ity of the PCR. The first was the adoption of the thermostable DNA poly-
merase [2]. DNA polymerase would normally be degraded by heating to 95 ◦C
and so the reaction had to be stopped during each cycle to add more poly-
merase. Thermostable DNA polymerases with a variety of properties have
been isolated and cloned from thermal vent microbes whose enzymes must
survive the high temperatures in which the organisms live. The second devel-
opment was the creation of superior heat blocks. Precise temperature control
and rapid temperature cycling were important for consistent results. At this
stage of development PCR provided qualitative information, the accuracy of
which was dependent on good design of the PCR protocol and the qual-
ity of the DNA template. Among the most important components are the
specificity of the primers and the choice of the thermocycling temperatures.
Primers with sequence similarity to other regions of DNA will result in mul-
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tiple products. Temperatures for the annealing phases, if too low, can also lead
to nonspecific amplification.

2
Real-Time Quantitative PCR (rt-Q-PCR)

Fluorescence in the form of ethidium bromide intercalated into DNA ampli-
cons was important to visualize products in qualitative PCR, but fluorescence
serves a vital role in quantitative PCR detection strategies as well. Instru-
mentation utilizing CCD cameras to measure fluorescence signals in every
reaction and in each cycle of PCR opened the door to quantitative real-
time PCR. Equipment manufacturers have developed a variety of platforms
with various optical and heating/cooling options combined with plastic tubes,
96/384-well plates, or glass capillaries for holding the reactions. The speed
of a completed protocol and the ability to monitor it in real time has driven
different approaches. Machines vary in their ability to support the use of
the proliferating fluorescence detection options and the ability to multiplex
(more than one PCR reaction in each tube). Determining the needs of a lab-
oratory and investigating the capabilities of each platform before purchase is
therefore important.

The Q-PCR reaction mixture has the same components as a qualitative
reaction with the addition of a detection probe, either DNA intercalating
fluorescent dyes or specific single-stranded DNA with covalently linked fluo-
rophore with or without an acceptor. The optimization of the reaction (con-
centrations of reaction components, timing, temperature) is as important for
quantitative as qualitative PCR. It is out of the scope of this chapter to dis-
cuss in detail the many aspects of the PCR that must be considered during
development and validation of a specific protocol, and instead we will focus
on the fluorescent probe options and issues. Recent comprehensive sources of
information include two volumes dedicated to quantitative PCR [3, 4].

Q-PCR real-time platforms monitor the fluorescence signal at some point
during each PCR cycle, the timing being dependent on the nature of the fluor-
escent probe type used in the reaction (Fig. 1). Initially the signal is below
a preselected baseline or threshold that is set above background noise, as
there are few amplicons contributing to the signal (lag phase). But as the
number of completed cycles increases the number of amplicons, the fluores-
cence signal will cross this threshold during the beginning of the log phase of
the amplification. In later cycles a plateau is reached where the signal is rela-
tively constant. No additional signal is generated for several possible reasons
including exhaustion of the reagents. The amplification cycle at which the flu-
orescence in a particular reaction crosses the selected threshold is known as
the cycle threshold, or Ct, and is in the early log phase of amplification. The
initial copy number of target DNA sequences added to the reaction deter-
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Fig. 1 Quantitative real-time amplification plot of a representative standard curve (ten-
fold dilutions of a plasmid). The insert graph is a plot of the Ct values vs the log of the
concentration where the slope of the curve is –3.386

mines when that threshold is reached, all other things being equal. The Ct
value is inversely proportional to the concentration of DNA targets. This is the
basis of quantitation. Absolute quantitation involves the use of DNA or RNA
standards, validated for the specific detection. An amplification efficiency of
100% equals a doubling of the number of amplicons in every cycle. Plots of
the Ct values versus the log of the concentration of the target will yield a curve
with a slope of [–3.32] when efficiency is equal to 100%. Two DNA samples
or standards that differ in concentration by tenfold will have Ct values that
differ by 3.3 cycles. Figure 1 shows the change in fluorescence for a series of
tenfold dilutions of a plasmid. A plot of this data gives a slope of –3.386, for
an efficiency of 97.4%.

3
Fluorescence Detection in Quantitative PCR: Nonspecific Detection

Fluorescence detection methods are utilized in real-time PCR due to the
need for high sensitivity and a large dynamic range [5, 6]. The first attempts
utilized ethidium bromide again as the source of fluorescence [7, 8]. SYBR
Green I, which binds to the minor groove of the DNA double helix, has re-
placed ethidium bromide as an intercalating fluorescent dye [9, 10]. SYBR
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Green I and related molecules represent a detection strategy that is non-
specific, as any double-stranded DNA will bind SYBR Green. Therefore, the
specificity of the PCR becomes an important issue. Amplification artifacts,
such as primer dimers, will add to the signal [11, 12]. Running a melting pro-
tocol at the end of the amplification cycle protocol should help in validating
the specificity of the reaction.

While it is a simple strategy for the detection of PCR amplicons, in prac-
tice the use of SYBR Green I is not necessarily straightforward. Diluted SYBR
Green I can be stable for up to 3 weeks, but its breakdown products can be
inhibitory to PCR and are increased by alkaline conditions [13]. The dye it-
self can be inhibitory depending on the concentration [6] and can affect the
optimum magnesium concentration [13]. Additives may be necessary to opti-
mize the reaction. SYBR Green I can also affect the melting temperature (Tm)
of the products or even whether melting curve analysis can detect the product
at all [14]. While SYBR Green has been used for multiplexing in cases where
the Tm values of the products are sufficiently different to distinguish the am-
plicons, Giglio et al. [15] caution that there can be preferential dye binding to
specific fragments. Further, some new versions of SYBR Green I introduced
very recently address some of the problems noted above. Also a recent inves-
tigation into the use of the dye SYTO9 suggests that it might be a more stable
and predictable alternative to SYBR Green I [14].

Nonspecific DNA intercalating/binding dyes offer a cost saving over spe-
cific fluorescent probes, discussed below, when running quantitative PCR
assays. Alternatives to dyes, such as labeled primers, may not justify the cost
(over the dyes), but they offer the possibility of multiplexing, that is, more
than one PCR per tube.

4
Fluorescence Detection in Quantitative PCR: Specific Detection

All of the rest of the fluorescence detection strategies involve the use of
oligonucleotide probes, complementary to a portion of the amplified tar-
get, which offer specificity. These oligonucleotide probes contain both a flu-
orophore donor and an acceptor (emissive or nonemissive) that interact
through a fluorescence resonance energy transfer (FRET) mechanism [16–
20]. When compared to the DNA binding dyes, fluorophores linked to
oligonucleotides offer higher sequence specificity and are less susceptible
to contamination, such as primer–dimer formation in the case of SYBR
Green I [11, 12], and are somewhat easier for the detection of single nu-
cleotide polymorphisms [18, 21, 22].

FRET is the underlying mechanism for various real-time PCR methods
employing a variety of probe design tactics (Fig. 2) including TaqMan
probes [19, 23], molecular beacons [16, 24, 25], hybridization probes [26, 27],
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Fig. 2 Depictions of the more commonly used types of fluorescent detection probes used
in quantitative real-time PCR

Scorpion primers [28], and strategies where fluorescence is quenched by
neighboring nucleotides [18, 29]. FRET occurs between an energy donor and
a suitable energy acceptor as a result of long-range dipole–dipole interac-
tions between the two fluorophores. This type of energy transfer can take
place over separation distances of 20 to 90 Å [30]. Contact quenching comes
about when the donor and acceptor/quencher are in very close contact and
quenching is more efficient than that of FRET with the same donor–acceptor
pair [31]. The efficiency of FRET depends on the overlap of the emission spec-
tra of the donor and the absorption spectra of the acceptor, whereas contact
quenching does not.

4.1
Molecular Beacons

Because of the probe design strategy, molecular beacons generally give low
initial fluorescence background. These probes are composed of a stem–loop
structure. The loop portion contains the sequence for hybridization to the
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amplified target while the stem is a double-stranded sequence complemen-
tary only to itself and not the target. The stem structure of the molecular
beacons warrants efficient fluorescence contact quenching by the proximal
acceptor. Upon hybridization to the amplified templates during PCR, donor
fluorescence enhancement occurs due to the large separation distance be-
tween the donor and the acceptor. The molecular beacon is displaced from
the target strand by DNA polymerase during the elongation phase of ampli-
fication. The donor–acceptor pair can have a significant impact on the Tm of
the probe and should be considered in addition to the contribution of the
nucleotides themselves [31]. This is particularly important because there is
a competition between the formation of the stem and the binding of the loop
sequence to the target DNA.

4.2
TaqMan Probe

The first of the current generation of real-time quantitative PCR assays com-
bined a dual-labeled fluorogenic probe, TaqMan, with the use of the 5′→3′ ex-
onuclease activity of Taq DNA polymerase [23] and this approach remains the
most popular option. By comparison to probes such as molecular beacons,
TaqMan probes give much higher background signals in that the intramolec-
ular separation distance between a donor and an acceptor in the unhybridized
state results in only partial donor signal reduction. The random coil behavior
brings the acceptor into the range of the donor for FRET. The amount of res-
onance energy transfer is considerably lower than in the case of the molecular
beacon, because of the lack of the stem to bring the donor and acceptor
into close proximity when not bound to the template DNA/amplicons. Dur-
ing PCR, TaqMan probes are hybridized to the amplicons and subsequently
cleaved for removal from the templates by 5′→3′ exonuclease activity of the
Taq polymerase [32]. As a result, donor fluorescence enhancement takes place
because of the cleavage of the donor fluorophore from the oligonucleotide
probe, and therefore separation from the acceptor fluorophore. An assump-
tion in these assays is that cleavage of the TaqMan probe is efficient.

Some modifications have been developed to address the background is-
sue with TaqMan probes. For instance, a 3′ minor groove binder (MGB,
1,2-dihydro-(3H)-pyrrolo[3,2-e]indole-7-carboxylate) is added to the con-
ventional TaqMan probe design to enhance the binding affinity of short Taq-
Man MGB probes (8–16 mers) to their templates [33, 34]. In comparison to
the conventional TaqMan probes, the short TaqMan MGB probes give much
lower background signals due to the relatively short intramolecular separa-
tion distance between a donor and an acceptor in the unhybridized state. The
short probe lengths warrant their use in mutation detections [35]. Their sen-
sitivity in that respect can cause problems unless possible mismatches are
well understood [36]. Other strategies for shortening probe length include the
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use of locked nucleic acids (LNAs) incorporated into oligonucleotides [37].
LNAs are nucleic acid analogs with an O2 to C4 methylene linkage that has
the effect of reducing conformational flexibility and raising the Tm of the
oligonucleotide.

4.3
Hybridization FRET Probes

Hybridization FRET probes are composed of two separate oligonucleotides
with one fluorophore attached to the 3′ end of one nucleotide and an-
other fluorophore linked to the 5′ end of the second oligonucleotide. In
the unhybridized state the donor–acceptor pair also gives low fluorescence
background. When there are sufficient amplified templates present, the two
oligonucleotide probes are hybridized to the template adjacently to each other
(head-to-tail), which brings the donor and acceptor into close proximity to
enhance FRET efficiency. The donor fluorophore is excited and the fluores-
cence signal from the acceptor fluorophore is detected.

4.4
Scorpion Primers and Shared Stem Molecular Beacons

More recently, a variety of new probe designs have been explored for fur-
ther improvement of the sequence-specific probes described above on the
detection sensitivity of quantitative real-time PCR. Scorpion probes are self-
probing combinations of primer and probe [28]. The probe and primer are
separated by a PCR blocker to prevent construction of a double strand in the
probe region. The primer segment binds in the first annealing phase followed
by extension. During a second denaturing and annealing the probe portion
can then bind to the newly synthesized target on the same strand. Detection
of a target sequence is converted into an intramolecular event with improved
kinetics and thermodynamics. The original variation featured a stem–loop
type of probe like a molecular beacon with the donor fluorophore and accep-
tor in close proximity. When the probe is bound to the target the acceptor is
somewhat removed from the fluorophore, but still in the vicinity. So a more
sensitive variation was developed wherein the acceptor was on a second
oligonucleotide complementary to the probe sequence [38]. This is known as
a duplex scorpion and upon denaturation the acceptor is released. The link
between the primer and probe automatically brings the probe into the prox-
imity of the target and is always available for binding. This links amplification
with detection in a 1:1 fashion which is not guaranteed with other probe sys-
tems, especially with hybridization FRET probes that require two separate
bindings to adjacent segments of the same target. The proximity of target to
probe was believed to play a role in the performance of a Scorpion probe
as compared to TaqMan or beacon probes when running very fast cycling
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times [39]. Scorpions have shown utility for the detection of splice variants
and mutation detection [39, 40].

Additionally, Kong and coworkers reported shared-stem molecular beacon
probes that combined properties of a TaqMan probe (cleavage) and a con-
ventional molecular beacon (stem) [41]. The authors have shown that the
signal-to-background ratios are superior to that of conventional molecular
beacons using this probe design strategy. Understandably, fluorescence from
a fluorophore cleaved from a nucleotide probe ought to be greater than a flu-
orophore separated from an acceptor by ∼20 nucleic bases like in the case of
a conventional molecular beacon.

4.5
Nucleotide-Based Quenching

It is well known that guanosine and guanine cause fluorescence quenching of
many commonly used fluorescent dyes, such as fluorescein, coumarin, BOD-
IPY FL, TAMRA, JOE, HEX, TET, ROX, and some of the Alexa dyes [42, 43].
The quenching mechanisms were suggested to be due to photoinduced elec-
tron transfer from guanine to the singlet excited state of dye molecules [42,
44]. The degree of quenching depended on various factors, including gua-
nine position relative to the fluorophore attachment site, number of guanines,
and the attachment site of the fluorophore in the oligonucleotide (includ-
ing attachment chemistry). The change in fluorescence intensity attributed to
guanine quenching has been exploited to develop novel detection assays for
DNA and RNA molecules [18, 29, 45, 46]. One tactic executed by LUX™ fluo-
rogenic primer technology from Invitrogen is to design a molecular beacon
primer with the labeling site of a fluorophore in the hairpin region and oppo-
site to several guanosine residues [18]. This design results in highly quenched
fluorescence prior to PCR. When the molecular beacon primer is open for the
extension during PCR, the fluorescence from the fluorophore is restored.

4.6
Probe Design Issues and Validation

Commonly used, sequence-specific oligonucleotide probes are described
above for quantitative real-time PCR. These oligonucleotide probes are gen-
erally required for multiplex real-time PCR applications. In order to achieve
optimal detection sensitivity, knowledge of the advantages and limitations of
each probe design is also required. Below we will use our experimental results
to show likely problems associated with some probe design strategies.

In the following study, we investigated three probe design strategies com-
monly used in quantitative PCR for sensitivity in detection of the PCR am-
plicon [47]. A plasmid with a 120 base pair insert served as the DNA tem-
plate. The probes included TaqMan, conventional molecular beacon (MB),
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Table 1 Oligonucleotide sequences

Name Fluorophore Sequence

Amplicon None 5′ AGGACGTGGACCAGAGATCGAATGACCATCGTG
TGCTGACTCCAGAGGTTGCAGTCAGCGAGTGCA
TCAGGTGTTGTAGCCTGATCCCTGTTCCGAAGT
ACCTATCGTCGAGCGGTCTGT 3′

Forward primer None 5′ ACAGACCGCTCGACGATAGG 3′
Reverse primer None 5′ AGGACGTGGACCAGAGATCG 3′
TaqMan 5′-Fluorescein 5′ ACTTCGGAACAGGGATCAGGCTACA 3′

3′-Rhodamine
ATssMB 5′-Fluorescein 5′ ACTTCGGAACAGGGATCAGGCTACAccgaagt 3′

3′-Dabsyl
GCssMB 5′-Fluorescein 5′ CGGAACAGGGATCAGGCTACAACAgttccg 3′

3′-Dabsyl
MB 5′-Fluorescein 5′ ccgccCTCTGGAGTCAGCACACGATGGTCAggcgg 3′

3′-Dabsyl
GC-TaqMan 5′-Fluorescein 5′ CGGAACAGGGATCAGGCTACAACAC 3′

3′-Rhodamine
TaqssMB None 5′ AGGTGTTGTAGCCTGATCCCTGTTCCGAAGTACC

TAT 3′
CompMB None 5′ ATCGAATGACCATCGTGTGCTGACTCCAGAGGT

TGCAGTCAGCGAGTGCATCAGGTGTTGTAG 3′

and shared-stem molecular beacon (ATssMB and GCssMB). The shared-stem
beacon probe briefly described above [41] combines the properties of a Taq-
Man probe and a conventional molecular beacon. The sequences of the
primers, the real-time PCR amplicon, and various PCR probes are given in
Table 1 together with two control oligonucleotides, TaqssMB and CompMB.
The lengths and locations of the primers and probes with respect to the am-
plicon are shown in Fig. 3. With the use of both TaqMan and shared-stem
molecular beacon probes, signal amplification relies on hybridization with
the amplicon and hydrolysis of the probe by the 5′-exonuclease activity of

Fig. 3 The positions and lengths of various real-time PCR probes and forward and re-
verse primers with respect to the amplified region of the model DNA plasmid. The length
includes only the regions involved in hybridization
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Taq DNA polymerase (55 ◦C); therefore, these probes were placed close to the
forward primer to enhance hydrolysis efficiency. For the molecular beacon
probe, the final signal depends on the amplicon concentration and hybridiza-
tion efficiency with the amplicon. In this case the molecular beacon probe is
displaced from the target by Taq DNA polymerase (72 ◦C). The location of the
probe on the target was therefore positioned some distance from the primer.
The thermal cycling profiles using these probes were different to reflect the
differences in the nature of the probes [47].

Figure 4A shows fluorescence intensities after completion of PCR (gray
columns) for the four PCR probes. The black columns in the same figure
show the initial fluorescence background averaged over the first five PCR
cycles. To account for possible (1) unequal concentrations of probes and/or
(2) differences in fluorescence quantum yields of fluorescein in each case
due to the microenvironment induced by the nearby nucleotide sequence, the
signal-to-background ratio (S/N) was calculated and is displayed in Fig. 4B
for comparison of the four probes. The ratio trails in the following order: MB
> GCssMB > ATssMB > TaqMan. The conventional molecular beacon probe,
MB, gives a low fluorescence background when compared to a TaqMan probe
in that fluorescence from the fluorophore is highly quenched by the adjacent
quencher as seen in Fig. 4A (black column). Additionally, the guanine bases
in the stem portion of the beacon quench the fluorescence of fluorescein. The
amount of fluorescence quenching is, in general, proportional to the num-
ber of nearby guanine bases (in the region of five to six bases) [43, 46, 48].
Based on these principles, we expected the fluorescence background of the
three molecular beacon probes to be in the order of MB < GCssMB < ATssMB.
The fluorescence background from GCssMB (Fig. 4A) is surprisingly the low-
est among the three beacon probes used in the study. On the other hand, with
the use of TaqMan, ATssMB, and GCssMB probes the signal enhancement
is critically dependent on the hydrolysis activity of the polymerase during
PCR. The final signals after PCR should be comparable for the three probes
assuming 100% cleavage efficiency (a single nucleic base conjugated with
a fluorescein). Yet, they are very different (Fig. 4A). The signal from ATssMB
is the highest and that from GCssMB is the lowest. The fluorescence signals
of the post-PCR filtrates obtained by using Microcon YM-3 centrifugal filter
devices (molecular weight cutoff of 3000 Da, ten single-stranded nucleotides)
are very close to those after PCR, inferring that the three probes are lysed
during PCR to be equal to or smaller than ten single-stranded nucleotides
in size.

By design, the GCssMB probe should give a better signal-to-background
ratio than the ATssMB probe if it is hydrolyzed completely during the PCR
and obeys the quenching rule by the number of guanine bases in the stem
portion. We measured fluorescence quantum yields of the post-PCR filtrates
which are given in Table 2 for TaqMan, ATssMB, and GCssMB probes. The
yields for TaqMan and ATssMB probes are relatively close. Although lower
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Fig. 4 A Fluorescence signals after completion of PCR (gray columns) for various real-
time PCR probes. The black columns show the initial fluorescence background averaged
over the first five PCR cycles. AU, arbitrary units. B Signal-to-background ratios (S/N)
obtained using the data given in A for the four real-time PCR probes

than expected, it is evident that hydrolysis cleavage takes place during PCR.
The yield for GCssMB is, nonetheless, much lower than for the other two.
When a GCssMB probe is hybridized to the amplicon, its location is shifted
from the primer by four nucleic acid bases more than ATssMB and TaqMan
probes. We synthesized a control probe, GC-TaqMan (see Table 1), which has
the identical sequence at the 5′ end as the GCssMB probe and no 3′ end stem
sequence, to verify if the hydrolysis reaction does indeed take place during
real-time PCR. The quantum yield determined for the post-PCR filtrate is 0.59
using GC-TaqMan as the probe. This suggests that the polymerase can effec-
tively cleave the probe and result in an increase of the fluorescence signal
because of physical separation of the fluorophore from the quencher.
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Table 2 Relative fluorescence quantum yields determined for control samples and filtrates
after PCR

Sample Quantum yield b

dC-fluorescein 0.81
dA-fluorescein 0.81

Control dCG-fluorescein 0.20
dCGG-fluorescein 0.23
dCGGA-fluorescein 0.42
TaqMan 0.19
TaqMan/TaqssMB 0.65
ATssMB 0.081

Probe and duplex ATssMB/TaqssMB 0.78
with complementary GCssMB 0.028
strand a GCssMB/TaqssMB 0.43

MB 0.050
MB/CompMB 0.64
GC-TaqMan 0.11
GC-TaqMan/TaqssMB 0.49

Samples after GCssMB + SVP 0.75
enzymatic digestion GCssMB + BSPD 0.77

GCssMB + SVP + BSPD 0.71
TaqMan 0.38

Post-PCR filtrate ATssMB 0.47
GCssMB 0.12
GC-TaqMan 0.59

a The samples in 20 mM Tris-HCl, pH 8.4, 50 mM KCl, 2 mM MgCl2 went through the fol-
lowing protocol: 25 ◦C for 30 s, 95 ◦C for 2 min, then decreasing the temperature to 25 ◦C
at the rate of 0.2 ◦C/s, incubation for 8 min at 25 ◦C
b The quantum yields were averaged over several experimental repeats with a standard
deviation of less than 5% for the control, probe alone, and duplexes with the complemen-
tary strand and samples after enzymatic digestion, and with standard deviations of ≤20%
for post-PCR filtrates

Melting curve measurements were then performed to ascertain that GC-
ssMB behaved similarly to ATssMB and was able to hybridize to its template.
The obtained Tm values for both GCssMB (60.5 ◦C) and ATssMB (58.8 ◦C) are
similar and 8–10 ◦C lower than those of their duplexes with the complemen-
tary target (TaqssMB): 68.4 ◦C and 69.0 ◦C for GCssMB duplex and ATssMB
duplex, respectively. These temperatures are generally consistent with the
probe design strategies. The results imply that GCssMB and ATssMB should
behave similarly in real-time PCR and be able to hybridize to the complemen-
tary strand.

We further asked the question whether C-linked fluorescein resulting from
the complete hydrolysis of the GCssMB probe would be quenched. Both dC-
fluorescein and dA-fluorescein were synthesized to serve as controls. Their
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fluorescence quantum yields measured against the reference standard are the
same (0.81) and given in Table 2. We measured the quantum yields of GCssMB
alone in Tris buffer, pH 8.4, and GCssMB probe digested by two different
enzymes either separately or jointly (Table 2). Enzymatic digestion by snake
venom phosphodiesterase (SVP) starts from the 5′ end of the nucleotides
and digestion catalyzed by bovine spleen phosphodiesterase (BSPD) origi-
nates from the 3′ end of the nucleotides. The yields for digested GCssMB
are close to each other and above 0.70, inferring that fully cleaved GCssMB
should fluoresce strongly. Three additional control samples, dCG-fluorescein,
dCGG-fluorescein, and dCGGA-fluorescein, were made to show the likely out-
comes of partial hydrolyses of GCssMB serving as the probe in PCR. The
fluorescence quantum yields of these controls are given in Table 2. The yields
for dCG-fluorescein (0.20) and dCGG-fluorescein (0.23) are about four times
lower than for dC-fluorescein (0.81), and the yield of dCGGA-fluorescein
(0.42) is about half of that of dC-fluorescein. These results point out that
a low fluorescence signal after PCR using GCssMB as the probe is most likely
due to partial hydrolysis of the probe. Although the quantum yield deter-
mined for GCssMB after PCR (0.12) is much lower than anticipated, it is more
than four times higher than that of GCssMB in the stem–loop state (0.028).
When a GCssMB probe was hybridized to its complementary oligonucleotide,
TaqssMB, the quantum yield of the formed duplex (GCssMB/TaqssMB) was
measured to be 0.43. This yield is much higher than that after PCR (0.12). The
measured yield (0.43) in the duplex form is comparable to that of the duplex
GC-TaqMan/TaqssMB (0.49) (Table 2) due to the same microenvironment flu-
orophores experienced in both cases. Interestingly, the quantum yield of the
four PCR probes increases in the order of GCssMB < MB < ATssMB < Taq-
Man. The trend is the same as that shown in Fig. 4A (black columns).

It is worth noting that the control probe (GC-TaqMan) would be a better
probe than TaqMan when comparing the quantum yields of probes alone and
post-PCR filtrates (Table 2). The fluorescence signal increases fivefold after
PCR for GC-TaqMan and about twofold for TaqMan. The results strongly sug-
gest that one could utilize surrounding nucleotide sequences to improve assay
sensitivities when designing PCR probes.

We also prepared a tenfold dilution series of the preamplified DNA con-
struct (1×1013/µL) to compare the sensitivity of various PCR probes. With
the same amount of starting material, the signal difference between the sec-
ond and the first PCR amplification cycles is likely to show the sensitivity
of the probe in cases where there is an observable signal difference between
one PCR cycle and the next cycle. Figure 5 displays differences in measured
fluorescence signals as a function of the concentration (logarithmic copy
numbers) of the starting construct for TaqMan (a), ATssMB (b), GCssMB (c),
and MB (d). With a starting copy number of 1×1012/µL, the signal differ-
ence between the second and first amplification cycles is distinguishable from
that of less starting material, for instance, 1×1011/µL using MB, ATssMB, and
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Fig. 5 Differences in fluorescence signals between the second and the first PCR amplifica-
tion cycles as a function of the concentration (copy number) of the starting amplicons
for TaqMan (a), ATssMB (b), GCssMB (c), and MB (d). The plots include the standard
deviations from nine replicates for each concentration

GCssMB probes. Due to an intrinsic high fluorescence background associ-
ated with the TaqMan probe, the signal difference was not significant enough
to differentiate the starting material from 1×1012 to 1×1011 copy/µL. The
overall sensitivities for the four probe types are in the order of MB > ATssMB
> GCssMB > TaqMan. The sensitivity result is, in general, consistent with that
of the signal-to-background ratio shown in Fig. 4B.

Two key points can be learned from this study. One is that the complete
hydrolysis generally assumed for the TaqMan probe strategy is not likely to
be true. Second, in order to increase the detection sensitivity and signal-to-
background ratio of real-time PCR, it is critical to decrease the fluorescence
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background of probes through careful placement of reporting fluorophores in
the oligonucleotide microenvironment.

The second example is dedicated to the issue of guanine-induced quench-
ing, which can be especially problematic in detection methods employing
FRET as decreases in the donor fluorescence could be due to both resonance
energy transfer and quenching by the microenvironment. Since fluorescein
(FAM) and Alexa-488 are commonly used donor fluorophores [26, 49], for in-
stance, with the use of LightCycler technology, we investigated the influence
of the overhang region of the complementary strand on the resulting fluores-
cence from a hybridizing probe [48].

A series of target oligonucleotides, each with a unique 3′ overhang (four
bases long), were hybridized to either 5′ fluorescein or Alexa-488 labeled
probes, and the changes in fluorescence intensity and anisotropy were mon-
itored. The four-base overhang serves as a good model for target molecules
analyzed using real-time PCR in that significant quenching was observed
in the presence of guanine bases in the overhang region, close to the fluo-
rophore labeling nucleotide [29, 46]. The probe sequence was derived from
the genome of the bacterium Bacillus globigii, and is detailed in Table 3 to-

Table 3 Nomenclature and base sequences of the oligonucleotides used in this study

Annotation Sequence

Probes
Alexa probe 5′-/Alexa-488/TGC GCC CAT TTT TCA AGC TGC G-3′
Fl probe 5′-/Fluorescein/TGC GCC CAT TTT TCA AGC TGC G-3′

Target a

No overhang 5′ –CGC AGC TTG AAA AAT GGG CGC A-3′
TTGT 5′ –CGC AGC TTG AAA AAT GGG CGC ATG TT-3′
TGTT 5′ –CGC AGC TTG AAA AAT GGG CGC ATT GT-3′
GTTT 5′ –CGC AGC TTG AAA AAT GGG CGC ATT TG-3′
TTTG 5′ –CGC AGC TTG AAA AAT GGG CGC AGT TT-3′
GGTT 5′ –CGC AGC TTG AAA AAT GGG CGC ATT GG-3′
TGTG 5′ –CGC AGC TTG AAA AAT GGG CGC AGT GT-3′
GTGT 5′ –CGC AGC TTG AAA AAT GGG CGC ATG TG-3′
TTGG 5′ –CGC AGC TTG AAA AAT GGG CGC AGG TT-3′
GGGT 5′ –CGC AGC TTG AAA AAT GGG CGC ATG GG-3′
TGGG 5′ –CGC AGC TTG AAA AAT GGG CGC AGG GT-3′
AAAA 5′ –CGC AGC TTG AAA AAT GGG CGC AAA AA-3′
CCCC 5′ –CGC AGC TTG AAA AAT GGG CGC ACC CC-3′
TTTT 5′ –CGC AGC TTG AAA AAT GGG CGC ATT TT-3′
GGGG 5′ –CGC AGC TTG AAA AAT GGG CGC AGG GG-3′

a The “target” annotation is given as the sequence of the 3′ overhang region (four bases)
read from the 3′ to 5′ end. Bold font in the sequences designates a 5′ covalently bound
fluorophore attached through an aminohexylphosphate linker



Quantitative Real-Time PCR: Fluorescent Probe Options and Issues 505

Fig. 6 The relationship between fluorescence quantum yield and anisotropy for the hy-
bridization reactions employing Alexa-488- and FAM-labeled probes. The anisotropy data
for each hybridized oligonucleotide shown is mostly the average from two independent
reactions (four repeats for the TTTT, TTTG, and GGGG incorporated duplexes), where
each spectrum was recorded in duplicate, generating S.E.M. values typically <10% of the
total r value
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gether with the target sequences. All sequences were analyzed using MFOLD
Web Server (Version 3.1) [50] to ensure that potential secondary structures
did not complicate the results. We found that the number of guanine bases
in the overhang region of the target oligonucleotides is proportional to the
amount of fluorescence quenching observed for both the FAM and Alexa-
488 dyes (Fig. 6). FAM appeared to be more sensitive to guanine-induced
quenching with three and four guanine bases resulting in a greater than
twofold decrease in the quantum yield of the fluorophore compared to the no-
overhang target. In addition, we found that adenine bases caused fluorescence
quenching of the Alexa-488-labeled probe, whereas the FAM-labeled probe
appeared insensitive. The quenching data, generated with the steady-state
fluorescence measurements, also displayed a linear correlation with those
obtained using a fluorescent thermal cycler, suggesting the applicability to
real-time PCR measurements (data not shown). Anisotropy data from the
series of duplexes correlated with the fluorescence quantum yield (Fig. 6),
suggesting that quenching was accompanied by increased dye mobility.

Nazarenko and colleagues [43] found that fluorescence quenching of fluo-
rescein that was attached next to the 3′ end of the probe oligonucleotide by
a 5′ one to two guanine base overhang on the complementary target strand was
less than that by a terminal G-C pair, though the magnitude of quenching was
still significant. Comparison with most reported data is problematic due to the
differences in oligonucleotide sequence and furthermore because the data are
often not quantitative, i.e., are expressed relative to the single-stranded probe.
Our study and other reported work point out that, while designing nucleotide
probes for real-time PCR, one needs to pay special attention to about four
to five nucleotide bases near the fluorophore labeling nucleotide either at the
3′ end or 5′ end of an oligonucleotide. Even in the case of designing hybridiza-
tion probes, where a one to five base separation between donor and acceptor is
recommended by the manufacturer with the use of LightCycler technology, one
should still be able to move donor and acceptor nucleotides around to avoid the
quenching effect and enhance energy transfer efficiency. A larger separation
distance between the donor–acceptor pair may still allow for adequate transfer
efficiency [49] in quantitative real-time PCR.

5
Conclusions

There is a variety of real-time quantitative PCR equipment platforms and
amplification fluorescence detection strategies combined with a basic ampli-
fication protocol. The diversity of fluorescent tools that are available offers
options for many different types of detections. Validation of the fluorescent
probe for a specific detection is an important part of the validation of a PCR
protocol.
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For trace detections the sensitivity of the detection is critical. An example
is the quantification of the adventitious presence of genetically modified or-
ganisms (GMOs) in grain or food products. Validation of a PCR method also
involves the determination of the limit of detection (LOD) and the limit of
quantification (LOQ). The sensitivity of the fluorescent probe contributes to
the LOD and LOQ. How specific probe types work is fairly straightforward,
but as we have tried to convey in this chapter, the performance of a specific
probe in the detection of an amplicon should not be assumed. Is there suf-
ficient hydrolysis of a TaqMan-style probe using the 5′-nuclease assay? Is the
background fluorescence of a probe significantly lowering the signal-to-noise
ratio? Will the probe–quencher combination of a molecular beacon signifi-
cantly affect the Tm of the probe? Is the design of the assay sufficiently robust
to perform if there are slight variations in the performance of the thermocycler
platform or variations in the reagent mix? Does the melting curve analysis with
SYBR Green detection show all the products? Analysis of the performance of
the fluorescent probe as part of the validation process in method development
will pay dividends in accuracy and precision of the quantitative PCR assay.
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Abstract Here we summarize the approach to analytical validation of cellular cancer
biomarkers visualized and quantified by fluorescence in-situ hybridization (FISH) and
immunohistochemical fluorescence methods. The value of cellular cancer biomarker an-
alytes and the role of analysis of cellular heterogeneity is emphasized for FISH and
fluorescence immunohistochemistry (IHC). Finally, the timing of cancer cell biomarker
standards in the development of screening assays is discussed in light of our experience
developing DNA probes and IgY avian antibodies for analysis of prostate cancer gene
fusions and quantitative screening of the enzyme telomerase.
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Abbreviations
PPV Positive predictive value
CdSe/ZnS Cadmium–selenium, zinc sulfide core/shell quantum dot
FISH Fluorescence in-situ hybridization
NIST US National Institute of Standards and Technology
NCI US National Cancer Institute
ISCN International System for Chromosome Nomenclature
cRNA Complementary ribonucleic acid
UTP Uridine triphosphate
dUTP Deoxyuridine triphosphate
BCR Human breakpoint cluster region gene
ABL Abelson-related human oncogene
TMPRSS2 Transmembrane protease serine 2
ETV1 E26-Specific (ETS)-virus like oncogene 1
ERG ETS-related gene
RT-PCR Reverse transcriptase polymerase chain reaction
BAC Bacterial artificial chromosome
Cot1 Index of repeat number of a DNA by hybridization
CML Chronic myelogenous leukemia
FDA US Food and Drug Agency
PSA Prostate specific antigen, a serum biomarker for prostate cancer
CA-125 A serum biomarker for ovarian cancer
IgY An immunoglobulin molecule of avian origin
SKY Spectral karyotyping
M-FISH Multicolor fluorescence in-situ hybridization
CGH Comparative genomic hybridization
SPR Surface plasmon resonance
ELISA Enzyme-linked immunosorbent assay
HUPO Human Proteome Organization
IHC Immunohistochemistry
FACS Fluorescence-activated cell sorting
POC Point-of-care

1
Introduction: Validation, Heterogeneity and Cellular Cancer Biomarkers

Research defining, quantifying and standardizing early cancer biomarker
measurements has led to fresh perspectives in the emerging field of trans-
lational medicine recently. Validation represents the crucial bridge between
discovery and the clinical utility of novel cancer biomarkers. While biomarker
initiatives have generated many new discoveries, validation is often the stage
at which promising new cancer biomarkers and their measurement technolo-
gies falter [1].
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Validation also distinguishes cancer biomarkers in research and discovery
mode from those of rigorously defined clinical merit. As third-party reim-
bursement for medical diagnostic tests may be contingent upon whether
cancer biomarkers are validated, this area of work has commercial impact
as well. Analytical validation is thus fundamental to improving the clinical
utility of cellular biomarkers for early cancer detection.

Cancer biomarker validation consists of an analytical (technical) valida-
tion phase, and a subsequent clinical (biological) validation phase [2, 3].
Performance metrics of measurement systems are verified during analytical
validation, with associated metrology including standard materials. Clinical
validation addresses clinical performance of a cancer biomarker, and whether
the biomarker measurement effectively distinguishes patients from healthy
control subjects under defined measurement conditions. The specificity, sen-
sitivity and positive predictive value of a cancer biomarker are the quantita-
tive measures of clinical utility.

An often overlooked issue is that validation implies both a defined as-
say and its coupling with a specific intended clinical use. Not only must
the biomarker be validated under specified measurement conditions and
methods, but its use must be defined if performance metrics are to apply.

As novel genomic and proteomic cancer biomarkers are discovered and
evaluated, the importance of quantitative measurement of analytical and clin-
ical performance will increase. Quantitative measurements are the means by
which new cancer biomarkers can be objectively compared among each other,
and with cancer biomarkers previously approved by the US Food and Drug
Agency (FDA), and in standard-of-care medical practice.

Both ensemble and single molecule detection technologies are used in can-
cer biomarker evaluation. Here, results in which the cancer biomarker signal
is observed in the context of three-dimensional tissue and cellular architec-
ture, will be our focus.

Cancer is a disease among cells characterized by heterogeneous biomarker
signals. Thus, the context of fluorescence measurements is important. This in-
herent heterogeneity in biological systems presents a challenge for classical
metrology.

Heterogeneity itself may be a distinguishing feature of cancer cells. For ex-
ample, in a single tumor, chromosome instability may generate a multitude
of different karyotypes, gene copy numbers or gene expression values among
cells [4]. Diagnostic biopsies often include infiltrating healthy cells admixed
with tumor cells.

Crucial information on analyte heterogeneity among cells in a population
may be lost when tissue specimens are homogenized, for example, for gene
expression [complementary DNA (cDNA)] arrays or enzymatic analysis. In
both instances, results represent averages among cells of a population, and are
only as good as the purity of cell sampling allows. In tumors, the few cells with
significantly different analyte concentrations (extra copies of a gene, overex-
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pression of an enzyme, or loss of heterozygosity) may be far more critical
diagnostically than an ensemble average value for the entire cell population
in a biospecimen. Thus, for tumors, cell populational heterogeneity in speci-
mens is a consideration, and should be quantified in the measurement system
for many biomarker applications.

Ideally, the analytical features required for these types of cancer biomarker
detection are: (1) quantitative signal detection, sometimes at the single
molecule level, with favorable signal-to-noise ratios, (2) definition of cell
types that give rise to biomarker signal in mixed or heterogeneous cell popu-
lations, and (3) multiplex capability; that is, quantification of multiple optical
signals simultaneously, or as more often the case, consecutively. Each feature
has associated technical challenges.

Although many detection modalities exist, such detection in our labora-
tory is generally implemented by fluorescence measurements using specific
nucleic acid or protein affinity probes (antibodies) in fixed cells with detec-
tion by photostable fluorophores such as semiconductor nanocrystals [5–7].

Fig. 1 Example of deconvolution imaging of HER2 protein receptor (red) on the surface
of human breast cancer cell line SK-BR-3. Blue 4′, 6-diamidino-2-phenylindole-stained
interphase nuclei
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Fig. 2 A Fluorescence in-situ hybridization (FISH) analysis of DNA in the transmembrane
protease serine 2 (TMPRSS2)-E26-Specific-related gene (ERG) region in VCaP human
prostate cancer cells. B Normal human metaphase. Red and green/yellow FISH probes,
blue metaphase chromosomes

The US National Cancer Institute (NCI) has defined the cancer biomark-
er [8]. For technology evaluation discussed here, a biomarker is defined
as “a biological analyte the metrology of which generates actionable data
of established accuracy, precision and reproducibility”. We focus discussion
on cancer detection biomarkers and related technology evaluation. Our ex-
perience primarily involves development and evaluation of methods and
reagents for immunofluorescence detection of cellular proteins with an im-
munoglobulin molecule of avian origin (IgY) (chick antibodies) (Fig. 1)
and fluorescence in-situ hybridization with DNA probes (FISH) (Fig. 2),
and related applications involving quantitative detection with CdSe/ZnS
quantum dot–streptavidin conjugates [5]. The considerations represented
here reflect these biases, and experiences in our work on cellular cancer
biomarkers.

2
Continuous and Discrete Values for Cancer Biomarkers,
Cellular Heterogeneity and Measurement Issues

Ease of screening for early cancer biomarkers may dictate which tissues are
sampled. Sampling body fluids such as blood, urine and saliva are generally
considered minimally invasive. Dilution of disease-specific signals, local con-
centration of analytes and complexity of the matrix will all impact the ability
to measure an early cancer biomarker.
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Although clinical proteomics, especially mass spectrometry of patient sera
and plasma, has drawn much recent attention as the source of novel early
cancer biomarkers [9, 10], significant measurement challenges face validation
and implementation of this class of cancer biomarkers [11, 12]. These in-
clude development of measurement technologies that are capable of spanning
twelve or more orders of magnitude from common, high-concentration serum
proteins such as albumin, to low-concentration-range analytes such as the
interleukins [13–15]. Thus, the dynamic range needed for proteomics meas-
urement and discovery work may exceed that available with currently used
platforms.

In some instances, a biomarker indicating cancer may involve an abnormal
concentration of structurally normal proteins. For analyte concentration to
differentiate health from disease, a discriminant threshold value is required.
Therefore, a threshold concentration value with defined uncertainty limits
must be established and validated. For analytes of molecular structure indis-
tinguishable between healthy and cancer specimens, the defining feature of
the cancer biomarker may be concentration alone. There may be complica-
tions with such an approach. Recent discussions of prostate specific antigen
(PSA) [16] and the ovarian cancer biomarker CA-125 [17] as early cancer
biomarkers are cases in point.

The diagnostic scenario is confounded if analyte concentrations in normal
individuals vary for reasons other than the presence of disease. Concentration
stability in healthy individuals is often the exception. Normal variability may
arise from, for example, physical exercise, nutrition, and menstrual cycle.

Unlike the variation of protein concentrations in body fluids, cells may be
associated with a more limited range of analyte concentrations. It is attrac-
tive to consider the rare cancer cell as a collection platform for cancer-specific
analytes where possible. The technologies and approaches by which cells
could be collected have been considered elsewhere [18].

Unlike cancer biomarkers dependent on defined thresholds for clinical
utility, cancer-specific structural changes at the level of the cell offer a more
definitive opportunity for diagnostic precision. The classic example is the
chromosomal change in chronic myelocytic leukemia (CML), the disease-
specific gene fusion between the Abelson-related human oncogene (ABL)
and human breakpoint cluster region gene (BCR) genes manifest as a micro-
scopically detected chromosome translocation [19]. This diagnostic genetic
rearrangement can also be detected by polymerase chain reaction (PCR)
methods at the DNA or RNA levels [20], and at the protein level, with affinity
reagents. In cancer-specific gene fusion events, the chromosomal break sites
may be imprecise from patient to patient, necessitating multiple PCR reac-
tions to cover the diagnostic spectrum. When gene fusions involve a broad
range of breakpoints, a lower resolution technology such as FISH may ac-
commodate clinical variability while providing adequate diagnostic data for
clinical decisions.
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Whereas a number of such gene fusions have been documented in the
lymphomas, leukemias and in Ewing’s sarcoma [21], only recently has gene
expression and high-dimensional data analyses led to an unexpectedly com-
mon chromosome rearrangement in up to 50% of prostate cancers [22]. This,
as is the CML gene fusion, is an example where analyte (in prostate cancer,
a gene fusion specific to the cancer cells, often involving the transmembrane
protease serine (2TMPRSS2) and E26-Specific-related genes (ERGs) on chro-
mosome 21, Fig. 2, [22]), is structurally distinct from related DNA molecules
from chromosome 21 from healthy individuals. Because the rearrangement
is tumor-specific and diagnostic, issues defining a threshold and limits sep-
arating healthy from disease levels of biomarker are obviated, and the test
results are binary instead of continuously variable and therefore relative to an
established threshold and its measurement error limits.

The problem of dilution in serum proteomics may be mitigated if the diag-
nostic analytes are concentrated from specimen fluids in the laboratory, as is
done by various affinity columns to remove immunoglobulins and albumin.
In recent work [23], immunoaffinity columns have been used to select serum
subfractions of greatest diagnostic interest in discovery proteomics work.

Alternatively, by focusing diagnostics on analytes preconcentrated within
the individual cancer cell, analyte concentration issues as described above
may also be avoided. In effect, capture of rare cancer cells that bear diagnos-
tic signatures of early cancer is an alternative means of achieving biological
concentration of diagnostic cancer biomarker molecules. The selection and
analysis of cancer biomarkers in rare cancer cells is itself fraught with tech-
nological and biological challenges. However, if the rare cell serves to concen-
trate and localize the analyte for detection, this approach may offer significant
advantages over analysis of high-dimensional data likely to result from, for
example, serum proteomics via mass spectrometry. For this reason, we have
focused our attention of cellular cancer biomarkers detected by fluorescence
with DNA hybridization or affinity probes.

3
DNA and Antibody Probes: Fluorescence Reagents
for Cancer Biomarker Quantification in Cells

Molecular diagnostics has long relied on fluorescent read-out as a quanti-
tative, low-hazard and environmentally friendly alternative to radioisotope-
based detection. Whereas this is sufficient for applications with millisecond
read times, the photobleaching of conventional organic fluorophores through
the microscope allows limited quantification, except where exposure times
are minimal, as in flow- and laser-scanning cytometry [24].

For cytogenetics applications, where quantification has not been empha-
sized, organic fluorophores have been adequate in the past. As applications be-
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come more quantitative, measurement technologies with adequate resolution
will also be required. Two applications of molecular cytogenetics biomarkers
that require quantification are chromosome-specific telomere measurement
and gene copy number determination for amplified cancer genes.

3.1
Standardization in Clinical Cytogenetics and FISH: a Paradigm

The implementation of human cytogenetics from research to clinical settings
offers a paradigm for cancer biomarker development. Like emerging cancer
biomarker work, technology and standards proceeded hand in hand to bring
about clinical utility [25–28]. Before it was possible to comprehensively de-
fine disease-specific chromosome changes, the range of normal variation had
to be established. To do this, technical breakthroughs were necessary. Tech-
nologies included hypotonic treatment to promote metaphase chromosome
spreading, consensus on the structure of the standard human karyotype, the
discovery of normal human chromosome banding landmarks and normal
variants and cytogenetics nomenclature for describing normal and disease-
related changes from the standard karyotype.

In-situ hybridization [29] was the first molecular cytogenetics technology,
contrasting with morphological cytology methods and chromosome band-
ing, to associate a specific nucleic acid species via hybridization with its
three-dimensional locus in a cell or chromosome. Since then [28], a mul-
titude of optical and molecular genetic developments have provided the
research and clinical cytogeneticist, and histopathologists, with biomarker
detection and quantification tools of increasing molecular sophistication
and resolution. This family of technologies includes spectral karyotyping
(SKY) [30], multicolor FISH (M-FISH) [31] and comparative genomic hy-
bridization (CGH) [32]. The cost of labor has been reduced by moving
some of these technologies to chip platforms that are read automatically
and quantitatively. Although genomic DNA standards have been informally
discussed at research and clinical meetings for almost a decade, there is at
present no universal “standard” human genomic DNA preparation. How-
ever, the wide use of gene expression cDNA microarrays has pressed the
issue and a number of gene expression microarray standards are under
development [33, 34].

Like the current effort to define validated early cancer biomarkers, it was
necessary in clinical cytogenetics to develop methods and characterize nor-
mal variability in order to interpret disease-specific changes. A significant
drawback to some recently touted cancer biomarker discovery efforts is the
lack of background detail for normal variability that occurs in healthy human
populations. Interpretation of mtDNA changes in tumors is a case in point
where putative tumor-specific DNA sequence changes in tumors are super-
imposed on DNA sequence changes in healthy individuals that occur with age,



Cellular Bioimaging in Fluorescent Cancer Biomarker Evaluation 519

often in the absence of disease [35]. As above with serum proteomics, the
lack of data on the normal variability of the analyte (in this case acquired
mtDNA sequence changes with age) compromises the utility of the biomarker
as a cancer-specific analyte.

Thus, research programs to define normal analyte variability may prove as
important to the success of cellular biomarker development as studies com-
paring cancer cases with healthy controls. It is perhaps appropriate to bear
this in mind when considering claims of the utility of cancer biomarkers such
as serum proteomic analytes and acquired mtDNA sequence changes.

3.2
Affinity Reagents for Cancer Biomarker Measurement in Cells

In light of developments in human proteomics, there have been several sur-
prises. First, normal human proteomic variability is poorly defined for serum
and plasma. This holds despite the long history of clinical investigation of
blood specimens for protein changes associated with disease [14]. Second,
the evaluation of affinity reagents (antibodies, affybodies, aptamers, ankyrin-
repeat library probes) used to detect human proteins is almost exclusively
empirical and more often than not, lacks rigorous quantification or universal
standards [36].

The cost and time expended in developing clinically useful antibodies
is significant due to the fact that most, for example monoclonal and poly-
clonal antibodies, require extensive screening before a useful clone is found.
Although such methods as surface plasmon resonance (SPR) and enzyme-
linked immunosorbent assay (ELISA) can be configured in a high-throughput
format to quantify binding properties of antibodies for their target epitopes,
in many cases the epitopes are not well defined. It is also known that each
antibody must be evaluated for its intended purpose independently. The fact
that an affinity reagent can be used successfully in ELISA cannot be simply
extrapolated to other methods such as tissue immunochemistry or western
blotting. Thus, affinity reagent measurement for cancer biomarker detection
would be a productive area for improvement as human proteomics methods
evolve and background data accumulate.

For basic clinical proteomic standards, there are a number of national and
international efforts to address the lack of certificated standard reference ma-
terials for proteomics in international organizations such as the Human Pro-
teome Organization (HUPO) [37] and for US national proteomics needs [15].

Developments in production of affinity reagents and various fluores-
cence detection methods that preserve tissue architecture include antigen re-
trieval [38], various dye–antibody or secondary antibody combinations, and
slide processing systems for high-throughput preparation of tissue sections.
Although dating from three decades ago [39], coupled with high-throughput
laser scanning microscopy [19], immunohistochemistry (IHC) and related
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technologies offer the potential for unparalleled throughput, precision and
reproducibility for medical testing based on IHC when coupled with quanti-
tative fluorescence detection.

3.3
Developments in Optical Imaging and Probes:
Resolution and Quantification for Clinical Applications

In parallel with genetic and proteomic bioinformatics, physical resources
and technologies, optical microscopy technology has also evolved recently in
significant ways. Three-dimensional capture of fluorescence information is
effected by confocal microscopy [40], and by deconvolution of z-plane stacks
of images [41] (Fig. 2).

The resolution of optical imaging of fluorescent images is limited, as de-
fined by the Abbe equation, and is roughly one-half the wavelength of excita-
tion illumination [42]. Even the once-insurmountable Abbe limit has receded
to advances in optical microscopy by a factor of 4 or more by 4Pi microscopy
recently [42–44]. In some systems utilizing specialized fluorescent protein flu-
orophores and timed laser illumination regimens, optical resolution may ap-
proach the nanoscale [45]. While these are emerging research applications, they
clearly demonstrate the prospect for and technical feasibility of high-resolution
fluorescence imaging for clinical assays resulting from these and future break-
throughs in optical imaging for biological and biomedical applications.

The practicing clinical pathology laboratory or small point-of-care (POC)
application currently relies on deposition of a color in histochemical and
cytochemical assays rather than quantitative fluorescence microscopy. These
imaging modalities are more qualitative than quantitative, and in some appli-
cations this is adequate data for medical histopathology. Recent efforts have
gone toward improving the interobserver variability inherent in these rela-
tively subjective assessments in conventional histopathology. The advent of
human molecular genetics, the human genome databases and biotechnology
have generated many measurement modalities, the bioinformatic infrastruc-
ture and supporting high-dimensional databases to expedite significantly
more quantitative analyses in the medical pathology laboratory. It remains to
be seen how much value the application of high specificity, quantitative mol-
ecular detection reagents (DNA probes and antibodies, primarily) will bring
to clinical pathology, and if the extra cost will be justified by the improved
quality, specificity and clinical relevance of such data.

3.4
Sources of Physical Standards: Cell Lines, Faux Tissues and Constructs

Classically, reference standards for mutation detection with optical methods
such as bright field and fluorescence microscopy have depended on well-
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characterized mutant cell lines [46], and more recently isolated DNA from cell
lines or patients bearing the mutations of interest. As cloning and the capacity
to synthesize in vitro virtually any nucleic acid sequence variant have pene-
trated the medical standards and diagnostic community, sequence mutation
standards of various types have appeared [47, 48].

In clinical oncology, there has been a continuing discussion for at least
a decade of the best practice to institute standards for tumor tissue analy-
sis with respect to specific, defined molecular analytes [49]. As HER2 was
in the vanguard of molecular diagnostics and therapeutics for breast cancer,
it has been among the first analytes for which fixed-cell reference standards
have been available [49]. Despite this, much of the analysis of HER2 in FDA-
approved tests remains qualitative. In addition to a good fixed-cell standard
based on cell lines developed in Europe [50], alternative standard materials
have been explored [51–53]. A summary of HER2 testing standards by the
College of American Pathologists [49] has appeared recently. A National Insti-
tute of Standards and Technology (NIST) Workshop on HER2 testing [54] has
resulted in much of the imaging technology development work at NIST with
the intent to incorporate these data into a national HER2 testing standard.

Tumors in three dimensions are often not well modeled by cell cultures
growing flat in a culture flask, due to differences in penetration of neutral-
buffered formalin fixative between thin layers of cells and solid blocks of
tissue. Some laboratories rely on bona fide tumor sections as internal phys-
ical standards. The fact that such materials are nonrenewable compromises
their large-scale use. There have been some interesting technology develop-
ments in which multiple cell lines (normal and tumor) are cocultivated in
a matrix that encourages the formation of “histoids” or reproducible aggre-
gations of tumor and normal infiltrating cells [51]. This offers the prospect
for regeneration of well-defined artificial tumors or standard “faux tissues”,
that mimic and parallel conditions in which clinical tumors are fixed and sec-
tioned, which might be a good candidate for fixed-cell tumor standards if the
conditions for histoid generation technology can be defined and replicated.

The development of high-throughput formats for analyzing tumor tissues
has contributed in the research arena. Tissue microarrays are a means for
massive parallel analyses, although this is primarily a research method, not
a clinical testing modality at present. Whether tissue and expression arrays
become established as a standard of care for diagnostic testing, remains to be
seen.

3.5
Semiconductor Nanocrystals as Fluorophores:
Development, Applications and Areas of Work

A significant component of highly specific optical detection at the level of the
cell is the quality, reliability and features of molecular biological probes. For
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nucleic acid analysis, cloning methods and federally supported generation
of bacterial artificial chromosome (BAC) libraries and mapped large-insert
clones [55] have been a resource without which many new discoveries and re-
sulting validated clinical tests based on nucleic acid hybridization would not
have been possible. In addition, the decreasing cost and availability of custom
oligonucleotide synthesis have made probe design easier. Since the analytical
validation of a nucleic acid sequence is relatively straightforward and pre-
cise, such BAC and related synthetic oligonucleotide probes allow definition
of assay performance.

Unlike nucleic-acid-based probes, affinity probes (affybodies, antibodies,
ankyrin-repeat library probes, aptamers) are more problematic. A case in
point involves a widely studied cancer biomarker, the reverse transcriptase
termed telomerase. In normal cells of limited life span, each cell division is
accompanied by erosion of chromosome ends [56]. In malignant cells, telom-
erase activity may often be reactivated to restore eroded chromosome ends,
and contributes to the uncontrolled cell proliferation common in cancer.

This potentially important cancer biomarker has been widely studied as
a promising early cancer biomarker in bodily fluids as well as in various tu-
mor types with mixed results. Its clinical significance remains moot. Many
clinical studies have utilized a commercially available murine antibody for
human telomerase. Very recently, this antibody was shown to detect the pro-
tein nucleolin [57] rather than telomerase. Nucleolin shares some of its spatial
and temporal expression features in cells. As such, the conclusions of prior
clinical studies that relied on this antibody may warrant reevaluation.

This experience underscores the need for universal standards for char-
acterization of the properties (specificity, definition of epitopes) of affinity
reagents. Recent NCI [36] and NIST [58] workshops address these issues.

Although fluorescence has become an important issue in quantitative
histopathology when antibodies [59] or DNA probes are used, in general the
clinical community does not depend on rigorously standardized light sources
for fluorescence analysis of cytogenetics preparations. The flow cytometry
community was in the vanguard in promoting standards for fluorescence in
fluorescence-activated cell sorting (FACS) systems [60].

With the advent of the biological application of CdSe/ZnS quantum
dots [61, 62], many laboratories have attempted to implement quantum-
dot probes for clinical FISH and antibody analysis. An early success with
oligonucleotides [63] showed that Y chromosome repeats could be detected in
sperm cells with a 23-mer oligonucleotide conjugated directly to a CdSe/ZnS
quantum-dot fluorophore. More recently, successful FISH detection of single
copy with BACs [5] and multicopy targets with oligonucleotides [64] has been
reported.

Although metaphase cells have been a cytogenetics target for in-situ work,
with the availability of BAC [55] clones that could be tiled in arrays, kary-
otyping can be done in an arrayed chip format. Discussion of standards for
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CGH-like methods is evolving in the diagnostic community along with the
development of nucleic acid standards for high-complexity nucleic acid pop-
ulations for chip hybridizations such as gene expression microarrays.

Although initially suggested as a robust replacement for organic fluoro-
phores in biooptical imaging, semiconductor nanocrystals development and
applications have faced a number of obstacles to widespread application.
However, progress continues in adapting nanocrystals to biological and di-
agnostic, and even therapeutic applications [65]. The problems commercial-
izing this discovery include the difficulty of synthetic chemistry methods.
In this realm, the core shell particles were synthesized initially under haz-
ardous conditions [66]. It took some effort to develop the methods to the
point at which reasonably monodisperse preparations could be created, and
a shell–core structures proved to have better quantum efficiency than cores
alone [67]. Once quantum dots could be made reproducibly, the problem
became one of functionalizing these inorganic core–shell structures with
biomolecules. The layers needed added size to already large particles.

Most recently, quantum dots have become commercially available as strep-
tavidin conjugates or as kits functionalized with carboxyl (–COOH) or amino
(–NH2) surface moieties for linking points to proteins or nucleic acids.

Although the variety of quantum-dot colors and surface chemistries has
rendered these reagents more accessible to research and clinical laboratories,
the size problems remain an issue, as will the fact that the interaction between
quantum dots and living systems is for the most part not well understood, as
is the case for many nanomaterials being introduced into commercial prod-
ucts. For in-vivo applications, the known toxicities of heavy metals such as Cd
and Pb, and the stability parameters of quantum dots containing these elem-
ents, will require more work before such agents can be widely accepted in
applications requiring introduction of such materials into patients.

Another issue confounding the application of nucleic acid probes with
current generation quantum dots is the poorly defined valency of both strep-
tavidin coatings on the fluorophores and the multiple biotin haptens intro-
duced by some nucleic acid reactions. Some recent successes have utilized
biotin or its water-soluble analog biocytin [68] to titrate out the commercially
available multivalent reagents, making stoichiometry more manageable.

One potential way around the problem of the large size of quantum dots
due to many layers of coatings, is the recent demonstration that certain nu-
cleic acid sequences may catalyze quantum-dot formation directly, allowing
the potential for an integrated biomolecule designed into the fluorophore it-
self, with the prospect of obviating the extra layers that increase size [69, 70].

Thus, there remain some issues to address before quantum-dot fluoro-
phores meet the potential many have predicted. That said, this active area
of research and development has owed some of its vigor to the wide inter-
est in exploration of this novel class of materials for quantitative fluorescence
measurement.
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4
Application to Quantitative Medical Histopathology

These studies on biomarker detection in cells by optical fluorescence methods
and nanomaterials fluorophores may have applications beyond the imme-
diate cancer biomarker systems and analytes. Classically, much of medical
histopathology has been taught and applied as a means for a clinical observer
to reach a medical diagnosis based on his training, experience and the visual
appearance of the cells and tissues fixed and stained on glass slides. In many
cases, it has not been possible to objectively identify precisely which features
of the histopathology images contribute to the resulting diagnosis. Much has
been written about the interobserver variability in diagnostic histopathology
and recently, some serious attempts to render image classification more rigor-
ously objective have been made [71].

Beyond light microscopy with histological staining as a “classical” cancer
biomarker imaging technology, in similar laboratory pathology test settings,
clinical assays have also utilized specific antibodies to increase confidence in
histopathological diagnoses. Although many of the methods used are either
semi- or nonquantitative, this clinical practice is clearly moving in a direction
where it may benefit from the wealth of new genomic and proteomic infor-
mation, and quantitative imaging and related technology. It is our bias that
the quantitative and rigorously validated analysis of one or multiple cancer
biomarkers in cells, and the thoughtful design and implementation of meas-
urement standards, has great potential to improve the precision, accuracy and
reproducibility of classical histopathology.

5
Significant Challenges to Implementation of Standards
for Cancer Biomarkers

Assuming the perfect cancer biomarker or, as seems far more likely, panel
of multiple biomarkers are discovered and validated both analytically and
clinically, there remain a number of challenges that should be borne in mind
that may not be obvious to the research scientist.

For example, the difficulty of translating research cancer biomarker pro-
tocols to the clinical environment will remain. Here, perhaps the most sig-
nificant challenge is the development of methods and protocols that address
significant variability in preanalytical processing of clinical specimens. This
means standardizing, or at very least defining with some rigor, the conditions
clinical specimens are exposed to after sampling (ex vivo). Variability in types
and treatment of blood for proteomics, for example, has stymied progress in
evaluation of what are already complex data sets. Tissue samples can also be
subject to a wide range of ex-vivo environmental conditions that are associ-
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ated with changes in levels of cancer biomarkers from their in-vivo state. No
matter how reproducible, quantitative and precise the analytical laboratory
methods, if variability in preanalytical processing remains beyond definition
and standardization, the output data will fail to meet its potential for support-
ing improved clinical decisions by managing physicians.

Related factors that the research scientist may not consider are cost and
value. If an assay is expensive or goes without third-party reimbursement, the
clinical community may not implement or embrace it, no matter how accurate
it may be. On the other hand, if the information gained is accurate and highly
significant, and costly therapeutics are under consideration, a relatively ex-
pensive test may be supported in the clinical community [72]. In any case,
assay formats to emphasize high throughput and cost effectiveness should be
considered.

In the past, analytical and clinical validation have been performed by
the same laboratory that initiates a discovery. This may be scientifically and
technologically justified. However, in cancer biomarker validation, it is also
important to demonstrate that an assay is transportable to nonspecialist lab-
oratories under conditions likely to apply in cancer biomarker screening
centers. If a single laboratory nationwide or worldwide alone is able to run
the test, it may not find wide acceptance in the clinical community. Thus,
independent validation at both the analytical and clinical levels in multicen-
ter trials has been shown to be necessary to fully evaluate cancer biomarker
analysis systems.

There is not adequate space here to address issues in cancer biomarker
study design; recent publications and meeting summaries do cover progress
in this area [73]. Suffice it to say that appropriate study design in evaluating
novel cancer biomarkers is essential to avoid some of the missteps made in
cancer biomarker evaluation in the recent past. Such recent issues and de-
bates [11] have led to a robust dialogue on biomarker study design among the
academic biostatisticians, cancer biomarker and metrology communities, and
in companies developing such cancer biomarkers commercially.

6
Physical Standards for Fluorescent Measurement of Cancer Biomarkers:
Now or Later?

Although in retrospect, standards and control materials seem an obvious ad-
junct that logically should parallel development of cancer biomarker assays,
the interrelationship between assay development and standards may be more
subtle than it appears. Standards are appropriate when a test, technology and
biomarker analyte are well defined (quantitative) and stable, there is estab-
lished need in the clinical community, and there is consensus on the format
of the physical standard.
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In design of generic physical standards for biomedical testing, the stake-
holder community should be universally encouraged to take the opportu-
nity to express needs. Stakeholders may include private, government and
academic scientists and clinicians. It is also important to consider manufac-
turers, patient advocates and even third-party reimbursement agencies, all
of whom have a vested interest in the accuracy of testing based on cancer
biomarkers. It is important to understand how standards development and
production will be supported by identifying who will benefit from more accu-
rate testing. In some cases, validation and standards will make the difference
between tests considered research and therefore nonreimbursable, and tests
considered adequately validated for FDA approval and third-party reimburse-
ment.

Considering that 2–3 years are generally required for background and pro-
duction work for developing, qualifying and properly certifying a physical
standard, timeliness is a major factor in planning. If the technology and needs
are rapidly evolving, the initiating need may change or may not exist by the
time a standard reference material is completed. Whether the need is generic
or specific should also be considered when time and resource constraints
drive prioritization of standards production.

Although there is no crystal ball to reveal the course of future cancer
biomarker work and associated standards needs, there are a number of con-
straints that assist planners in resource allocation. Because of time and cost
constraints in development of physical standards for molecular medical test-
ing, a careful, comprehensive and quantitative needs analysis is most often
appropriate, and may be an essential prerequisite to successful, cost-effective
development of a universal physical standard.

Finally, for the sake of thoroughness, any cancer biomarker standard
should include in its development specific plans for evaluating the impact of
the physical standard on the target community, to evaluate whether the effort
was successful, and whether the standards are being fully utilized.

7
Summary

We have considered issues related to development and implementation
of physical standards in validation of cancer biomarkers, especially those
relating to analysis of cellular- and tissue-level heterogeneity detected by
fluorescence methods. Here, we consider FISH and immunofluorescence in
quantitative histopathology. Whereas much current effort focuses on the
measurement of subtle concentration changes in body fluids (clinical pro-
teomics of serum and plasma, for example), the heterogeneity inherent in
cancer may offer more opportunity for robust measurement methods when
cellular integrity is maintained in the analysis.
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Standards in biomedical molecular diagnostics in such areas as early de-
tection of cancer are driven by needs in the commercial, clinical and academic
sectors. They are also a function of the state of measurement science at the
time, with an emphasis on how truly quantitative the measurement technolo-
gies are, how stable the biological analytes are, and whether the availability
of a properly certificated standard can be expected to expedite a measureable
change for the good in the desired community at the end of the project.

A further requirement is the existence of adequate quantitative data on
what defines the limit of healthy values for biomedical analytes.

The development of biotechnological measurement tools for the quantita-
tive measurement of DNA, RNA and protein, has offered an opportunity for
the research community to define the limits of measurements associated with
healthy individuals. Without these, establishing disease-specific measurement
science is difficult, if not impossible. The development of a universally acces-
sible human genome database and technologies for its inexpensive analysis
will be key in realizing the promise of molecular diagnostics in early cancer
detection through quantitative measures of biomarkers.
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Abstract A short overview on principles and applications of fluorescence measurements
is given, and three methods are described in detail. These methods include total internal
reflection fluorescence (TIRF) microscopy and screening, fluorescence anisotropy as well
as Förster resonance energy transfer (FRET) and total internal reflection energy transfer
(TIRET) microscopy. All these methods have a high potential in biomedical research and
in vitro diagnostics, but also need further optimization and standardization. The present
chapter shows some approaches towards those goals and describes possible applications.

Keywords Fluorescence anisotropy · Fluorescence lifetime · Fluorescence microscopy ·
Fluorescence reader · Förster resonance energy transfer · Total internal reflection
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1
Overview

Fluorescence techniques are very sensitive for analyzing specific molecules,
cells and tissues, and therefore are used increasingly in biomedical diag-
nostics. Fluorescence arises upon absorption of light and is related to an
electronic transition from the first excited singlet state (S1) to the ground
state (S0) of an (organic) molecule. Generally fluence rates or photon fluxes
(“fluorescence intensities”) on one hand and lifetimes of the excited state
(“fluorescence lifetimes”) on the other hand are measured as functions of
spatial coordinates, wavelength or time. Whereas fluorescence intensity is
a measure of the number of excited molecules, fluorescence lifetime corres-
ponds to the reciprocal rate of all (radiative and nonradiative) transitions
originating from the excited state S1, thus characterizing the interaction of
a molecular species with its environment.

Fluorescence may result from intrinsic fluorophores, e.g., cellular pro-
teins [1, 2], coenzymes (like reduced nicotinamide adenine dinucleotide,
NADH [3–5]) or extracellular fibers [6, 7], as well as from numerous dyes that
are used for staining of specific cell sites or organelles [8–10]. The most excit-
ing recent development of fluorescent probes for biological studies has been
the introduction of fluorescent proteins. A green fluorescent protein (GFP) is
naturally produced by the jellyfish Aequorea victoria [11]. After cloning of the
GFP gene, GFP variants with different excitation and emission properties have
been produced. By fusion of genes coding for a specific cellular protein and
a GFP variant, fluorescent protein chimera are created, permitting site-specific
tracking in living cells or even whole organisms [12, 13].

Fluorescence techniques are used for in vitro as well as for in vivo measure-
ments. In the latter case, fluorescence of various organs is commonly excited
via glass fibers and detected endoscopically [14–17], whereas in the former case
fluorescence microscopy or screening techniques are applied. Several advanced
methods, e.g., laser scanning or structured illumination techniques [18, 19],
evanescent field [20, 21] or fluorescence lifetime imaging (FLIM) [22, 23] meas-
urements, have been used in connection with fluorescence microscopes. For
this reason microscopic techniques are in the focus of the present chapter.

2
Methods, Instrumentation and Applications

2.1
Total Internal Reflection Fluorescence (TIRF)

Axial resolution in optical microscopy has been a challenge for more than
20 years. In addition to confocal or multiphoton [24, 25] microscopy, wide
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field techniques using e.g., structured illumination or evanescent waves have
become more and more popular. In TIRF microscopy a light beam propagat-
ing through a medium of refractive index n1 (e.g., glass) meets an interface
with a second medium of refractive index n2 < n1 (e.g., cytoplasm) and is to-
tally reflected at all angles of incidence Θ which are greater than the critical
angle Θc = arcsin(n2/n1). Despite being totally reflected, the incident beam
establishes an evanescent electromagnetic field that penetrates into the sec-
ond medium and decays exponentially with the distance z from the interface.
According to the relation

d =
(
λ/4π

) (
n2

1 sin2 Θ – n2
2

)–1/2
(1)

(with λ corresponding to the wavelength of light), penetration depths d be-
tween about 70 nm and more than 200 nm are attained and used to detect flu-
orophores within or close to the plasma membrane. So far, TIRF microscopy
has been used for measuring the topology of cell–substrate contacts [20, 26],
protein dynamics [27], membrane-proximal ion fluxes [28, 29], endocytosis
or exocytosis [30–32], and membrane-associated photosensitizers [33].

Most TIRF systems presently used (and commercially available) are based
on extreme dark-field illumination by a microscope objective lens of high
numerical aperture AN [34]. A laser beam is focused close to the edge of
the aperture and falls onto the sample under an angle Θ that exceeds the
critical angle ΘC (typical values: Θ = 66–72◦ for ΘC ≈ 65◦). Although this
technique works fairly well in many cases, variation of Θ and therefore of
the penetration depth d of the evanescent wave (Eq. 1) is usually not pos-
sible, such that cell–substrate topologies cannot be measured in detail. On the
other hand, variable-angle TIRF microscopy requires rather complex optical
equipments, so far. This problem has recently been overcome [35] by using
the illumination device depicted in Fig. 1, which replaces a conventional mi-
croscope condenser. In this device, parallel light from a single-mode glass
fiber is deflected on an adjustable mirror and focused by a concave mirror
onto the sample, which is placed in the centre of a hemispherical glass prism.
By imaging a light spot from the adjustable mirror onto the sample, iden-
tical parts of the sample are illuminated under variable angles of incidence
when the mirror is rotated. Therefore, a series of images can be recorded at
variable penetration depth of the evanescent field, and the distance between
a cell and its substrate (e.g., microscope object slide) can be calculated from
these images with nanometer precision [35]. An example is given in Fig. 2,
where the distribution of the photosensitizer protoporphyrin IX (induced
by 5-aminolevulinic acid [36]) in close vicinity to the plasma membrane
of human glioblastoma cells is depicted (Fig. 2a), and where cell–substrate
distances have been calculated from eight images taken at 66◦ ≤ Θ ≤ 73◦
(Fig. 2b). As previously shown [35], fluorescence intensity in TIRF images is
proportional to the penetration depth d of the evanescent field which is about
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Fig. 1 Illumination device for variable angle total internal reflection fluorescence (TIRFM)
microscopy, including an additional light path for transillumination and phase contrast
microscopy

100 times smaller than the sample thickness. This also implies that total inter-
nal reflection(TIR)-induced fluorescence intensities are about 100 times lower
than those of conventional fluorescence images. Conventional charge-coupled
device (CCD) cameras are often not sensitive enough to detect those weak flu-
orescence signals. However, a novel generation of electron-multiplying CCD
(EMCCD) cameras with an internal amplification factor around 1000 is well
suitable to detect TIRF images with little noise [37] such that these images can
be used together with mathematical algorithms for calculation of cell surface
topology.

In addition to variable-angle TIRF microscopy, the illumination device
depicted in Fig. 1 can also be used for transillumination or phase contrast mi-
croscopy (needed e.g., for adjustment of the samples). For this purpose an
additional lens has been placed in front of the hemispherical prism, such that
both lenses together are used for Köhler’s illumination, as well as for imaging
a ring-shaped aperture into the microscope aperture (as needed in phase con-
trast microscopy). Moreover, this kind of TIR illumination can be combined
with any microscope objective lens and is not limited to high-aperture (and
therefore highly magnifying) lenses.

Meanwhile, TIRF microscopy has been optimized for detection of very
small sample volumes [38] and even single molecules [39]. However, only
in a few cases have multiple samples (located e.g., on the surface of wave-
guides) been excited simultaneously by TIR [40, 41]. Therefore, for parallel
TIRF screening of a larger number of samples, a microtiter plate reader sys-
tem has been developed, as depicted in Fig. 3 [42]. This system is based on



Fluorescence Techniques in Biomedical Diagnostics 537

Fig. 2 Fluorescence of 5-aminolevulinic-acid-induced protoporphyrin IX in U373 MG
glioblastoma cells upon total internal reflection (TIR) excitation. a Fluorescence intensity
excited at λ = 391 nm and Θ = 66◦. b Cell-substrate distances (in nanometers) calculated
from variable-angle TIRFM (66◦ ≤ Θ ≤ 73◦). Emission measured at λ ≥ 590 nm; image
size: 105×105 µm each

the splitting of laser excitation into eight individual beams and multiple TIRs
of each beam within the bottom of a microtiter plate (cell substrate), such
that up to 96 individual samples are illuminated simultaneously by an evanes-
cent electromagnetic wave. A specific glass bottom of high transmission and
appropriate thickness (2 mm in order to excite each sample under TIR condi-
tions) was selected and attached to the 96-well cell culture plate by a noncyto-
toxic adhesive. Glass rods of rectangular cross section were optically coupled
to this bottom for TIR illumination. When using this setup, fluorescence aris-
ing from the plasma membrane of living cells was detected simultaneously
from all samples using an integrating CCD camera [high-throughput screen-
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Fig. 3 TIR fluorescence reader using 8× beam splitting and 12-fold TIR of each laser beam
to illuminate 96 samples of a microtiter plate (reproduced from [42] with modifications)

ing (HTS)]. So far, membrane-associated fluorescent proteins and fluorescent
markers have been quantified, and intracellular translocation of fluorescently
tagged protein kinase c has been measured upon activation [42]. If further in-
formation about individual samples is required (e.g., fluorescence lifetime or
polarization data), HTS can be combined with high-content screening (HCS)
if a specific detector is inserted and scanned over the interesting samples of
the microtiter plate. This combination has recently been used to examine the
membrane dynamics of living cells [43].

2.2
Fluorescence Anisotropy

Excitation of samples with polarized light is used to select molecules whose
optical transition dipole moments are parallel to the electrical field vector.
Depolarization of fluorescence is often due to rotational diffusion of these
molecules during the lifetime of their excited state, dependent on the size
and shape of the molecules as well on the viscosity of their environment.
Therefore, fluorescence polarization measurements can be used to examine
viscosities of cells or cell membranes [1].

Commonly, fluorescence intensities are measured parallel (I||) and per-
pendicular (I⊥) to the plane of incidence, and the anisotropy function is
determined according to

r(t) =
[
I||(t) – I⊥(t)

]
/
[
I||(t) + 2I⊥(t)

]
. (2)

If a sample is excited by a short (picosecond) polarized light pulse, r(t) de-
creases exponentially (from the initial value r0) with the rotational diffusion
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time constant tr according to

r(t) = r0 e–t/tr , (3)

where tr is expected to increase with cell viscosity. In some cases, how-
ever (e.g., if long-shaped molecules are embedded parallel to the membrane
lipids), molecular motion is hindered in one direction, and even at longer
times after optical excitation some fluorescence anisotropy (r∞) is main-
tained. In this case, Eq. 3 can be modified according to

r(t) = (r0 – r∞)e–t/tr + r∞ . (4)

Some experimental problems may arise from
1. polarization dependent sensitivities of fluorescence detection
2. photochemical modification (e.g., photobleaching) of the sample during

the measurement
The first problem can be resolved, if two polarizations of incident light are
used, and if for each polarization, fluorescence intensity is measured. If in
a first step for “horizontal” polarization of incident light, fluorescence inten-
sities IHV (vertical) and IHH (horizontal) are detected, a response factor of
the detection system G = IHV/IHH can be determined. When using “vertical”
polarization of incident light and measuring the fluorescence intensities IVV
(vertical) and IVH (horizontal) in a second step, the anisotropy function can
be determined as

r(t) = [IVV(t) – G IVH(t)] / [IVV(t) + 2G IVH(t)] . (5)

Generally G is wavelength dependent, and deviations from G = 1 are most
pronounced when monochromators are used.

The second problem is most pronounced, if the two polarizations are
measured sequentially, such that photochemical modifications mainly affect
the second measurement. This error can be minimized by simultaneous de-
tection of the two polarizations in a two-channel system and by reducing
the power of incident light to a minimum (using a highly sensitive detection
system). In fluorescence imaging, a polarization-sensitive beam splitter and
a dual imaging system may be used such that fluorescence is detected on two
sections of a camera system. An experimental setup for polarization imag-
ing in a fluorescence microscope is depicted in Fig. 4. Samples are excited
either by conventional epi-illumination or by TIR illumination (for selective
measurements of fluorophores located within or close to the plasma mem-
brane). It should be mentioned that for TIR measurements, one polarization
of incident light (generally perpendicular to the plane of incidence) should
be maintained, such that the G factor has to be determined independently
from epi-illumination measurements. Two perpendicularly polarized images
are recorded on an EMCCD camera (DV887DC-BV, ANDOR, Belfast, UK)
using a dual-view optical system (Optical Insights, Tucson, Arizona, USA),
as shown in Fig. 5 for U373 MG human glioblastoma cells incubated with
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Fig. 4 Schematic set up for polarization imaging with a fluorescence microscope
using TIR or epi-illumination and dual-view (simultaneous) detection.EMCCD Electron-
multiplying charge-coupled device. (Reproduced from [46] with modifications)

Fig. 5 Fluorescence images of U373 MG human glioblastoma cells incubated with the
membrane marker laurdan (8 µM, 60 min) upon TIR illumination; polarizations paral-
lel (left) and perpendicular (right) to excitation light (391 nm); emission measured at
λ≥420 nm; image size: 65 µm×130 µm each
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Fig. 6 Time course of fluorescence intensities of U373MG cells incubated with laurdan
parallel and perpendicular to the exciting electrical field vector upon epi-illumination at
T = 16 ◦C; anisotropy function r(t). (Reproduced from [46] with modifications)

the membrane marker 6-dodecanoyl-2-dimethylamino-naphthalene (laur-
dan [44, 45]; 8 µM, 60 min) upon TIR illumination. For time-resolved meas-
urements of fluorescence anisotropy the EMCCD camera has to be replaced
by a high-speed detection system, e.g., an image-intensifying camera sys-
tem with subnanosecond time resolution (Picostar HR 12; LaVision, Göttin-
gen, Germany; time resolution: 200 ps). This camera has also been used for
recording the fluorescence decrease of polarized light and the anisotropy
function r(t) in the nanosecond range, as depicted in Fig. 6. The rotational
diffusion time constant tr (evaluated according to Eq. 4) depended on tem-
perature as well as on the concentration of cholesterol [46]. In particular,
a decrease of tr from 3.2 ns to 2.3 ns in the temperature range between 24 ◦C
and 32 ◦C indicated an increase in membrane fluidity (decrease in viscosity)
and may be correlated with a phase transition from the rigid gel phase to the
more fluid liquid crystalline phase of membrane lipids [44].

2.3
FRET and TIRET Microscopy

One of the most interesting mechanisms used in fluorescence analysis is non-
radiative energy transfer between adjacent molecules in their lowest excited
electronic state. This energy transfer is often due to an interaction of optical
transition dipoles of a donor and an acceptor molecule, which is proportional
to r–6 (with r being the intermolecular distance) and which requires an over-
lap of the emission spectrum of the donor and the absorption spectrum of the
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acceptor according to

kET∼r–6
∫

εA(ν)ID(ν)ν–4 dν (6)

with kET corresponding to the rate of energy transfer, εA(ν) to the molar
extinction coefficient of the acceptor, ID(ν) to the fluence of emitted pho-
tons of the donor and ν to the frequency of radiation. Owing to the spectral
overlap of donor and acceptor frequencies and with reference to Förster who
first described this mechanism [47], the term Förster resonance energy trans-
fer (FRET) is commonly used. Although nonradiative intermolecular energy
transfer is well documented for photosynthetic antenna systems [48, 49], it
has only recently been used as an analytical tool for probing intermolecular
distances below 5–10 nm.

Energy-transfer rates kET can be determined from stationary as well as
from time-resolved fluorescence measurements. In the first case, the photon
fluxes of donor (ID) and acceptor (IA) fluorescence are measured and the ratio

IA/ID = τ0
(
ηA/ηD

)
kET (7)

is calculated, if the quantum yields of acceptor and donor fluorescence (ηA,
ηD) and the fluorescence lifetime of the donor (τ0, without acceptor) are ei-
ther known from the literature or can be determined from additional experi-
ments. Another possibility of calculating kET is time-resolved fluorescence
spectroscopy. If the energy-transfer rate kET is summed up by the rates of ra-
diative (kF) and nonradiative (knr) transitions originating from the excited
state S1 of the donor molecule, the reciprocal fluorescence lifetime of the
donor results in 1/τ = kF + knr + kET in the presence and τ0 = kF + knr in the
absence of an acceptor. Therefore the energy-transfer rate can be calculated
according to

1/τ – 1/τ0 = kET . (8)

Energy-transfer measurements using fluorescent dyes in biological systems
date back to the 1970s [50]. A few years later energy-transfer studies were
performed to measure intermolecular distances in cell membranes [51, 52],
structures of actin filaments [53] or enzymatic binding sites [54]. In addition,
measurements of nonradiative energy transfer from the coenzyme NADH to
the mitochondrial marker rhodamine 123 (R123) proved to be useful for se-
lective detection of the mitochondrial fraction of the coenzyme NADH [5,
55]. Changes of mitochondrial NADH upon inhibition of the respiratory
chain appeared to be more pronounced than changes of total cellular NADH
(measured by autofluorescence). Therefore energy-transfer spectroscopy with
mitochondrial NADH as a donor and R123 as an acceptor may be a sen-
sitive tool for measuring mitochondrial malfunction in various kinds of
diseases [56–59].



Fluorescence Techniques in Biomedical Diagnostics 543

More recently, mutants of GFP fused with specific cellular proteins were
found to be rather ideal species for numerous FRET applications. A direct
interaction between the two proteins Bcl-2 and Bax, which are supposed to
regulate apoptosis, was proven within individual mitochondria using GFP–
Bax and blue fluorescent protein (BFP)–Bcl-2 fusion proteins coexpressed
within the same cell [60]. In addition, it was shown that specific amino acid
sequences located between BFP and GFP were cleaved by caspase enzymes
upon induction of apoptosis: nonradiative energy transfer BFP → GFP dis-
appeared, thus allowing activation of specific caspases to be monitored in
vitro and in vivo [61]. Since different GFP mutants can be localized on vari-
ous sites of a protein, conformational changes of proteins (e.g., of calmodulin
upon binding of calcium ions) can be measured selectively [62]. This makes
it possible to visualize calcium uptake and distribution in single cells. Fur-
ther applications of FRET were dedicated to the detection and visualization
of GFP-tagged receptors in cells which were focally stimulated by the epi-
dermal growth factor (EGF). Following focal stimulation, energy transfer
from GFP to a fluorescent acceptor was measured and visualized, thus prov-
ing a rapid and extensive propagation of receptor phosphorylation over the
plasma membrane [63]. Similarly, receptor dephosphorylation on the surface
of the endoplasmic reticulum was described [64].

Recent FRET technologies include photoquenching FRET [65] and homo-
FRET [66]. In the first case, fluorescence increase of a donor upon photo-
quenching of an acceptor is evaluated, whereas in the second case—using the
same molecular species as a donor and as an acceptor—fluorescence polar-
ization may be sensitive to nonradiative energy transfer. In particular, rota-
tional diffusion time changed upon dimerization of GFP-tagged proteins [66].
For probing molecular interactions in close proximity to the plasma mem-
brane, TIRF microscopy and FRET have recently been combined. Total in-
ternal reflection energy transfer (TIRET) microscopy proved to be an appro-
priate method to study focal adhesions and their associated proteins focal
adhesion kinase (FAK) and Paxillin (Pax), which play major roles with re-
spect to cell migration, growth, and survival [67]. As depicted in Fig. 7, TIRF
microscopy is necessary to select protein fluorescence in focal adhesions (a)
and to exclude overlapping fluorescence from inner parts of the cells (b). For
evaluation of energy-transfer rates from enhanced cyan fluorescent protein
(ECFP)–FAK to Pax-enhanced yellow fluorescent (EYFP) fusion proteins, ei-
ther fluorescence spectra (Fig. 8) or fluorescence decay kinetics (Fig. 9) can be
used. In the first case, the overlapping spectra with maxima around 480 nm
(ECFP) and 530 nm (EYFP) have to be deconvoluted, and ECFP as well as
EYFP fluorescence intensities (photon fluxes) determined, whereas in the
second case, shortening of fluorescence lifetime of the donor (ECFP) must
be evaluated. Further applications of TIRET microscopy include studies of
the structural arrangement of potassium channels in the plasma membrane
with very little superposition by background fluorescence from inner parts
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Fig. 7 Fluorescence of HeLa cells transfected with a vector encoding for a paxillin (Pax)–
enhanced yellow fluorescent protein (EYFP) fusion protein upon TIR illumination (a) and
epi-illumination (b). Excitation wavelength, 470 nm; detection range, λ ≥ 530 m; image
size, 210×210 µm each

Fig. 8 Fluorescence spectra of a single HeLa cell after transfection with a vector en-
coding for the enhanced cyan-fluorescent protein (ECFP)–focal adhesion kinase (FAK)
fusion protein (lower curve) or after cotransfection with vectors encoding for ECFP–FAK
and Pax–EYFP fusion proteins (upper curve) using TIR excitation. Excitation wavelength,
391 nm; detection range, 420–590 nm. (Reproduced from [68] with modifications)
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Fig. 9 Fluorescence decay kinetics of single HeLa cells upon transfection with a vec-
tor encoding for ECFP–FAK (upper curve) or after cotransfection with vectors encoding
for ECFP–FAK and Pax–EYFP fusion proteins (lower curve) using TIR excitation with
picosecond laser pulses. Excitation wavelength, 391 nm; detection range, 476±20 nm. (Re-
produced from [68] with modifications)

of the cell [68, 69]. Single-pair measurements between donor and acceptor
molecules prove the high sensitivity of the TIRET method [70].

3
Conclusions

The potential of three methods of fluorescence diagnostics has been demon-
strated, and numerous applications have been summarized. Suggestions to
improve TIRF and polarization microscopy have been given. In particular,
technical solutions for variable-angle TIRF microscopy and TIRF screening
were described. In polarization microscopy, the problems of polarization-
dependent sensitivities and photochemical modifications of the sample dur-
ing measurements were discussed, and technical solutions were shown. It
should be mentioned that in addition to polarization measurements fur-
ther methods, e.g., measurement of spectral shifts [45, 71] or fluorescence
recovery after photobleaching (FRAP) [72] can be used to evaluate mem-
brane dynamics. FRET and TIRET microscopy proved to be valuable methods
to probe intracellular distances in cellular diagnostics. Two methods were
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described to calculate energy-transfer rates. However, for stationary fluores-
cence measurements, additional data, i.e., fluorescence quantum yields as
well as the fluorescence lifetime of the donor, are needed, and overlapping
emission spectra of donor and acceptor must be deconvoluted. In fluores-
cence lifetime measurements, shortening of the donor lifetime is a measure
of energy transfer. However, different donor–acceptor distances may result in
different lifetimes, and donor–acceptor interactions may be determined from
a lifetime distribution rather than from an individual fluorescence lifetime.
In addition, evaluation is getting complicated, if a donor species has more
than one inherent lifetime, which is the case, e.g., for ECFP [67]. However,
these present restrictions will not reduce the high potential of energy-transfer
measurements in cellular diagnostics.

Acknowledgements This chapter includes results of current research projects funded by
the Bundesministerium für Bildung und Forschung (BMBF; grant no. 17 01B 04), the Min-
isterium für Wissenschaft, Forschung und Kunst Baden-Württemberg and Landesstiftung
Baden-Württemberg GmbH. The author thanks M. Wagner and H.-P. Lassalle for their
cooperation in preparing this manuscript.

References

1. Lakowicz JR (1999) Principles of fluorescence spectroscopy. Plenum Press, New York
2. Beechem JM, Brand L (1985) Rev Biochem 54:43
3. Aubin JE (1979) J Histochem Cytochem 27:36
4. Obi-Tabot ET, Hanrahan LM, Cachecho R, Berr ER, Hopkins SR, Chan JCK,

Shapiro JM, LaMorte WW (1993) J Surg Res 55:575
5. Gschwend MH, Rüdel R, Strauss WSL, Sailer R, Brinkmeier H, Schneckenburger H

(2001) Cell Mol Biol 47:OL95
6. Andersson-Engels S, Johansson J, Svanberg K, Svanberg S (1991) Photochem Photo-

biol 53:807
7. Fujimori E (1989) Biochim Biophys Acta 998:105
8. Johnson I (1988) Histochem J 30:123
9. Mullins JM (1999) Methods Mol Biol 115:97

10. Zorov DB, Kobrinsky E, Juhaszova M, Scollott SJ (2004) Circ Res 95:239
11. Cody CW, Prasher DC, Westler WM, Prendergast FG, Ward WW (1993) Biochem

32:1212
12. Rizzuto R, Brini M, Pizzo P, Murgia M, Pozzan T (1995) Curr Biol 5:635
13. Ikawa M, Yamada S, Nakanishi T, Okabe M (1999) Curr Top Dev Biol 44:1
14. Stepp H, Sroka R, Baumgartner R (1998) Endoscopy 30:379
15. Bird D, Gu M (2003) Opt Lett 28:1552
16. Zeng H, Petek M, Zorman MT, McWilliams A, Palcic B, Lam S (2004) Opt Lett 29:587
17. D’Hallewin MA, El Khatib S, Leroux A, Bezdetnaya L, Guillemin F (2005) J Urol

174:736
18. Neil MAA, Juskaitsi R, Wilson T (1997) Opt Lett 22:1905
19. Gustavsson MG (2005) Proc Nat Acad Sci USA 102:13081
20. Axelrod D, Thompson NL, Burghardt TP (1983) J Microsc 129:1
21. Schneckenburger H (2005) Curr Opin Biotechnol 16:13



Fluorescence Techniques in Biomedical Diagnostics 547

22. Bastiaens PI, Squire A (1999) Trends Cell Biol 9:48
23. Elson D, Requejo-Isidro J, Munro I, Reavell F, Siegel J, Suhling K, Tadrous P, Ben-

ninger R, Lanigan P, McGinty J, Talbot C, Bebhinn T, Webb S, Sandison A, Wallace A,
Davis D, Lever J, Neil M, Philipps D, Stamp G, French PM (2004) Photochem Photo-
biol 3:795

24. Denk W, Strickler JH, Webb WW (1990) Science 248:73
25. König K (2000) J Microsc 200:83
26. Truskey GA, Burmeister JS, Grapa E, Reichert WM (1992) J Cell Sci 193:491
27. Sund SE, Axelrod D (2000) Biophys J 79:1655
28. Omann GM, Axelrod D (1996) Biophys J 71:2885
29. Demuro A, Parker I (2004) Biophys J 86:3250
30. Betz WJ, Mao F, Smith CB (1996) Curr Opin Neurobiol 6:356
31. Oheim M, Loerke D, Stühmer W, Chow RH (1998) Eur J Biophys 27:83
32. Beaumont V (2003) Biochem Soc Trans 31:819
33. Sailer R, Strauss WSL, Emmert H, Stock K, Steiner R, Schneckenburger H (2000)

Photochem Photobiol 71:460
34. Axelrod D (2001) J Biomed Opt 6:6
35. Stock K, Sailer R, Strauss WSL, Lyttek M, Steiner R, Schneckenburger H (2003) J Mi-

crosc 211:19
36. Malik Z, Lugaci H (1987) Br J Cancer 56:589
37. Coates CG, Denvir DJ, McHale NG, Thornbury KG, Hollywood MA (2003) Proc SPIE

5139:56
38. Ruckstuhl T, Seeger S (2004) Opt Lett 29:569
39. Sako Y, Uyemura Z (2002) Cell Struct Funct 27:357
40. Obremski RJ, Silzel JW (2000) US Patent 6 110 749
41. Brandenburg A (2001) Tech Messen 68:513
42. Bruns T, Strauss WSL, Sailer R, Wagner M, Schneckenburger H (2006) J Biomed Opt

11:34011
43. Bruns T, Strauss WSL, Schneckenburger H (2006) Proc SPIE 6191:61910V
44. Parasassi T, de Stasio G, d’Ubaldo A, Gratton E (1990) Biophys J 57:1179
45. Parasassi T, Krasnowska EK, Bagatolli L, Gratton E (1998) J Fluoresc 4:365
46. Wagner M, Weber P, Schneckenburger H (2006) Proc SPIE 6191:619109
47. Förster T (1960) Z Elektrochem 64:157
48. Holzwarth AR, Wendler J, Haehnel W (1985) Biochim Biophys Acta 807:155
49. Berens SJ, Scheele J, Butler WL, Magde D (1985) Photochem Photobiol 42:51
50. Stryer L (1978) Ann Rev Biochem 47:819
51. Uster PS, Pagano RE (1986) J Cell Biol 103:1221
52. Szöllösi J, Damjanovich S, Mulhern SA, Tron L (1987) Prog Biophys Mol Biol 49:65
53. Taylor DL, Reidler J, Spudich A, Stryer L (1981) J Cell Biol 89:65
54. Squier TC, Bigelow DJ, deAncos JG, Inesi G (1987) J Biol Chem 89:362
55. Schneckenburger H, Gschwend MH, Strauss WSL, Sailer R, Kron M, Steeb U,

Steiner R (1997) Photochem Photobiol 66:33
56. DiMauro S, Bonilla E, Zeviani M, Nakagawa M, DeVivo DC (1985) 17:521
57. Wallace DC (1992) Annu Rev Biochem 61:1175
58. Luft R (1994) Proc Nat Acad Sci USA 91:8731
59. Schapira AHV (1994) Mov Disord 9:125
60. Mahajan NP, Linder K, Berry G, Gordon GW, Heim R, Herman B (1998) Nat Biotech-

nol 16:547
61. Mahajan NP, Harrison-Shostak DC, Michaux J, Herman B (1999) Chem Biol 6:401
62. Brasselet S, Peterman EJG, Miyawaki A, Moerner WE (2000) J Phys Chem B 104:3676



548 H. Schneckenburger

63. Verveer PJ, Wouters FS, Reynolds AR Bastiaens PI (2000) Science 290:1567
64. Haj FG, Verveer PJ, Squire A, Neel BG, Bastiaens PI (2002) Science 295:1708
65. Demarco IA, Periasamy A, Booker CF, Day RN (2006) Nat Methods 3:519
66. Gautier I, Tramier M, Durieux C, Coppey J, Pansu RB, Nicolas J-C, Kemnitz K,

Coppey-Moisan M (2001) Biophys J 80:3000
67. Angres B, Steuer H, Wagner M, Weber P, Schneckenburger H (2006) Proc SPIE

6191:61910A
68. Riven I, Kalmanzon E, Segev L, Reuveny E (2003) Neuron 38:225
69. Sonnleitner A, Mannuzzu LM, Terakawa S, Isacoff EY (2002) Proc Nat Acad Sci USA

99:12759
70. Suzuki Y, Tani T, Sutoh K, Kamimura S (2002) FEBS Lett 512:235
71. Schneckenburger H, Wagner M, Kretzschmar M, Strauss WSL, Sailer R (2004) Pho-

tochem Photobiol Sci 3:817
72. Meyvis TK, De Smedt SC, Van Oostveldt P, Demeester J (1999) Pharm Res 16:1153



Springer Ser Fluoresc (2008) 6: 549–560
DOI 10.1007/4243_2008_052
© Springer-Verlag Berlin Heidelberg
Published online: 14 May 2008

In-vivo Fluorescence Imaging: Applications,
Future Trends & Approaches to Standardization

Vasilis Ntziachristos (�) · Damon Hyde

Center for Molecular Imaging Research,
Massachusetts General Hospital and Harvard Medical School, Building 149,
13th Street 5406, Charlestown, MA 02129-2060, USA
vasilis@helix.mgh.harvard.edu

1 Main Text . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 549

2 Diffuse Fluorescence Tomography . . . . . . . . . . . . . . . . . . . . . . . 551

3 Relation of Inversion and Standardization . . . . . . . . . . . . . . . . . . 553

4 Current Diffusive Fluorescent Standards . . . . . . . . . . . . . . . . . . . 556

5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 559

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 559

Abstract Standards are important for calibration procedures in fluorescence imaging and
overall for enabling accurate quantification. However, due to the strong nonlinear depen-
dence of the fluorescence signal on tissue scattering, tissue absorption and activity depth,
the construction of standards becomes challenging. So far, most fluorescent standards
for diffusive imaging have been based on laboratory solutions that mix scattering, ab-
sorbing and fluorescence materials to construct substances of known and stable optical
properties. Herein we review the most common characteristics of diffusive imaging and
outline strategies to produce materials that can serve as standards in whole body imaging
applications.

Keywords Diffusion imaging · Fluorescence · Fluorescence imaging · Scattering ·
Tissue optical properties

1
Main Text

Fluorescence imaging has emerged as an important modality for in-vivo
observations of molecular function from whole animals and entire tissues.
This can be primarily achieved by using appropriately engineered fluor-
escent molecules with the ability to target different cellular markers in-
vivo. Because of the low absorption of light by tissue in the near-infrared,
light can penetrate for several millimeters to centimeters in tissues and,
if of appropriate wavelength, excite various fluorochromes present. These
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fluorochromes could be intrinsically expressed fluorescent proteins or ex-
ogenously administered fluorescent probes that mark different cellular and
subcellular processes. The increasing knowledge of molecular pathways as-
sociated with normal function and disease, and the improving ability to
develop adept molecules with optimal biodistribution and specificity direct
by consequence the need for fluorescence imaging to capture and quantify
fluorescence from tissues. The major difficulties associated with in-vivo flu-
orescence imaging are the high tissue scattering and variation of optical
properties. As a result, there is strong nonlinear dependence of photon inten-
sity on both the depth of the activity recorded and the optical properties of
tissue.

Approximations to the radiative transfer equation have been used for
predicting photon propagation in tissues. One of these approximations de-
scribes photon propagation as a diffusive process, modeled by the diffusion
equation [1]. This modeling approach gives an accurate description of gen-
eral propagation characteristics when the observations are performed some
millimeters away from the photon source. Fluorescence imaging therefore
becomes quantitative when such a model is used in the formation of im-
ages. This is especially true for macroscopic fluorescence observations where
signals may propagate deeper than a few millimeters. The most common ap-
proach therefore combines solutions to the diffusion equation with measure-
ments obtained at different projections through tissue to obtain tomographic
images through tissues. These approaches typically offer three-dimensional
imaging capability, limited sensitivity to the variation of optical properties
and improved resolution compared to photographic, single projection imag-
ing approaches.

Since image formation, in its more accurate form, involves a model-based
inversion technique, the imaging accuracy depends on several experimen-
tal and theoretical parameters. Therefore, the problem of standardization
in fluorescence imaging of tissues goes beyond the determination of stable
fluorescent substances, described elsewhere in this book. Instead, standards
with determined and stable absorption and scattering characteristics, in add-
ition to fluorescent characteristics become important for comparing imaging
methods or for calibrating systems and measurements. Furthermore, the
availability of phantoms with different optical properties is crucial in dif-
fusion imaging as it is necessary to examine the relative performance of imag-
ing methods that account for the effects of spatially changing absorption and
scattering on the fluorescence intensity signal and retrieve true fluorescence
concentrations or fluorochrome amounts. Therefore, although fluorescence
standards in this case naturally require highly environmentally stable fluo-
rochromes, they further necessitate the use of fluorescent diffusive material
of varying optical properties and sizes. This is in contrast to more traditional
biomedical instrumentation that assumes a linear imaging response as for ex-
ample in regard to the measurement of fluorochromes distributed in a clear



Fluorescence Imaging Standards 551

fluid as in photo-spectrometers, common plate readers or other types of in-
vitro or monolayer cellular assays.

Diffusion fluorescence imaging is a new field of imaging sciences and it
offers many different optical system and inversion algorithm implementa-
tions. Widely accepted standards would be important in this developing field
in order to offer reference schemes by which to compare different optical
methods and systems; however no such commonly accepted standards are
established yet. Herein we explain in more detail the specifics of forming op-
tical images from diffusive media, in order to outline the key challenges that
come with identifying standards for diffusive imaging of tissues. This work
also summarizes the more common approaches currently used for testing and
comparing the performance of various systems and methods.

2
Diffuse Fluorescence Tomography

The techniques involved in imaging fluorescence at depths beyond those
reached by microscopy make use of photons that have scattered multiple
times and exhibit a diffusive behavior. Photon propagation in tissues is com-
monly modeled by the diffusion equation which can be expressed as [1]:

∇ · [Dx(r)∇Φx(r, ω)] –
[
µa(r) +

iω
c

]
Φx(r, ω) =– S(r, ω)

Dx(r) =
1

3µs + (1 – ρ)µa
.

(1)

Here, µa and µs are the spatially varying absorption and scattering param-
eters, Φx(r, ω) is the photon density at a point r, S(r, ω) is the source term
with an intensity modulated at a frequency ω. For constant intensity light
ω = 0. The constants ρ and c are, respectively, the mean cosine of the scatter-
ing angle of the various cellular structures, and the speed of light within the
medium. A simple solution to this equation, in the absence of boundaries, can
be derived in the form of a Green’s function:

g(r, rs) ∼ exp(– ik |r – rs|)
|r – rs| , (2)

which represents the attenuation of the light detected (photon density) at
a point r due to a point source at a location rs. k is a factor (wave number)
that depends on the tissue optical properties and photon wave frequency and

can be computed as k =
√

–µa
D + iω

cD . It is readily apparent from this equa-
tion that the photon density is nonlinearly related to the distance from the
source as well as the optical properties of the tissue. Equation 2 is written
for a homogenous unbounded diffusive medium, but even in this general
form, it describes well the generic dependence of the signals measured to
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the underlying medium. For tissue imaging, solutions are reached that im-
plement boundaries. By use of the Kirchoff approximation for example, the
Green’s function in the presence of an arbitrary surface tissue–air boundary S
can be written as [2, 3]:

G(r, rs) = g(r, rs) –
1

4π

∫
S

[
∂g(rb, r)

∂n′ +
1

CndD
g(rb, r)

]
Φ(rb, rs)drb (3)

with the integral being taken over the surface S, and n′ being the normal
at each point on that surface. This method is related to the tangent plane
method from physical optics, and accounts for the effect of the boundaries
by introducing a correction factor to the previous equation for the infinite
space solution. Note that the right hand side of this equation utilizes the pho-
ton density at the surface of the medium Φ(rb, rs), due to the source at rs. In
practice, these values are either directly measured or theoretically calculated.

Equations 2 and 3 describe the propagation of light between two points,
typically one acting as a source (for example incident light or a fluorescent
point) and the other as a detector. For tomography, we are interested in the
total signal received due to a fluorochrome distribution [4]

Of(r′, ω) ∼ γε
[
F(r′)

]
1 – iωτ

, (4)

where F(r′) is the density of fluorochrome molecules at the location r′ in the
volume of interest, ω is the modulation frequency of the source, τ is the flu-
orochrome lifetime, and γ and ε are the quantum efficiency and absorption
cross section of the fluorochrome, respectively. In this case, the total fluores-
cence signal received from a detector at rd due to a light source incident at rs
is [4]

U(rs, rd) =
∫
V

G(r′, rd)Of(r′, ω)Φ(rs, r′)dr′ . (5)

This equation states that the fluorescence light intensity U(rs, rd) measured
at a point rd due to a point light source located at rs, is an integral function
of the photon density at the excitation wavelength, Φ(rs, r′), and the Green’s
function G(r′, rd) from each fluorochrome at position r′ to the detector at rd.
Then, the goal of diffuse fluorescence tomography is to obtain the unknown
fluorochrome distribution Of(r′, ω) given several boundary measurements
U(rs, rd). While direct inversion of the integral Eq. 5 is mathematically chal-
lenging, a typical solution approximates Of(r′, ω) as piecewise constant, and
replaces the integral above with the summation:

U(rs, rd) =
N∑

i=1

G(ri, rd)Of(ri, ω)Φ(rs, ri)dVi ,
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where ri is the center of the ith voxel, and dVi is the associated volume. This
equation can be rewritten into the matrix form:

Wx = u ,

which relates the collected data u as the product of a vector x containing the
unknown parameters, i.e. the image, via the ‘weight’ matrix W. Each of the
elements of a row in this matrix represents the sensitivity of a single source-
detector to a certain volume element (voxel) in the image. To retrieve the
unknown image this system of equations needs to be inverted. In its simplest
form this operation can be written as:

x̂ = W–1u .

In general however, the matrix W is not square; thus a formal inverse does
not exist. Additionally, the structure of the matrix W is such that the inverse
problem is highly ill-posed. This means that direct inversion of the matrix
W is likely to result in a solution which is very sensitive to noise and cannot
be accurately calculated. Therefore, the goal of numerical inversion methods
is to create an approximation to W–1 which results in a solution that is suf-
ficiently robust to noise in the collected data. Such inversions are generally
obtained through iterative solutions on the forward problem based on data
fitting methods.

3
Relation of Inversion and Standardization

Photons propagating in tissue experience more scattering events the deeper
they propagate. The sensitivity of measurements to deeper seated voxels is
consequently lower and the resolving power is also decreased with depth. Two
objects of the same size and intensity, one located at the center of a diffu-
sive volume and one located at the boundary can be reconstructed to differing
sizes due to the effects of depth-dependent resolution. This is demonstrated
in Fig. 1. The figure shows the reconstructions for two identically sized tubes,
located at different depths (2 mm vs. 12 mm) within a cylindrical diffusive
volume. Simulated data was generated using a solution of the diffusion equa-
tion, which is the same model used for data inversion as well. Even in this
ideal situation, it can clearly be seen that the more superficial tube is resolved
with better resolution than the deeper-seated tube. Correspondingly, the
maximum reconstructed value drops since the same “fluorochrome amount”
is reconstructed over a larger volume for the deeper-seated tube resulting in
a reconstruction “dilution”.

To improve on depth-dependent loss of resolution or quantification, as
seen in Fig. 1, inversion approaches regularly utilize regularization. Achieved
through a wide variety of methods, regularization serves to make the problem
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Fig. 1 Reconstructions of a 1.3 mm diameter fluorescent tube embedded in a 2 cm
diameter diffusive cylinder. The optical properties of the cylinder simulate the optical
properties of the mouse torso (µa = 0.3 cm–1 µ′

s = 10 cm–1). A photograph of the cylinder
is shown in the background of all images. The fluorescent tube was implanted a 2 mm
under the surface and b 10 mm under the surface at the center of the cylinder. The re-
constructions are based on simulated measurements using an analytical solution to the
diffusion equation

less ill-posed by introducing constraints on the solution based on prior know-
ledge of the inversion problem. Depth dependent regularization for example,
makes use of the known fact that there is a depth dependent loss of reso-
lution and has shown improvements in resolution and quantification. For
details on the subject see [5, 6]. Many other regularization algorithms exist,
ranging from general purpose to highly application-specific implementations,
depending on the a-priori knowledge available for inversion.

Another challenge of in-vivo fluorescence imaging is that the optical ab-
sorption and scattering parameters vary across tissue. Therefore, the fluores-
cence intensity recorded varies not only as a function of depth but also as
a function of the optical properties of the tissues that the light propagated
through. An additional goal of tomographic fluorescence methods therefore
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is to utilize strategies that account for optical property variation. So far,
a common method used for in-vivo imaging uses measurements at both the
excitation and emission (fluorescence) wavelengths and reconstructs the ratio
of fluorescence to excitation light collected at each detector. Because both
signals follow a similar mean path through the tissue, especially in transil-
lumination mode, this method, referred to as the normalized Born [7] (or
the Born ratio), helps to eliminate variations in the fluorescence signal owing
to perturbations in the optical coefficients of the media. Additionally, using
the normalized Born method ratio makes the system less sensitive to the-
oretical vs. experimental mismatches. Figure 2 shows a plot of the expected
fluorescence signal from a cylindrical fluorescing object placed in the middle
of a 2 cm diffusing cylinder. The reduced scattering coefficient of the diffu-
sive medium was 10 cm–1 and the absorption coefficient of the medium is
varied from 0.1 cm–1 to 1.2 cm–1. The fluorescent cylinder is 1.3 mm in diam-
eter and 2.5 cm in length and was located in the center of the 2 cm diameter
diffusing cylinder. The measurement was performed with a source and a de-
tector placed on the opposite side on the boundary of the cylinder. In this
case, the traditional Born model shows nearly a 3500-fold change from its

Fig. 2 Expected signal intensity for a fluorescence cylinder of 1.3 mm in diameter, placed
in the middle of a 2 cm diameter diffusing cylinder. The graph shows expected signal
intensity for both Born and normalized Born models, plotted against the absorption coef-
ficient of the diffusing cylinder. Increased absorption leads to a decrease in the expected
signal, but the normalized Born model shows a smaller relative decrease, indicating re-
duced sensitivity to parameter mismatch
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minimum to maximum value, as a function of the optical property used,
whereas the normalized Born exhibits a mere 1.6-fold change over the same
range of absorption coefficient variation. While tissue parameters do not typ-
ically deviate by such absorption coefficient extremes, the graph of Fig. 2
indicates that a mismatch in the assumption of optical parameters used in the
forward model will have significantly lower effect upon the reconstructions
when using the normalized Born model. This generic insensitivity of the nor-
malized Born method is similarly seen for spatially varying changes in optical
properties.

4
Current Diffusive Fluorescent Standards

The previous paragraphs demonstrated the main features of model-based
diffusive tomography and the typical challenges in regard to depth and opti-
cal properties. Spatially dependent regularization schemes and normalization
methods have shown benefits in improving imaging performance. Iterative,
nonlinear algorithms offer an alternative in improving imaging performance
at the expense of significantly higher computational needs [8–10]. Con-
versely, imaging in the absence of model-based inversions, such as planar
(photographic) imaging that has been widely used for fluorescence observa-
tions, offers significantly worse quantification and resolution compared to the
methods discussed above.

In order to examine the performance of, or experimentally calibrate the
various methods examined, it is common to construct phantoms simulating
the mouse optical properties, which further contain known fluorochromes at
predetermined positions. Ideally, diffusive fluorescence standards would be
important for repeating comparisons, however such materials are not gen-
erally available for this purpose. Fluorochromes mixed with polyester resin,
TiO2 spheres and absorbing dye to simulate fluorescence, scattering and ab-
sorption properties common to tissues have been used for this purpose but
the fluorescence yield achieved with this method is significantly lower than
from free-fluorochromes and difficult to characterize [11]. The long-term sta-
bility of such materials is not well studied either. More commonly, fresh solu-
tions of intralipid, mixed with India ink and freshly prepared fluorochromes
at measured concentrations (via a fluorometer or photo-spectrometer) is used
for fluorescent phantoms and calibration measurements. The photostability
of the fluorochromes employed in the construction of these phantoms is an
important parameter in their selection. It should be noted, however, that
photobleaching effects, more common in microscopy, are less important in
diffusive measurements due to the significantly lower light intensities reach-
ing the fluorochromes when embedded in the diffusive medium.
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Characterization of fluorescence phantoms needs to take into account
the coupled dependence of fluorescence intensity emitted from these phan-
toms on the phantom’s optical properties. This dependence was described
by Eq. 5. For this reason a diffusive fluorescent phantom or standard for
diffusive measurements can be best described therefore by the amount of flu-
orochrome present, the corresponding volume it occupies, the fluorochrome’s
quantum yield and the phantoms optical properties.

An example of a solid fluorescent phantom and corresponding reconstruc-
tions is shown in Fig. 3. The phantom is made of polyester resin mixed with
TiO2 spheres and India Ink particles prior to curing and yields an absorption
coefficient of µa = 0.3 cm–1 and reduced scattering coefficient µ′

s = 10 cm–1.
These values in this case represent average optical properties of the mouse
torso. Characterization of optical properties is confirmed using time-resolved
methods [12, 13]. Four open tubes can contain in this case known amounts
of fluorochrome diluted in a scattering fluid, such as a mix of intralipid and
India ink at a concentration that mimics the optical properties of tumors.
The ability of the tomographic method to resolve true fluorescence concen-
trations for varying optical properties can be examined by adding solutions
of different optical properties and fluorochromes. Similar approaches include
phantoms of different sizes and phantoms where the optical properties of the
background are also modified.

Fig. 3 Example of a fluorescent phantom used as standard. a Photograph of a resin tube
of characterized optical properties that contained four openings that can be filled with
varying amounts of fluorochromes mixed in diffusive fluids to better simulate in-vivo
experiments; b a corresponding reconstruction of the phantom using experimental meas-
urements when top and left tubes contain 500 nM of Cy5.5 dye and the bottom and right
tubes contain 250 nM of Cy5.5. More details are reported in [14]
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While fluorescence materials based on resin have not shown good
long-term stability, silicone-based materials containing silicone pigments
and TiO2/India ink, have demonstrated better performance as fluores-
cence standards. When used with hydrophobic fluorochromes suspended
in dichloromethane these materials demonstrated good signal intensity and
long-term stability [15]. Conversely, the use of hydrophilic fluorochromes did
not yield long-term stability and linear characteristics between fluorescence
concentration and signal strength. The stability of fluorescence intensity as
a function of time for resin and silicone base materials can be seen in Fig. 4,
taken from [15]. The stability data from the Cy5.5 fluorochrome (Amersham
Biosciences, Piscataway, NJ; excitation peak 675 nm, emission peak 694 nm)
in resin (Fig. 4a) showed that there was a 70–80% reduction in intensity in the
first 24 h, and then a less rapid but fairly steady degradation after curing with
about a 1–2% decrease in intensity each day. The resin material using the AF
750 dye (Invitrogen, Carlsbad, California, excitation peak 749, emission peak
775) demonstrated a significantly faster decay, shown in Fig. 4b, resulting in
complete quenching of fluorescence activity during the curing process. At the

Fig. 4 The fluorescence strength measured from resin- and silicone-based materials as
a function of time at dye concentrations of 500 and 1000 nM. The samples were imaged
at short intervals (∼2 h) during the curing process, and then periodically thereafter over
a period of two months. More details are reported in [15]
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end of curing only the material’s auto-fluorescence remained. Conversely, the
results from hydrophobic dyes placed within silicone are shown in Fig. 4c,d.
Figure 4c depicts the long-term stability of IR 676 Iodide (Sigma-Aldrich
Chemical Company, Inc, Milwaukee, WI; excitation peak 676 nm, emission
peak 700 nm) within silicone, showing no intensity degradation during or
after the curing process. A similar fluorochrome, the IR 780 (Fig. 4d); (Sigma-
Aldrich Chemical Company, Inc, Milwaukee, WI; excitation peak 780 nm,
emission peak 799 nm) demonstrated 40–45% strength decay during the
curing process but after curing also produced a material with constant long-
term fluorescence intensity. The fluorescence measurements shown in Fig. 4,
used constant wave (cw) laser-diode illumination for fluorochrome excita-
tion, and CCD camera-based detection, operating in transillumination mode.
Laser intensity variations were minimal throughout the measurements but all
measurements were corrected for laser intensity variation.

5
Conclusion

While fluorescence imaging has received significant attention for studying
molecular function in vivo, the development of accurate, quantitative imag-
ing methods has only recently yielded practical solutions for in-vivo imaging.
The development of standards is expected to follow the dissemination of the
technology and the wider propagation of FMT systems and methods in the
biomedical laboratory. FMT presents the double challenge of calibrating both
system (hardware) and algorithmic and software parameters and requires
standards that not only offer long term and environmental stability but can be
further manufactured at different sizes, shapes and absorption and scattering
optical properties. Overall, the development of such materials can facilitate
the accurate comparison of methods and systems and can be widely used
for the calibration of production units and methods. As such, appropriate
fluorescence standards for diffusive imaging need to be developed for accel-
erating the development of robust optical imaging methods.
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