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Preface

In the booming fields of the life and material sciences, advances are taking
place on all fronts and often involve the use of luminescence techniques as
analytical tools and detection methods due to their high sensitivity, intrinsic
selectivity, noninvasive (or at least minimally invasive) character, comparative
ease of use, potential for multiplexing applications, and remote accessibility of
signals. Despite the fact that the measurement of fluorescence—with its birth
marked by the study of Sir Stokes on quinine sulfate in 1852—is not a new
technique and many fluorescence techniques have matured to a state where
quantification is desired, standardization of the broad variety of fluorescence
methods and applications is still in its infancy as compared to other prominent
(bio)analytical methods.

It is still often overlooked that all types of fluorescence measurements
yield signals containing both analyte-specific and instrument-specific contri-
butions. Furthermore, the absorption and fluorescence of most fluorophores is
sensitive to their microenvironment, and this can hamper quantification based
on measurements of relative fluorescence intensities as well as accurate mea-
surements of absolute fluorescence intensities. Hence, the realization of a truly
quantitative measurement is inherently challenging. This situation renders
quality assurance in fluorometry very important, especially with respect to the
increasing complexity of instrumentation, and the blackbox-type of present-
day instruments and software. This may compromise future applications of
fluorescence techniques in strongly regulated areas like medical diagnostics
and clinical chemistry that are within reach.

As a result, there is an ever increasing need for (a) recommendations and
guidelines for the characterization and performance validation of fluorescence
instrumentation and the performance of typical fluorescence measurements,
and (b) for an improved understanding of fluorescence-inherent sources of
error. This is closely linked to the availability of suitable and easily handled
standards that can be operated under routine analytical conditions, are ade-
quately characterized, and meet overall accepted quality criteria.

Within this context, the aim of this book is to provide a unique overview on
the current state of instrumentation and application of a very broad variety of
fluorescence techniques employed in the material and especially in the life sci-
ences thereby highlighting the present state of quality assurance and the need
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for future standards. Methods included span microfluorometric techniques
used for immunoassays, fluorescence microscopic and imaging techniques in-
cluding single molecule spectroscopy, flow cytometry and fluorescence in situ
hybridization to the microarray technology and technologies used in biomedi-
cal diagnosticslike in vivo fluorescence imaging. Method-inherent advantages,
limitations, and sources of uncertainties are addressed, often within the con-
text of typical and upcoming applications. The ultimate goal is to make users
of fluorescence techniques more aware of necessary steps to improve the over-
all reliability and comparability of fluorescence data to encourage the further
broadening of fluorescence applications.

I wish to express my appreciation and special thanks to the individuals who
insisted and encouraged me in the preparation of this book. These include Dr.
K. Hoffmann, Dr. R. Nitschke, Dr. L. Wang, Dr. R. Zucker, and especially Prof.
Dr. O. Wolfbeis for help with the choice of authors and reviewers. And finally,
Jiirgen and Claudia, for their continuous support and encouragement.

Berlin, July 2008 Dr. Ute Resch-Genger
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Abstract Characterization of fluorescence imaging systems from the manufacturer’s view
creates several challenges. What are the key parameters for which characterization is ap-
propriate? How can the standardization procedures developed for use during manufacture
be applied during installation and application? With so many instrument variables, how
can procedures be developed that give precise diagnostic information? These are not sim-
ply questions of “standardized tests”. There are also issues of finding shared confidence in
the tests amongst the different users of the systems. Ideally such tests should also allow
objective comparison of the performance of systems of different design or from different
manufacturers.

This chapter first discusses the factors that affect performance of fluorescence imaging
systems and for which standardization tests are required. In many cases the performance
in one respect is inter-dependent on the performance in another. The need to develop
tests that uncouple these dependencies is discussed.

The chapter then discusses in more detail the particular issue of signal detection sen-
sitivity and the development of standardized tests that are usable and acceptable both
during manufacture and for demonstration of performance during installation and on-
going use of the instrument. It is shown that featureless test samples have significant
advantages. They enable a range of performance tests to be made with a single sample
in a way that is equally accessible to the manufacturer and end user.

Keywords Confocal - Fluorescence - Instrumentation - Laser Scanning - Microscopy -
Multiphoton - Standards
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1
Introduction

Having just sold his thousandth microscope in 1866, Carl Zeiss (1816-1888)
quoted that even the best technical knowledge is insufficient when trying to
reach perfect optical systems by manually trying out and not using calculations
(“Probeln”) [5]. This motivated Zeiss to contact the mathematician and physi-
cist Ernst Abbe (1840-1905), who during the next yearslaid the theoretical basis
for optics design, upon them the wave theory and the Abbe sine condition [6].

From a manufacturer’s point of view Abbe’s achievements enabled one, for
the first time, to measure and control the properties of single optical elem-
ents as well as whole instruments. This can be seen as the first standardization
tools for optical instrumentation.

During the last decade, fluorescence has become the most rapidly expand-
ing analytical technique available, used both in the medical and biological
sciences [1]. A fluorescence microscope image is an enormously rich source
of information. It will commonly reveal the spatial organisation of structural
elements of a cell or organism, such as the nucleus, the cytoskeleton, or the
cell membrane. These structural landmarks may be correlated with other
information such as the distribution and co-localisation of particular pro-
teins as visualised, using fluorescent probes with discrete spectral signatures.
In fluorescence microscopy, modern techniques, such as colocalization using
linear unmixing [10-12], Forster resonance energy transfer (FRET) [13-15],
fluorescence correlation spectroscopy (FCS) [16-18], fluorescence recovery
after photobleaching (FRAP) [19-22], or fluorescence loss in photobleaching
(FLIP) [20, 23] have been established. In case of the study of live material fluo-
rescence probes may be used to provide physiological information regarding
ionic concentration, pH, or membrane potential. A sequence of images may
provide time-course information both on the occurrence of physiological
changes and on changes of cell or organism structures as occurring during
various developmental stages. The observer of these images cannot help but
be enchanted, even bewitched, by such visual delight. Probably no other tech-
nique in biological studies has such a strong aesthetic element.

The richness of fluorescence images as a source of information is both
their strength and weakness. It is unavoidable that the interpretation of such
images will, at first, be qualitative. In order to obtain quantitative information
an intense reduction of the information must occur. One can then ask such
questions as: a) What is the size of a particular structure? b) Are two proteins
acting independently or is their activity correlated? c) What is the time-course
of a particular physiological response?

This complex relationship between qualitative and quantitative content of
fluorescence images also expresses itself in the way that commercial instru-
ments are assessed. On the one hand it is unavoidable that users initially are
strongly influenced by the visual quality of the images presented by the in-
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strument. On the other hand the longer term scientific value of the instrument
depends crucially both on the quality of the visual information and the effec-
tiveness with which it can be reduced for quantitative analysis. This is a very
different “dynamic” from how, for example, a flow cytometer system is as-
sessed. In this case the information produced by the instrument is intrinsically
quantitative. The very first view of the data is a quantitative presentation of
counts per second correlated with intensity in different detection channels. The
strength of flow cytometry is the consistency of measurements. Without this the
technique could not have gained its very wide acceptance as a tool for medical
diagnostics. Indeed the scattergrams so widely used to present flow cytometry
dataactalmost asreal time diagnostics of instrument performance. Any change
in performance from day to day will almost certainly be immediately apparent
and, in any case, a calibrated bead sample can be run at any time to check that
the system is performing within specification [26-31]. The reason for this sim-
plicity is that the data in a flow cytometer are already reduced (in the meaning
described above); thus they are immediately amenable to the normal protocols
for ensuring the system is performing to specification.

If only it were this easy with fluorescence images! The sample preparation
required for fluorescence imaging is itself subject to considerable variabil-
ity between different groups and even from experiment to experiment when
a “standard” protocol is used [7-9]. There are many factors that affect the
apparent sensitivity of a fluorescence imaging system that the manufacturer
must understand and control. These are briefly described in the appendix.
The problem, to put it simply, is that it is not readily possible to establish that
an image delivers the full available information content from the raw data.
This really is a case, at least in comparison with flow cytometry, of more being
less. The increased complexity of a fluorescent image (in terms of the number
of dimensions that can be measured), and the variability of sample prepar-
ation, makes it less easy to assess quantitatively the quality of the image. This
may seem a surprising, or at least somewhat bleak, assessment. But consider
this: In the 20 years or more since introduction of laser scanning confocal mi-
croscopes it has not been feasible, from published data, to assess how these
systems compare (in terms of absolute units associated with measurements).
No one can assert with confidence that instrument A in use in 1990 has better
or worse sensitivity than instrument B operating in 2006. There is, therefore,
a paramount need for standardised test samples and procedures for their use.

2
Standardization — but Which Parameters?

At the heart of any discussion about fluorescence images is the question
of which variables influence the information content of an image. How can
these performance parameters be optimised and how can the performance
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of a manufactured instrument be characterised to ensure that it meets its
required specifications?

In laser scanning microscopy a widely accepted representation of the
kinds of information available is the “eternal” triangle as illustrated in
Fig. 1 [36,37]. The diagram shows the three main kinds of information that
are available, i.e., information relating to signal intensity (photometric sen-
sitivity), information relating to structural detail (spatial resolution), and
information relating to dynamic changes (temporal resolution). More impor-
tantly the diagram shows that these sources of information are interrelated. It
is the interaction of these three factors that influence the contrast of an image.
If resolution of structural detail is of most importance then the speed of
acquisition may need to be relatively slow thereby sacrificing temporal reso-
lution. If, on the other hand, what is important is to follow dynamic changes
such as a physiological response then some loss of resolution may be required
in order to achieve sufficient signal. These are essential tradeoffs in fluores-
cence imaging.

A good illustration of this interrelationship is provided by the example of
Stelzer [34] showing how the cut-off frequency, which determines the limit
of spatial resolution of the microscope is influenced by the signal-to-noise
(S/N) ratio. Figure 2 shows the optical transfer functions for a wide-field and
a confocal fluorescence microscope. Since the signal is lower in confocal mi-
croscopy the transfer function is also lower. Hence, any noise (indicated by
the line in Fig. 2) reduces the contrast of a confocal microscope more dramat-
ically in comparison to a wide-field microscope. This is directly relevant to
practical fluorescence microscopy where signal levels are generally very low.

Speed

= QObservation of

dynamic processes
\ = Live. mobile 3D
structures
H""‘"—-_

Resolution Sensitivity
/ Detection of molecules in Detection
\ = subcellular structures = of weak labels |
\ = cellular domains

= indelicate samples /

e e — -

Fig.1 Eternal triangle showing the interrelationship between important parameters that
influence the image quality
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Fig.2 Optical transfer functions of fluorescent microscopes: The fluorescent signal noise
level determines the resolution and contrast of the measured image (adapted from Stelzer
et al. [34])

In a point scanning confocal microscope the number of detected photons per
pixel of the image commonly ranges from a few 10s to a few 1000s of photons.
The higher figure might apply for a brightly labelled (usually fixed) sample.
The lower figure would apply for a weakly labelled live sample, as might be
prepared using genetic expression of fluorescent proteins. At these levels sta-
tistical variations in the detected signal are relatively large, since for a signal
of average intensity N photons, the standard deviation around this number is
+/N. The effect of this on the available information content can be severe as
illustrated by this example of Stelzer.

Thus even if the system has very high detection efficiency the full reso-
lution may not be achieved in practice due to inability to collect sufficient
signal, i.e., to achieve a good enough signal-to-noise ratio. For this reason the
sensitivity of the system may be evaluated by determining the signal to noise
performance under a given set of imaging conditions.

The interrelationship shown here raises an important question as how best
to characterise system performance. How can one measure performance in
one aspect without conflicting effects from another aspect? The “eternal” tri-
angle gives some encouragement how this can be approached, which is to
develop test procedures that characterize the performance in each respect
separately. In this way measurements can be devised which provide more ob-
jective assessment of that aspect of instrument performance.

At this point it should be emphasised that there are several levels of in-
creasing sophistication in methods of characterising system performance. At
the most straightforward level is day to day characterisation of the perform-
ance of an individual system. At the second level is comparison of instru-
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ments build to the same or a directly comparable specification. At the third
and most difficult level is the comparison of instruments of different manu-
factures built to different specifications. In some cases the instruments being
compared may have very different technological approaches e.g., comparison
of a Nipkow spinning disk confocal system with a fast-raster point scanning
confocal.

3
Overview on Calibration Methods for Confocal Microscopy

Routine characterisation of an individual system is of most relevance to an in-
dividual user or core facility. Once the system is installed and commissioned,
the user needs to maintain confidence that the instrument continues to deliver
consistent performance. Ensuring conformance to specifications for imaging
workstations of the same or very similar design is of most relevance to the
manufacturer who must maintain consistent product performance.

The goal of meaningful comparisons of performance between the per-
formance of instruments built to different specifications or from different
manufacturers is the most difficult to achieve. However, this would certainly
be a requirement if imaging systems were to be used in the clinical arena
for quantitative diagnostic applications. It is also probably true that objective
comparison of systems from different manufacturers would stimulate inno-
vation, even if the comparisons were not always welcomed. In all that follows
these three levels of system characterisation should be kept in mind.

We have already seen that an attempt to characterize resolution when there
is insufficient signal is unsatisfactory. What other approach might be adopted
where one can be assured of a very bright signal? In confocal microscopy
there is an elegant way of addressing this issue which is to use the axial reso-
lution performance as the key characterisation of resolution. Lateral and axial
resolution are interrelated; therefore, axial resolution can be used as a metric
of lateral resolution. Axial resolution also has the advantage that is more sen-
sitive than lateral resolution to optical (especially spherical) aberration [38].
In this way it is possible to specify a simple test sample such as a mirror or
fluorescent “sea”.

For characterisation of sensitivity one similarly should develop a sample
that gives results that are not influenced by resolution. Thus a block of fluor-
escent material would not fully meet this requirement since the fluorescence
signal is sensitive to the axial resolution, which itself depends on the confo-
cality setting in the system, e.g., the size of the confocal aperture. What is
preferable is a sub-resolution sample that can be set up so that the collected
signal is insensitive to the confocal aperture setting. This sample could in
principle be made of fluorescent beads. However there are difficulties in using
such beads for imaging, and in acquiring sufficient signal, or more precisely
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signal from sufficient samples, for accurate analysis. It is also difficult with
such samples to easily monitor the photo-bleaching effect, which can lead to
understatement of the sensitivity. With sub-resolution beads there is the ad-
ditional risk that they drift out of focus during measurement. Larger beads
overcome these problems to a degree but may replace them with uncertain-
ties introduced by spherical aberration and lensing artifacts unless great care
is taken to match the refractive index of the bead material to the lens design.

Probably the popularity of beads as a test sample follows their widespread
use as calibration standards in flow cytometry. There is no doubt that they are
useful for characterising instrument performance as exemplified by the work
of Zucker [3, 4, 25,35]. However, a flow cytometer has very different optical
and signal collection properties in comparison to a microscope. In reality it
analyses cells essentially as structureless particles not dissimilar from beads
and collects signal from the entire volume of the cell (or test) bead, and thus
is not troubled by resolution issues. It is our experience that for characteri-
sation of sensitivity of a fluorescence imaging system there are other samples
that might have advantages over the use of beads.

A different sample which shows promise for characterisation of sensitivity
is an ultra-thin film of fluorescent material which has been used by Wolf [32]
and Brakenhoff [2,33]. The sample comprises a thin fluorescent film spin-
coated onto a glass coverslip. The film thickness is smaller than the optical
section resolution of the system. Thus in making measurements the confo-
cal sectioning can be enlarged so that the collected signal is insensitive to the
precise focus position of the sample. The requirement of developing a sam-
ple for characterising sensitivity free from influence of resolution effects is,
therefore, met.

4
Use of a Thin Fluorescent Film Sample to Determine
the Signal-to-Noise Ratio in a Confocal Microscope

In what follows we present characterisation of sensitivity in a confocal LSM
using a thin fluorescent film sample as described above. We do not claim that
it meets all the requirements of a calibration sample for sensitivity as itemised
in Table 1 but believe it is a step in the right direction. In particular, we believe
it can meet the need for comparisons between systems of the same design
and, with further development, open the way to comparison of systems from
different manufacturers of different design.

Consider a simple question. How can one check that the fluorescence sig-
nal in a CLSM increases linearly with the intensity setting, and determine
over what range of intensity this applies? In the factory this will be done with
the help of a calibrated power meter and access to a software mapping func-
tion. Upon installation the service engineer may want to confirm this. And
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Table 1 Key requirements of a test sample for characterisation of sensitivity in a LSM

Simple to use

Well defined and agreed protocols for appropriate tests

Free of interfering effects due to uncertainty of confocal setting (axial resolution)
Used at instrument settings (laser intensity, spectral filter, photomultiplier gain etc.)
similar to those used normally for biological samples

Long term stability

Suitable both for instrument manufacturer and users of the instrument

Available from independent supplier who can guarantee standardisation

Bleach resistant or well characterised bleach properties

Fluorescence saturation only at illumination intensities higher than for normal
imaging applications

from time to time, the user may wish to check the linearity. The thin film sam-
ple enables this test to be made very simply, with operating conditions similar
to those used in practice, and additionally reveals other valuable information
about the system.

The basic measurement is to mount the sample in the focal plane and set
the imaging to achieve similar conditions of laser intensity, filter selection,
photomultiplier gain etc. to those used in normal imaging. These conditions
can be predetermined by the manufacturer so that they can be quickly re-
called by the software. For a range of illumination intensities a set of images
is then obtained. Note that the sample has been designed so that the image
should be of uniform brightness, apart from statistical fluctuations due to the
low photon signal. In practice there will be some variation of intensity over
the image due to field uniformity effects. However, with a region of interest of
a few thousand pixels in the central field the statistical variation in intensity
will by far exceed any effect due to field non-uniformity.

In the following we discuss measurements that have been done with
a LSM 510 META on an Axiolmager using a Plan-Neofluar 40x/1.3 oil objec-
tive lens (Carl Zeiss Microlmaging GmbH, Germany). The fluorescent thin
layer sample has been provided by Prof. Brakenhoff. The LSM produced an
image from which one can determine both the average analogue signal Sa
and the standard deviation of the signal SD,. Figure 3a shows a typical image
and Fig. 3b the statistics from the selected region of interest (RoI). For most
precise analysis it is best to collect a second image immediately following the
first and to determine the standard deviation from the difference signal at
each pixel (offset to avoid negative value). This substantially reduces errors in
determination of SD due to inhomogeneities in the sample.

What has been discussed so far might seem almost trivial. A featureless
sample has been imaged and the average signal and standard deviation from
a region of interest determined. It is the very simplicity of the measurement
and the featurelessness of the image that make it so valuable for use in per-
formance characterisation, as we now show.
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Fig.3 a Fluorescence image of thin film sample with Region of Interest (RoI), b statistics
showing the Gaussian distribution in the histogram plot of the fluorescent signal. Sample:
homogeneous subresolution layer; Objective lens: Plan-Neofluar 40x/1.3 oil; Frame size:
512x512; Integration time: 1.6 pus; PMT voltage 565 V

Figures 4 and 5 show respectively the analogue signal S5 and the stan-
dard deviation squared SD vs. laser power. Both plots are linear. For the Sy
vs. power plot there is a slight residual signal at zero illumination intensity
which is the analogue offset in the system. If the plot showed a negative off-
set then this would indicate incorrect set up since it would cause low signal
regions of the image to appear black - apparently improving contrast but in
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Fig.4 Analog signal Sy vs. illumination intensity. The illumination intensity has been cal-
ibrated using a Plan-Neofluar 10x/0.3 lens and a powermeter Coherent Fieldmaster. The
analog signal was measured by averaging over 512x512 pixels. Sample: homogeneous
subresolution layer, Objective lens: Plan-Neofluar 40x/1.3 oil; Integration time: 1.6 s;
PMT voltage 565V
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Fig.5 Standard deviation squared SD?% vs. illumination intensity. The illumination inten-
sity has been calibrated using a Plan-Neofluar 10x/0.3 lens and a powermeter Coherent
Fieldmaster. The standard deviation was calculated from a 512x512 image by fitting

a Gaussian distribution in the histogram. Sample: homogeneous subresolution layer, Ob-
jective lens: Plan-Neofluar 40x/1.3 oil; Integration time: 1.6 js; PMT voltage 565 V
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reality misrepresenting the image. For the plot of SD% vs. power there is in
this example, almost negligible residual SDZ at zero laser intensity. This is
a good diagnostic of residual noise in the system due principally to dark cur-
rent from the detector or noise in the amplifier system. Already it can be seen
that these simple measurements provide direct, accessible information about
instrument performance.

The linear relationships of Figs. 4 and 5 are as expected. If they were
not linear this would indicate either a non-linear response of the fluores-
cence probe (e.g., saturation) or a fault with the system. In the case of the
relationship between S, and illumination intensity this is routinely done by
altering illumination intensity via the software interface, which assumes that
the software control is linearised for the actual response of the AOTF or other
intensity control device. If the response is not linearised this will show up
as non-linearity in the Sa vs. intensity plot and would also appear as non-
linearity in the S3 versus intensity plot. A quick check for faults in this set-up
linearisation is to use a reflective sample for the measurement.

Figure 6 shows the plot of Sx versus SD? for measurements made under
the same conditions as for Figs. 4, 5. What further information does this plot
provide about the system? The measurements presented here are for analogue
detection of the signal as is common in LSM imaging systems. However, as
discussed earlier, the fluorescence signal that the photomultiplier detects is
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Fig.6 Analog signal Sa vs. standard deviation squared SD%. The standard deviation
and the analog signal were calculated from a 512x512 image by fitting a Gaussian dis-
tribution in the histogram. Sample: homogeneous subresolution layer, Objective lens:
Plan-Neofluar 40x/1.3 oil; Integration time: 1.6 ps; PMT voltage 565 V
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a stream of photons. One can show that there is a direct relationship between
the analogue signal and standard deviation, as plotted in Fig. 6, and the pho-
ton count signal that is initially detected.

In photon counting the standard deviation (SD},) due to counting statistics
is, to a good approximation, given by the following:

SDp=Sp . (1)

Where Sp, is the detected photon counts.
The photomultiplier and detection electronics amplifies this photon signal
to produce a proportional analogue signal S as follows

Sa = k-SP . (2)
Similarly the analogue standard deviation is given by
SDa = k*-SDy, . €)

Where k* differs from k only if there are additional sources of “statistical”
noise introduced by the detection system such as multiplicative noise in the
Photomultiplier.

From these simple equations one can deduce that

sk k>-S; _ K-S} <k>2
"Op

D%~ K2.SD2 k2§, \k*
or

$i _ o

sp; P

an equivalent photon signal.

What is valuable about this representation of the analogue data is that it
shows a close equivalence between the analogue signal and the underlying
photon count signal from which it derives. Indeed, if an instrument is able
to operate both in photon count and analogue detection mode then the pre-
cise value of the factor kk* can be determined. If there is no multiplicative
noise k* = k and the factor is 1. If multiplicative noise is present then k* > k
and the factor is < 1. This means that the photon count signal deduced from
the analogue signal is less than the true photon count signal. If there are
other sources of intensity dependent noise that are non-statistical - such as
increased noise in the illumination at high intensity - then this would present
itself as a non-linear relationship between S and SD?. Thus with this plot,
as in the previous figures a linear relationship is a key diagnostic of proper
instrument performance.

There is one further point to note from Fig. 6. The slope of the straight line
of S5 vs. SD3 is the parameter required to directly convert the analogue signal
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to its equivalent photon signal as follows
se= S

= .S :C.S ,
P gpy TATTA

where c is the slope of the straight line plot Ss vs. SDA.

The conversion factor c ideally should not depend on the gain of the detec-
tor system. Changing the gain does not alter the number of photons reaching
the photomultiplier. In practice there will be some dependence of the pa-
rameter ¢ on gain, particularly on the photomultiplier gain. At too low gain
the detection efficiency of the photomultiplier may decrease and at high gain
there may be additional noise from the PMT. Both these effects reduce the
signal to noise ratio. At some intermediate PMT gain there should be a max-
imum signal to noise which, if possible, is the operating condition that should
be chosen. Figure 8 shows Sj vs. PMT gain for a PMT. In this case Sj is nearly
constant with PMT gain. Any departure from this on subsequent measure-
ment would indicate a fault in the PMT.

A simple sample of thin film fluorescence is thus able to provide detailed
information about the signal to noise (i.e., standard deviation) of the imaging
system. Many of the key performance aspects of the instrument can be ana-
lyzed quickly, easily and both by the manufacturer, installation and service
engineers and the user. If the sample can be produced reproducibly it offers
the promise of being a simple tool for monitoring system performance over
time.

Another example of the use of the tool is to measure signal and noise for
images acquired with different integration time, either by collecting single
scans with different pixel dwell times or by averaging a number of frames
all taken with the same pixel dwell time. From counting statistics one would
expect that four times the extended collection would give a twofold improve-
ment in signal-to-noise, 16 times collection a fourfold improvement and so
on. Figures 7a and 7b show that this is true over the range studied.

However, beyond a certain integration time, there will be no further im-
provement in signal to noise due to presence of other irreducible sources of
noise such as fluctuations in the laser illumination intensity. The test sample
can be a useful diagnostic tool in identifying changes in the residual noise of
the system.

All of the characterization measurements so far discussed are “relative”
measurements in which no attempt is made to deduce the absolute sensitiv-
ity - photons per mW of illumination intensity - of the instrument. Suppose
that for the test set up the measured signal to noise with the test sample is
found to have deteriorated since the previous measurement. The cause of this
could equally likely be a reduction in illumination power for the given setting
as a loss of collection efficiency. What both the manufacturer and the user re-
quire to know is in which part of the optical path the problem is. A loss of
detection sensitivity is far more serious than a loss of illumination power.
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Fig.7 a Signal S; vs. number of averaged frames N; b Signal S vs. pixel dwell time.

Sample: homogeneous subresolution layer, Objective lens: Plan-Neofluar 40x/1.3 oil; PMT
voltage 565 V

This issue can be resolved if there is some independent measure of the il-
lumination intensity at the sample. The obvious approach would be to use
a power meter or a monitor diode that is integrated into the scanning module.
However, in practice, it is surprisingly difficult to accurately measure illumi-
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Fig.8 Signal S} vs. PMT voltage. Sample: homogeneous subresolution layer, Objective lens:
Plan-Neofluar 40x/1.3 oil; Integration time: 1.6 s

nation power at the output of an objective lens, especially at high NA. One
approach is to mount a second identical objective lens on the opposite side
of the sample and in this way couple light to a power meter. However this is
not generally a practical method since it requires modification of the micro-
scope stand to accommodate the second lens. A less conscientious approach
would be to couple the power meter to the objective lens in a reproducible way
and measure some unknown fraction of the illumination intensity. In this way
measurements made at different times could be normalized. This approach is
not unreasonable when monitoring performance of an individual instrument
or instruments of the same type from one manufacturer but, even so, is prone
to errors when used with very high NA objectives and could not be used with
immersion lenses.

Brakenhoff [33] has proposed a different approach to monitoring illumina-
tion intensity by using a fluorescence sample with well characterized bleach-
ing properties. The bleach rate itself can then be used as a direct measure
of illumination power. This approach has the attraction, if practical prob-
lems can be overcome, of enabling the same thin film sample to be used to
characterize both signal to noise and illumination intensity of a system. The
advantage of such a sample is that it could be used to compare and char-
acterize instruments of different design from different manufacturers and
produce a single figure of merit. A large figure of merit would correspond to
high sensitivity and low bleach rate - exactly what is required in biological
imaging.
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5
Conclusion

From all that has been discussed so far, it is clear that the performance of
a fluorescence imaging system relies on synergy between a large number of
components each susceptible to variation and disturbance of performance
in different ways. However for both the manufacture, who must demon-
strate and deliver a defined level of performance, and the user, who requires
that this performance (or something close) be maintained consistently over
a period of months and years, there is a requirement for characterisation
tests that can assess global performance of the system without needing to
assess the performance of individual components. Such a tool should at the
same time help the engineer identify the specific cause of any reduced per-
formance. Importantly the tests should allow performance to be measured
independently of the particular application for which the system is being used
and able to deliver, beyond argument, comparison of the performance of one
system with another. Even better if the tests can compare the performance of
systems of different design, possibly even from different manufacturers.

It is worth highlighting at this point that a manufacturer and his cus-
tomer do not always agree about the results of performance characterisation
tests. The service engineer may suspect the problem lies with poor sample
preparation or some change in the user’s imaging protocol. The users will
prefer to dispute the performance of the system and defend the quality of
the laboratory imaging protocol and method sample preparation. How is this
confrontation to be avoided, since if it does occur there is risk of a lengthy
“cold war” breaking out between manufacturer and user which is to the
advantage of neither party? The answer almost certainly lies in the use of
“arbitrated” samples for carrying out the performance tests. These are sam-
ples that are independently verified as to their performance characteristics
and mode of use. Neither manufacture nor user should have any interest in
their design although both may have contributed to the body of data that
established their performance and consistency.

We can return now to our opening remarks about information content in
a fluorescence image and the signal to noise as the key determinant of con-
trast. What the manufacturer requires are tests that assess the signal to noise
performance of the system in a way that is accurate, repeatable, easy to un-
derstand and simple to perform both in the factory and in the field, by both
a trained engineer responsible for manufacture or service of the system and
a user responsible for ensuring that the system is performing consistently
within specification.

Although there is yet no fully certified sample that meets this need we have
shown that a thin film sample of uniform fluorescence can meet many of the
requirements. It is easy to use and provides direct and easily understood in-
formation. The simplicity of obtaining an image devoid of all contrast except
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for statistical and other sources of noise allows the underlying performance
of the instrument to reveal itself.

Appendix
Factors Affecting Signal and Noise in Confocal LSM

Table2 Variability of the optical components of a confocal microscope (modified from
Jim Pawley [24])

Instrumental variations: optics and their description
[* Important especially in multi-photon microscopy]

Laser unit

e Power output stability:

Usually noise and instability is < 1% but lasers can become much more

unstable as they age.

e Efficiency of the optical coupling to the connecting fibre:

Dust, misalignment or mechanical instability can be the source of random

changes of 10-30%.

e Alignment and reflection characteristics of laser mirrors:

Can be the source of long-term drift in laser output.

e Beam-pointing error/alignment:

The location from which the laser light appears to emanate is determined by the laser
mirrors. Instability here will show up as changes in brightness because changes in the
apparent source position will change the efficiency of the optics coupling the laser
light into the single-mode optical fibre used in most instruments.

e Repetition rate (only with pulsed lasers)*:

Recognised repetition rate might deviate from triggered one due to setting of time-to-
amplitude converter or offset.

o Pulse-width (only with pulsed lasers)*:

The excitation efficiency in two-photon microscopy strongly relates on the pulse
width. The smaller the pulse width the more peak power and thus more two-photon
processes are triggered.

Objective lens

e Numerical aperture:

Effects fraction of light emitted by specimen that can be collected. Ditto for light
from laser.

e Objective magnification:

Magnification is inversely related to the diameter of the objective lens entrance pupil.
The objective will only function properly if the entire entrance pupil is filled with
exciting laser light. Underfilling will reduce spatial resolution and hence peak
intensity. Overfilling will cause some laser light to strike the metal mounting of the
objective and be lost, also reducing the intensity in the spot.

o Cleanliness:

Dirty optics produce much larger, dimmer spots.

e Transmission:

The fraction of light incident on the objective that can be focussed into a spot on the
other side. Varies with wavelength. Beware using older optics in IR or UV.
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Table 2 (continued)

Instrumental variations: optics and their description
[* Important especially in multi-photon microscopy]

e Chromatic and spherical aberration:

Both make the spot bigger and vary with wavelength. Spherical also varies strongly
with coverglass thickness and the refractive index of the immersion and embedding
media.

o Diffraction/optical resolution:

Diffraction is the unavoidable limit to optical resolution. It effectively enlarges the
image of objects smaller than the diffraction limit, making them appear dimmer
than they should be.

Other optics

e Transmission:

Measure of the absence of absorption and reflectance losses in optical components,
particularly: ND and/or bandpass filters, beamsplitters, and objectives. Also the
transmission efficiency of Acousto-Optic Tunable Filters (AOTF) may drift over time
mostly due to temperature effects.

o Reflections from air/glass interfaces:

Usually represent lost signal but may appear as bright spots, unrelated to specimen
structure.

e Mirror reflectivity:

May be strong function of wavelength in the IR and UV and degrades with exposure
to humidity and dust.

e Focus-plane position:

A feature slightly above of below the plane of focus will appear dimmer. When
collecting 3D data, Nyquist sampling must also be practiced in the spacing

of Z planes.

e Mechanical drift of stage:

Causes the plane of the object actually imaged to change with time.

Pinhole

o Size:

The detected signal is proportional to the square of the pinhole diameter. Usually set
equal to the diameter of the Airy Disk at the plane of the pinhole.

e Alignment:

The image of the laser that is focused onto the specimen and then refocused

back through the optical system should coincide with the centre of the pinhole.
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Table3 Variability of the non-optical components of a confocal microscope (modified
from Jim Pawley [24])

Instrumental variations: others and their description

Scanning system

e Zoom magnification:

This control determines the size of a pixel at the specimen. For Nyquist sampling, the
pixel should be at least 2x smaller than the smallest features that you expect

to see in your specimen. Assuming a Rayleigh criterion resolution of 200 nm, the
pixels should be < 100 nm. Larger ones produce undersampling, reducing the
recorded brightness of small features.

e Scan speed:

The longer the dwell time on a particular pixel, the more signal will be detected and
the less it will be distorted by Poisson noise. At high scan speeds (< 100 ns/pixel)
signal from dyes with fluorescent decay constants that are longer than this dwell time
can be reduced.

e Raster size:

Together with the zoom magnification, the number of pixels along the edges of your
raster will determine the pixel size. More pixels [1024x 1024 vs. 512x512]

makes undersampling less likely but means that one must either spend less time on
each pixel [reducing the number of photons collected and increasing Poisson noise]
or take more time to scan the larger image [possibly causing more bleaching]

o Geometrical distortion:

Can be introduced by the optics or the scanning mirrors. Can result in discordance
between the shape of the object and the image.

Detector: (PMT)

e Quantum efficiency (QE):

The detected signal is directly proportional to QE. The effective QE of the PMTs used
in most confocals drops from ~15% in the blue to ~4% in the red end

of the spectrum.

e Response time:

Most fluorescent signals can be amplified rapidly but detectors for others, such as
transmembrane currents, respond only slowly, making slow scanning speeds
necessary.

e PMT voltage:

Determines the amplification of the PMT. An increase of 50 volts corresponds to

a factor of ~2 more gain.

e PMT black level or brightness:

This control permits the addition or subtraction of an arbitrary amount from the
signal that is presented to the digitizer. Set so signal level in the darkest parts

of the image is 5-10 digital units. Value is temperature dependent.

e Noise:

In single point laser scanning microscopes the most commonly used detector is

a photomultiplier. These detectors produce a “dark” noise due to thermally
stimulated emission of photoelectrons from the photocathode. The dark current can
be reduced by cooling the detector and is less for photomultipliers that are insensitive
to red wavelengths.
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Table 3 (continued)

Instrumental variations: others and their description

Digitization
o Linearity:
The electronic signals presented to the digitizer of “8-bit” microscopes must be of
a size to be recorded between 1 and 255. Because of statistical noise, > 10 and < 220
is safer.
e Digital conversion factor:
The ratio between the number of photons detected and the number stored. Depends
on PMT voltage and other electronic gain, but usually about 30 for “normal”
specimens recorded on 8-bit instruments.

Table4 Sample variability influencing a confocal microscope image (modified from Jim
Pawley [24])

Sample variations and their description

Fluorophore

o Illumination wavelength:

The best contrast between excitation of specific fluorescence (e.g. the dye)

and non-specific fluorescence (e.g. autofluorescence) is commonly obtained at the
excitation wavelength giving the maximum efficiency for fluorescence emission.
Excitation at shorter wavelengths is often used when the dyes exhibit small

Stokes shifts.

o Illumination intensity:

Low intensity illumination at appropriate collection times prevent intensity saturation
effects, e.g. departure of linearity in the relationship between illumination intensity
and fluorescence signal. For a correctly set up system illumination intensity should lie
within the range where both S and (S/N)? obey a linear relationship with illumination
intensity.

o Fluorophore concentration:

Within the Forster radius, commonly less than 10 nm, fluorophores transfer

energy between each other and thus their light emission is altered (e.g. quenched).
This effect is exploited in Férster Resonance Energy Transfer (FRET).

Sample

e Specimen & solvent:

Both, specimen and solvent properties such as polarity and ion concentration
influence the spectral properties of chromophores. Especially absorption and
emission wavelength, extinction coefficient, and quantum yield are altered. Under
the right conditions this may lead a complete loss of signal.

o Cleanliness:

Dirty glass or plastic carriers induce aberrations and lead to blurred images.
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Table 4 (continued)

Sample variations and their description

e Coverslip thickness:

The least expensive optical component and the most likely to be carelessly chosen.
Check with objective lens specifications and adjust correction collar. Standard cover
glass thickness is 17045 pum. Check each batch.

e Immersion oil:

Its refractive index must be exactly matched to the objective used. This may only
occur over a small temperature range. Alternatively, it can be especially mixed.

Table 5 Environmental variations influencing confocal imaging (modified from Jim Paw-
ley [24])

Environmental variations and their description
[* Important especially in multi-photon microscopy]

Environment

e Temperature:

Changes in temperature influence the mobility (e.g. diffusion) of compounds

within the sample. This aspect comes to the fore especially with live specimen and
in Fluorescence Correlation Spectroscopy (FCS). Furthermore changes in temperature
affect instrument performance through disturbance of the system alignment. Thus
modern instruments are specified for an operating temperature range.

o Incident light:

Depending on the photostability of the specimen incident light, especially sunlight

is harmful to the specimen.

e Background light in room™:

Incident light is much more a matter in two-photon microscopy than in confocal
imaging due to missing pinhole.

e Vibration:

Vibration and stray EM fields can cause improper mirror deflections, resulting in
distortions that may vary with time. The most prevalent source of vibration is air
conditioning within the building which can induce a low frequency vibration within
the entire structure. Fortunately it is relatively straightforward to isolate a system
from such vibration, if necessary, using a stiffened table with anti-vibration supports.
e Humidity:

Humidity does not usually cause immediate effects on system performance. However
over time in high humidity optical components can degrade.
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Abstract A fluorescence image calibration method is introduced based on the use of stan-
dardized uniformly fluorescing reference layers. Crucial to the approach is that these
layers are highly uniform. It is demonstrated to be effective for the correction of non-
uniform imaging characteristics across the image (shading correction) as well as for
relating fluorescence intensities between images taken with different microscopes or
imaging conditions. The approach can be used both in wide field or regular and sectioned
(see the section on fluorescence microscopy).
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In wide field it is shown that in addition the variation of the illumination intensity
over the image can be determined on the basis of the uniform bleaching characteristics
of the layers. This permits correction for the latter and makes bleach-rate-related imaging
in wide field microscopy practical.

The significant potential of these layers for calibration in quantitative fluorescence mi-
croscopy is illustrated with a series of applications. The approach is also shown to be
valuable for general microscope testing and characterization. Specifically in sectioning,
specifically confocal, microscopy a set of parameters derived from through-focus datasets
of such layers can be used to define a number of properties relevant to sectioned imag-
ing. The main characteristics of a particular imaging situation can then be summarized
in a sectioned imaging property chart (SIPchart), which turns out to be a very useful tool
for characterizing the properties of particular sectioned imaging systems.

Keywords Confocal microscopy - Fluorescence microscopy - Fluorescence
photo-bleaching - Image correction - SIPcharts - Sectioned imaging - Shading correction

Abbreviations

D(x,y)  Detection efficiency distribution

DPPC  Dipalmitoylphosphatidylcholine

F(x,y) Fluorescer distribution

FRAP  Fluorescence Recovery after Photobleaching
FRET Fluorescence Resonance Energy Transfer
I(x,y) Illumination distribution

k(x,y) Bleach rate distribution

LC Liquid condensed
LE Liquid expanded
NA Numerical Aperture

NBDPC NBD-phosphatidylcholine

P(x,y) Product distribution

PSF Point Spread Function

SIPchart Sectioned Imaging Property chart
ti (s) Exposure time

1
Introduction

A fluorescence image calibration method is introduced based on the use of
standardized uniformly fluorescing reference layers. Crucial to the approach
is that these layers are highly uniform. It is demonstrated to be effective
for the correction of non-uniform imaging characteristics across the image
(shading correction) as well as for relating fluorescence intensities between
images taken with different microscopes or imaging conditions. The ap-
proach can be used both in wide field or regular (Sect.2) and sectioned
(Sect. 3) fluorescence microscopy.

In wide field it is shown that in addition the variation of the illumina-
tion intensity over the image can be determined on the basis of the uni-
form bleaching characteristics of the layers. This permits correction for
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the latter and makes bleach-rate-related imaging in wide field microscopy
practical.

The significant potential of these layers for calibration in quantitative
fluorescence microscopy is illustrated with a series of applications. The ap-
proach is also shown to be valuable for general microscope testing and
characterization.

Specifically, in sectioning microscopy, a set of parameters derived from
through-focus datasets of such layers can be used to define a number of prop-
erties relevant to sectioned imaging. The main characteristics of a particular
imaging situation can then be summarized in a sectioned imaging property
chart, or SIPchart, which turns out to be a very useful tool for characterizing
the properties of particular sectioned imaging systems.

2
Image Calibration in Wide Field Fluorescence Microscopy

2.1
Introducing Calibration in Wide Field Microscopy

For the purpose of this section on wide field imaging characterization the
pixellated image P(x,y) - also called in this chapter the product distribution
- of a fluorescence microscope can be described as:

P(X)Y) = I(X’Y)'D(X,Y)‘F(X,Y)‘ti(s) > (1)

where I(x,y) is the illumination distribution over the image field of view,
D(x,y) the detection efficiency distribution, F(x,y) the fluorescence distribu-
tion from pixel to pixel over the specimen, t; (s) the image exposure time in
seconds s, and x,y the image pixel coordinates.

In this section we address two types of fluorescence calibration:

1. Fluorescence of the fluorescence image intensity. This involves calibration
at the level of the product I(x,y)-D(x,y) as needed for shading correction
and image comparison.

2. Fluorescence of the variations in illumination intensity I(x,y) as required
for the correction in bleach rate imaging.

The key to the approach is the use of fluorescent reference layers for the
calibration that are both to a high degree spatially uniform as well as repro-
ducible. In the presented procedure the fluorescence image is calibrated with
the help of an image of the reference layer taken under identical imaging
conditions as the image to be calibrated.

The work is partly a continuation of earlier work of our group [1,2] and is
related to the work done by Castleman [3] and Jericevic et al. [4]. The latter al-
ready showed that with a calibration layer spatial variation of the product of the
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illumination and detection pathways could be corrected. Ghauharali et al. [1]
did obtain in addition separate illumination distributions by using a mono-
exponential function for fitting the observed bleaching of their test layers.
Fitting the bleaching characteristics using stretched exponential decay kinetics
provides much better fits then with a mono-exponential function dependence.

Originally, we intended to develop two types of reference layers: one uni-
formly fluorescing, but non-bleaching for calibrating the product distribution
P(x,y), and one uniformly bleaching to determine the illumination distribu-
tion. However, it turned out that the latter layers as developed could serve
effectively both functions combined. While the bleaching was sufficiently slow
to permit for fluorescence calibration with the first or second image of such
a layer, it still showed enough bleaching over a finite time span to be practical
for determining the illumination distribution from the bleaching dependence.

After illustrating the necessity for using stretched exponential fitting, we
show that the fluorescence reference layers are suitable for the determination
of both I(x,y) and D(x,y) in a range of intensities relevant to regular wide-
field fluorescence microscopes. Subsequently, it is shown that the reference
layers can be manufactured with narrow tolerances and with fluorescence and
bleaching characteristics uniform within a few percent.

2.2
Bleach Kinetics

The excitation illumination distribution in a microscope image can be deter-
mined from the bleach behavior at each pixel point in a series of images taken
as a function of exposure time. Ghauharali et al. [1,2] have shown that with
a suitable photo-bleachable test layer the distribution of both the excitation
intensity and the detection efficiency over the image can be determined by
this approach. Following up on their findings we set out to develop optimized
calibration or reference layers which should show ideally mono-exponential
irreversible photo-bleach kinetics with respect to the total irradiation dose
of incident light. In practice, we found that none of the layers we produced
did satisfy this requirement. Even at low dye concentrations where dye-dye
interactions are minimized, still no mono-exponential decay could be ob-
served in the layers produced by us. This does not come as a surprise, as it
is known [5, 6] from polymer kinetics that in polymer films, dye molecules
are subject to small differences in their environment affecting the local bleach
rate. We found that by fitting the fluorescence bleaching with a stretched ex-
ponential function (Eq. 2) - often used to describe polymer kinetics - that
good fits with small residuals can be obtained.

If(ty) = C + Aexp ((- ktp)F) . )

In Eq. 2, If (,) expresses the fluorescence intensity in counts, C the non-
bleaching background fluorescence intensity, A the bleached fluorescence
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Fig.1 Mono-exponential (A) and stretched exponential (B) fitting of the decay of fluores-
cence intensity measured for a single pixel with the residuals shown at the top of each
figure

intensity, k the bleach rate, #, the bleach exposure time, i.e., the time the
layer is exposed to the illumination light and b the stretched exponential
coefficient, which has a value between 0 and 1. Note that the stretched expo-
nential function is equivalent to a mono-exponential function for § = 1. In an
example on a bleach series from one pixel point, we see that the fit of the flu-
orescence bleaching behavior (Fig. 1) with the stretched exponential function
shows a great improvement over a mono-exponential fit on the same data.

We also found (Fig. 2) that the bleach rate k obtained from the stretched
exponential fitting procedure is linearly proportional to the illumination in-
tensity within 2% over a range of excitation intensities relevant to regular
arc-lamp fluorescence microscopy [1]. It is clear that such linearity is an abso-
lute requirement for the successful application of this method for illumination
calibration in practical microscopy.
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Fig.2 Bleach rate k from the stretched exponential fitting procedure versus the relative
excitation intensity, set by neutral density filters. 14 measurements are included
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23
Fluorescence Reference Layer Development and Test Procedures

2.3.1
Preparation of Reference Layers

A fluorescence reference layer typically contains a fluorescent dye embedded
in a uniform polymer film. For the irreversibly photo-bleaching dye we se-
lected the well-known [7-9] highly fluorescing dye fluoresceine. It possesses
suitable bleach sensitivity such that illumination calibration under typical
specimen illumination conditions in an arc lamp equipped microscope can be
done in a few minutes. Upon irradiation of fluoresceine in its absorption max-
imum, around 488 nm, an irreversible series of photo reactions takes place,
leading to a change in the absorption spectrum, and therefore to a decrease
in the fluorescence output, around 530 nm [7].

Since fluoresceine is water soluble, the polymer in which the fluoresceine
is to be diluted has to be water soluble as well. Furthermore, the polymer
solution should provide highly reproducible and well-defined layers after spin-
ning. Polyvinylalcohols were identified as suitable polymer host layer material.
Typically solutions were made comprising 0.01 wt % fluoresceine (Merck) in
polyvinylalcohol (Aldrich, 87-89% hydrolyzed, MW 124 000-186 000), which
were spin-coated (1250 rpm) on a 24x32 mm cover slide (Menzel), resulting
in layers with a thickness — depending on the spin rate - between 150 and
200 nm and with each layer uniform in thickness within 5 nm. These layers
were mounted and sealed with epoxyresin on a microscope slide (76 x 26 mm).
Very reproducible layers could be obtained in this way. Due to the low con-
centration of fluoresceine we avoid intermolecular dye interactions as much as
possible. As a result the fluorescence intensity from the layers is generally one
order of magnitude lower then stained biological samples.

The layers are stored in the dark at room temperature and have been
used more then one year after production, without any significant changes
observed.

2.3.2
Instrumentation

Images were acquired with an Olympus BX60 fluorescence microscope
equipped with a Photometrix Coolsnap fx digital camera. Excitation oc-
curred with light from a Hg-arc lamp, which was filtered through an Olympus
41017-model UMEF?2 filter set, providing excitation at wavelengths between
451-490 nm light while transmitting fluorescence light to the camera between
491 and 540 nm. Measurements were carried out with an Olympus Ach 20x
(NA = 0.4), or an Olympus UPlanFL 40x, (NA = 0.75) objective lens. Data
collection and processing was done with IPLab Spectrum software from
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the Signal Analys Corporation with a custom written kernel added for the
stretched exponential data fits. Spin coating of the layers was performed with
a Delta 10TT system from BLE Laboratory Equipment.

233
Shading Correction and Microscope Calibration Procedure

An image in a fluorescence microscope (P(x,y)) can be described - see
Sect. 2.1 - by:

P(x,y) = I(x,y)-D(x,y)-F(x,y)-£(s) . (3)

For characterization of the microscope imaging conditions we use an image
P.(x,y) of the reference layer taken under identical imaging conditions as the
fluorescence image to be calibrated:

Pr(xy) = I(x,y)-D(%,y)-Fr(%,y) - ir (s) - (4)
By taking the ratio of both images a calibrated image P.(x,y) is obtained:

P(xy) _ F(oy) tis)
Pr(X:Y) Fr  tie(s) ’

where the pixel by pixel fluorescence is normalized in units of fluorescence
with respect to the reference layer. We see that the actual imaging conditions
described by I(x,y)-D(x,y) have dropped out. The fluorescence generation is
assumed to be linear with respect to illumination intensity, i.e., only dose
- I(x,y)-ti (s) - dependent.

With the actual pixel by pixel imaging conditions removed in this image
due to the division, the calibrated image P.(x,y) directly represents a shading
corrected image.

For the same reason we have seen that fluorescence images taken under
different imaging conditions, if no other factors play a role, can be directly
quantitatively related to each other, as they are expressed in units of the stan-
dardized fluorescence of the reference layer.

Pc(xy) = (5)

234
Separation of I(x,y) and D(x,y)

As the reference layers — as shown below - possess highly spatially uniform
bleaching characteristics it is in addition possible to obtain the specimen
illumination distribution I(x,y) independently of the detection distribution
D(x,y). This illumination distribution can be derived from the analysis of the
bleaching behavior of the calibration layer. For this a time series of images
is taken of the reference layer during which the layer is bleached down to
about 30% of its starting fluorescence intensity. Using the stretched exponen-
tial bleach kinetics described in Sect. 1 we fit the bleach decay at each pixel
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Fig.3 Analysis of the fluorescence bleaching of a spatially uniform test layer by fitting
(pixel by pixel) with a stretched exponential function. Ig(f,) = C + A exp ((- ktp)P):
A C(xy), B A(x,y), Ck(x,y) and D B(x,y)

of this series of images with a stretched exponential (Eq. 2). The result of this
operation can be represented as 4 images corresponding to the respective fit-
ting parameters. A typical result obtained on our reference layers is shown in
Fig. 3 with panel A the non-bleaching part of the fluorescence of the image
C(x,y), panel B the bleached fluorescence intensity A(x,y), panel C the bleach
rate k(x,y) and panel D the stretched exponential coefficient p(x,y). With
k(x,y) = ko-I(x,y) over the relevant range of illumination intensities (Fig. 2)
the illumination intensity distribution (I(x,y) can now be derived from the
bleach rate image k(x,y) apart from a constant factor. kg is a bleach constant
for the used bleaching material. Such an illumination distribution I(x,y) can

2800

P (x.y) I (xy) D (xy)
3600 10 480
3400 : s 440 %
3200 3 3,
3000 7 ° 400

s 360

Fig.4 The product distribution P(x,y) of the microscope (determined from the image at
t = 0 of the test layer), divided by its illumination distribution I(x,y) (determined by the
bleachrates k of the test layer), gives the detection sensitivity distribution D(x,y) of the
microscope
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be useful for determining the actual illumination conditions - such as align-
ment or uneven illumination in a microscope.

Dividing P,(x,y) by I(x,y) obtained from the bleach procedure gives the de-
tection sensitivity distribution, D(x,y), of the microscope as is directly clear
from Eq. 4. Figure 4 shows the results of the separation of P(x,y) into D(x,y)
and I(x,y). A remarkable feature in the D(x,y) image is the appearance of dark
spots solely in the detection distribution, which are due to irregularities such
as dust particles in the detection pathway.

24
Calibration Layer Reproducibility and Uniformity

2.4.1
Uniformity of the Calibration Layer

2.4.1.1
Fluorescence

For application of the calibration procedures uniformity of the fluorescence
and bleach properties across the layer are crucial. To determine if the refer-
ence layer is really spatially uniform, two fluorescence intensity images were
taken at #, = 0 at different spots on one reference layer (see Fig. 5g). To obtain
such images, the layer is put into focus first using the diaphragm of the micro-
scope, after which the layer is moved slightly with the light switched off. The
measurement is started when the light is switched on.

The firstimage was then used as reference image P, (#, = 0) - Fig. 5a - and the
second - Fig. 5b - as the objectimage P(#, = 0). Then in the test for the layer uni-
formity the object image was “calibrated” by dividing it by the reference image
resulting in the calibrated image Fig. 5c. If now both areas imaged are both uni-
form and show equal fluorescence, then in the histogram of pixel values of this
calibrated image, we should see a narrow distribution with an average value of 1.

This “self” test using the reference layer itself is very effective because
if the layer properties would not be uniform over the image area or would
differ from location to location over the layer, then such differences would
immediately show up as a broadening in the calibrated image histogram.

The images shown in Fig. 5 are in fact also an excellent illustration of the
effectiveness of shading correction. The “uncalibrated or raw” reference layer
images P.(f, =0 and P(#, = 0) show in their respective histograms Fig. 5d
(avg. 2210; fwhm 277) and Fig. 5e (avg. 2206; fwhm 292) intensity variations
of up to 29% and relative standard deviation of ca. 5%. Correction leads to
Fig. 5¢ with its corresponding histogram (Fig. 5f) (avg. 0.999; fwhm 0.038)
with a clearly improved relative standard deviation of 1.5%. Furthermore the
average value of the corrected image is close to 1.0, which is the value ex-
pected for a layer with identical fluorescence as its reference.
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Fig.5 The reference image (a) and object image (b) as used in the “self” test for layer
uniformity with (c) the resulting calibrated image. d,e and f are the corresponding his-
tograms of pixel intensity values of these images. g shows the configuration of the
reference layer. See further text

24.1.2
Uniformity of Bleaching Characteristics

In a similar way as described above using the layer itself, the uniformity of the
bleaching properties of the layer can be tested. The approach is correcting for
the observed bleach rates in one location with the help of the illumination dis-
tribution data obtained at a second location of the layer. A narrow distribution
in the bleachrate histogram in the illumination corrected bleachrate image then
indicates that the bleach characteristics are indeed uniform over the layer.

A series of 100 images (515x630 pixels) was taken at identical time in-
tervals of a reference layer. From these images an illumination distribution,
Icor(%,y) (Fig. 6a) can be calculated as described in Sect. 2.3.4. This illumina-
tion distribution I, can now be divided by another illumination distribu-
tion, Iop; (Fig. 6b) obtained in a similar way at a different spot on the same
reference layer or another reference layer. This results in a calibrated illumi-
nation distribution, I., (Fig. 6¢).



Characterization and Calibration in Fluorescence Microscopy SIPcharts 35

Figure 6d-f show the histograms for the 3 images shown in Fig. 6a-c. I is
centered on 1.012+0.023 (fwhm 0.054), whereas for a perfectly uniform test
layer this value is expected to be one. The relative standard deviation of the
uncorrected bleach rates from Ip; 0f 10.7%, after calibration is reduced to 2.3%.
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Fig.6 Uniformity of reference layer bleach characteristics. a shows illumination distribu-
tion with which the bleach rate image (b) is corrected to obtain the uniform corrected
bleachrate image (c). d,e and f are the corresponding histograms. See further text
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242
Reproducibility of the Reference Layers

For a reference layer to be of practical use its properties should be repro-
ducible from batch to batch during manufacturing. For a number of reference
layers, prepared and measured under the same circumstances, the intensity
at the onset of illumination and their respective bleach rate distribution have
been measured. The results from the layers in one batch - prepared from the
same fluorescer solution and under identical spinning and sealing conditions
- are shown in Fig. 7A. For five samples, i.e., Fig. 7A(a-e), bleach rates with
a relative standard deviation of 1.3% have been established, whereas their
intensities at #, = 0 have a relative standard deviation of 2.2%.

From batch to batch we observed very similar bleach properties in all
properly sealed layers examined. Some variation in the absolute fluorescence
intensities of the layers was observed both between batches and layers from
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Fig.7 A Bleach rate versus start intensity (emission at #, = 0) at different locations in one
test layer, inset enlargement of measurements a, b, ¢, d and e. B Bleach rate versus start
intensity in layers from two different batches as indicated by f and g
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one batch (Fig. 7B). The relative small variation in fluorescence observed is
probably caused by fluorescer concentration variations from batch to batch
and - within a batch - small variations in layer thickness due to spinning con-
ditions. Some further optimization and calibration of the layer fluorescence
against a common standard or in absolute terms - see below - can address
this problem.

25
Application Examples in Wide Field Microscopy

2.5.1
Fluorescence Intensity

2.5.1.1
Shading Correction

In addition to the result presented in Sect. 2.4.1.1 we demonstrate the effec-
tiveness of the shading correction procedure on a sample, which has an evenly
distributed fluorophore concentration associated with recognizable morpho-
logical features. For this test liquid lipid monolayers of DPPC doped with
the fluorophore NBDPC on a glass substrate were prepared. These mono-
layers give rise to two distinct morphological features: a liquid condensed
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Fig.8 False color fluorescence intensity images (A,B) and histograms (C,D) of DPPC mono-
layers doped with 4.4 mol % NBDPC, as obtained before (A,C) and after (B,D) shading
correction
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(LC) phase with low fluorescence intensity and a liquid expanded (LE) phase,
characterized by higher fluorescence intensity [10, 11]. The uncorrected fluo-
rescence image of these monolayers is shown in Fig. 8A while after correction
with the reference layer image Fig. 8B is obtained. We observe after correction
a much clearer association between respective regions of lower and higher
fluorescence intensity and regions with LC and LE phases. The effect is also
demonstrated in the histograms Figs. 8C and d of these images, where the dis-
tributions of associated with the LE and the LC phases are significantly better
defined after shading correction than before.

2.5.1.2
Calibration of Microscope Conditions

It would be very valuable in fluorescence microscopy to be able to compare
quantitative images taken at various imaging conditions. This is especially
important as reproducing imaging conditions between microscopes - or even
maintaining identical conditions in the same microscope over time - is diffi-
cult, if not impossible. When evaluating the possibilities of image calibration
for comparing microscope conditions we found it to work well when com-
paring images obtained under similar NA conditions or different NA and
similar object structure but not when both factors were different. A factor
in this may be that the complexity of object structures - a flat layer vs. for
instance cells of finite thickness in culture - affects the angles over which
light is scattered. This may make the efficiency of fluorescence light collection
NA dependent.

For the present we found it is useful to distinguish three different cases for
evaluating the possibilities of image calibration as a function of microscope
imaging condition:

(a) Comparing the imaging of objects in the imaging field with similar scat-
tering properties and observed under different NA and magnification
conditions.

(b) Idem with differently scattering objects but with identical NA and magni-
fication and varying illumination conditions.

(c) Idem but with both differently scattering objects and different NA and
magnification.

For demonstrating image calibration under uniform scattering we looked
at images at different NA and magnification of liquid expanded and con-
densed lipid layers used above — see Sect. 2.5.1.1. These layers are basically flat
and can be assumed to possess similar scattering properties over the whole
image. We compared images obtained under 20x and 40x magnification.
In order to compare images with these different magnifications a window
which is about 1/4 of the total image in the 20x image was chosen, which ex-
actly corresponds to the area covered by the 40x image. In Fig. 9 we see that
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Fig.9 Image calibration of fluorescence images of the labeled DPPC layer taken with 20x,
N.A. =0.40 (A,C) and 40x, NA =0.75 (D) objectives respectively. For clarity the corres-
ponding histograms are also given. Of the 20x image (A) the corresponding area viewed
by the 40x lens (C) is shown as indicated by the sketch. With C, (B, histogram of C)
and D (hist: E) serving as object images to be calibrated and G (hist: F) and G (hist: H)
as reference images the calibrated 20x image K (hist: J) and 40x image K (hist: L) are ob-
tained. From their false color representation it can be seen that the calibrated 20 and 40x
images not only are shading corrected but also show closely similar calibrated intensities

the different intensity distributions in Fig. 9C and d after calibration (with
Figs. 9G and H respectively) - Figs. 9K and L - show a nice correspondence
and are also both shading corrected in the process.

Figure 10 shows the results of image calibration of images taken under
strongly different illumination conditions, however at the same NA and mag-
nification. These specimens are C3617 mouse cells transfected with GFP-GR
(Glucocorticoid Receptor) [12]. Noteworthy is that in the ratio image h of the
corrected images the non-bleaching background can be seen to have ratio
values around 1 indicating good correlation between images after calibra-
tion. Due to some bleaching of the cells between the two images - image
with objective 1 taken first — we see that in the ratio image h the cells show
up somewhat brighter. The present result shows that in an object with some
scattering and with very different product distributions - created here by on



40 F. Brakenhoff - J. Zwier

- N WO,

3000
2000
1000

L]

Fig. 10 Comparison imaging of C3617-mouse cells transfected with the GFP-glucocortico-
id receptor using two different — but with the same NA - objectives, objective 1 and 2,
and under different imaging or product distributions P;(x,y) and P,(x,y), respectively.
A image taken with objective 1 and P;(x,y), B with objective 2, P,(x,y). The ratio image
(C) (= a/b) shows very poor correlation between (A) and (B). After calibrating both im-
ages (A) and (B) with the respective product distributions D (P1(x,y)) and E (P2(x,y)) we
see that the corrected images, F and G respectively, show much better correlation as also
witnessed by the ratio image (H) (= f/g)

purpose disaligning the illumination conditions between the objective 1 and
2 images - still good image correlation can be achieved.

We found in preliminary experiments that on objects with finite scattering
such as the cells used above, and observed under different NA and magnifi-
cation conditions differences of up to 20 to 30% could be observed between
the calibrated fluorescence of these objects, differences which could not be
explained by bleaching. As indicated above these differences after calibration
may be tentatively associated with the varying scattering properties of the
structures imaged. A systematic exploration of this subject has not been done
yet but we hope to address this issue at a later time.

2.5.2
Bleach Rate Imaging and Correction for Uneven Illumination

Bleach rate imaging becomes practical if the effect of uneven illumination -
producing uneven bleaching over the image - can be corrected. We found
during the imaging of the NBD chromophores present in the monolayers as
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Fig. 11 False color images of the bleaching constants before (A) and after (B) illumination
correction measured for DPPC monolayers doped with 4.4 mol % DPPC-NBD. C shows the
illumination distribution used during the correction

described in Sect. 2.5.1.1, Fig. 8 that these are subject to substantial bleaching.
Figure 11a shows the bleach constant k(x,y) image obtained by fitting with
the stretched exponential fitting procedure an image bleach series of the cen-
tral area shown in Fig. 8 corresponding to about 1/4 of the original image.
After correction with the illumination distribution - Fig. 11C - we see in the
corrected image Fig. 11B that both the LE and the LC phases bleach at a simi-
lar rate. However, in the phase coexistence region, the monolayer bleaches
about 25% faster. While the underlying reason for this behavior is not fully
clear - it could be associated with reduced ordering in the phase coexistence
region - this result still shows that imaging in the bleach constant param-
eter can indicate new features in the image which would remain unnoticed
otherwise.

3

Characterization of Sectioning Fluorescence Microscopy (3D)

with Thin Uniform Fluorescent Layers: Sectioned Imaging Property
or SIPcharts

3.1
Introducing Calibration in Sectioned Fluorescence Microscopy

Three-dimensional fluorescence microscopy has found widespread applica-
tion in recent years, especially in molecular cell biology. Imaging in this type
of microscopy is usually based on a series of sectioned images obtained by
stepping the specimen through the focal region of a beam type scanning mi-
croscope. In most confocal or two-photon microscopes the signal at each lat-
eral image position in a section is digitized and the data subsequently stored
- together with the data of the other sections - as a 3D dataset. Ideally, the
imaging properties should be identical over the imaging field. However, al-
ready at the inception of confocal microscopy it was realized that for instance
the apparent fluorescent intensity in confocal imaging could vary significantly
over the image field [13]. Also the actual confocal imaging conditions do vary
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significantly from microscope to microscope. In fact the actual sectioning
properties of an instrument and the apparent image intensities are observed
to depend sensitively on its optical properties related to the optics employed,
and operator controlled factors like pinhole and alignment settings. The latter
two factors especially cause uncertainty in reproducing settings with confi-
dence making the comparison difficult of images obtained during different
confocal sessions.

Up till now to our knowledge no reasonably easy to use and effective
means are available for describing a particular imaging situation in 3D mi-
croscopy. Here we propose the use of thin uniformly fluorescing layers for
characterizing the confocal or more general sectioning properties of a par-
ticular imaging situation. It has the specific advantages that it gives a good
“feel” for the sectioning properties over the image field, is sensitive to small
changes in the imaging conditions and possesses good signal to noise prop-
erties under regular imaging conditions, the latter because the fluorescence
data from the thin layers can be binned to a substantial degree without loss
of information on the lateral variation of measured sectioned imaging char-
acteristics properties (see below). Its ease of use makes it feasible to use this
method for routine determination and analysis of the 3D imaging properties
as a function of parameters such as pinhole settings, alignment, and other
parameters.

The method is based on the uniform fluorescent reference layers as utilized
above for the calibration of regular wide-field fluorescence microscopy. Their
uniform thickness and uniform fluorescence properties are also essential for
the success of the presented method for 3D calibration. Schrader et al. [14]
employed very thin - order of nms - fluorescent layers for monitoring the
resolution in 4pi-microscopy. Their layers were neither aimed for use for gen-
eral characterization of sectioning microscopy, nor specifically developed and
tested for lateral uniformity.

3D datasets acquired by the deconvolution of non-scanned regular fluo-
rescence images [15] can also, in principle, be characterized by the present
approach: applications are restricted here to sectioned imaging obtained by
the scanning approach.

It is to be noted that in the present approach only access is obtained to the
axial imaging characteristics (or axial PSF, see below) but not the lateral vari-
ation of the point spread function (PSF) governing the imaging. While this
constitutes a limitation on the presented method, we think that the axial PSF
gives at least an excellent indication of the quality of a particular sectioned
imaging system. Often the results will be more then sufficient for judging the
relative imaging conditions between sessions or instruments with the ease of
use and sensitivity of the method outweighing this limitation.

In Sect. 3.2, some basic aspects of confocal and 2-photon sectioned imag-
ing by the scanning approach are described as an aid to the understanding of
the sectioning imaging effects characterized by the presented method.
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3.2
Imaging in Confocal and Two-Photon Scanning Microscopy

The image formation in confocal microscopy is governed by the confocal
point spread function (PSF) formed by the product of the illumination distri-
bution and detection sensitivity function distributions overlapping in speci-
men space. The former is given by the spatial distribution of the focused laser
illumination while the latter refers to the spatial distribution of the probabil-
ity that the fluorescence photons generated in the specimen by the focused
laser excitation will in fact be detected and contribute to the imaging. Opti-
cally this distribution is represented by the back projection of the detection
pinhole into specimen space.

Optimally the confocal PSF should be the product of ideal or diffraction
limited illumination and detection distribution functions perfectly overlap-
ping over the whole of the lateral imaging field both in the center as well as
at the borders of the imaging field.

However, optical aberrations or alignment errors and often a combination
of both may prevent this from being the case. For instance chromatic aber-
ration in combination with off-axis aberration can cause relative walk-off of
distributions, which were adjusted during alignment for optimal overlap in
the center of the scanned image field. (Fig. 12). This then will result in a re-

no abberation off axis chromatic aberration
. detection distribution illumination distribution

intensity
intensity

X,y

Fig.12 Conceptual illustration of the walk-off due to chromatic aberration at off-axis
scan-field positions between illumination and detection distributions and the resulting
reduction in the detected confocal signal
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duced confocal signal in the off-center regions. Also other parameters like
the axial resolution may be similarly affected and often - see below - in an
irregular manner over the imaging field.

In multi-photon microscopy the fluorescence generation in the specimen
is proportional to the quadratic or higher power of the intensity of the fo-
cused excitation radiation in the microscope. Well focused, diffraction limited
excitation distributions result in the highest multi-photon yield. This makes
the fluorescence generation in this type of imaging sensitive to various on-
axis and off-axis aberrations in the focusing of the excitation radiation during
the scanned acquisition of a multi-photon image. As mostly no detection
pinhole is employed, the situation on the signal collection side will be less
critical.

A more extended treatment of both types of imaging has been written by
Diaspro [16].

33
Sectioned Image Characterization, Principle and Analysis Parameters

3.3.1
Principle of the Method and Definition of the Axial PSF

The presented sectioned imaging characterization method utilizes a 3D image
or data stack of a thin uniform fluorescence or reference layer, acquired
through the standard 3D imaging routines as available in most confocal or
two-photon microscopes. When the fluorescent reference layer is stepped
through the confocal region in this routine the fluorescence signal at each lat-
eral image point will track the axial dependence of the laterally integrated
intensity of the confocal PSE, or “axial PSE” as further explained in Fig. 13.

It is essential in order to be able to measure the axial variations of the axial
imaging properties with acceptable resolution that the layers used are reason-
ably thin with respect of to the dimensions of the axial point spread function.
On the other hand a “too thin” layer will lead to lower signal to noise in the
fluorescence data. With a typical axial PSF width under high NA conditions of
around 700 nm we found that a layer thickness of the order of 100 nm proved
a good compromise. The measured axial PSF will be in fact a convolution of
the actual PSE The increase in the apparent width due to the convolution of
a layer of finite thickness will be approximately by a factor of /(1 - (I/w)?
with [ the layer thickness and w the axial width of the PSF [17].

Similarly as wide field applications we have found that the fluorescent
layers need to be laterally uniform to a high degree. Only then will the axial
responses found at each x-y point do indeed represent a correct measurement
of the axial PSF suitable for establishing the sectioned imaging characteristics
at the various lateral points of the sectioned image. The layers, with a thick-
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Fig.13 The 3D image characterization is based on a 3D-data stack acquired by stepping
a thin uniform fluorescence reference layer axially - i.e., along the z-axis - through the
confocal region. As illustrated in (A) the set of values found at a particular x-y position
as a function of z in the stack represent the axial variation of the laterally integrated PSF
as sampled by the thin - about 100 nm - fluorescence reference layer. This set of values
is called the axial PSF, the shape and amplitude of which will track the variations of the
underlying PSF over the image scan field, as illustrated for field positions 1 to 5 in (B) and
collected together in (C)

ness of ca 100 nm used for this application satisfy this condition with their
fluorescence intensity and layer thickness uniformity similar to the ones de-
scribed before [18]. With the layers sufficiently thin and uniform, the axial or
z dependence of the fluorescence at each lateral image point in the 3D dataset
of such a layer will in fact represent the axial PSF and can thus be used for
characterizing the sectioned imaging at that point. Figure 13b and c show,
as an example, taken from an actual measurement, the axial responses meas-
ured at 5 locations in the imaging field, showing that the actual axial PSF does
vary over the imaging field. This is not unexpected in a beam scanning confo-
cal instrument where the axial PSF may indeed be affected by off-axis optical
aberrations in one form or another.
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3.3.2
Analysis of the Axial PSF Properties

Various choices can be made to analyze these axial PSF responses in the terms
of parameters. At present we have chosen the following, (see also Fig. 14):

Iiotal  the total integrated intensity under the axial PSF response;

Imax the maximum fluorescence intensity found along the axial response;
Zmax the axial position at which the value of Imax is found;

fwhm the axial resolution as represented by the fwhm of the axial response;
skew s axial asymmetry of the axial PSF response.

For the purpose of this paper the skew s is defined as s =(a -b)/(a + b)
with a and b evaluated at the level of half maximum intensity of the axial PSF
as indicated in Fig. 14. The sectioned imaging properties of a given system
can conveniently be represented in a so-called sectioned imaging property
chart or SIPchart (see Fig. 15a and b) based on the above parameters. As
these parameters can be determined at each point in the lateral image field
it is a logical step to represent the data in these charts in the form of color-
coded images or maps. In addition the average and variation of the above
parameters over the image can be calculated and are added as an inset in
the respective color coded images. These values, summarized in a separate
table, are useful for a numerical characterization of the imaging properties
over the whole image field. The axial resolutions of the system, white against

skew
s=(b-a)/(a+b)
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Fig. 14 Parameters for the characterization of the axial imaging characteristics of a sec-
tioning microscope
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Fig.15 (a) Sectioned Imaging Property charts or SIPcharts for two confocal microscope
systems: SIPchart of confocal microscope system 1

the black background of the resolution bar, can be compared directly with the
theoretical resolution - in red - to be expected at zero pinhole size and the
numerical aperture NA of the used objective. Also included in the SIPchart
are the actual axial responses measured in the center and 4 off-center loca-
tions. The SIPcharts shown are from an actual comparison of the sectioning
conditions between 2 confocal systems as further discussed in the next sec-
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Fig.15 (b) Sectioned Imaging Property charts or SIPcharts for two confocal microscope
systems: idem of confocal microscope system 2. Both microscope systems are equipped
with NA 1.4, 63x oil immersion lenses and operating at the same nominal pinhole setting
of 1 Airy. See further text

tion. The color coded images are binned in this case to 64 by 64 from a set of
images originally of 512 by 512 image points. As the various imaging proper-
ties can be assumed - and are in fact observed - to vary relatively slowly over
the imaging field, this binning while improving signal to noise conditions
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does not cause any significant loss of information on the lateral variation of
the represented parameters.

34
SIPcharts and 3D Imaging Assessment

The utility of SIPcharts for 3D image characterization is illustrated with an
example based on SIPcharts taken from a comparison of two different confo-
cal microscope systems 1 and 2 as presented in Fig. 15a and b, respectively. It
should be noted that the point of this discussion is not to determine if one of the
microscope systems is superior to the other, but to show that SIPcharts can be
effective for evaluating and comparing their relative imaging properties. Both
systems 1 and 2 are equipped with similar oil immersion lenses (63x, NA 1.4)
and examined under similar settings for nominal pinhole (1 Airy) and zoom.
For each measurement a 100 step z-scan with was made through focus. In both
cases a zoom is chosen such that a - for this objective extended - scan field
resulted: 238238 wm for system 1, and 146 x 146 pum for system 2.

The panels Iy, represent the integrated intensity along the axial response
over the field and permit one to judge - together with the panels In,x - the de-
gree to which the apparent fluorescent intensities in the confocal images are
affected by not-optimal sectioned imaging. The In,x panel is useful to judge
the maximum difference in apparent fluorescence in the separate sections due
to microscope factors while integrated I, panel has a similar function for ex-
tended depth or axially integrated images. With fluorescer distribution in the
reference layers to a high degree laterally uniform, one would expect under
ideal imaging conditions that the both the integrated Iy, and the Ipax im-
ages to show uniform fluorescence over the image field. That this is not the
case is clear from a first glance at these panels. Looking in more detail it can
be seen that the Imax panels of the SIPcharts of both systems show a variation
in the maximum fluorescence intensity of 20% and 30%. For system 1 we see
a maximum located around the center of the image field with the intensities
falling off smoothly towards the edges. For system 2 a much more disordered,
non-symmetrical, distribution over the image field of the axial PSF maxima is
observed.

The Zmax panels show the axial positions at which the maxima shown in
the Imax panels were found. In both cases we see that these are located in an
approximately flat plane; however, these planes are not fully perpendicular to
the optical axis but somewhat tilted by 300 nm (system 1) and 2600 nm (sys-
tem 2), respectively, over the image field. The possible cause of these small
tilts (up to 2% for system 2 over the image field) may be either a tilt of the
specimen table with respect to the optical axis or an artifact connected to the
optical scanning technique used.

Assuming that the observed fwhm values of the axial responses are close to
and representative of the axial resolution then from the fwhm panels a good



50 E. Brakenhoff - J. Zwier

impression can be obtained of the resolution variations over the image field.
We see that for system 1 areas with higher resolution correspond well with
those with maximum intensities (Imax), as can be expected for a reasonable
aberration free system. For system 2 this correspondence is not so clear-cut.
In fact, the fwhm panel resembles the skew panel better then the Imax panel
does. This suggests that aberrations in the latter system play an appreciable
role in the image formation, as also witnessed by the much greater values for
the skew and skew variation observed there. Also, comparing both systems, it
is interesting to note that while in system 1 the average resolution is somewhat
better than system 2, the opposite is the case for the resolution variations over
the field. Thus system 2 has a more uniform resolution over the image field.
The same is also the case for the fluorescence intensity variation as can be seen
from the lower standard deviation of the Imax values for system 2. Of course,
when making this judgement it should be noted that the imaging field shown
of system 2 is appreciably smaller then the one of system 1.

The skew parameter s as defined in Fig. 14 is a parameter characterizing the
first order asymmetry of the axial PSF and may be indicative of the presence of
spherical or other optical aberrations. The severity or degree of aberration can
and indeed often does vary over the image field. Comparing the data in the skew
panels of the SIPgraphs of both systems very low skew values are seen close to 0
in the case of system 1 while in for system 2 a more irregular, somewhat striped
pattern is seen with local skew values varying from 0.15 to -0.15.

The black resolution bar is useful to get an “at a glance” impression of the
axial resolution and resolution variations of the system - the white band - in
relation to the theoretically possible resolution - the red bar - at zero pinhole
size. Finally in the SIPcharts the actual axial responses are given at 5 locations
in the image field. With a binned image size of 64 by 64 the curve 1z(16,16)
represents the axial response taken at point x = 16 and y = 16 etc. The avail-
ability - in the lower, middle panel of the SIPchart - of the actual responses
is useful to recognize the presence of strong aberrations which sometimes
cannot be effectively recognized from the fwhm and skew parameters values
only.

System 1 and 2 represent two systems of major confocal manufacturers
which were evaluated by the SIPchart method in the state we found them, in-
cluding for instance, sub-optimal user alignment, etc. It is neither proper nor
relevant for the purposes of this paper to further identify these systems, as
the presented data are not necessarily representative of the imaging attainable
with the instruments.

3.5
SIP-Charts, Analysis Examples, and Sensitivity

SIPcharts present a great amount of data to the researcher, which can serve
subsequently as a convenient starting point for analysis of specific aspects of



Characterization and Calibration in Fluorescence Microscopy SIPcharts 51

the imaging. SIPcharts and data extracted from them are effective and con-
venient tools for analyzing sectioned imaging conditions and are sensitive
enough for tracking differences or changes in sectioned imaging conditions.
Using the SIPcharts, various specific imaging aspects can easily be compared
by directly extracting the applicable data/images from the SIPchart document
for documenting the sectioning conditions under which, for instance, confo-
cal images were acquired.

While for further examples of the use of SIPcharts in sectioning mi-
croscopy we refer to Brakenhoff et al. [19] we would like to include here
one application illustrating the use of SIPcharts for tracking the influence of
spectral conditions on sectioned imaging. Modern confocal microscopes can
collect simultaneously or sequentially images at different excitation and de-
tection wavelength settings. However, it is well known that image plane-shifts
and other effects between imaging conditions may occur due to chromatic
effects in the imaging. These can be documented very well with the help of
the described procedures and the SIPchart representation. Figure 16A and B
show the Zp,.x panels extracted from the SIPcharts of a microscope system
acquired at two spectral settings: the first for excitation at 488 nm, using
a detection band-pass filter of 503-530 nm and the second with a 543 nm ex-
citation and 560-615 nm detection band-pass filter. The through-focus data
stacks for both SIPcharts were obtained in one experimental run not chang-
ing the position of the reference layer (which in this case is based on a red
fluorescing dye), only changing the filter settings. The full charts are shown
to illustrate that many subtle differences may be noted between the imaging
between both imaging conditions. Particularly important for work where data
with a different spectral signature are correlated - as in the co-localization or
FRET studies - is that not only the image planes between both conditions are
found to be shifted with respect to each other but also that this shift is not
uniform over the imaging field. Figure 16C, obtained by processing the Zax
data of these SIPcharts, illustrates this nicely.
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Fig.16 Axial image plane position as a function of wavelength derived from SIPcharts of
a multi-channel confocal microscope. Wavelength conditions: A excitation 488 nm, detec-
tion band-pass 505-530 nm, B excitation 543 nm, detection band-pass 560-615 nm. The
data shown in panel (A) and (B) are represented on a common color scale. Panel C shows
the axial height difference of the sectioned plane imaged at the two spectral conditions
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4
Conclusions

We have shown in this chapter that using thin uniform fluorescent layers it is
possible to do effective characterization and calibration in fluorescence mi-
croscopy. A major motivation behind effective calibration is that it would
enable microscope users to derive quantitative specimen information from
the primary fluorescence of their objects, to a first order independent of the
microscope systems used. At present, quantitative data in microscopy are
often determined by methods such as fluorescent life time, FRET [20] and
FRAP [21], or ratiometric methods for measuring ion concentrations (Ca?*,
pH and others) [22].

Key to the presented approach is the availability of sufficiently uniform and
reproducible layers as, for instance, produced here by spinning techniques.

The presented fluorescence reference layers may have significant value for
characterizing microscope properties in general well beyond just their ap-
plication in fluorescence microscopy quantification. For instance fluorescent
yields under known illumination conditions allow microscope throughput or
efficiency under various optical conditions to be assessed. Such illumination
conditions can in fact be derived from layers with known uniform bleaching
properties which were the basis of the bleach rate imaging demonstrated here.
The bleach rate can serve as an environmental probe as the local bleach rate
is known to be dependent on environment factors such as pH and molecular
binding or as a proximity probe, thelatter, for instance, through the mechanism
that the mutual distance between excited molecule influences bleach proba-
bility [7,23]. For the characterization and aligning of confocal microscopes
presently different methods are employed. For instance, confocal microscopes
are often aligned by maximizing the fluorescence yield from a slab of solid
fluorescent material at the center of the image field. However no axial in-
formation becomes available for judging/optimizing sectioning conditions,
possibly leading to sub-optimal instrument alignment. 3D imaging of fluores-
cent spheres can in principle give access to the full 3-dimensional point spread
function, provided these beads are small in relation to the PSE. A limitation is
that the small size and the hence limited number of fluophore molecules con-
tained in these beads may make it difficult to obtain a sufficient fluorescence
signal for accurate PSF determination before bleaching sets in. Also, we have
found in practice that a substantial variation in apparent fluorescence between
beads can be observed in many commercially available beads.

In contrast, thin uniform reference layers can provide axial PSF informa-
tion at sufficiently low illumination conditions such that bleaching plays a mi-
nor role. Of course they do not provide access to the lateral PSF properties,
but they do have the advantage that the laterally uniform layer fluorescence
assures that fluorescence intensity variations related to instrumental proper-
ties are correctly mapped.
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The SIPcharts, together with the underlying data could, in principle, be
employed for correction purposes; correcting for the often observed varia-
tions in fluorescence intensity yield over the image field first comes to mind.
We think the data contained in the total intensity image of the SIPchart can
be used for an approximate first order correction.

Present day de-convolution algorithms are in general assuming a constant
PSF over the image field. The data contained in the maps of the fwhm and
skew variations in the SIPchart can be used to assess if this assumption is
reasonably correct. Advanced de-convolution algorithms - incorporating PSF
variations over the image field - can in principle be constructed. The pre-
sented skew and fwhm panels of the axial PSF can be a good starting point
for such procedures.

Co-localization studies require accurate knowledge of relative axial pos-
itions of specimen elements imaged under different excitation and detection
spectral conditions. Both on- and off- axis chromatic aberrations may cause
shifts in the axial position at which these elements appear in the 3D image.
By analyzing 3D datasets of the reference layer obtained at various wavelength
conditions of a suitable reference layer we showed that the axial chromatic
shift can be charted over the image field. We think that such shift data can
be used for correction for such chromatic effects. At present lateral chromatic
shifts cannot yet be tracked with the laterally uniform reference layers, but we
are considering approaches to overcome this limitation.

We found - not shown here - that the presented characterization method
can be very effective for the evaluation of the relative performance of other-
wise identical microscope objectives when mounted on the same microscope.

The present work was mostly done using fluoresceine based uniform thin
layers with an optimum excitation sensitivity around an excitation wave-
length of 480 nm, but usable in a range from 430 to 490 nm. Layers suitable
for any excitation and detection range are under development, with already
promising results. In fact the data on chromatic effects on imaging - Fig. 16 —
were acquired using a more red sensitive dye in the layer.

In this paper it is shown that the quantification and correction of fluores-
cence imaging can be successfully realized in wide field fluorescence imaging.
Extension to sectioned microscopy imaging, a subject we are at present work-
ing on, seems to be feasible and the SIPchart representation of microscope
system properties may be a good starting point for realizing this goal.
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Abstract It is important to have a working awareness of the many factors that can en-
hance, degrade or even distort the interpretation of quantitative data. Measurements in
fluorescence microscopy may be discussed in the context of three major headings: (1) in-
tensity, (2) spatial, and (3) temporal. The quantitative ability of instrumentation in each
dimension is dependent on the performance characteristics of the instrument subsys-
tems that contribute to the data gathering. In order for accurate and precise data to be
recorded, not only must each subsystem perform well on its own merits, they must all be
carefully orchestrated to work together in synergy. A number of basic considerations re-
garding the quantitative application of imaging instruments is outlined in the pages that
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follow; topics covered include detector technologies, illumination sources, optical limits,
scan raster, specimen positioning and multi-channel acquisition.

Keywords Axial resolution - Bit-depth - CCD - Chromatic aberration - Dark noise -
Dynamic range - EMCCD

Abbreviations

2D Two-dimensional

3D Three-dimensional

ADU  Analog/digital units

AOTF  Acousto-optical tunable filter
CCD Charge-coupled device

Ccv Coefficient of variation

EM Electron multiplication

EMCCD Electron multiplication charge-coupled device
F Excess noise factor

FRET  Forster resonance energy transfer
FWHM Full-width at half-maximum

ma Mean pixel intensity

NA Numerical aperture

PMT Photomultiplier tube

QE Quantum efficiency

sa Standard deviation about mean pixel intensity
S/N Signal-to-noise

A Wavelength

n Refractive index

1

Introduction

Images can deliver an enormous psychological impact and so play a unique
role in scientific communications. In spite of the convincing nature of image
data, the weight of evidence reflecting such quantitative measures as pro-
tein concentration, co-localization, Forster resonance energy transfer (FRET),
shifts in emission spectra, and identity of ambiguous fluorescent signals is de-
pendent on both the methods used to acquire and analyze data as well as the
accuracy and precision of a multitude of instrument functions. For today’s ad-
vanced quantitative methods it becomes imperative to be aware of the many
subtle factors that may contribute to measurement accuracy and precision.
There is an extremely rich variety of applications that fall under the topi-
cal heading of quantitative fluorescence microscopy. Much of the growth has
been in the context of biological microscopy, and a number of factors have
contributed to this recent explosion in popularity of fluorescence imaging.
The development of molecular techniques and cloning technology has pro-
vided the prerequisite knowledge for deciphering the information content
that drives living systems. The development of genetically encoded fluores-
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cent proteins that can be used in living cells to provide a marker for genetic
expression [1, 2] has revolutionized biology. Also significant are the develop-
ment of advanced laser illumination, optical-sectioning technologies, efficient
interference filters that permit unambiguous signal detection, real-time dig-
ital image capture and storage, precise and reliable instrument automation,
along with effective computational processing and visualization of image
data.

Today’s researcher can directly monitor molecular interactions in living
cells in multiple dimensions using fluorescence microscopy. Variables that
can be quantified include lateral and axial spatial organization, shifts in
the frequency distribution of fluorescent signal intensities [3-5], fluorescent
decay lifetimes [6,7], fluorescence polarization anisotropy [8,9] as well as
any temporal changes associated with these parameters. Sources of fluores-
cence contrast are under continual development and include such powerful
tools as fluorescent chemicals for monitoring ion flux and membrane volt-
age potential [10, 11], genetically encoded fluorescent proteins that can act as
targeted sensors of enzyme activity, ion flux, protein localization or gene ex-
pression [12, 13], second or third harmonic frequency conversion of incoming
light by biological tissues [14, 15], and robust, functionalized semi-conductor
nanocrystals of tunable emission wavelength [16].

The basic classes of instrumentation used for quantitative fluorescence mi-
croscopy include point-detection laser scanning microscopes as well as array
detection scanning microscopes and array detection widefield illumination
microscopes. Within each class is a plethora of technologies, each with its
own strengths and weaknesses. To complicate matters, the term “quantitative
microscopy” may be held to a wide range of interpretations. The level of rigor
to which quantitative and semi-quantitative measurements are held may vary
depending on the nature of the study.

A number of basic considerations regarding the quantitative application
of imaging instruments is outlined in the pages that follow. It is important
to have a working awareness of the many factors that can enhance, degrade
or even distort the interpretation of quantitative data. Thus, it is helpful to
confirm performance tolerances in the laboratory to ensure acceptable instru-
ment performance and to assign a meaningful margin of error to the data
generated.

Measurements in fluorescence microscopy may be discussed in the con-
text of three major headings: (1) intensity (usually expressed as a function of
spectral frequency), (2) spatial (three dimensions: x, y and z), and (3) tem-
poral. Clearly, the quantitative ability of instrumentation in each dimension
is highly dependent on the performance characteristics of the numerous in-
strument subsystems that may contribute to the data gathering. Oftentimes,
meaningful data includes measurements from numerous dimensions (e.g.,
three spatial dimensions, one temporal dimension, three emission spectral
scalars). Thus, in order for accurate and precise data to be recorded, not only
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must each subsystem perform well on its own merits, they must all be care-
fully orchestrated to work together in synergy.

2
The Intensity Dimension

2.1
Photon Detector Technologies

Intensity measurements are influenced by the image sensor as well as the
illumination source. The detection subsystem chosen for a particular quan-
titative fluorescence application can have a profound impact on the feasibility
of an experimental approach as well as the quality of the data acquired. The
primary classes of detector commonly used in fluorescence microscopy fall
into two major categories: (1) charge-coupled device (CCD) cameras, and
(2) photomultiplier tubes (PMTs). CCD detectors are generally used on wide-
field illumination systems because they are array detectors and can capture
images of many points within the field of view simultaneously. CCDs are
also found in line-scanning devices. PMT technology lends itself to point-
scanning microscopes in which the signal for each pixel is sampled separately
as the point-illumination rasters across the field of view. Each technology
has different strengths and weaknesses with regard to signal quantification.
A brief overview of general concepts, widely used technologies and cor-
responding considerations in the context of image sensors for quantitative
fluorescence microscopy are outlined below.

Photon detection is a quantum mechanical event; because of this there
is an inherent uncertainty in the number of photons actually registered for
each pixel in a given exposure. This uncertainty follows a Poisson distribu-
tion. This noise due to quantum uncertainty, termed shot noise, is a physical
limitation and cannot be rectified. In a Poisson distribution, the number of
recorded events (photons) varies about the mean with a standard deviation
equal to the square root of the mean. In other words, the standard deviation
about 100 photons counted is 10. The uncertainty of the measurement in the
latter example is 10%. If only 16 photons are counted, then the uncertainty is
+/-4 photons or 25%. Thus, accumulating more photons reduces the relative
contribution of shot noise to the uncertainty of the measurement.

The signal-to-noise (S/N) ratio is a measure of the data quality produced
by an imaging system with a given sample. In other words, the S/N ratio is
a figure of merit that relates the measured signal to the total system noise
at each pixel. The signal-to-noise ratio has an inverse relationship with the
uncertainty of the data, i.e., a high signal-to-noise ratio implies a low uncer-
tainty with regard to the brightness levels recorded.
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The S/N ratio is reflected in the intensity distribution of pixels correspond-
ing to a constant signal level. Thus, the S/N ratio can be conveniently gauged
in terms of a percentage known as the coefficient of variation or CV [17]:

CV = (sa/ma)x100% , (1)

where ma is the mean pixel intensity and sa is the standard deviation of the
pixel intensities in the measured region.

The dynamic range of an imaging system is defined as the ratio of the largest
single pixel intensity that can be quantified to the smallest measurable in-
tensity that can be quantified. Dynamic range is a property of the detection
system and is independent of experimental measurements. Imaging systems
with higher dynamic range are able to quantitatively detect very dim and very
bright pixels within a single image. Dynamic range is a figure of merit and car-
ries no units. Dynamic range for imaging detectors is equal to the full-well
capacity (number of photoelectrons that can be accumulated before the de-
tector is saturated) divided by the total system noise of the detector. When
the gain and/or bias offset are manipulated, such as on a confocal micro-
scope or variable gain camera, the dynamic range of the detector is affected.
This is because the full-well capacity is effectively reduced by increasing the
off-chip digitization gain, while the noise level remains stable or may even
increase. The bit-depth of the image may stay the same, however it is import-
ant to realize that the many brightness levels depicted may not correspond
to actual variations in signal level due to molecular concentration, but rather
may be an artifact of statistical variations (shot noise) in the signal. This phe-
nomenon is most commonly encountered where very low levels of photons are
contributing to the overall signal, as in point-scanning confocal images [18].

2.1.1
CCD Signal Detectors

The advantages offered by CCD detectors with regard to quantitative fluores-
cence imaging are several:

1. CCD technology provides an array of sensors that capture all pixel coordi-
nates of a two-dimensional (2D) image simultaneously; this ensures that
the data at each pixel is captured at a single time point. Furthermore, be-
cause the data is captured in parallel, many more photons are integrated
for each pixel in the time taken to acquire a single frame than for a point-
scanning PMT-based system [19]; this generally yields a higher S/N ratio
for a given exposure time. As a general rule, because of the increased in-
tegration time for each pixel provided by parallel capture, much lower
illumination intensities can be used to acquire an image in a given amount
of time and this is beneficial to studies of living cells (where phototoxicity
can be a major concern).
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2. Modern CCDs have comparatively very high (some >90% across the visi-
ble spectrum) quantum efficiency as compared to PMT technology; again
this can serve to reduce the exposure time for greater temporal resolution
and for reduced phototoxicity/photobleaching.

3. CCDs have been developed for quantitative microscopy that have very
high dynamic range. High dynamic range increases the range of bright-
ness values that can be quantified.

4. The relationship between the number of photons integrated by any single
pixel on the array and the electronic signal that is subsequently quanti-
fied is inherently very linear. CCD technology has reached a high stage of
refinement; in many situations CCDs have superior qualities as imaging
devices where the quantitation of intensity levels is of major concern.

There are a number of classical sources of noise that impact the signal-to-
noise ratio achievable with a given CCD camera in the context of a given
sample. The primary sources of noise with regard to CCD detection are shot
noise (introduced above), read noise and dark noise. In order to arrive at the
total noise value for a camera system, the individual noise components are
added in quadrature:

Noiserota) = \/(I\MiseDarl()2 + (Noisegeaq)? + (Noisespor)? - (2)

The following section discusses some of these potential sources of uncertainty
in quantitative data acquired with a CCD camera.

The camera bias is the current charge on a CCD sensor and the associated
electronic offset. A bias signal results from biasing the CCD offset at slightly
above zero analog-to-digital unit (ADU) counts. In other words, the camera
bias signal is an initial signal already on the CCD detector before an exposure is
taken. The reason for the bias is to ensure that a high enough intensity such that
a negative number does not get passed to the A/D converter; the A/D converter
ona CCD camera can only process positive values. The bias voltage is artificially
inserted after the data is read off of the CCD and before the data is received by
the A/D converter. Generally, the bias is set at the factory and is stable over the
lifetime of a camera. The bias level should be proportional to the bit-depth of
a camera, e.g., a 12-bit camera (4095 brightness levels) may have a bias level of
50to 70 ADUs, while a 16-bit (65 535 brightnesslevels) camera would have abias
level in the neighborhood of 500 ADUs. The camera bias can be determined by
taking a readout of the CCD with zero exposure time. The average pixel value
in the resulting image represents the bias offset of the camera.

The camera gain refers to the number of electrons that are assigned to
each stepwise increase in the brightness value of a pixel, i.e., gain is a conver-
sion factor that relates the number of electrons gathered in a pixel to digital
numbers (ADUs). For example, an 8-bit image is capable of displaying 256
brightness values ranging from 0 to 255. If each pixel on the CCD sensor array
is capable of gathering and holding 512 electrons before saturation, then we
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can say that the full-well capacity of each pixel is 512 e —. Full-well capacity
is generally proportional to the physical size of the pixels on a CCD array.
An 8-bit analog to digital converter can divide the full-well capacity into 256
brightness levels by assigning 2 e - to each analog-to-digital unit (ADU). The
CCD gain can be estimated by dividing the full-well capacity by the bit-depth.

Intensities given in ADUs provide the user with a convenient method for
comparing images and for comparing data generated by different camera sys-
tems. For camera systems with continuously variable user-modifiable gains,
the exact same gain setting must be used between images for any meaning-
ful comparison to be made between images. There is a single gain setting
that optimizes the dynamic range of the camera to the digitization bit-depth.
For dim samples, the gain can often be increased to permit easier visualiza-
tion of the signal, but the dynamic range of the camera will be reduced. Gain
should only be increased if a higher intensity is required and other condi-
tions, such as exposure time, illumination level, and/or binning factor, cannot
be changed.

Dark current is caused by spontaneous creation and accumulation of elec-
trons in the pixel elements (storage wells) of a CCD. This constitutive accumu-
lation of electrons in the storage wells is caused by thermal energy in the CCD.
The rate at which electrons are liberated and stored in the pixel elements is
temperature dependent, and the total number of electrons that will contribute
to dark noise is a function of the integration time of the exposure at a given
temperature. Thus, dark current is usually reported in e —/pixel/sec. Dark cur-
rent noise follows a Poisson distribution. The dark noise is the square root
of the dark current value. This is an important distinction: the dark current
can be subtracted from an image, but the dark current noise (variability of the
dark current) will remain. Thus, the best cameras should (and do) have very
low dark current, and hence, very low dark current noise. The rate at which
dark noise is accumulated is reduced by 50% for every 6.7 degrees Celsius re-
duction in temperature; for this reason, most research grade CCD cameras
are deep cooled using peltier elements. CCD cameras intended for especially
long integration times may even be cooled with liquid nitrogen. An image
taken at a given exposure time with no light going to the camera will include
the dark current as well as the bias offset. If a bias offset image is acquired
(see above) and subtracted from an exposure taken with no light going to the
camera, the average value of the difference between the two images will rep-
resent the dark current. If this average value is multiplied by the camera gain
and divided by the exposure time (expressed in seconds), the result will be
the dark current expressed in e —/pixel/sec. This value can be compared to
a spec sheet provided by a camera manufacturer to confirm the dark current
performance.

Read noise is the noise component that is attributed to the camera elec-
tronics during readout of the image. Most read noise is introduced in the
output amplifier and preamplifier when the signal is boosted before analog
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to digital conversion. Careful electronic design and slow readout speeds can
minimize the contribution of read noise. In general, a slow readout of a CCD
array will generate low read noise, and higher read noise results from faster
readout of the pixel values. At fast readout rates, under low light conditions,
the readout noise may exceed the shot noise. Under such conditions we can
say that the data is read noise limited.

The total read noise for a camera can be evaluated by taking two bias
images (zero exposure time) and subtracting one from the other. The mean
value of the resulting difference image is then multiplied by the camera gain
and then multiplied by 0.707. This converts ADUs to electrons, and the re-
sult is the total system read noise expressed in e -. This value can then be
compared to a camera spec sheet.

Linearity means that the relationship between the light level incident on
the CCD and the signal that is digitized by the A/D converter has a linear
relationship. In other words, when the light level is exactly doubled, the sig-
nal recorded by the camera should be exactly doubled as well. Well-designed
CCD cameras typically have linearity deviations of less than 1% over the en-
tire well.

Linearity can be measured using a stable light source by acquiring ex-
posures at increasing integration times. Provided that a dark image (image
taken at the given exposure time with no light incident on the CCD) is ac-
quired and subtracted from each image of the illumination field, a plot of
exposure time vs. signal intensity should yield a straight line.

A relatively recent development in CCD technology is the introduction
of on-chip multiplication or electron multiplication (EM) gain technology.
Such cameras are commonly referred to as EMCCD cameras. EM gain tech-
nology multiplies the photon-generated charge from each pixel on a CCD
array to a level above the read noise; this permits signal detection at low
light levels and high pixel readout rates, a regime that would not be possible
using conventional CCD technology. This is because the read noise would
dominate the image and cause excessive uncertainty in the data. This signal
boosting process occurs before the charge reaches the on-chip readout am-
plifier, effectively reducing the read noise by the gain multiplication factor.
This charge multiplication factor can be over 1000x. Despite clear advan-
tages where high-speed, low-light imaging is concerned, EMCCD technology
has some additional complexities that can impact the level of uncertainty in
signal quantification.

The principle difference between a charge-multiplying CCD and a tradi-
tional CCD is the presence of a special extended serial readout register. This
special serial register applies a high clock voltage. Because of this high clock
voltage, the signal electrons generate secondary electrons with each clock
cycle through an impact ionization process. The level of gain can be con-
trolled by increasing or decreasing the clock voltage applied to move the
electrons towards the readout register; the gain level is exponentially pro-
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portional to the voltage. The overall gain factor achieved through the impact
ionization process can be greater than 1000x.

On-chip multiplication gain is useful only up to the point of overcoming
read noise limitations. Traditional slow-scan CCDs with sufficiently low read
noise achieve a better S/N ratio in the shot noise limited regime. The shot noise
limited regime occurs at higher illumination levels or situations where longer
exposures to accumulate many photons and/or slow readouts can be used. Be-
cause of this fact, EMCCDs have been developed with dual readout registers:
an EM gain register as described above, and a conventional slow-scan readout
register. Depending on the situation, the end user can select the appropriate
readout technology on such cameras to permit maximum flexibility.

On-chip multiplication gain is a complex function of the probability of sec-
ondary electron generation and the number of pixels in the multiplication
register. Mathematically, the gain function can be represented as:

Gain=(1+g)N, (3)

where N is the number of pixels in the multiplication register and g is the
probability of generating a secondary electron. The probability of secondary
electron generation is dependent on the clock voltage being applied and
ranges between 0.01 and 0.016. Because of the large number of pixels in the
gain register, the total gain can be quite high even though the probability of
secondary electron generation is relatively low.

On an EMCCD, the sharp inflections of the multiplication register clock
waveform occasionally generate a secondary electron even if no primary elec-
tron is present. The probability of this phenomenon also increases slightly
(along with the probability of secondary electron liberation by primary elec-
trons) as temperature is decreased. This anomalous secondary electron cre-
ation is known as spurious charge. Spurious charge is usually added to the
dark current to arrive at a total dark related signal in an EMCCD. Typic-
ally, a single spurious electron is generated for every 10 pixel transfers in
the gain register; this yields a spurious charge value of 0.1 e -/pixel/frame.
For example, for an EMCCD with 1.0 e -/pixel/sec dark current at a 30 ms
exposure, the total dark related signal would be 0.133 e —/pixel/frame (0.033
e —/pixel/0.030 s dark current + 0.1 e —/pixel/frame spurious current).

Because EM gain is a probabilistic phenomenon, there is an inherent un-
certainty associated with this form of gain. This uncertainty of secondary
electron generation through the gain register is quantified by the excess noise
factor (sometimes referred to as multiplicative noise). Experimental results
show that the excess noise factor is between 1.0 and 1.4 for levels of on-chip
multiplication gain as high as 1000x [20, 21]. In noise determinations, both
the shot noise and the dark noise are multiplied by the EM gain and the excess
noise factor. This additional uncertainty creates a situation analogous to the
quantum efficiency of the EMCCD detector being reduced by approximately
half [20, 21]. In order to make up for this limitation, the most effective EM-
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CCD cameras use backthinned chips with very high (above 90%) quantum
efficiency.

The determination of total system noise on EMCCDs is different than that
for regular CCD technology. In an EMCCD, total system noise is given by:

Noiseryta] =
\/(Gain x Fx Noiseghot)? + (Gainx Fx Noisep,x)* + (Noisepead)? (4)

where Gain equals the system electron multiplication gain and F equals the
excess noise factor. The corresponding signal to noise ratio is given by:
Signalx Gain

S/N = .
V(Gainx Fx Noisegho)? + (Gainx Fx Noiseparic)? + (Noisegead)?

)

2.1.2
PMT Detection

On laser scanning microscopes, only a few photons are generated in the time
frame to sample a single pixel. These photons strike the photocathode of
a photomultiplier tube (PMT); only a small fraction of these incident photons
generate photoelectrons in turn. These photoelectrons can then be amplified by
a factor of about 1 million by charge multiplication through the PMT dynodes.
The signal emerging from the PMT is digitized under control of a clock signal
that divides the time it takes for the laser to scan a single line of the image into
the appropriate number of intervals for the number of pixels in each line.

Photomultiplier tubes (PMT) acquire light through a glass or quartz sub-
strate covering a photocathode; the photocathode then releases electrons to
be amplified by dynodes. The composition of the photocathode has a large
influence on the spectral response, quantum efficiency, sensitivity, and dark
current of a photomultiplier tube. Most photocathodes in the visible range
are less than 30% efficient. Photomultiplier tubes have the advantage of a very
high gain through the generation of secondary electrons by the dynodes, and
very fast response. For this reason, PMTs are useful in the context of point-
scanning devices, in which the number of photons generated per sampling
period (pixel) is low, and the sampling periods are kept short to minimize
acquisition time and photobleaching.

It should be noted that many factors might influence the signal as meas-
ured through the detector on a laser scanning microscope; in order to at-
tribute any variation between measurements to the detection subsystem, all
of these factors must be held constant [21]. Furthermore, the “noise” level
in a confocal microscope has two fundamentally different major components:
the noise level due to spontaneous generation of photoelectrons (dark noise),
and photon (shot or Poisson) noise. Both dark noise and shot noise may
become convolved with multiplicative noise (the excess noise factor due to
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uncertainty of amplification). PMTs may vary in their quantum efficiency
(QE), gain response, and dark-count rate, even within the same model and
manufacturing lot. PMT technology is primarily limited by contributions
from shot noise and dark noise; read noise can generally be assumed to be
negligible. Strategies for evaluating the relative contributions of dark noise
and shot noise under standardized conditions are described below.

When assessing dark noise, stray light should be prevented from entering the
detectors. Using standardized settings for PMT gain and offset, a single-scan
image is collected; PMT noise will be displayed as single high-intensity pixels
(or sometimes 2 or 3 bright pixels, always oriented in the direction of the scan
line) scattered randomly throughout the image. Changing the confocal zoom
setting will not alter the presence or size of these high-intensity noise pixels.

When imaging a fluorescent specimen of relatively low quantum yield,
a great deal of non-uniformity is often evident within an image. This non-
uniformity mainly reflects the statistical uncertainty inherent in the detection
of any photon signal (shot noise). The histogram of the intensity levels within
such an image provides an intuitive way to visually assess this noise level
(a broader spread in intensities results in a broad histogram). For an accurate
assessment, the signal source must be uniform, i.e., no visible features and no
shading such as might be caused by signal loss at the edges of the field of view.
This condition is more easily met by using a moderate level of zoom. The
FWHM of this intensity histogram is a description of the noise in the image.
The width of the distribution can be expressed quantitatively by calculating
the coefficient of variation (CV) for the image as outlined previously.

It may be useful to measure and record CV values over a range of signal in-
tensities. For instance, to describe the relationship between quantum yield and
the sampling uncertainty at fixed laser power, a standardized laser power can
be used to image increasingly dilute fluorochrome solutions; the detector gain
may be raised proportionately to achieve a standardized mean intensity value.
Mean pixel value and standard deviation about the mean are recorded for the
dilution. These values can be used to calculate the CV for the image. Values
for a range of dilutions can be recorded in this manner to provide a record
of relative uncertainty over a range of quantum yields. An analogous test uses
a sample having a standardized quantum yield and monitors CV as a function
of the laser power [17]. For either test, all other variables such as scan speed,
resolution, zoom, optics, dichroics and filters (alternatively beam splitter and
spectral detection bandwidth settings), pinhole(s), beam expanders, PMT type,
and laser power should be standardized and held constant [22].

The relationship between fluorescence quantum yield and the average PMT
signal produced at a given gain voltage should be understood where quanti-
tative studies are concerned. In this case, gain is set to a standardized level
and left at that setting. Mean signal is next plotted as a function of either flu-
orochrome concentration (using a standardized laser power) or illumination
intensity (using a standardized fluorochrome concentration). In either case,
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one would expect the relationship to be approximately linear except where:
(1) luorochrome concentration is at a point where quenching occurs, (2) there
is chemical saturation of the fluorochrome solution, or (3) excessive laser power
saturates the number of molecules that can be raised to an excited state. It is
agoodidea to ensure that the detector subsystem behaves as expected on a par-
ticular imaging system, and also to validate that the behavior is stable. This
exercise also gives an idea of the dynamic range of the instrument in the context
of a particular fluorophore.

213
Spectral Imaging Systems

Fluorescence microscopy segments differentially labeled features by virtue
of the emission wavelength of the signaling moiety. For this reason it is
important that quantitative instrumentation be able to accurately discrim-
inate the spectral signatures of multiplexed probes; a variety of approaches
are available, with the most sophisticated instruments being able to acquire
high-resolution emission spectra from the sample at every pixel in an image.
Evidence of the ability of such systems to solve problems such as distinguish-
ing the identity of fluorochromes with overlapping emission profiles has been
established [3,4,23-25]. It should be noted, however, that the integrity of
such extrapolations is dependent on the accuracy and reliability of the under-
lying system [26-28].

Numerous approaches towards spectral imaging instrumentation are com-
mercially available, both for point-scanning PMT-based systems and wide-
field illumination systems equipped with CCD or EMCCD detectors. The
advantages of a particular system will depend on the scope of applications an
instrument is expected to handle. Strategies to evaluate the performance of
such systems are of prime importance.

Three major aspects of the spectral imaging subsystem should be peri-
odically evaluated: (1) the accuracy of the system in terms of the recorded
location of spectral features, (2) the resolution in terms of the minimum
bandwidth of spectral features that can be identified as discrete, and (3) the
relationship of sensor efficiency with respect to wavelength.

As monochromatic light sources, the lasers installed on the system in ques-
tion can be used as a convenient standard. In order to check the accuracy,
resolution and wavelength response, multiple laser lines can be used simul-
taneously to provide a source of reflected light for measurement. An example
of a spectral scan from a point-scanning system found to have miscalibrated
spectral detectors by detecting reflected light from the laser lines is por-
trayed in Fig. 1. There are at least three potential advantages of using the
instrument’s integral laser illumination for spectral testing: (1) point source
radiation provides a discrete cone of illumination so that both the lateral
spectral-spatial resolution of the system, and the degree to which the pinhole
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Fig.1 Spectral scan over laser lines using backscattered light on malfunctioning point-
scanning system. The wavelength selection mechanism for PMT 1 is inoperable, hence the
low signal for that channel. The spectral reading for each channel is centered about a dif-
ferent wavelength and the spectral resolution approaches 18 nm in places. The laser lines
corresponding to the peaks are 458 nm, 476 nm, 488 nm, 514 nm, 543 nm, and 633 nm

is effective in rejecting out-of-focus or scattered light from contaminating
a spectral reading (axial spectral-spatial resolution) can be assayed, (2) the
wavelength range between laser lines should have no signal, so baseline noise
levels are easily evaluated, and (3) the power of individual spectral features
(laser lines) can be easily measured and controlled.

An alternative approach is to use a calibration lamp standard in the man-
ner described by Zucker and Lerner [28]. An ideal calibration lamp has
numerous spectral features that form a sophisticated spectral fingerprint
(Fig. 2); in theory, all instruments would be expected to reproduce the charac-
teristic location, bandwidth and relative heights of peaks and valleys provided
by the standard. The effect of sample aliasing on accuracy and precision is
easily demonstrated using such a standard. This method isolates the detec-
tion subsystem from the integral illumination sources and may be useful
where comparisons between different instruments are concerned, or where
a system is not equipped with laser lines covering the full extent of the de-
tection range. Traceable, well-characterized spectral calibration lamps based
on elemental spectral peaks are available commercially. One cautionary note
is that care should be taken when selecting a calibration lamp, however. It is
a good idea to avoid lamps that depend on phosphors for some or all spectral
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Hg Calibration Lamp
—— Xenon Calibration Lamp

Fig.2 Traces taken from a pure Hg calibration lamp (dotted trace) and a pure Xe cali-
bration lamp using an EMCCD-based slit-scanning spectral imaging system. The Hg
standard was used to calibrate the system because of the discrete peaks and high signal-
to-noise ratio that can be achieved with this bright source. Once calibrated, a spectral
recording of the output from a traceable Xe lamp standard (solid trace) was recorded
and the peak locations noted. The peak locations for both lamps were determined to be
consistent within 1 nm of the known values across the practical wavelength range for the
instrument

features, the spectral emission profile of such fluorescent phosphors may be
shifted due to contamination or temperature dependence.

2.2
lllumination

2.2.1
Broadband Arc Lamp Sources

High-quality fluorescence microscopy, and quantitative imaging in particular,
is dependent upon stable and intense illumination sources. Most laboratory
fluorescence microscopes rely upon mercury or xenon arc lamps for illumina-
tion. Unfortunately, traditional arc lamp sources have shortcomings that can
compromise the integrity of quantitative measurements made in their con-
text. Such light sources provide an intense broadband illumination source,
but suffer from spatial and temporal instabilities [29]. For instance, the field
illumination is not homogeneous and the intensity at the edges of the field
can fall by a factor of two or more. The intensity distribution of conventional
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arc lamp sources for fluorescence microscopy is known to have hot spots that
wander as a function of time; this in turn leads to spatial changes in the in-
tensity of illumination at the image plane.

It is ideal to be able to reduce the impact of spatial and temporal inhomo-
geneity in illumination to below the limitations imposed by random shot
noise; one proven strategy for accomplishing this is the use of light-guide de-
livery [29] to scramble the spatial variations in the raw lamp output. When
properly implemented, light guide delivery delivers light with a very smooth
intensity profile and has been demonstrated to provide greater than 100-fold
improvement in spatial intensity variation over the field of view [29]. Re-
maining temporal intensity variations can be minimized using a closed loop
approach in which the illumination intensity is sampled with a sensor and the
lamp output is adjusted in real-time [29].

Recently, metal halide lamps for quantitative fluorescence microscopy have
been introduced by the commercial sector. These modern broadband light
sources simplify alignment, last many times longer than the traditional mer-
cury arc lamps, have superior spectral outputs for imaging of green and red
fluorophores, and have excellent stability over time. These optimized light
sources are delivered through a liquid-filled fiber light guide to offer the ad-
vantages of light-guide scrambling.

2.2.2
Laser lllumination Sources

The consistency of results derived through the use of microscopy is depen-
dent on predictable illumination levels. For this reason it is important to be
able to confirm standardized illumination power levels at the specimen plane,
and gauge the temporal stability of the illumination output.

Tracking long-term changes in power output requires the use of standard-
ized settings. Because different objective optics exhibit different levels of
transmission, it is important to consistently use a particular objective for power
measurements. The same precautions apply in the context of widefield mi-
croscopy when measuring the power delivered from an arc lamp source. As
a general rule, it makes sense to measure power through a dry objective of
relatively low numerical aperture. This helps in that the power meter sensor
can be located such that the angles of the incident rays are minimized and the
cross-section of the cone of light exiting the objective is sampled in its entirety.

When measuring absolute average laser power it is important to keep in
mind that readings taken during an active scan will usually fall well short
of the actual value. This is because systems equipped with fast power modu-
lation systems (such as acousto-optical tunable filter (AOTF) systems) may
blank the laser beam during the flyback component of the scan raster, as well
as during the short period between consecutive frames. Unless a facility is
equipped with a relatively exotic high-speed chart recording power meter, the
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intermittent laser modulation will be averaged by the power meter, resulting
in readings in the neighborhood of 1/2 to 2/3 of the actual value (this fac-
tor can fluctuate based on the relative speeds of the flyback and the speed
of the forward raster portion of the scan cycle). On some systems, this can
be alleviated through the use of a bi-directional scan at high zoom. In this
type of scan, the sample is exposed during both the illumination phase of the
scan and during the flyback. High zoom concentrates the laser power into
a smaller area for easier gathering by the power sensor. The beam is usually
blanked at the end of a frame for a short period of time, but the scan can be
made slow enough that a reading can be obtained in the timeframe of a single
scan using a slow dwell, high-resolution scan.

The method of determining laser power with the fewest contributing vari-
ables involves the use of “beam parking” or “point bleaching” features present
on some platforms. In this procedure, software control provisions for bleach-
ing a diffraction-limited point are used to designate a point in the center of
the field of view, and a useful time of exposure (e.g., 30 s) is provided to the
control software. The laser power is not modulated during beam parking; this
is the ideal situation for power measurement. Several measurements should
be taken to provide an idea of the precision of the data. In order to evaluate
the laser line attenuation system, typically an AOTE, an extension of the ba-
sic power reading test may be used. Readings taken at different attenuation
settings provide information on the linearity of the laser power response to
AOTF gain, and they also provide data illustrating the amount of laser light
that may be leaking past the AOTF when the attenuation is maximized.

Short-term temporal laser power stability can be measured with a power
meter as well. An advantage of this approach is that the performance of laser
power delivery system is isolated from problems related to the detection sub-
system. The disadvantage to this approach is that rapid oscillations of laser
output may be beyond the temporal resolution of the power meter.

Although less conclusive as a diagnostic measure, some may prefer to
measure rapid power fluctuations by observing the impact of such fluc-
tuations on a fluorescent sample under imaging conditions. For this test
a standardized, stable fluorescent sample is used. In an effort to reduce con-
tributions from photobleaching, the use of a freshly prepared, standardized
dilution of fluorochrome in an index-matched solvent is helpful [24]. For
those using inverted platforms, chambered coverslips with multiple wells
work quite well as bulk fluorescent specimen holders. Carefully prepared
concavity slides can be used as an alternative on upright microscopes. It is
a good idea to centrifuge a test solution in order to remove particulates prior
to its use as a standard. The microscope is focused into the bulk fluores-
cent standard near (but not at) the dye-coverslip interface. The procedure for
recording data involves setting up a 2D time series with an appropriate ac-
quisition interval and overall duration. Settings should be configured such
that the laser power is standardized to a reasonable value, and the signal sen-
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sors should be adjusted such that the measured mean pixel intensity of the
recorded field of view is about 3/4 of the available intensity maximum (e.g.,
192 on a scale of 0 to 255) [20]. This helps to ensure that the PMT response
to intensity variation is within the linear range. After acquiring the dataset,
fluctuations in the fluorescent intensity can be expressed by plotting the mean
pixel intensity as a function of time.

A caveat to the latter approach is that fluctuation of image intensity can
be misleading as to the source; this is because recorded fluctuations may be
due to a number of other subsystems (such as the PMT control board or
spectral detector sliders on some platforms). Also, it may be tempting to use
reflected light imaging instead of fluorescence in the protocol above. The in-
tensity values recorded with the use of reflective samples can be exquisitely
sensitive to slight movements of the z-positioning mechanisms [20]. For this
reason, a movement in z that is only on the order of tens of nanometers can
be wrongly assumed to represent fluctuations in power or efficiency of the de-
tection system. Relatively thick fluorescent samples are more forgiving with
regard to the latter problem.

2.2.3
Field lllumination

In order to perform experiments that presuppose a correlation between signal
intensity and fluorochrome concentration, it is necessary to confirm an even
illumination pattern across the field of view. This is easily accomplished using
afluorescent sea [30], fluorescent slides [31, 32] or fluorescent beads [33]. Alter-
natively, reflected light from a mirror standard may be used. For a sequence of
increasing zoom levels, the fluorescence intensity near the coverslip interface
is recorded for the field of view (FOV). In order for the distribution of inten-
sity levels to be representative of the illumination intensity across the FOV, the
highest and lowest pixel values should not exceed the dynamic range of the in-
strument, that is, bright pixels should not be saturated, and the lowest values
should not drop below an intensity value of 0. To evaluate the data, a diag-
onal linear region of interest (ROI) is drawn from one corner to the opposite
corner using image analysis software. A graph of intensity value as a func-
tion of position along the line is compiled (Fig. 3). When the field illumination
is not uniform, it is possible that there is an alignment problem in the op-
tical train [31]. An alternative explanation (in the context of point-scanning
systems) would involve an uneven scan speed with relation to position.
Digital correction for residual uneven field illumination and calibration
of brightness levels is possible in many cases [30, 34-36]. Such methods are
based on the use of a uniformly fluorescent sample to record the field illumi-
nation properties (any flaws in the uniformity of detection will be convolved
with flaws in the uniformity of illumination in the image of the reference
sample). Classical field illumination correction involves dividing the image of
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Fig.3 Flatness of field. Deviation from an evenly illuminated field can be seen by plotting
intensity as a function of position along the diagonal line drawn across the field of view.
The intensity values have been normalized for purposes of illustration in this case

an experimental sample (with bias and dark current subtracted) by the image
of a reference sample of even quantum yield across the field of view (again
with the bias/dark current image subtracted first). The result of this ratio is
multiplied by the mean intensity value of the difference between the refer-
ence sample image and the image representing dark current and camera bias.
This method does not calibrate the intensity levels for comparison between
imaging systems however [30]. In the manner presented by Zwier et al. [36],
a fluorescent thin film composed of fluorescent polyvinyl alcohol polymer is
spin coated onto coverslips to produce a very uniform fluorescent field with
predictable bleaching characteristics. Such an approach permits correction
for bleach-rate related imaging and provides methods for distinguishing the
illumination distribution from the product of the illumination and detection
pathways. Furthermore, such a standard sample can be used to character-
ize the imaging properties of an optical sectioning instrument [37]. In the
methods introduced by Brakenhoff et al. [37], uniform fluorescent thin films
(150-200 nm) are shown to permit standardized evaluation of axial reso-
lution (see below), spherical aberration and off-axis chromatic aberrations in
addition to illumination and signal collection uniformity.

3
The Spatial Dimension

3.1
Optical Limitations

Light has many fascinating properties, all of which may come into consid-
eration during the design of sophisticated modern microscopes. Theoretical
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models that attempt to predict lateral and axial resolution of optical sec-
tioning instruments under a variety of conditions have received much atten-
tion [38-49]. For a general approximation of what to expect with a given
numerical aperture (NA), refractive index (7), and wavelength (1), lateral
resolution may be approximated by:

0.61xA ()
NA
and axial resolution by:
2XAXN
. 7
NAZ 7)
3.11

Sampling Frequency and the Nyquist Criterion

The resolvable detail in a digital image can be limited by the pixel sampling
frequency of the detector. This phenomenon can be witnessed in situations
where the physical size of the pixels on a CCD are larger than the smallest op-
tically resolvable detail at the CCD, or when the number of pixels sampled for
a scan line on a laser scanning instrument is inadequate. It has been demon-
strated that the interval between the intensity measurements is less than half
the period of highest frequency in the signal, and the original signal may be
faithfully reconstructed from the digital values [18,50,51]. In other words,
the pixel size at which spatial features are digitized must be at least half the
size of the smallest optically resolvable unit at the image plane in order to take
advantage of the optical resolution of a particular optics train. This concept is
often referred to as the Nyquist criteria.

3.1.2
Lateral Resolution

In practice, the lateral resolution of a digital microscope is usually meas-
ured with either a subresolution point source standard or a special test
slide [52, 53]. Subresolution point source standards can be made from a var-
iety of sources. Fluorescent polystyrene beads measuring less than 200 nm,
preferably less than 100 nm, can be purchased prelabeled with dyes suit-
able for measuring resolution at different wavelengths. When such standards
are mounted in medium of the appropriate refractive index for an objective,
a resolution test standard is created.

The lateral resolution is taken as the width of the intensity peak at 50% of
maximum intensity on a plot of intensity vs. position for a linear region of in-
terest taken through the center of the first-order intensity maximum (Fig. 4);
this is known as the full-width at half-maximum (FWHM) value of the inten-
sity profile. A projection through the z-axis of a volumetric dataset containing
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Fig.4 Determining lateral (xy) resolution using fluorescent beads. The image in
a represents the apparent lateral dimensions of a subresolution (100 nm) fluorescent bead
taken on a laser scanning confocal microscope. The line is drawn through the center of
the first-order intensity maximum and plotted with intensity as a function of position in
the graph on the right. In this case the lateral resolution is taken as 344 nm. The objective
used in this case was a 20x dry objective, NA 0.7, the excitation wavelength was 488 nm

a point source will ensure that the centroid of the intensity distribution is
measured. The 3D diffraction pattern contained in such a dataset is known as
a point-spread function (PSF) [39, 44, 46, 48, 49, 54]. Some drawbacks to using
fluorescent polystyrene spheres include the fact that they may bleach under
high zoom or high illumination intensity conditions, and the dye may leach
into organic mountants (such as immersion oil) after a time.

Contrast and resolution are interrelated; optimal contrast is required to
discern maximum resolution. Reflected light imaging is useful when values
for ultimate resolution are desired or bleaching becomes a problem. This is
because of the enormous contrast that can be created using reflected light
with little concern for specimen degradation; very good signal to noise values
can be achieved because of the proportionately large signal yield at a given
level of illumination. An alternative point source standard for laser scanning
instruments that can operate in reflected light mode makes use of colloidal
gold and reflected light imaging.

3.1.3
Axial Resolution

Resolution with respect to the z-axis, or axial resolution, is a frequent concern
held by users of optical sectioning instrumentation. When the instrument in
question features an adjustable pinhole (or pinholes, as the case may be), it is
prudent to take measurements at numerous pinhole settings all the way down
to the smallest pinhole aperture (Fig. 5). By doing so, anomalies in the pin-
hole alignment can be discerned. Misaligned pinholes will yield poor results
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Fig.5 Axial resolution as a function of pinhole diameter on a point laser scanning micro-
scope. Measurements in this case were conducted using a front-face mirror standard with
a 63x oil immersion objective at NA 1.32

for axial resolution, and the expected relationship among pinhole diameter,
signal intensity, and axial resolution will likely be disturbed.

A variety of methods can be employed to judge z-resolution. The first is the
use of subresolution fluorescent particles to generate a PSF [42, 54]. Similarly,
a fluorescent thin film has been used in the context of measuring axial reso-
lution using 4Pi microscopy [55]. Another approach involves measurement
of the intensity component with respect to z of a mirror slide imaged with
reflected light [33, 42, 56, 57]. Alternatively, a fluorescent sea [48, 54, 58], or
a fluorescent plastic slide, may be used to provide a discontinuous fluorescent
interface that is then imaged with respect to z.

In the interest of efficiency, it is possible to obtain both lateral and axial
resolution values from a single high-resolution volumetric dataset containing
a subresolution point source. This approach towards measuring axial reso-
lution can utilize the same point source standards described above, and has the
unique advantage that conditions can be adjusted to closely resemble the condi-
tions under which fluorescent imaging is conducted. Once again, colloidal gold
particles are highly reflective; they are a good option where bleaching or signal
intensity proves to be a problem. The only major procedural difference from
measuring lateral resolution is that measurement occurs along the z-axis. We
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must satisfy the Nyquist criteria: the resolution with respect to z hinges on the
distance between sections (where a conventional xyz volume is acquired) or the
distance between scan lines (where an xzy capable instrument is utilized). The
z-resolution is taken as the FWHM of the axial intensity profile.

The front-face mirror test will generally yield more impressive results
for axial resolution than can be achieved using subresolution particles [42].
Datasets are acquired in the same manner as above, and the axial resolution
is taken as the FWHM of the first-order intensity peak (Fig. 6). The values
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Fig.6 Intensity profile through a front-face mirror standard using backscattered light on
a point scanning confocal microscope. In this case, the FWHM is 364 nm. Measurements
were conducted with a 63x oil immersion objective at NA 1.32, the incident wavelength
was 488 nm, the confocal pinhole was at 0.5 airy units
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obtained will also likely better reflect some of the theoretical models used to
predict axial resolution on a laser scanning confocal microscope. It is unlikely,
however, that users can expect equivalent axial resolution under conventional
imaging conditions; this test is primarily useful as a comparison with the-
oretical models and an evaluation of the microscope against itself. Under
practical biological imaging conditions, more often than not, slight refractive
index mismatches, absorption, and scattering all tend to degrade both lateral
and axial resolution. With samples that are relatively optically clear, spheri-
cal aberration and axial scaling due to refractive index mismatches can play
a large role, thus, it is prudent to use water immersion optics for biological
samples in an aqueous environment. Degradation of resolution and contrast
due to spherical aberration, absorption and scattering tends to increase with
depth of penetration into a given sample as a general rule.

3.14
Chromatic Registration

For multi-channel microscopy, it is important that the spatial registration
of all channels can be confirmed. This is particularly true where experi-
ments that seek to quantify co-localization and/or ratiometric measurements
are concerned. Fortunately, there are simple tests that can evaluate the de-
gree to which multi-channel registration may contribute to uncertainty in
results. One effective approach is the use of a slide with subresolution calibra-
tion beads that emit at a variety of wavelengths. Probable sources of lateral
chromatic registration error are found in situations where lasers delivered
through separate fibers (or direct couplings) are used together, and/or when
different optics such as dichroic beam splitters or beam expanders are used
for separate channels in an automated sequential acquisition strategy. Lens
aberrations or mismatched optics can be a source of lateral chromatic aber-
ration. When testing laser lines that are delivered to the scan optics through
separate couplings, it is advantageous if a multi-wavelength dichroic beam
splitter can be used; this reduces the potential for ambiguity as to the source
of any deviation (e.g., dichroic vs. laser-coupling alignment). By the same
token, when beam splitter alignment or alignment of dichroics is suspect, it
is advantageous to use laser lines that are delivered through the same fiber.

Axial chromatic aberration is best evaluated utilizing a front-face mirror test
where reflected light imaging is possible. This test is very sensitive to chromatic
aberration in the optical system, and even very small axial displacements of
the focal plane between illumination wavelengths can be quantified [60-62].
Axial chromatic aberration is evaluated by plotting intensity as a function of
z-position for multiple channels simultaneously (Fig. 7). A mismatch between
the refractive index of thelens immersion and the specimen can exacerbate lon-
gitudinal chromatic aberration. Such discrepancies can be of major concern in
the context of resolution-sensitive multi-channel experiments.
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Fig.7 Evaluating axial chromatic aberration. In this example, a mirror standard is imaged
simultaneously in two channels; the peak-to-peak distance between the first-order inten-
sity maximum for each respective channel is 242 nm (intensity plot on right). The laser
wavelengths used to create this image were a 543 nm and b 488 nm, and a 63x NA 1.32
plan-apochromat, oil immersion lens was used

3.2
Scan Raster and Specimen Positioning

Accurate and precise spatial localization in three-dimensional (3D) space is
a primary concern in quantitative fluorescence microscopy. In widefield sys-
tems with fixed arrays of image sensors covering the field of view, spatial
measurements in the xy-plane are generally precise; calibration of the xy-axis
using a camera of known sampling density is relatively straightforward [63].
Laser scanning systems are more complex because of the need to coordinate
electromechanical movement with electrooptical sampling. Some approaches
for verifying xy spatial calibrations are outlined below.

In the context of scanning instruments, spatial measurement and accurate
morphometric classification rely on the accuracy and precision of the mech-
anisms used to move the focal volume through the specimen volume in the
x, ¥, and z dimensions. From a practical standpoint, measures of the lateral
and axial resolution on a digital imaging instrument are meaningless unless
the accuracy and precision of pixel-to-pixel spacing in the x, y, and z can
be verified. In the context of scanning instruments, non-uniform scan speed
will also result in differential exposure of localized areas within the field of
view [64]. This confounds accurate photometry and can result in increased
phototoxicity when living specimens are being imaged.

3.2.1
Lateral Scanning Galvanometers

Standards for verifying lateral scan accuracy are easily purchased or fash-
ioned from readily available components. A grid standard provides an effi-
cient means of evaluating both the x and y scan rasters simultaneously. Exam-
ples of such standards include a 2000-mesh transmission electron microscope
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(TEM) grid mounted in appropriate media. If a TEM grid (or other unchar-
acterized standard) is used, the accuracy and precision of center-to-center
spacing between grid bars can be accurately determined on a properly cali-
brated widefield system. In order to do this, however, the possibility of lens
aberrations should be taken into account. For this reason it is best to measure
the center-to-center distances between grid bars using the central portion of
the field of view and by moving each grid square into the position occupied
by the square that was last measured. The objective used should be of suf-
ficient numerical aperture and magnification, to permit diffraction-limited
measurements of sufficient resolution to characterize the scanning perform-
ance of the resolution limit of the instrument in question. Variations on the
use of a TEM grid mounted for transmitted or reflected light include mount-
ing the TEM grid on a fluorescent plastic slide, or vacuum deposition of metal
over a TEM grid on a coverslip to produce a negative grid (the resulting cover-
slip can be mounted to either a fluorescent plastic or glass slide), and the use
of small optical slits or pinholes in place of a TEM grid.

Measurements of the center-to-center (side of one grid bar to the same
side of the next) distance at different points within the field of view should
be conducted for both x and y axes in conventional xyz imaging mode. It is
important to realize the effect that undersampling can have on such measure-
ments; sampling intervals for the scan resolution should satisfy the Nyquist
criterion. A well-calibrated instrument will have accuracy within 1% of the
known value and less than 1% variability between measurements. This should
hold at both high and low zoom values, and across all scan speeds. An ex-
ample of results from a well-performing instrument is depicted in Fig. 8. An
example of noteworthy poor performance is documented in Fig. 9.
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Fig.8 Lateral scan accuracy and precision on a well-calibrated laser scanning instrument.
a The standard in this case is a reflective etched silicon standard designed for reflected
light microscopy. Each square is 10 um per side. b A graph of intensity as a function
of position on the black line in a. Quantitative measurements confirm the accuracy and
precision of the x and y-galvanometers in this example
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Fig.9 Compromised lateral scan accuracy and precision on a laser scanning instrument.
a Observation at low magnification indicates problems with both accuracy and preci-
sion between scans. Images from two scans taken in sequence are overlayed to show
discrepancy between images of a stationary grid standard. b A scan taken at higher mag-
nification on the same instrument. The standard in this case is milled into a coverslip
surface with a focused ion beam (courtesy of Dr. Carlos Martinez). Again, the shifted
overlay components of the image reflect the lack of precision (see inset). Wavering in
the scan raster appears as distortion in the grid standard. The square pattern appears
rectangular (narrower in the x-dimension) because of poor calibration of the x-scan
galvanometer

Fig. 10 Differential phototoxicity as a result of uneven scan speed across the field of view.
In this image, metabolically active cells are stained with fluorescein diacetate (a green
channel); the onset of propidium iodide (b red channel) indicates compromise of the
plasma membrane associated with cell death. These images were captured at a lower
zoom level such that the reason exposed during time-lapse is in the center of the field
of view. The laser power was modulated by an AOTF to be attenuated during flyback
so that the energy exposure per unit time should have been constant across a scan line.
The speed of the scan raster in this case was deduced to be slightly slower at the edges
than in the center of the field of view, over the course of a long time-lapse with frequent
exposures, the impact of this slight deviation becomes increasingly significant
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Some systems may be equipped with angular position sensor feedback
mechanisms in the scanning galvanometers to control pixel sampling; this
ensures accurate pixel-to-pixel spacing even when galvanometer speed is
non-uniform. This measure does not prevent non-uniform image intensity
and specimen damage, however (Fig. 10). Non-uniform exposure can be as-
sayed using an easily bleached specimen such as Schott OG 530 glass [64] or
a thin film of fluorescein applied to a coverslip surface. After repeated expo-
sure (e.g., 10 scans) an image is recorded. Variations in intensity can be easily
visualized on a plot of intensity as a function of position across the field of
view in the direction of the scan. An image taken before repeated exposure
should be used to control for possible intensity variations in the sample itself
or the collection efficiency of the optics in different parts of the field of view.
Non-uniform signal intensity in bleach-resistant specimens, such as a bulk di-
lution of fluorochrome in an index-matched solvent, can be quantified using
the same type of plot. The pixel intensities from several sequential scans can
be accumulated to get an idea of the additive effect of multiple exposures of
the specimen to the scan raster.

3.2.2
Axial Focus Positioning

Evaluation of z-stepping performance requires that such measurements are
performed under index-matched [42, 44, 46, 48, 64, 65] conditions. The mate-
rials in the optical path (standard and mountant) must match the design of
the objective as closely as possible (Fig. 11). Dry objectives are designed to be
free of spherical aberration under conditions at one z-position only: the sam-
ple coverslip interface. This is because the ratio of air to high index material
in the optical path changes with depth into the sample. Axial measurements
taken with dry objectives will not be accurate [64]. The disturbing disparity
between z-axis measurements taken with a dry objective and an oil immer-
sion objective are depicted in Fig. 12.

Boddeke et al. [66] describe a method for calibration of the automated z-
axis of a widefield microscope that employs a test slide with a bar pattern
mounted at an angle with respect to the object (xy) plane. In this method,
one of the lines of the bar pattern (which lies perpendicular to the angle of
the ramp) is brought into focus. The focus is determined objectively using an
image processing algorithm based on a one-dimensional difference filter [67].
A movement of the tilted slide will cause a change in the lateral position of the
in-focus line; this change is proportional to the tangent of the tilt angle. The z-
axis motor step size is subsequently derived by determining the change in the
in-focus z-position in the object plane as a result of a step in the z-direction.

An alternative approach to confirming z-calibration makes use of a care-
fully mounted 500-pum 90° microprism (Fig. 12). The microprism is a preci-
sion optical component and is manufactured to tight tolerances (angle toler-



82 K. Garsha

10um

Fig. 11 The importance of refractive index matching with regard to measurements in the
axial plane. a The 10.2 pm polystyrene spheres in immersion oil. The data maintain the
correct aspect ratio, and accurate measurements in the z-axis are possible with an oil
immersion lens. b The same beads in a classical 9:1 glycerol/PBS buffer mountant of
n = 1.43 viewed with an oil immersion lens. Significant distortion in the z-axis is evident;
this is due to contributions from spherical aberration as well as self-lensing. Accurate
measurements with respect to z are not possible under these conditions. ¢ The 10.2-pm
polystyrene spheres in water (1 = 1.32) viewed with an oil immersion lens. The distortion
in the z-axis is exacerbated in accordance with Snell’s law. The images in this case were
acquired on an inverted microscope base, thus, the objective is located under the beads
(below bottoms of images)

ance: +/-2 arc minutes; surface accuracy: 1/4A). To prepare a z-calibration
standard, the prism is mounted to a slide by the hypotenuse using a low-
viscosity optical cement and the surface is rendered reflective through the
use of a sputter coater or vacuum evaporator. Sections of wire measuring
~360 pum in diameter placed on two sides of the prism can be used to sup-
port a coverslip just above the prism apex. Optical cement (or another closely
index-matched mountant) is drawn under the coverslip through capillary ac-
tion by carefully feeding it to one of the open gaps between the coverslip
and slide using a pipette. When the mountant is polymerized, such a sample
provides an ideal and highly consistent standard for evaluating z-movement
calibration using an oil immersion lens.

Measurement of z-movement calibration involves viewing the reflected
light image of the prism from the side using an xz scan or by collecting a high-
resolution xyz dataset and deriving the xz view. The divergence angle from



Quantitative Fluorescence Microscopy 83

Before Calibration (40x oil NA 1.2)

Calibration (40x oil NA 1.2)

Fig.12 Microprism standard for evaluation of z-movement calibration. Images a and
b depict a 90° microprism standard [metal coated and mounted in acrylic (n = 1.5)]
viewed in reflection mode using a 40x oil immersion objective (NA 1.2). a Represents
the xz scan of a z-galvanometer stage before calibration; the prism angle measures 87°.
This corresponds to a 12% discrepancy between the axial positions of the prism surface
at the highest point within the field of view. b Depicts the same standard after adjust-
ments were made to the calibration. The prism apex is determined to form the correct 90°
angle. ¢ Depicts the reflective microprism standard as viewed with a 20x dry (air immer-
sion) lens (after calibration under index-matched conditions with oil immersion optics).
Spherical aberration with dry optics is noteworthy, and the apparent depth of structures
is fore-shortened up to 38% within the field of view. The coverslip/mountant interface is
located just at the prism apex, barely visible in ¢
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the apex should be 90° (Fig. 10b). If the prism angle is greater than 90°, then
the z-movement mechanism is moving farther than it should (and vice versa);
if the edges of the reflective interface are not straight, then it is likely that the
speed of the z-movement is not constant through the range of motion.

In volumetric imaging or 2D time-lapse imaging it is important that the
relationship between the position of the sample and the positioning of imag-
ing optics is stable. In other words, when both the lens and the sample are
expected to remain at their respective positions in z, they should; when one
or the other is required to move to adjust the position of the focal plane in
the sample, only the intended component should move. The tendency for the
relationship between the nosepiece and the sample to remain stable can be
assayed using the focus function approach described above [66], or, where
reflected light imaging is an option, by using a mirror standard over a time
course. Variations of this test can be used with fluorescence illumination; for
instance, a test slide with subresolution fluorescent beads (on the order of
100 nm diameter) dried down to the coverslip surface and mounted in a semi-
solid matrix of the appropriate refractive index can be used.

4
The Temporal Dimension

4.1
Multi-Channel Acquisition

The use of sequential acquisition of widefield images by means of automated
electromechanical or manual filter wheels can introduce temporal artifacts
in multi-channel images. For dynamic systems, molecules may drift from
the area imaged by one pixel to an adjacent pixel in the time that it takes
for the filter wheel to switch positions. An effective approach is to split the
respective wavelength ranges using a dichroic mirror (or series of dichroic
mirrors if more than two wavelengths are involved), and send the respec-
tive images to different areas of a single CCD camera (Fig. 13) or to multiple
CCD cameras configured to capture in parallel. Such an approach alleviates
the temporal distortion that can hamper high-speed multi-channel imaging
on widefield systems and ensures that the images are obtained with the same
capture parameters [68, 69]. A number of turn-key commercial solutions have
become available for such applications.

4.2
Scan Raster Artifacts

Point-scanning devices sample each pixel in a 2D image in series, and it
can be important to keep this in mind for dynamic imaging where temporal
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Fig.13 Principle of operation for a dual-channel imager used with a single CCD. The
light coming from the microscope base at the c-mount camera port is split into compo-
nent wavelength channels using a dichroic mirror and the images for each wavelength are
projected side-by-side on a CCD. This strategy can also be used to separate orthogonal
polarization components and project the respective images side-by-side on a single CCD
chip. Two noteworthy advantages of this strategy are that (1) kinematic mirrors can be
used to adjust the image placement such that there is perfect alignment of the individual
images with respect to one another, and (2) the images are acquired with perfect temporal
registration. This is important for rapid dynamic events such as emission ratio imaging

resolution requirements approach the frame rate of acquisition. Each pixel is
acquired at a different point in time, because of this, features at the end of
the raster may represent events that occur at a later point in time from the
features imaged at the beginning of the scan raster. When multiple channels
are acquired, the use of multiple band dichroics in conjunction with rapid
line-by-line sequential excitation will minimize the temporal shift between
wavelength channels.

5
Discussion

Recent advances spanning only the past 20 to 30 years have fueled ex-
tremely rapid development and popular adoption of fluorescence microscopy
as a practical and uniquely powerful tool for scientific discovery. The regu-
lar application of standard controls serves to demonstrate the outstanding
capabilities of a well-maintained imaging system as well as provide mean-
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ingful information on the limitations of such equipment. Increasingly chal-
lenging applications for optical sectioning microscopy are rapidly evolving;
however, the widespread adoption of rigorous methods for ensuring data
integrity is still in its infancy. Powerful assays that measure such variables
as relative concentration, co-localization, Forster resonance energy transfer,
shifts in spectral emission, and the identity of ambiguous fluorescent sig-
natures are dependent on the accuracy and precision of many interrelated
instrument functions. In order to ensure quantitative repeatability, it is vitally
important that data obtained in the context of a particular instrument have
been confirmed to reflect the real-world situation.

To ensure maximum productivity, it is advantageous to identify anomalous
instrument performance before the potential for grievous artifact or frank
system failure becomes reality. Murphy’s law dictates that there is a dispropor-
tionate chance such problems will be discovered at the onset of an important
experiment or when results are needed in the face of looming deadlines.
The considerations and controls in this manuscript are hoped to aid in re-
alizing the goals of data integrity and peak performance for researchers
using widefield and laser scanning microscopes in a variety of fluorescence
applications.
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Abstract The aim of this article is to illustrate the need for an improved quality as-
surance in fluorescence microscopy. From the instrument-side, this can be achieved by
a better understanding, consideration, and regular control of the instrument-specific par-
ameters and quantities affecting measured fluorescence signals. Particularly, the need for
requirements on physical- and chemical-type instrument standards for the characteriza-
tion and performance validation of spectral fluorescence microscopes (SFMs) is discussed
and suitable systems are presented. Special emphasis is given to spectral fluorescence
standards and to day-to-day intensity standards for SFMs. Fluorescence standards and
well-characterized fluorescence microscopes are the first and essential steps towards
the comparability and the understanding of the variability in fluorescence microscopy
data in medical and life sciences. In addition, standards enable the distinction between
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instrument-specific variations and fluorescent label- or probe-related uncertainties as
well as generally sample-related effects.

Keywords Calibration - Fluorescence microscopy - Microscopy standards -
Spectral correction - Spectral imaging

Abbreviations

BiFC  Bimolecular fluorescence complementation
CLSM Confocal laser scanning microscopy

DNA  Deoxyribonucleic acid

ELMI European light microscopy initiative
EMBO European molecular biology organization
EPA  Environmental protection agency

FDA  Food and drug administration

SFM  Spectral scanning fluorescence microscope
FRET Forster or fluorescence resonance energy transfer
A Wavelength

MIDL Multi-ion discharge lamp

NIST National institute of standards and technology
NMI  National metrology institute

PMT  Photo-multiplier tube

SOP  Standard operation procedure

SRM  Standard reference material

XY Lateral dimensions

3D Three-dimensional

VIS  Visible

CCD  Charge coupled device

LED Light emitting diode

NIR  Near infrared

uv Ultraviolet

1
Introduction

Over the last decades, the use of fluorescence-based analytical techniques
in areas such as bioanalysis, material sciences, environmental analysis, mo-
lecular genetics, cell biology, medical diagnostics, and drug screening [1-5]
has been constantly growing. This is related to the unique potential of flu-
orescence methods in microscopy that enable a broad variety of sensing,
screening, and imaging applications. These applications exploit the selec-
tivity of fluorescence communication via different experimental parameters
like excitation and emission wavelength, fluorescence intensity, fluorescence
lifetime, and fluorescence (de)polarization and the unique sensitivity of flu-
orescence for monitoring and tracking of single molecules. This, in con-
junction with spatial resolution, can provide a unique wealth of information
like target-specific emission spectra or lifetimes at any point of the mag-
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nified image [5-9]. Moreover, using wide-field or confocal laser scanning
microscopy, the theoretical limits of spatial resolution that are determined by
the numerical aperture of the objective and the excitation wavelength can be
realized in practice. In addition, labeling or probing of biological structures
with fluorescent reporters allows their indirect visualization, even when their
size is far below the optical resolution limit [10].

Because of the rapid advances in computer techniques and microscope
equipment, fluorescence microscope techniques have developed into some of
the most powerful and commonly used tools in life sciences. This has pro-
vided the basis for highly specialized imaging and non-imaging methods
like Forster or fluorescence resonance energy transfer (FRET), bimolecular
fluorescence complementation (BiFC), photoconversion as well as spectral
unmixing. This trend has been further stimulated by the simultaneous de-
velopment of a broad variety of (target-specific) fluorescent reporters for mi-
croscope applications like genetically encoded fluorescent proteins and caged
chromophores [11-15] and the continuous improvement of these chromo-
phores with respect to, for example, photostability and brilliance (the prod-
uct of the molar absorption coefficient at the excitation wavelength and the
fluorescence quantum vyield) [16,17]. At present, standard applications of
fluorescence microscopy techniques are investigations of fixed (dead) samples
like immunofluorescence studies and in situ hybridization measurements of
DNA sequences. The most popular and rapidly developing field, however, is
live cell imaging with measurements of the structure, organization, dynam-
ics, and function of membranes, organelles, and other cellular structures or
of biological active compounds, the determination of intracellular pH and
physiologically important ions or second messengers as well as studies of pro-
tein structure and dynamics [5-8, 18].

At present, a broad variety of fluorescence microscope techniques do not
specifically require high spectral resolution and quantification. However, in
more and more fields of application, confocal and wide-field fluorescence
microscopy have been developing from being only visualization techniques
to a stage where quantification is becoming mandatory to be competitive
with other techniques. Such tasks include, for example, the quantitative
measurement of the concentration of an analyte or tracking of relative flu-
orescence intensities in 3D space over time (4D) [19,20]. Simultaneously,
applications are gaining in importance that demand an improved instru-
ment (long-term) stability or at least tools for the correction of instrument
drift as a prerequisite for long-term studies. Moreover, as a new trend in
microscopy, an enhanced spectral resolution is increasingly valued. This
can be, for example, exploited for the analysis of various targets in par-
allel via the simultaneous and independent interrogation of the label- or
target-specific fluorescence parameter emission wavelength or color [21-23].
Such a multiplexed analysis can be performed also in the time domain (life-
time multiplexing) as well as principally in addition to spectral multiplexing
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or multi color imaging. Moreover, spectral information, i.e., emission spec-
tra, can be employed for target identification [1]. To enable and encourage
these trends, new commercial instruments have been emerging within the
last years that offer an improved spectral resolution and thus, for example,
the possibility to measure spatially resolved emission spectra. The increasing
need for quantification, however, is still poorly met in most cases by com-
mercial imaging systems that are designed mainly for high image quality (low
background signals and image distortions, high light throughput, and good
detection efficiency).

As a result of these emerging areas of application and the ever increasing
complexity of the instrumentation used for confocal and high-end wide-
field imaging microscopy, there is an urgent need for easy-to-use and ad-
equately characterized instrument calibration and validation standards to
improve the reliability and comparability of microscopy data. This cannot
account for fluorescent label- or probe-related uncertainties like, for ex-
ample, photoinduced changes (decomposition, photochemical conversion,
blinking) or the micro-environment dependence of the spectroscopic prop-
erties of most dyes, sample-related uncertainties such as scattering or back-
ground fluorescence or for the heterogeneity of sample preparation pro-
cedures. Better and regular control and consideration of microscope pa-
rameters and quantities not only strongly reduce instrument-specific and
measurement-related sources of uncertainty, yet present first steps towards
the standardization of microscope techniques. Suitable calibration tools, that
should be preferably supplied in conjunction with standard operation pro-
cedures (SOPs) or recommendations/guidelines for instrument character-
ization and performance validation, are similarly mandatory to pave the
road for fluorescence microscope techniques in strongly regulated areas like,
for example, medical diagnostics [24-31]. This, as well as laboratory ac-
creditation, require proper documentation of instrument performance with
for instance control charts. The consideration of instrument-specific effects
and their separation from measured data is also a prerequisite for multi-
laboratory studies and for the combination of data across instruments and
laboratories.

To achieve this, in need are purpose-fit, robust, and easy-to-use instrument
standards for the determination and control of all the relevant microscopy pa-
rameters and quantities (see Sect. 2). In addition, tools for the control and
consideration of the day-to-day and long-term instrument performance that
monitor the comparability and stability of the utmost important microscope
parameters. Furthermore, often users of microscopes request fluorescence
intensity standards [32]' to compare the overall spectral sensitivity of mi-
croscopes. However, despite the widespread use of fluorescence techniques

! In fluorescence microscopy as well as in certain other fluorescence techniques, application-specific
standards for certain fluorophores are also referred to as reference standards.
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and the extensive literature dedicated to (micro)fluorescence measurements
and potential standards [1-4,33-35], at present, there exists only a limited
number of truly reliable standards. This situation is further complicated by
the very few number of recommendations on the performance of quantita-
tive fluorescence measurements [36] and the characterization of fluorescence
instrumentation [37-39, 44].

The aim of this work is to illustrate the general need for well charac-
terized standards for wide-field and confocal fluorescence microscopy. As
such microscope standards and quantitative microscopy are highlighted in
other parts of this volume as well, we focus here on spectrally resolved mi-
croscope measurements and the influence of the spectral characteristics of
microscopes on measured data. In addition, general requirements on suitable
fluorescence microscopy standards are discussed without consideration of
the specific demands of the multitude of fluorescence microscope techniques
available. The aim is here to similarly pave the road for the understanding of
the need for overall accepted quality criteria for standards.

2
Instrument-Specific Parameters
and Quantities Affecting Spectral Measurements in Microscopy

Instrument-specific parameters and quantities affecting microscope meas-
urements [40] include (1) the size of the illuminated and, therefore, also
the bleached volume, (2) the spectral irradiance/excitation intensity reach-
ing the sample, (3) the homogeneity of the sample illumination field, (4) the
instrument’s spatial (x,y) resolution, (5) the field flatness, z-distance, and z-
resolution, (6) the spectral responsivity of the detection channel, and (7) the
spectral resolution [1-4,41,42]. The resulting data and the final signal-to-
noise ratio (S/N) of the recorded images are affected by all these parameters
and by the spectroscopic features of the fluorophore(s) as well as by undesired
background fluorescence. The latter can result from the sample, i.e., contami-
nations or unspecific binding of fluorescent reporters, the instrument’s optics
such as lenses, cover glasses, and optical filters [43], and from sample sup-
ports/containers like glass or polymer slides or the immersion medium. All
these quantities together determine the signal size, the shape of the recorded
spectra, and the limit of detection for a certain target.

Instrument-specific effects distorting otherwise sample-specific data are
linked to the spectral irradiance at the sample position, the light collec-
tion properties and aberration correction of the microscope, and the spec-
tral responsivity and sensitivity of the emission detection system, respec-
tively. These quantities are wavelength- and polarization-dependent, and, due
to the aging of optical and opto-electronical instrument components, also
time-dependent [34, 35, 44]. Accordingly, the magnitude of these instrument-
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Fig.1 Effect of the instrument-dependent spectral responsivity s(A) of the emission chan-
nels of CLSMs on the measured emission spectrum of an exemplary chosen common
organic dye: uncorrected emission spectra (lines) vs. emission spectrum (symbols), cor-
rected for the instrument’s spectral responsivity s(A)

specific signal distortions depends on the spectral region of the dye’s emission
and the width of its emission band. These effects are exemplary illustrated
in Fig. 1 for the (normalized) emission spectrum of an organic dye meas-
ured with common types of fluorescence microscopes. Similarly, instrument-
specific spectral distortions can affect quantification if the emission spec-
tra of the fluorophores to be quantified and the intensity standard do not
match [35].

3
Comparability of Fluorescence Microscopy Data
and Instrument Characterization

To improve the reliability of fluorescence microscopy data, the multitude
of measurement-affecting instrument parameters addressed in the previous
paragraph has to be characterized and taken into account. In the following
sections, examples for commonly used microscopy standards for different
microscopy parameters and quantities are introduced and the general need
for quality criteria on instrument-type microscopy standards is discussed. In
a second step, special emphasis is dedicated to standards suited for the deter-
mination of the wavelength accuracy, spectral resolution, and most important
for the spectral correction of microscope data. In addition, potential day-to-
day intensity standards for the correction of instrument drift and aging are
discussed and approaches towards the determination of the linearity of mi-
croscope detection systems.
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3.1
Commonly Used Microscope Standards

There is a broad variety of more or less suitable standards for fluorescence
microscopy available. Such standards can be of physical or chemical nature.
Classical examples for physical (transfer) standards® are calibrated lamps
or detectors [35,38]. Chemical standards are liquid, solid, or particle-type
reference materials containing organic or inorganic chromophores. These
reference materials are typically referred to as “fluorescence standards” for
techniques like fluorescence microscopy. The majority of microscope stan-
dards in use are instrument calibration and instrument validation standards,
see also the work by DeRose et al., 2008, in this volume. Instrument cal-
ibration standards enable the determination and correction of instrument
bias to rule out instrumentation as a major source of variability and to yield
instrument-independent fluorescence data. Instrument validation standards
like day-to-day intensity standards represent tools for the periodic check of
instrument performance. Both types of standards must not necessarily con-
sider the spectroscopic properties of fluorescent samples. More application-
specific fluorescence standards that are beyond the scope of this work are, for
example, fluorescence intensity standards used typically for quantification.
Such systems must accordingly take into account the spectroscopic properties
of the fluorophore(s) to be quantified.

Table 1 summarizes typical microscopy standards and approaches to stan-
dards.

To check on instrument alignment, stability, and sensitivity as well as
on spectral separation (e.g. spectral unmixing of different fluorophores) of
both conventional microscopes as well as laser scanning systems, often multi-
colored particles, labeled for instance with one fluorophore throughout and
another fluorophore on the outer shell (see Fig. 2) are employed.

The performance of these particles is commonly limited by fluorophore
photostability. Moreover, the bead mounting medium has to be matched to
the bead refractive index and the microscope objective immersion media (oil,
glycerin, water). Otherwise, refractive index mismatch can occur leading to
distorted z-images and intensity artefacts due to lense effects of the beads.
Fluorescent microspheres [39,45-47] are also of widespread use as internal
(added to the sample) or external (measured separately from the sample) fluor-
escence intensity standards to provide a relative reference intensity scale. One
of the aims is here to account for instrument drift and day-to-day instrument
variability thereby yielding comparable data on a single instrument basis.

Approaches to microscopy standards for the control of the (spatial) homo-
geneity of illumination and detection within a single field (shading or flat

2Physical or chemical transfer standards are terms used, for example, in radiometry and fluo-
rescence spectroscopy for standards that are used to transfer a certain quantity like the spectral
responsivity of a detection system to e.g. a physical scale representing for example a SI unit.
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Fig.2 A 3-channel overlay of Focal Check Beads (Molecular Probes Inc., Eugene, USA;
F-7237 and F-7238) acquired sequentially with 364, 488, and 543 nm excitation. B The
orthogonal x-z and y-z cross-section view from a 2-channel z-stack (excitation at 364 and
488 nm) shows a bead acting as an optical active element, which results in a distorted
intensity profile of the green colored shell. Images were recorded on a confocal micro-
scope LSM 510 Meta (Carl Zeiss Microlmaging GmbH, Jena, Germany) using a 63x/1.2
C-Apochromat water immersion lens

field correction) include microdroplets of fluorophore solutions [32], micro-
capillaries filled with dye solutions [33, 48, 49], and fluorophores immobilized
within spin-coated polymers [50, 51]. Alternatives are based on concentrated
dye solutions on regular slides [52], fixed fluorescent cells [53] and fluores-
cent polymers [54] as well as immobilized particle arrays [55] and wax films
doped with fluorescent dyes [56]. Commonly used or suggested standards
for the determination of parameters like the homogeneity of illumination,
the spectral characteristics of fluorescence microscopes, and for the charac-
terization of day-to-day instrument performance are slide-shaped supports
with fluorescent coatings [57], glasses and polymers doped with inorganic
metal ions [33,58-62] or organic fluorophores [63-65] as well as inorganic
ion-doped optical fibers [66].

Only recently, also organic and inorganic systems containing uniformly dis-
persed luminescent nanocrystals or so-called quantum dots at various concen-
trations have been suggested as potential fluorescence standards, for example,
for parameters like wavelength accuracy and spectral resolution [67, 68].
Advantageous are here the—compared to organic fluorophores—generally im-
proved photostability in combination with narrow symmetric emission bands
and very broad absorption spectra providing a unique flexibility concerning
the choice of the excitation wavelength. The suitability of such quantum dot-
based materials as standards, however, requires further extensive research to
overcome some inherent drawbacks such as photobrightening, i.e., the typic-
ally observed increase in fluorescence intensity upon illumination [68, 69], and
blinking (critical for very short pixel dwell times).

Also physical-type standards can be used for microscope characterization.
Simple physical standards are meshes and grids for testing the lateral reso-
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lution or better, more sophisticated micro-patterned microscopy test slides
(Richardson; USAF, see Table 1) [6]. Other examples are well-characterized
light sources [70] like a multi-ion discharge lamp (MIDL)-based calibration
assembly [71], slide-shaped devices containing photodiodes for power and
pulse length measurements at the sample position and a charge coupled device
(CCD) detector for control of the wavelength accuracy of the excitation chan-
nel, and microscope test slides with a built-in light-emitting diode (LED) and
different pinholes to mimic the emission characteristics of fluorescent cells [72]
or equipped with intensity-adjustable LEDs of different color and a photodiode
for internal and external calibration or power measurement [73-75].

3.2
Quality Criteria for Instrument-Type Microscopy Standards

Standards for the characterization of fluorescence microscopes have to meet
specific demands in addition to the requirements imposed on standards for
macroscopic fluorescence techniques (see for example, DeRose et al. and
Resch-Genger et al., 2008, in this volume) [35,38]. This is mainly related
to the use of lasers as excitation light sources and the accordingly strongly
enhanced spectral irradiances at the sample position as compared to, for
example, steady-state spectrofluorometry. Furthermore, the high spatial reso-
lution in fluorescence microscopy make stringent demands on the homogene-
ity of the fluorophore distribution within a standard. In addition, the size,
the shape, and the physical robustness of standards gain in importance. Only
dimension-adapted microscopy standards with a well-defined shape permit
a correct intensity/volume relationship. Also, a standard should preferably
have a surface sealed by a cover glass, that allows the use of liquid immersion
media widely used in confocal microscopy, protects the calibration tool from
dust, contaminations, and damage, and avoids optical aberrations as the op-
tical design of almost all fluorescence microscope objectives is based on the
use of a 170 um cover glass. Finally, for applications such as the correction
of instrument drift, for example, for long-term studies and the comparison
of data between different microscopes, a highly stable and reproducible stan-
dard alignment is mandatory. This has to be considered in the design of the
standard.

As derived from our experience with the development of spectral fluores-
cence standards for steady-state fluorometry and from tests with commercial
microscopy standards, suitable microscopy standards must additionally meet
the following general quality criteria to yield a reliable instrument charac-
terization and minimize standard-related uncertainties. More application-
specific requirements focusing on spectral and day-to-day intensity standards
are discussed in the following sections.

Principally, standards must be adequately characterized with respect to all
the parameters that can potentially influence their calibration-relevant proper-
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ties. This includes the documentation of the measurement conditions used for
the determination of the exploited features and if applicable, the dependence
of these properties on, for example, temperature, excitation light intensity, and
excitation wavelength. The spectroscopic properties of chromophore-based
standards must be suitable for the desired application (i.e. excitable at typical
laser wavelengths, very narrow spectra for the determination of the wave-
length accuracy and spectral resolution, broad spectra for spectral correction;
see also DeRose and Resch-Genger, 2008, in this volume) [35]. Accordingly,
to facilitate the choice of standards, absorption and instrument-independent
corrected fluorescence spectra should be provided. Suitable standards should
be designed for straightforward use under routine measurement conditions
(e.g. detector settings, measurement geometry etc.). This implies, for example,
that their spectral radiances or emitted light intensities cover the range of the
fluorescence intensities emitted by typical biological samples to avoid detec-
tor saturation or tedious attenuation procedures [35,38]. This is a common
problem for calibration lamps and, to a smaller extent, for physical wavelength
standards. It can be also critical for certain highly doped plastic slides.
Suitable standards must be not only photochemically and thermally sta-
ble under ambient, i.e. microscope conditions using laser illumination over
an adequate time period, but their long-term stability under typical usage
conditions should be known and reported in a comprehensible way. How-
ever, sufficient photostability under (long-term) laser illumination is a rather
stringent requirement as illustrated in Fig. 3 revealing the results from pho-
tostability tests of color slides [65,76] that are frequently used in confocal
and wide-field microscopy for spectrally resolved measurements, spectral cal-
ibration as well as for the adjustment or test of illumination homogeneity.
The data shown in Fig. 3 were obtained from a time series of five images
(DAPI Blue) or ten images (DV 488/519). Between recordings of the images,
additional scans within defined regions of interest (ROIs) were run with max-
imum laser intensity to probe the bleaching characteristics of the calibration
slides [35]. The dramatic effect of the photoinduced degradation of these
polymer-based fluorescent slides is immediately evident from Fig. 3.
Chemical microscopy standards must reveal a homogeneous fluorophore
distribution within the microscopic excitation volume. For solutions, this is
commonly not a problem, yet dye homogeneity must be controlled in the
case of solid standards. As typically, not single spots on a standard are meas-
ured and the reproducibility of the standard’s alignment has to be considered
as well, this criterion must be met at least for a sizable and clearly marked
area of the standard if not for the whole system. An inhomogeneous chro-
mophore distribution can result in a spatial dependence of the standard’s
calibration-relevant features and can affect, for example, the standard’s day-
to-day performance. From a practical point of view, critical for many fluo-
rescence standards can be an improper geometry that renders already the
mounting of the standard on the microscope table difficult and affects the
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Fig.3 Photostability test with two polymer-based calibration slides DAPI Blue (A) and
DV 488/519 (B). The settings for the bleached ROI were 1000 scan iterations, pixel time
1.4 ps, total scanning time for the ROI ca. 2.5s (DAPI Blue, excited at 364 nm) or 25s
(DV 488/519, excitation at 488 nm), respectively. Dashed lines represent the emission
intensity over time within a nonbleached area. The time-dependent emission intensity
within the marked ROI results in the bleached curves (solid lines)

identification of the appropriate focal plane for the calibration procedure and
its reproducibility. This needs to be overcome by proper design facilitating
standard alignment.

Eventually, the uncertainty of the standard’s calibration-relevant proper-
ties including the procedure for its calculation is desired. This is, for example,
a prerequisite for the traceability of the instrument characterization, and thus
of microscopy data, to the relevant radiometric and physical scales and SI
units like the spectral radiance and the spectral responsivity [37, 38,44, 77,
78], see also Resch-Genger, 2008, in this volume. At present, this is only ful-
filled by standards released or calibrated by National Metrology Institutes
(NMIs) such as certain physical transfer standards and the spectral fluores-
cence standards presented in Sect. 3.5 [38,79].

3.3
Instrument-Specific Correction Procedures Built Into Microscopes
by Instrument Manufacturers

Instrument manufactures are becoming increasingly aware of the need for
an improved instrument characterization and performance validation. Cur-
rently, manufactures of spectral CLSM try to improve the reliability and com-
parability of microscope data through instrument-specific correction proced-
ures. To the best of our knowledge, this includes for example the adjustment
of the wavelength accuracy exploiting built-in lasers (known spectral pos-
ition; Leica, Zeiss) and the use of halogen light sources employed for con-
ventional transmitted light illumination (Zeiss) as an internal standard for
relative spectral sensitivity (gain matching of the PMTs). One instrument
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manufacturer (Nikon) implemented a calibration curve for the relative spec-
tral responsivity of the instrument’s detection channel into spectral CLSM.
This correction curve was determined with a light source with calibrated
spectral radiance (so-called spectral radiance transfer standard). Moreover,
the currently widely used multi-anode PMT technology allows sensitivity cor-
rection on a per-channel basis (gain matching of the PMTs) and wavelength
accuracy correction by movement of the sensor array.

These approaches may help to diagnose certain measurement errors on
an instrument-specific and day-to-day basis. However, these standards and
characterization procedures are currently used only to guarantee a defined
performance level on a single instrument level. With a single exception, these
procedures are not accessible to the microscope users. Moreover, the proced-
ures and their evaluation are often not very well documented. Accordingly,
these approaches do not represent substitutes for external calibration tools
and internationally accepted standard procedures for instrument characteri-
zation. They do not improve the instrument-to-instrument comparability of
microscope data and do not meet the requirements for the use of fluorescence
microscopy in medical diagnosis, when quantification is needed.

34
Standards and Procedures for the Determination
of the Wavelength Accuracy and Spectral Resolution

To meet the described trends in (spectrally resolved) fluorescence mi-
croscopy, particularly tools are desired to determine the spectral charac-
teristics of fluorescence microscopes, to compare the wavelength-dependent
sensitivity/spectral responsivity of different instruments, and to characterize
microscope long-term stability [35]. Typically, control of the wavelength accu-
racy of the detectors is the first step towards the characterization of spectral
fluorescence microscopes. Suitable (internal, i.e., instrument-integrated, or
external) wavelength standards must reveal a multitude of very narrow emis-
sion bands or lines at known spectral positions within the wavelength region
of interest typically the VIS/NIR. Accordingly, examples include lasers, atomic
discharge lamps, and materials containing narrow band-emitters.

In CLSM, a spectral scan over the excitation laser lines using a mir-
ror slide is often used to evaluate the wavelength accuracy (see Fig. 4, left
panel, and Sect. 3.3). Principally ideal candidates for external wavelength
standards with respect to their emission features are atomic discharge lamps
displaying extremely narrow emission lines at well-known spectral band
positions (including uncertainties) in the UV/VIS/NIR [38] and a multi-ion
discharge lamp (MIDL) that contains mercury, argon, and inorganic flu-
orophores emitting a multitude of narrow and distinct bands [71]. Such
lamps should be preferably dimension-adapted for microscope use. Dis-
advantageous can be here, however, the high spectral radiances of these
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Fig.4 Spectral position of different laser lines used for control of the wavelength accu-
racy of CLSMs (left panel) and emission spectrum of a fluorescent glass slide doped with
a multitude of rare earth (RE) ions (right panel)

lamps that strongly exceed those of typical fluorescent biological samples
and thus, cause problems with detector saturation. In addition, the alignment
can be tedious, especially, if a high reproducibility is desired as manda-
tory, for example, for the comparison of intensity values between different
measurements and instruments (see also Sect. 3.6). As the highest spectral
resolution encountered in CLSM is about 2 nm for commercially available
systems, dye-based wavelength standards exploiting chromophores or chro-
mophore mixtures, that reveal several very narrow fluorescence bands, prop-
erly separated by at least 20 nm, within the UV/VIS/NIR spectral region,
present an elegant alternative to such lamps. Such materials, that should
be preferentially slide-shaped and easy to align, can be designed to display
fluorescence intensities comparable to those of luminescent samples. The
emitted intensities can be controlled via dopant concentrations. Examples
are a dysprosium-activated yttrium aluminum garnet (DYAG) mounted in
a cuvette-sized holder that is recommended as a wavelength standard for
steady-state spectrofluorometry [80]. However, the dimensions of this mate-
rial are not well suited for microscope applications, and to the best of our
knowledge, no application as a wavelength standard in microscopy has been
yet reported. Similarly suited are glasses doped with rare earth (RE) ions [81].
Such materials, the emission spectrum of which is shown in the right panel
of Fig. 4, are currently tested and evaluated at BAM for use as (certified)
wavelength standards for steady-state spectrofluorometry (cuvette-shaped
materials) and for spectrally resolved microscopy (slide-shaped materials).
Their very narrow bands can be also exploited for the determination of
the instrument’s spectral resolution and the intensity pattern can be re-
lated to the relative spectral responsivity of the emission detection system,
see also Sect. 3.5.
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3.5
Spectral Characteristics
of Fluorescence Microscopes and Spectral Sensitivity

As the spectral characteristics of fluorescence microscopes distort measured
data as illustrated in Sect. 3.1, the determination of the relative spectral re-
sponsivity of the microscope detection system is a prerequisite to comparable
microscopy data. Moreover, the consideration of these quantities can decrease
quantification uncertainties. Simultaneously, the regular determination of the
spectral characteristics of fluorescence microscopes, especially of the spectral
sensitivity of the emission channel, provides an elegant tool for instrument
performance validation.

Determination of the relative spectral responsivity of the emission channel
(s(Aem)) requires a source with a known wavelength dependence of the spec-
tral radiance covering the currently most relevant spectral region of about 400
to 800 nm. The emission spectrum of this source should be preferably very
broad and unstructured to minimize effects of spectral bandpass [38,79].
This is fulfilled by (calibrated) light sources like tungsten ribbon lamps re-
vealing an extremely broad emission spectrum [38,44]. The use of such
a physical transfer standard, however, is expensive (purchase and regular re-
calibration) and requires a certain background in optics as well as tedious
attenuation procedures to perform the instrument characterization under
routinely used measurement conditions and to simultaneously avoid detector
saturation. Other problems can arise due to stray light, especially when the
pinhole is opened above one airy unit. A more simple and straightforward ap-
proach are spectral fluorescence standards used as dye solutions. Corrected
broad and unstructured emission spectra of a set of standard dyes F001 to
F005 covering the spectral region from 300 to 770 nm have been only recently
certified by BAM [38, 79, 82]. The liquid nature of these materials in conjunc-
tion with the very small overlap between absorption and emission spectra
provide the basis for the very flexible use of these materials in a broad var-
iety of measurement geometries and containers. For fluorescence microscopy,
typically only the VIS standards FO03-F005 are relevant revealing fluorescence
emission spectra within the spectral region of ca. 400 to 770 nm. The fluores-
cence of these dyes can be excited with most of the commonly used standard
laser lines or other typical light sources between 405 and 530 nm. F003-F005
have been tested by BAM, for example, for thermal and photochemical sta-
bility and fluorescence anisotropy [38,79], as well as for the dependence of
the shape of the emission spectra on the z-position and various excitation
wavelengths. Similarly as calibrated light sources, these standards provide
traceability to the spectral radiance scale. Whether other broad band-emitters
presented in the works by DeRose et al. and Resch-Genger et al., 2008, in
this volume, are also suitable for fluorescence microscopy remains to be
tested [38, 60, 61].
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Fig.5 Solutions of fluorescence standard dyes within the 30 pul channels of a microchannel
microscopy slide (u-Slide; ibidi GmbH, Germany)

To adapt this procedure developed for the characterization of spectro-
fluorometers to the determination of the spectral responsivity of confocal
and widefield fluorescence microscopes, we chose a slide-type microchannel
device with a defined optical path length [83], shown in Fig. 5, filled with (re-
newable) solutions of dyes F003 to F005. Moreover, the dye concentrations
were varied to optimize measured signal intensities.
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Fig.6 Normalized uncorrected emission spectra of the spectral fluorescence standards
F003 (squares), FO04 (triangles), and F005 (circles) measured with a CLSM (open sym-
bols, Leica TCSP, excitation at 405 nm) and the corresponding corrected certified spectra
measured with a calibrated spectrofluorometer (solid lines). Evaluation of these data using
a purpose-developed software (LINKCORR, BAM) yields the inverse relative spectral re-
sponsivity s(A7!) (see also the work by Resch-Genger et al., 2008, in this volume) of
fluorescence measurement systems
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Fig.7 Determination of the inverse spectral responsivity of fluorescence measurement
systems using the Calibration Kit “Spectral Fluorescence Standards” (working principle)

Figure 6 reveals the normalized uncorrected emission spectra of F003 to
F005, measured with a CLSM, together with the corresponding BAM-certified
spectra.

Evaluation of these data includes the calculation of the quotients of the cor-
rected (here certified) and measured spectra for each dye (I.(X.,,) divided by
the instrument-dependent, uncorrected spectra (I,,(X¢,)) and the subsequent
statistically weighted combination of these wavelength-dependent quotients
to a global correction curve according to the recently described working prin-
ciple of the Calibration Kit (cf. Fig.7) using the BAM-developed software
LINKCORR. This yields the microscope’s inverse relative spectral responsivity
s(A71) (see also Resch-Genger et al., 2008, in this volume) [38]. A prerequisite
for the subsequent correction of measured data with this correction curve are
similar settings of the measurement parameters like objective, magnification,
excitation wavelength, laser intensity, PMT voltage, PMT off-set, size of the
pinhole, and z-position.

Figure 8 displays the relative spectral responsivity s(1) of different com-
mercial fluorescence measurement systems. These data were obtained ac-
cording to the procedure illustrated in Fig. 7 using F003 to F005 in the case
of the spectral CLSM. The relative spectral responsivity s(A) of the spectro-
fluorometer was obtained with a spectral radiance transfer standard and
a white standard at the sample position following a procedure previously de-
scribed by BAM [38].

3
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Fig.8 Relative spectral responsivity s(Aem) of different CLSMs (broken lines), determined
with the Spectral Fluorescence Standards BAM-F003 to BAM-F005, as well as s(Aem) of
a spectrofluorometer, determined with a calibrated light source and a white standard
following a previously described calibration procedure (solid line); [38]
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Fig.9 Fluorescence emission spectrum of an organic dye measured with a CLSM (NIKON
Clsi) before (dashed line) and after (solid line) dye-based (F003 to FO05) spectral correction.
The corrected emission spectrum scattered line (-+-) obtained with a calibrated spectroflu-
orometer (SLM 8100, Spectronics Instruments) is given for comparison. Symbols represent
relative spectral deviations of the uncorrected (open squares) and corrected (solid circles)
spectra from the corrected emission spectrum obtained with the spectrofluorometer

To control the suitability of the dye-based determination of s(A) also for
spectral CLSM, the obtained corrected emission spectrum of a test dye was
compared with the corrected emission spectra determined with a spectro-
fluorometer calibrated with physical transfer standards. This is exemplary
revealed in Fig. 9 for measurements with the CLSM Clsi from NIKON. The
minimal relative spectral deviation of the two corrected emission spectra
underlines the applicability of the dye-based calibration approach to fluor-
escence microscopy. It also illustrated the improvement in comparability of
fluorescence data across instruments.

The presented dye-based approach to spectral correction is the first step
towards the development of spectral fluorescence standards for microscopy
and standardized calibration procedures. It can also contribute to a more reli-
able quantification. Whether the dye-filled calibration slide remains a single-
use type approach or whether it can result in a standard with an adequate
long-term stability depends on, for example, the leak tightness of the poly-
meric container and the photostability of the dyes.

3.6
Standards and Procedures for the Determination
of the Day-to-Day Intensity and Instrument Long-Term Stability

Testing the instrument’s day-to-day performance and long-term stability re-
quires so-called instrument validation standards. Use of such standards is
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the prerequisite for the documentation of microscopy performance, as is
mandatory, for example, in regulated areas or accredited laboratories and
for the correction for these instrument-specific variabilities needed for long-
term studies. Principally, the majority of instrument validation standards
can also be applied as instrument-to-instrument intensity standards for the
comparison of measured fluorescence intensities between instruments when
measurement parameters are fixed. Whether such a comparison is possible at
all for fluorescence microscopy, however, remains to be tested.

Generally, day-to-day intensity standards do not necessarily need to
closely match routinely measured samples, yet should be measurable with
typical instrument settings to guarantee the reliability of the instrument
performance under routine measurement conditions. The most stringent re-
quirements are a high reproducibility of the standard alignment and either
a sufficient, well-characterized stability of the standard under applicable con-
ditions, or, for single-use standards, an excellent reproducibility, preferably in
combination with an assigned uncertainty. For fluorescence microscopy, es-
pecially the former, which requires a highly stable and reproducible position
of the standard in relation to the objective, can be critical. Further prerequi-
sites are known corrected spectra, if the standard’s emission intensities need
to be compared with those of other fluorophores or between instruments with
different spectral bandpasses.

Candidates for day-to-day intensity standards are commonly either wave-
length standards or standards for the determination of the instrument’s spec-
tral responsivity. In the case of physical standards such as “self-luminescent”
lamps, exclusively the status and changes of the emission channels are deter-
mined. For chromophore-based systems requiring excitation as a prerequisite
for the emission of light, both the excitation and the detection channel are
measured simultaneously. As has been revealed in Sect. 3.4, the occasionally
discussed use of calibration lamps as day-to-day intensity standards requires
adaptation of the measurement geometry to microscope needs, guarantee of
the reproducible lamp alignment, which can be very difficult to achieve, and
rigorous testing of the lamps’ short and long-term stability. Also, the inte-
gration of calibration routines using photo-diodes could be very helpful to
regularly control excitation light output as typically exploited in steady-state
spectrofluorometry (reference channel equipped with a photodiode built into
many spectrofluorometers). Preferentially, the signal from this reference de-
tector should be externally read out.

A straightforward chromophore-based approach to day-to-day intensity
standards includes extremely robust inorganic crystal- or glass-based materi-
als like metal ion-doped glasses [81] such as the RE ion-doped glasses shown
in the right panel of Fig. 4 (see Sect. 3.4). Here, the intensity pattern provides
a tool for the evaluation of changes in the relative spectral responsivity of the
emission detection system and different peaks could be used for a relative
intensity reference system, i.e. to link the fluorescence intensities of meas-
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ured samples to an external, yet comparable reference. To avoid problems
caused by the comparably long (species-specific) emission lifetimes of many
RE-metal ions within the pus and ms time domain [1, 35], these doped glasses
must be applied with a constant set of measurement parameters, at least for
instruments with pulsed light sources and particularly for glasses contain-
ing chromophore mixtures. Currently, different glasses are tested by BAM for
this application and protocols for their proper use as microscope standards
are worked out. One approach to reliably position a slide made from such
glasses is the integration of focus planes. The focal position within the slide
must be well defined as it has to be taken into account for instrument char-
acterization to assure highly repeatable measurement conditions and spectral
performance can be also dependent on the sample depth or z-position within
the sample (e.g. inner filter effects, local dependence of relative spectral sen-
sitivity of PMTs etc.). In addition, different concepts for the integration of
a cover glass into such a device are being tested.

Similar to the RE glasses, also the dye-filled microchannel device described
in Sect. 3.5 can present a tool for tracing of aging-induced spectral effects in
the emission channel and changes in the spectral sensitivity of microscopes
at constant instrument settings like, for example, excitation wavelength, beam
splitter configuration, PMT voltage, and alignment of the emission pinhole.
Reliable positioning of this calibration device may be similarly achieved by
the integration of focus planes.

3.7
Linearity of the Detection System

Instrument characterization as well as quantitative fluorometry both require
the (previous) determination of the linear range of the detection system(s)
within the commonly used wavelength region at application-relevant instru-
ment settings. Per definition, there exist no linearity standards, but only
methods, in combination with suitable materials, to measure the range of lin-
earity of fluorescence instruments, their dynamic range, and the (instrument-
and dye-specific) limit of detection [38].

The range of linearity of fluorescence instruments can be obtained by the
controlled variation of the amount of light reaching the detector by phys-
ical or chemical means. Physical means are for instance different attenua-
tors in combination with a light source. Suggested approaches include, for
example, the already mentioned slide-shaped accessories with intensity ad-
justable LEDs of different colors and photodiodes for internal and external
calibration and power measurements [72-75], see Table 1. The more simple
chemical approach implies the variation of the concentration of a dye [38].
This can be for instance realized with a dilution series of standard solutions
as recommended in ASTM E-578-01 [85]. We currently evaluate the potential
of the spectral fluorescence standards BAM F003-F005 for the determination
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of the range of linearity of fluorescence detectors within the spectral region
of 400 to 800 nm. The BAM dyes are especially well suited for this purpose
due to the minimum overlap between absorption and emission that mini-
mizes dye-specific inner filter effects [38, 79]. Exemplary, the very promising
results from a dilution experiment with dye F004 and a NIKON Clsi CLSM
are displayed in Fig. 10. Here, the integral emission was measured at a defined
z-position (excitation at 405 nm, unchanged measurement parameters) with
dye solutions of different concentrations in the channels of a microscopy slide
with six parallel channels (Ibidi GmbH, Germany) (cf. Fig. 5).

Another promising example for a solid system seems to be a recently intro-
duced micro-slide system built for microarray scanners using 5 or 11 graded
levels of two colors of fluorescent nanoparticles [84]. Its suitability for fluores-
cence microscope linearity calibration purposes has not been tested yet, but
seems likely. However, as this slide is not sealed with a cover glass, it is sen-
sitive to dust, contamination, damage and optical aberrations will occur with
most objectives corrected for cover glass usage.

Although often underestimated, even by instrument manufacturers, the
reliable determination of the linearity of the detection system for rou-
tinely used sets of parameters is of utmost importance for instrument char-
acterization and quantification. Accordingly, in our opinion, internation-
ally agreed methods/protocols in combination with suitable systems are
needed for the determination of this quantity for fluorescence microscopy
as well as for other fluorescence techniques [35]. This is the only way to
eventually realize a reliable instrument characterization and quantitative
microscopy.

2.5x10°-
2.0x10°
1.5x10°
1.0x10°

5.0x10*

integral emission intensity

R=0.99995
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Fig.10 Determination of the linearity range of a CLSM (NIKON Clsi) by controlled di-
lution of a solution of the dye F004. The integral emission was measured at a defined
z-position (excitation at 405 nm, constant measurement parameters) with dye solutions
of different concentrations in the channels of a ibidi microscopy slide equipped with 6
parallel channels (cf. Fig. 5)
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4
Conclusion, Future Requirements and Challenges

Aside from an enormous progress in fluorescence microscopy and the broad
variety of fluorescence standards suggested, the suitability of many of these
standards is still under debate, while the need for improved standards for
the characterization of fluorescence microscopes and for quantification pur-
poses becomes more and more obvious. Critical is here also the lack of
internationally accepted protocols for instrument calibration, control of in-
strument specifications and performance validation as well as signal quantifi-
cation. This all together hampers the acceptance of fluorescence microscope
methods especially in strongly regulated areas such as medical diagnostics,
where standardized instrument characterization is essential. Moreover, mi-
croscopists as well as spectroscopists need to become more aware of quality
criteria for standards and reference materials as discussed in Sect. 3.2, that are
common knowledge in other analytical techniques.

As derived herein (Sect. 3.4), attractive candidate materials for the design
of easy-to-operate, solid standards for fluorescence microscopy are glasses
doped with inorganic fluorophores with narrow emission bands or broad un-
structured emission spectra. An alternative are microchannel devices that
can be filled with many different chromophores as shown in Sect. 3.5. These
standards enable the reliable characterization of the spectral characteristics
of fluorescence microscopes and their performance validation under routine
measurement conditions. Both approaches, that are currently evaluated by
BAM, are developed to guarantee proper and reproducible standard align-
ment and incorporation of a cover slip. Another approach currently followed
by the National Institute for Standards and Technology (NIST), the only Na-
tional Metrology Institute (NMI) aside from BAM that develops and releases
fluorescence standards, see DeRose et al., 2008, in this volume, includes slides
with fluorescent coatings for the spectral region from ca. 450 nm to 900 nm.
These materials also show little and well-characterized photodecomposition
and a homogeneous distribution of fluorophores (see DeRose et al., 2008, in
this volume, standards for the microarray area). This approach is currently
being tested for standards for the microarray community.

The wide acceptance of microscopy standards in the microscope commu-
nity in general requires not only easy-to-use systems, but also SOPs worked
out for these standards and specific instruments. Such SOPs should include
specific guidance software for standard use including standard measurement,
data analysis, and data documentation. To guarantee the reliability of such
standards and instrument characterization procedures, both should be tested
for a broad variety of different microscopes by nonprofit organizations and
individuals like NMIs, laboratories from regulating agencies such as the Envi-
ronmental Protection Agency (EPA) and the Food and Drug Administration
(FDA) and different core facilities and expert laboratories in Round Robin
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tests. The ultimate goal should be here to identify limitations of certain ap-
proaches and to provide the basis for the international acceptance of suitable
materials and characterization procedures. The microscope standards should
then be subsequently introduced to key users.

Because of the complexity of the instrumentation to be calibrated, in paral-
lel to the development and evaluation of microscopy standards, a much better
documentation of the instrument performance and the expected dependence
on the operating conditions should be provided by instrument manufactur-
ers. To simplify the choice of instrument to be purchased, a common and re-
liable catalog of instrument specifications for microscopes (determined using
reported or even standardized procedures) would be helpful. In addition,
a better training of microscope users is necessary to increase the aware-
ness of the many factors influencing instrument performance and therefore,
also the calibration procedures. Preferentially, such courses should be offered
jointly by instrument manufactures and existing organizations of microscope
users like ELMI, microscopical societies, or other scientific organizations like
EMBO.

Future development of confocal instrumentation should ideally consider
also the growing need for comparable and maybe eventually standardizable
measurements in research, development, and diagnostics. Manufacturers are
already trying to take this trend more into account by integrating internal
calibration tools in their instruments. These approaches are promising, yet
not openly accessible. Here, we would favor an open, standardized interface
for calibration purposes. The definition of such an interface should be done
in a joint effort by NMIs, regulatory agencies, instrument manufacturers, and
expert core facilities.
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Abstract The measurement of fluorophore lifetimes—the excited state duration—in the
microscope provides unique quantitative information on the molecular environment and
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is therefore increasingly being used in cell biological questions. Perhaps the most popu-
lar use of fluorescence lifetime imaging (FLIM) is to measure Forster resonance energy
transfer (FRET) to detect protein interactions, conformational changes, and activities in
the context of the (living) cell. The analytical use of FLIM requires a detailed knowledge
of the proper use and limitations of its different instrumental implementations, including
platform standardization and calibration, and considerations regarding its optimization
for increased throughput. The results obtained with FLIM are conditional on the qual-
ity of the data. Therefore, stringent data analysis assessment and analysis criteria have to
be maintained in the imaging workflow. In particular, the issues of photobleaching and
fluorophore saturation, and their effect and correction possibilities, are discussed. This
chapter deals with the various aspects of FLIM that need to be taken into consideration
when this powerful technique is to be used as an analytical tool in the life sciences.

Keywords Fluorescence lifetime - Forster resonance energy transfer -
Quantitative microscopy

Abbreviations

CHO Chinese hamster ovary cell

CSM Immortalized rat nigrostriatal cell

DASPI  2-(p-Dimethylaminostyryl)-pyridylmethyl iodide
DBS 4-Dimethylamino-(4’-bromo)-stilbene

DCS 4-Dimethylamino-(4’-cyano)-stilbene

DFS 4-Dimethylamino-(4'-fluoro)-stilbene

DMS 4-Dimethylamino-(4’-oxymethyl)-stilbene
EGFP  Enhanced green fluorescent protein

FD Frequency domain

FLIM  Fluorescence lifetime imaging microscopy
FRET Forster resonance energy transfer

MCP Multichannel plate

REACh2 Resonance energy-accepting chromoprotein
TCSPC Time-correlated single-photon counting

D Time domain

YFP Yellow fluorescent protein
1

Introduction

Fluorescence microscopy is a noninvasive technique that provides high con-
trast and spatial resolution. The revolutionary innovations of the past few
decades in solid-state technologies, information technologies, and fluorescent
staining techniques turned fluorescence microscopy into a highly flexible and
quantitative analytical technique. With its many implementations and appli-
cations, fluorescence microscopy became one of the fundamental and most
widely used techniques in the life, medical, and materials sciences. Further-
more, quantitative and multiparametric fluorescence imaging can nowadays
be combined with the high throughput provided by sample handling robotics
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Fig.1 Florescence lifetime. A Jablonski diagram of a fluorophore where the ground state
(So) and the first singlet (S;) and triplet excited states (T;) are depicted. The transitions
shown represent So—S; excitation (ex), S;— Sy fluorescence (f) decay, the nonradiative
S1—8p de-excitation intersystem crossing (isc) between singlet and triplet state (S—T,
T—S), radiative triplet state depopulation (phosphorescence, p), the generation of photo-
chemical reaction products (pr) from the triplet excited state, and the thermal relaxation
within vibrational levels. B Competition between the de-excitation pathways defines the
duration (lifetime) of the excited state and consequently gives rise to the fluorescence
decays shown

and automation. Fluorescence lifetime imaging microscopy (FLIM) is an in-
herently quantitative technique that provides information on the biochem-
ical environment of the fluorophore. Applied to biology, FLIM has provided
a quantitative tool for the imaging of cellular biochemistry.

The fluorescence lifetime is the average time that a fluorophore spends in
its excited state and depends on the transition rates of the singlet excited state
(81) de-excitation pathways (Fig. 1A):

7= (ke +kar +K5CT)

where k¢, kyr, and klss? T are the radiative (fluorescence), nonradiative (intern-

al conversion), and intersystem crossing transition rates (transition occurring
between the singlet and triplet excited states S— T, respectively. The quan-
tum yield (Q) of a fluorophore is given by:

Q = ke(ke + ke + K57T) 7

1SC

It indicates the fraction of absorbed photons that will cause the emission of
a fluorescence photon. Photon emission is a stochastic process and typically
follows a normalized exponential decay distribution:

p(t)=ttet/".

The excited state lifetime can therefore be measured by resolving the fluor-
escence decays. Fluorescence lifetimes are commonly not longer than a few
hundreds of nanoseconds, and the most frequently used fluorophores in the
life sciences (e.g., Cy and Alexa dyes, Rhodamines, and fluorescent proteins)
exhibit lifetimes between 1 and 5 ns (Fig. 1B).
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Interactions between the fluorophore and its molecular environment may
alter or add de-excitation pathways, causing the lifetime of the fluorophore
excited state to change. For instance, fluorophores whose lifetime reports
on pH, ion concentrations, and oxygen content in living cells and tissues
have been described [23]. One of the most relevant applications for FLIM is
the quantification of Forster resonance energy transfer (FRET [10]), a phe-
nomenon commonly used for the detection of intermolecular interactions or
molecular conformational changes. These changes are often exploited to con-
struct FRET-based biosensors for specific cellular biochemical events.

FLIM has been implemented on wide-field [20, 31, 35,47, 48] and laser-
scanning microscopes [4, 6, 7, 12, 24, 38]. In recent years, its use has increased
thanks to the availability of cost-effective pulsed or modulatable lasers
and light-emitting diodes, and commercial FLIM systems (for instance, Pi-
coQuant, Becker & Hickl, Nikon Instruments Europe, LaVision, LaVision
BioTec, Lambert Instruments, HORIBA Jobin Yvon, Hamamatsu, ISS).

2
Forster Resonance Energy Transfer

FRET is the nonradiative transfer of energy (Fig. 2A) from a donor fluoro-
phore to an acceptor chromophore through long-range dipole-dipole inter-
actions. For this reason, the FRET efficiency, i.e., the fraction of energy
transferred from a donor to an acceptor, strongly depends on the interchro-
mophore distance (R, see Fig. 2B):

1
E= s
1+ (R/R0)6

where Ry, the Forster distance, is the distance at which 50% of energy is trans-
ferred. Typical FRET donor-acceptor pairs exhibit Forster distances of a few
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Fig.2 Forster resonance energy transfer. A Jablonski diagram of a FRET pair, where the
suffixes “d” and “a” indicate transition rates and energy levels for the donor and accep-
tor, respectively. Ke; is the energy transfer rate. B Dependence of FRET efficiency on the
interchromophore distance and Forster distance
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nanometers and FRET generally does not occur at interchromophore dis-
tances exceeding 10 nm. FRET is thus sensitive to distances that are compar-
able to protein dimensions and can therefore report on direct intermolecular
interactions.

The energy transfer efficiency increases from less than 2% to more than
98% when the intermolecular distance decreases only from twice to half of the
Forster distance. FRET therefore provides a very high sensitivity for inter- or
intramolecular distances, depending on whether the donor and acceptor label
the same or different molecules, respectively.

The Forster distance depends on the refractive index of the medium (#n),
the donor quantum yield (Q), the overlap integral of the donor emission and
acceptor absorption spectra (J), and an orientational factor (k?) according
to [10]:

Ry = (K*Qn™)"/®,

where 2 is maximal (k2 = 4) only when the donor transition dipole and the

acceptor absorption dipole are collinear. In all the other configurations, «? is
lower. A detailed description of the orientation factor can be found in [30, 42].
Briefly, when the two chromophores are free to rotate during the donor life-
time, «2 will be averaged over all possible orientations and will assume a value
of 2/3. Otherwise, k* can assume a value between 0 and 4, with a higher
statistical probability for lower values.

FLIM provides a quantitative and robust technique for FRET imaging. The
donor lifetime is reduced by FRET proportionally to the FRET efficiency [51]:

E=1-1/1

where 7y is the donor fluorescence lifetime in the absence of FRET.

3
Instrumentation and Techniques

The fluorescence lifetime can be measured in the time domain (TD) and
in the frequency domain (FD) [30]. Both laser-scanning and wide-field sys-
tems for FD- and TD-FLIM have been developed. Laser scanning micro-
scopes make use of detectors like photomultipliers and avalanche photodi-
odes, while wide-field systems are commonly built around a multichannel
plate (MCP).

In the time domain, the sample is excited with a pulsed light source, com-
monly mode-locked femtosecond Ti:sapphire lasers or pulsed laser diodes
with subnanosecond pulse widths. In the time domain, the two most fre-
quently used techniques are time-correlated single-photon counting (TCSPC)
and time gating. The former technique is based on the measurement of the
arrival time of the first emitted photon relative to the excitation pulse. In time
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Fig.3 Time-domain lifetime detection. Shown is a CSM cell coexpressing Cerulean:o-
synuclein and YFP:tau. Their interaction is assessed by the measurement of the donor
(Cerulean) lifetime. TD-FLIM provides the time resolution of fluorescence decays (lower
panel). The experimental data (gray dots) can be fitted by exponential models (black
curve) to estimate the fluorescence lifetime at each pixel location. Here, a single-
exponential fit is performed, where more than 1000 photons were available at every pixel
(binning 3x3). The randomly distributed residuals and the x? equal to ~1.2 indicate that
the single-exponential fit is sufficient for the representation of the fluorescence decay. To
represent the multiexponential decay of the Cerulean fluorescent protein, higher counts
are necessary. The lifetime map shows that the interaction of the two proteins occurs at
the cellular periphery. The fluorescence decays in regions marked A and B are represented
in the fit panel and in the lifetime distribution. The former confirms the bimodal life-
time distribution caused by the presence of pixels exhibiting FRET and regions in which
the two proteins do not interact. The gray area in the lower panel shows the instrument
response (IR)

gating, photons are counted by switching on different photon counters in ad-
jacent time windows. Both techniques provide histograms of arrival times
(Fig. 3) that can be fitted by appropriate physical models to estimate the fluo-
rescence lifetime of the sample.
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Figure 3 shows an image of a CHO cell expressing a-synuclein and the
tau protein tagged with the fluorescent proteins Cerulean and YFP, respec-
tively. The interaction of these two proteins, both involved in neurodegen-
eration, results in the reduction of the donor lifetime as a consequence of
FRET. Regions in which a-synuclein and tau interact and areas where no in-
teraction occurs become visible in the lifetime map of the cell and in the
corresponding data fit. The images were acquired by a TCSPC system based
on a TSC SP2 AOBS confocal microscope (Leica Microsystems Heidelberg
GmbH, Mannheim, Germany) equipped with a Mira900 mode-locked fem-
tosecond Ti:sapphire laser (Coherent Inc., Santa Clara, CA, USA), an MCP-
PMT (R3809U-50 by Hamamatsu Photonics, Sunayama-cho, Japan), and an
SPC830 acquisition board (Becker & Hickl GmbH, Berlin, Germany), as de-
scribed in more detail in [17].

In the frequency domain, the sample is excited with a periodically modu-
lated light source. Often, the light source is a continuous-wave laser that
is sinusoidally modulated by feeding the light through an acousto-optical
modulator. More recently, laser diodes and light-emitting diodes have been
used. The finite fluorescence lifetime of the fluorophore injects a phase delay
(¢) into the fluorescence emission and demodulates () its amplitude relative
to the excitation light (Fig. 4):

m=(1+ a)ztz)'l/2 ;¢ =arctan(wr),

where w is the modulation frequency of the excitation light. Therefore, the
measurement of the phase delay and relative demodulation of the fluores-
cence emission provides two estimators for the fluorescence lifetime.

A photomultiplier tube with a modulated anodic potential is typically used
in FD laser scanning systems. This enables the estimation of the lifetime by
cross-correlation of the fluorescence emission and the excitation signal. Both
homo- and heterodyning methods can be applied. In the first case, the de-
tector is modulated at the same modulation frequency as the light source. In
the second case, the detector is modulated at a slightly different modulation
frequency; the phase and the demodulation information are here transferred
to a harmonic signal at the difference between the excitation and detection
frequencies. Detection in the frequency domain can also be conveniently per-
formed by the use of lock-in amplifiers.

Figure 4 shows the average lifetime image (average of the modulation-
and phase-lifetime estimations) of a CSM cell expressing a-synuclein and
ubiquitin tagged with enhanced green fluorescent protein (EGFP) and a YFP-
derived nonfluorescent chromoprotein (REACh2, REF), respectively. The flu-
orescence lifetime of the donor fluorophore is shortened when a-synuclein
becomes ubiquitinated. Furthermore, this causes the lifetime heterogeneity
to increase due to the presence of multiple fluorescence decays (i.e., donors
undergoing FRET and noninteracting donors). The reduction of the lifetime
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Fig.4 Frequency domain detection. Shown is a CSM cell coexpressing EGFP:a-synuclein
and REACh2:ubiquitin. The ubiquitination of a-synuclein is assessed by the measurement
of donor (EGFP) lifetimes. In the frequency domain, the harmonic response of the flu-
orophore is measured to detect the relative phase delay and demodulation between the
excitation light (dashed line) and the fluorescence emission (gray dots: experimental data,
black curve: data fit). Here, the average response in the field of view is shown. The average
lifetime of the cell expressing both proteins shows the presence of FRET in a cytoplas-
mic region of the cell. Lifetime heterogeneity is increased by FRET due to the presence of
multiple-exponential decays. The plot of the modulation lifetime versus the phase lifetime
estimation confirms a slight (~5%) reduction of the lifetime over the entire cell (solid
ellipse, A) relative to a control in which no REACh2:ubiquitin was expressed (dashed el-
lipse). Furthermore, the appearance of a pixel cluster (solid ellipse, B) at lower lifetime
and with increased heterogeneity (shown by the increased distance from the diagonal of
the plot) confirms the presence of localized FRET

and the increased heterogeneity can be visualized using bidimensional histo-
grams. The image was acquired by an in-house developed FD-FLIM system
built around a fully automated Axiovert200M microscope (Carl Zeiss Jena
GmbH, Jena, Germany), equipped with an Innova 300C argon laser (Coher-
ent Inc., Santa Clara, CA, USA) modulated by an acousto-optical modulator
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driven at ~80 MHz and a high-rate-imager MCP intensifier (Lavision GmbH,
Gottingen, Germany), described in detail elsewhere [17].

Typical wide-field FLIM systems are based on the fluorescence detection
by an MCP that can be gated or modulated at very high speeds (<1 ns rise
time, >>10 MHz modulation frequency). MCPs can be used in both the time
and frequency domain and, depending on their operation, provide stacks of
images that are collected at different time or phase delays. The fluorescence
lifetime of the sample is computed from these images.

4
Fluorophore Standards

There is substantial interest in the specification of fluorescence standards
that are useful for the calibration or benchmarking of lifetime imaging mi-
croscopes. However, many parameters can affect the intrinsic lifetime of
a fluorophore. As mentioned before, the biochemical environment of the
chromophore can significantly modify the lifetime of the excited state. Meas-
urements with a precise composition of the solvent/buffer are therefore ne-
cessary. Fluorescence lifetimes can also be sensitive, for instance, to the pH
and to the viscosity of the media, parameters that should therefore be con-
trolled as well. Furthermore, the temperature dependence of the excited state
lifetime is often overlooked. However, a temperature difference of only a few
degrees may change the excited state lifetime of a nanosecond fluorophore by
some hundreds of picoseconds. The stability of the temperature in laborato-
ries where FLIM systems are operated is therefore of extreme importance.

A reflective or a scattering sample positioned at the focal plane provides
useful zero-lifetime standards. However, optical filters and detector color
effects may cause differences in the time/phase estimations measured at dif-
ferent spectral bands. Spectrally matched fluorophores would therefore con-
stitute better samples for calibration.

Protocols have been suggested for the generation of lifetime gradients
(see Table 1) that may serve for the calibration of systems at multiple life-
times [9, 26]. For instance, quinine quenched with different concentrations of

Table 1 Lifetime gradients

Fluorophore Additive Lifetime range (ns) Refs.
DASPI Glycerol 0.05-0.30 [14]
Rhodamine 6G KCl 0.5-4.1 [26]
Quinine NaCl 0.189-18.9 [9]

y-pyrenebutyrate KI 18-115 [9]
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sodium chloride provides a gradient of lifetimes ranging from a few hundreds
of picoseconds up to ~20 ns. Similarly, y-pyrenebutyrate can be quenched
with potassium iodide to cover the range between ~20 and ~115ns. Al-
though useful, it is important to underline that quinine and y-pyrenebutyrate
exhibit simple single-exponential decays, whereas the quenched fluorophores
possess a heterogeneous decay [30]. The contrast between Coumarin 314
(~3.3ns) and DASPI (~0.3 ns) has also been used for the characterization
of FLIM systems [14]; the fluorescence lifetime of DASPI can also be short-
ened by controlling the viscosity of the solvent to provide picosecond lifetime
references (50-300 ps).

The measurement of lifetime heterogeneity is important for the under-
standing of fluorophore photophysics, or for the discrimination of differ-
ent fluorescent moieties in the focal volume. Single-exponentially decay-
ing fluorophores therefore play important roles as homogeneous fluores-
cence standards. A more commonly used fluorophore that provides a single-
exponential decay is Rhodamine 6G with a decay of ~4.1 ns [26].

Short-lived fluorophores can also be used as fluorescence standards. An
example is Rose Bengal which exhibits a single-exponential decay with a time
constant of ~80 ps [39] and ~500 ps [30] in PBS or ethanol, respectively. A set
of fluorophore derivatives of 4-dimethylamino-stilbene have also been char-
acterized [32] to possess homogeneous fluorescence lifetimes in the range of
~60 and ~900 ps, and represent an interesting set of standards for multipoint
system calibration and for the assessment of possible detector color effects.

Table 2 Single-exponential fluorescence lifetime standards

Fluorophore ex/em (nm) Solvent Lifetime (ns) Refs.
DCS 280-420/300-500? Cyclohexane 0.066 [32]
Rose Bengal 556/572 PBS 0.078 [39]
DBS 280-385/375-4752 Cyclohexane 0.176 [32]
DASPI 400-5502/580° Ethanol 0.274 [14]
DES 280-375/375-450? Cyclohexane 0.328 [32]
Rose Bengal 556/572 Ethanol 0.519 [30]
DMS 280-375/375-475% Cyclohexane 0.88 [32]
Dimethyl-POPOP 300-400/390-560 Ethanol 1.45 [30]
Rhodamine B 540/625 Ethanol 2.88 [27]
Coumarin 314 436/460 Ethanol 3.32 [14]
Rhodamine 6G 525/555 H,0 4.11 [26]
Quinine 250-350/4502 0.1 N H,SO4 18.9 [9]
y-Pyrenebutyrate 250-350/4002 H,0 115 [9]

2 The single-exponential fluorescence decays have been shown to be constant over the re-
ported spectral ranges.
b French PM and McGinty ] (personal communication).
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A list of single-exponentially decaying fluorophores and their references is
presented in Table 2.

There is no particular need for FRET standards in lifetime microscopy,
because once a system is properly calibrated for lifetime detection, FRET
efficiencies will be detected quantitatively. However, the validation of new an-
alytical methods may require standardized FRET samples. Fluorescent beads
are probably the easiest model, where fluorophore can be conjugated to, for
instance, (controlled-pore or solid) glass or polystyrene beads [18]. Using so-
lutions of different fluorophores, such as Alexa 488 and Alexa 546, as donor
and acceptor pairs at different concentrations, it is possible to obtain samples
exhibiting defined FRET efficiencies. It is also possible to coat beads with fluor-
escent proteins and tag them by maleimide/succinimidyl-conjugated probes,
e.g., green fluorescent protein conjugated to Cy3 [17]. Fluorescent proteins can
also be engineered in tandem constructs with donor and acceptor present in
the same molecule. This method is particularly useful for cellular imaging. Fi-
nally, we note the possibility to use DNA-conjugated fluorophores, where the
DNA can be used as a fine subnanometer spacer between donor and accep-
tor [49]. Other polymers can also be used for these purposes [40].

5
System Calibration

TCSPC-based systems almost never require day-to-day calibration. However,
fluorescence standards are useful for the characterization and benchmark-
ing of the system. Particularly, single-exponential fluorescence standards are
useful for testing the presence of excitation bleed-through on the detector,
nonlinearities, and systematic errors caused by the instrumentation.

In general, a pulse picker is used to trigger the TCSPC electronics and if
an appropriate delay is set, the fluorescence decay can be adequately stored
in the board memory. Thanks to the relatively high time resolution of the
currently available TCSPC electronic boards, the data fitting procedures can
estimate the excitation instant with high precision [3]. Therefore, contrary to
time-gated and frequency-domain systems, no routine calibration is required.
However, TCSPC could require the determination of the system response
in order to deconvolve the experimental data. As the detector response can
exhibit color effects, it should be measured in the spectral range of the fluor-
escence emission.

Time-gated systems also require a correct time delay between the exci-
tation pulse trigger and fluorescence signals [11]. In this case, however, the
available number of time gates is typically less (2-8) than the number of
time bins of a TCSPC (16-256). Time-gating systems therefore require the
positioning of the first time gate immediately after the excitation pulse. An
anticipated start of the gates has to be avoided. On the other hand, the injec-
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tion of an initial delay may be beneficial to suppress the scattered light and
short-lifetime fluorescence background, but at the cost of some detectable
signal. In this case it is useful to calibrate the initial delay time relative to the
trigger at every system startup by imaging a mirror or a (near-zero lifetime)
fluorescence standard (Table 2). Furthermore, timing jitter of the electron-
ics, detector response characteristics, and asymmetry between the time gates
can require a thorough system characterization by the imaging of well-known
standards.

It is advisable to characterize a fluorescence lifetime imaging microscope
with different lifetime standards in order to minimize possible systematic
errors. For instance, although a system may appear well-calibrated when
imaging a fluorophore with a certain lifetime value, it may deviate in other
lifetime ranges [26]. This may be caused by timing jitter of the electronics
or mismatched time window widths. These two parameters cannot be both
compensated when only a single-lifetime calibration is used. Gradients of
fluorescence lifetimes (Table 1) may be useful in this regard, although the
appearance of multiexponential decays in the presence of quenchers may
necessitate the use of multiple distinct but individually single-exponentially
decaying fluorophores (Table 2).

FD-FLIM apparatus requires more care during daily operation and cali-
bration. In fact, phase-detection techniques are inherently and significantly
sensitive to the initial phase of the system that needs to be carefully meas-
ured. An exponential decay, on the other hand, is scale-invariant and can be
fitted without errors even in the presence of a different initial time delay.
Therefore, a frequency-domain system requires the precise measurement of
the initial phase and modulation of the excitation light at the sample plane be-
fore every use. This calibration requires periodic updates during experiments
to compensate possible time and temperature drifts typically exhibited by the
instrumentation.

Fluorescence lifetime heterogeneity can be resolved by single- or multifre-
quency measurements [17,45,46]. In any case, the lifetime heterogeneity is
encoded in the differences between the apparent phase and modulation life-
times. An error in their relative calibration can cause the heterogeneity to be
measured incorrectly. Here, the use of single-exponential, well-characterized
fluorescence lifetime standards (Table 2) is necessary.

A multipoint calibration has also been proposed to avoid systematic errors
in the frequency domain [26]. It was shown that Rhodamine 6G quenched
by potassium iodide may serve as a standardized lifetime gradient to detect
systematic errors in the calibration parameters that are caused by differences
between the optical paths that are used for the calibration and for the meas-
urements.

Very often, the calibration procedure of a FD-FLIM instrument is per-
formed sequentially to the measurement. In our laboratory, we automated
the calibration process by positioning a low-efficiency scatterer in the motor-
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ized filter revolver of the microscope. The constant relative phase delay and
demodulation between this internal reference and a reference at the sample
plane are measured at the startup of the system, and the computer automat-
ically performs regular calibrations without the need for sample handling.
Recently, a calibration method for spectrally resolved lifetime measurements
has been described [25] that permits (a fraction of) the excitation light to
bleed through to the detector. The spectral separation of the excitation and
emission light now provides a parallel and robust method for continuous sys-
tem calibration.

6
Photon Efficiency and Photon Economy

The quality of a lifetime image depends on the number of detected photons,
the instrumentation used, the adopted detection technique, and the data an-
alysis. A figure of merit (F) can be defined [23] that describes the photon
efficiency of lifetime detection by the ratio of the relative error of the lifetime
estimation and of the fluorescence intensities:

F=(o;/T)NY2,

where o; indicates the standard deviation of the lifetime and N the total num-
ber of counted photons. This figure of merit can be generalized, but is here
given under the assumption that Poissonian noise dominates.

For F = 1, the lifetime estimator provides the highest achievable signal-to-
noise ratio and can be defined efficient. For F > 1, the estimator is less efficient
and therefore requires more photons to achieve similar results, i.e., F>-fold
more photons. The inverse of F is an indicator for the photon economy of
lifetime detection.

The photon economy of many time- and frequency-domain lifetime de-
tection systems has been extensively studied [8,22,23,29,36]. TCSPC and
time-gated systems with multiple time gates (>16) can provide an F value
equal to 1. In combination with pulsed excitation, frequency-domain detec-
tion also provides the same result.

For instance, with these efficient systems, a single-exponential decay can
be resolved with a relative error of only 5% if at least 400 photons are col-
lected. In the presence of Poissonian noise it is impossible to obtain a better
result. A two-window time-gated system would require at least 900 photons
and an MCP-based FD-FLIM system with a fully sine-modulated light source
would require more than 10000 photons to achieve the same error level. Re-
solving multiple-exponential decays necessarily requires higher fluorescence
intensities.

Figure 5 shows the effect of the photon statistics on the quantification
of lifetimes. Although it is possible to obtain decent intensity images at low
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Fig.5 Photostatistics and lifetime. Intensity (upper) and lifetime (lower) images of 2-um-
diameter Yellow Green beads (Invitrogen, Breda, The Netherlands) are shown at increasing
photon counts: 25, 50, 100, 250, 500, 1000, and 2500. The images and lifetime distributions
show that the lifetime estimation converges to the correct values and reaches acceptable
signal-to-noise ratios only at counts higher than 250, while morphological information and
contrast is still present at only 25 counts in the corresponding intensity images

photon counts (even less than 100), reliable lifetime quantification requires
a higher number of counted photons (>250). At higher photon counts, the
broadness of the fluorescence lifetime distributions decreases due to the re-
duced uncertainty of the measurement. This is apparent from a shift of the
peak of the lifetime distribution. As a matter of fact, the minimization of x>
performed by the fitting routines may be trapped in local minima located
around the initial fitting parameter values at lower counts. These artifacts are
frequent with all the commercial software that we tested, and can be avoided
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Table 3 FLIM photon-economy

FLIM technique F value Refs.
Time-correlated single-photon counting <11 [29]
Lock-in <11 [36]
Time gating (2 windows) 1.5 [11]
Time gating (8 windows) 1.2 [11]
Image intensifier—sine excitation?® 10 [23]
Image intensifier (FD) 4.3 [36]

2 Unless indicated otherwise, a Dirac pulse train is used for excitation.

by masking the pixels with low photon counts and careful inspection of the
data for distribution peaks at the initial guess of the lifetime. We note that at
low photon counts, x? values will always be low and data masking by high x?
values would therefore not eliminate this artifact.

The images were acquired on a Nikon PCM2000 confocal microscope
(Nikon Instruments Europe B.V., Badhoevedorp, The Netherlands) equipped
with a 440-nm PicoQuant diode laser and a LIMO lifetime module described
in detail elsewhere [43].

The photon economy depends on many factors, e.g., number of collected
photons, number and width of time gates, timing jitter, excitation light profile,
harmonic content of the detection system, and modulation depth of the light
source. Parametric plots of F values versus such quantities are helpful for the
optimization of the performance of a system. A summary of F values found in
the literature for different systems is shown in Table 3 [8, 22, 23, 29, 36].

7
Acquisition Speed

The acquisition speed depends on the photon economy of the detection sys-
tem. At F values higher than 1, the acquisition time would increase by a factor
of F? to achieve a signal-to-noise ratio that is comparable to images obtained
with an efficient system. In addition, many other factors also affect the acqui-
sition time.

TCSPC can be relatively slow because of the dead time of electronics and
detectors and the requirement that not more than a single photon should
be detected per excitation pulse. Typically, TCSPC systems require expo-
sure times from tens of seconds up to several minutes (even tens of minutes
for precise FRET measurements [3]). Instead, time-gated scanning systems
and lock-in imaging allow significantly faster operation. When implemented
on scanning microscopes, time gating and lock-in imaging provide typi-
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cal acquisition times ranging from 1 to 30 s depending on the pixel reso-
lution of the scanned field of view and the brightness of the sample [22].
Under unfavorable conditions, some minutes of exposure time may still
be required.

Wide-field imaging generally provides a faster performance than scanning-
based microscopy. Wide-field FLIM is typically operated with exposure times
from fractions of seconds to maximally ~10s. However, the speed of wide-
field FLIM is limited by the common use of MCPs. These (FD/TD) MCP-based
FLIM systems require the sequential acquisition of time-/phase-dependent
images for lifetime estimation, thereby limiting the achievable acquisition
speed (<1 Hz). In recent years, many architectures that are based on MCPs
or solid-state detectors have provided the means for parallel imaging of
the required information, offering instrumentation that is capable of fast
lifetime imaging (20-100 Hz) for both time- and frequency-domain sys-
tems [1, 13, 16].

A further advantage of the full parallel imaging provided by such wide-
field microscopes is that motion and photobleaching artifacts are cancelled
so that fast lifetime changes or moving objects can be adequately imaged. As
many cellular physiological reactions that are amenable for lifetime imaging
are highly dynamic, these increases in speed represent important improve-
ments for the emerging discipline of molecular physiology.

8
Data Quality Assessment and Analysis

The quality of FLIM results depends on the calibration and characteristics of

the instrumentation, on the reproducibility of the results, and on the correct

application of data analysis techniques. The retrieval of the quantitative infor-
mation that is contained in the lifetime measurements demands that maximal
care is taken in the correct use of the instrumentation, sample handling,
photophysical models, and statistics.

The reproducibility of measurements depends on several factors. Refer-
ence [26] defines three classes of FLIM experiments:

- Type I, where lifetime differences are within an image. In this case, a pixel
population or region of interest with fluorescence lifetimes significantly
different from the average or from a reference area is detected. For ex-
ample, in the case of localized posttranslational modifications such as
ubiquitination (Fig. 4) [21].

- Type II, where a set of images exhibit diverse lifetimes. Here, image sets
are compared to detect differences in lifetimes between different samples,
for instance, when comparing protein-protein interactions (Fig. 3) among
different protein mutants [51].
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- Type III, where lifetime heterogeneity is measured. In this case, the intrin-
sic heterogeneity of the lifetime of a single fluorophore or the mixing of
different fluorescent moieties (Fig. 4) can be exploited for the detection of
physiologically relevant quantities [2].

Although originally described for FD-FLIM, this classification does not de-

pend on the instrumentation used and can therefore also be used for the

rationalization of quality assessment in the time domain.

Type I experiments are affected by heterogeneity in the calibration over the
field of view. Scanning systems are usually not affected by these kinds of prob-
lems, but wide-field detectors may require a careful pixel-by-pixel calibration.
The main factor that defines which lifetime differences are significant within
a single image is the number of acquired photons. Variations that are com-
parable to or smaller than the errors predicted by the photon economy of the
system are not relevant. Detectors that do not directly provide the readout of
the number of counted photons can be calibrated to allow the estimation of
the photon number [34]. At low photon counts, image binning is a commonly
adopted solution. However, it is necessary to verify that the contribution of
autofluorescence to the measurement remains negligible. When fluorescence
signals are too dim, binning will cause the integration of a significant amount
of autofluorescence. Border artifacts around fluorescent objects are common
phenomena that are caused by this problem, and could easily be interpreted
as membrane-localized biological effects by the inexperienced user.

Another possibility for errors is the saturation of the detector, which is sim-
ple to control and check with wide-field detectors, but more difficult to manage
with scanning and single-photon counting systems. Here, pulse pile-up can
cause apparent lifetime contrast in an image. Fluorescent control samples with
a homogeneous lifetime but heterogeneous brightness can be imaged to ver-
ify the optimal imaging conditions. The photon count rates should always be
lower than the maximum rate that is tolerated by the detector used in the system
(10*-107 counts per second, depending on the detector used).

Type II experiments are affected by more parameters. Time drifts of
the system properties, temperature variations, and sample preparation are
common sources of image-to-image variability. Laboratories that host FLIM
systems require the tight control of room and sample temperature. It is fur-
thermore advisable to carefully reproduce sample preparation protocols and
to use identical stock solutions for samples that are to be compared. As
described before, fluorescence lifetimes and FRET efficiencies are trivially de-
pendent on differences in temperature, pH, viscosity, and refractive index.
A high reproducibility can be achieved under these controlled conditions. It
is advisable to regularly measure a control sample or a fluorescence standard
to monitor potential instrumental drifts that can occur during and between
experimental sessions. Frequency-domain systems usually require regular re-
calibration and its automation as described before significantly increases the
ease of use of these systems.
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The use of the correct model for the interpretation of the fluorescence
decays is fundamental to the quality of FLIM measurements. Improper inter-
pretation of course affects all types, I, II, and III, of experiments, but the latter
more crucially depends on the choice of the model for the fitting of decays.

The general rule is to adopt the simplest possible model, such as a single-
exponential decay, and to increase its complexity only when indicators of
goodness of fit suggest statistical improvement. For example, with only
100 photons, data fits with models that are more complex than a single-
exponential decay will not be able to represent the data with unambiguous fit
parameters. The 2 value generally provides a good indicator for the quality
of the data fit [30]. However, systematic errors in FLIM are not uncommon
and x? values higher than unity do not necessarily imply higher lifetime het-
erogeneity. In order to decide if a more complex model should be adopted,
F statistics (not to be confused with the F value of the photon economy)
can be used [30]. F statistics are based on the ratio of the x? values of two
models and return the confidence level for the assumption that one model
is better than the other. In general, the inspection of the residuals offers the
most direct way to estimate a deviation from the hypothesized models. Re-
siduals should always be randomly distributed around zero. Deviations from
this trend would suggest the need for a different model.

Multiple-exponential data fitting requires the collection of large numbers
of photons for reproducible lifetime quantifications. There are alternative
models that can fit the lifetime heterogeneity of the sample at the cost of
the addition of only one extra parameter. In the past few years, stretched ex-
ponentials [33], power-like models [50], and moment analysis [17] methods
were developed and adopted to overcome this problem. Biological samples do
not always provide enough photons for more complex analyses. It is worth
mentioning that global analysis of lifetime data [30, 45, 46] represents a robust
approach that can be applied when the fluorescence lifetimes can be con-
sidered to be spatially, spectrally, or frequency invariant, depending on the
dimension in which global analysis operates. The robustness of this statistic-
al approach derives from its use of information present in the pixel ensemble
rather than operating only at each single pixel location.

The comparison between different samples is commonly carried out by
Student’s test (¢ statistics) and the analysis of variance (ANOVA) when data
are normally distributed. Type II experiments may provide a significant dif-
ference between samples even when the samples are actually not different.
This can be avoided by alternating the acquisition order between samples
when collecting data from samples that are to be compared, thus avoiding the
acquisition of distinct data sets in sequential experimental sessions.

Cumulative histograms of the lifetime or FRET distributions computed
on the entire dataset are useful for the comparison of fluorescence life-
time and FRET results. Probability density functions can be generated by
normalization of the distributions to an integrated bin count of unity for
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comparison. For instance, the Kolmogorov-Smirnov test (D statistics), which
makes use of the cumulative density functions, represents a robust assess-
ment of statistical differences among samples that may also exhibit nonnor-
mal distributions. It should be noted that biological samples often display
nonnormal distributions due to the heterogeneous responses of different cell
populations.

9
Photobleaching

As the fluorescence lifetime of a fluorophore is independent of its con-
centration, lifetime imaging is relatively insensitive toward photobleaching.
However, photobleaching may generate fluorescent photoproducts that could
contribute to the acquired images. The use of localized acceptor photobleach-
ing [51] for the generation of internal non-FRET references in donor lifetime
imaging may suffer from this problem. Furthermore, direct excitation of the
acceptor or sensitized acceptor photobleaching, i.e., acceptor photobleach-
ing due to energy transfer, can also result in the generation of a fluorescent
product that may contaminate the donor fluorescence and, consequentially,
lifetime.

For example, Texas Red can produce a blue-shifted fluorescent photo-
product that can alter the lifetime and FRET quantification, for instance, in
combination with the donor Oregon Green 488. Analogously, photobleaching
of YFP may generate a photoproduct with spectral properties similar to those
of the cyan fluorescent protein, which could affect the lifetime determination
of the latter [41]. These genetically encoded donor and acceptor fluorophores
are very often used for FRET experiments in biology.

This is not the only deleterious effect of acceptor photobleaching. At rela-
tively high FRET efficiencies, the donor quantum yield will significantly
decrease. This would require longer exposure times or higher excitation in-
tensities. If the acceptor is less photostable than the donor, it will undergo
sensitized photobleaching and energy transfer will therefore be significantly
underestimated [15]. Thus, photostable acceptors are crucial for reliable life-
time imaging. The underestimation of FRET is illustrated in Fig. 6, where the
apparent FRET efficiency decreases at longer exposure times.

Donor photobleaching can affect techniques that require the acquisition of
sequential images, as is typically the case for MCP-based systems. Here, pho-
tobleaching can alter the time- or phase-image stack which results in artifacts.
However, robust techniques for the compensation of photobleaching exist. For
example, an image stack can be acquired twice with a time-(phase-)reversed
protocol [19]. Alternatively, the image stack can be acquired in a pseudo-
random sequence [44]. In this way, photobleaching of up to 50% of the initial
fluorescence can be accommodated without serious deleterious effects.



136 A. Esposito et al.

FRET. — 0% —25% — 50% —75%  99%

1 1
A = =100
3
s
[h] N
S N m
S
3 T —

'S
0 0
0 Time(s) 1700 Time (s) 170

Fig.6 Sensitized acceptor photobleaching. A Simulated donor fluorescence emission in-
tensities over time during constant illumination. The time dependence of the emission
is related to the combined photobleaching of both donor and acceptor. The simulation
was performed with equal donor and acceptor photobleaching transition rates (0.2s7!)
and lifetimes (2.5ns), and at donor excitation rates corresponding to ~10% of satura-
tion (in the absence of energy transfer). Five energy transfer levels (0, 25, 50, 75, and
99%) are compared in the graphs. B The corresponding FRET efficiencies computed from
simulated fluorescence lifetimes for the conditions shown in (A). The FRET efficiencies
decrease with time due to sensitized acceptor photobleaching

The novel wide-field techniques that are based on parallel imaging are not
affected by donor photobleaching [16] as long as the donor fluorescence re-
mains higher than the autofluorescence of the sample.

10
Fluorophore Saturation

Fluorophore saturation is not difficult to achieve in scanning microscopes and
may be easily overlooked. Fluorophore saturation can deteriorate the reso-
lution of the microscope; furthermore, acceptor direct excitation at donor
excitation wavelengths and energy transfer itself pump the acceptor in the ex-
cited state. When the acceptor excited state is saturated, FRET frustration, i.e.,
the inhibition of energy transfer due to the depletion of the acceptor ground
state, occurs [15,28]. This is particularly relevant for acceptor fluorophores
with fluorescence or triplet state lifetimes that are longer than the donor sing-
let excited state lifetime. Therefore, the spectra and lifetimes of the FRET pair
should be selected in order to minimize the generation of FRET-incompetent
states that would cause FRET frustration. In general, the acceptor should
exhibit a higher photostability and a shorter lifetime than the donor. Fur-
thermore, the direct excitation of the acceptor by the donor excitation light
source should be minimized by the most appropriate selection of excitation
wavelength and donor Stoke’s shift.

Fluorophore saturation causes a nonlinear dependence of the fluorescence
emission on excitation light intensity. Frequency-domain techniques rely on
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the assumption that the fluorophore responds linearly to the excitation light.
When this assumption is not satisfied, the harmonic content of the emission
may be altered not only by the finite fluorescence lifetime of the fluoro-
phore, but also by fluorophore saturation [15]. Fluorophore saturation, as
used here, does not imply that the fluorophore ground state is fully depleted,
i.e., a saturation of 100%. When sinusoidally modulated excitation light is
used, nonlinear saturation-dependent effects can appear at saturation levels
as low as 10%. On the other hand, when pulsed excitation sources are used,
frequency-domain FLIM regains its robustness also in laser scanning systems
where nonnegligible saturation levels may be present.

1
Fluorescent Stainings

Fluorescence lifetime imaging is also useful for the characterization of un-
stained samples by the detection of autofluorescence. However, FLIM is
mostly used for the analysis of samples that were stained with exogenous
fluorescent dyes [5]. Organic compounds for immunocytochemistry (e.g.,
Cy and Alexa dyes, Rhodamines, and fluoresceins), genetically encodable
fluorophores (e.g., jellyfish and anthozoa fluorescent proteins and phycobil-
liproteins), tags and epitopes for site-directed in vivo labeling with synthetic
dyes (e.g., FIAsH, ReAsH, Halo, and SnapTag), inorganic fluorophores (e.g.,
nano-diamonds, quantum dots, and other fluorescent colloidal particles), and
cryptates provide a wide choice of labeling strategies and fluorophores.

Lifetime imaging can be used to read out fluorescent biosensors and
for the quantification of protein-protein interactions or protein conform-
ational change [51]. Biosensors and protein tags should minimize the dis-
turbance of the physiological responses of a biological model to assure a re-
liable biological interpretation of the data. For instance, high-affinity calcium
probes may alter the calcium homeostasis by competing with the endogenous
buffering capability of the cell, protein overexpression can saturate binding
partners, and protein tags can mislocalize the marked molecules. Further-
more, the introduction of electrostatic charges or hydrophobic regions in
biomolecules may reduce physiological interactions or enhance oligomer-
ization. Protein-tag-induced oligomerization has indeed been described for
nonmonomerized fluorescent proteins [37]. Therefore, adequate (biological)
control experiments are indispensable, not only for the assessment of the flu-
orescence lifetimes, but also for judging the potential alteration of biological
responses.

When choosing fluorescent stainings for FRET experiments, one should
always consider that FRET cannot be reliably detected at distances higher
than twice the Forster radius or at a mutual orientation of the fluorophores
that causes a low «? orientation factor. Therefore, the molecular position
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of the tag and linkers may require optimization in order to detect signifi-
cant FRET efficiencies. Finally, when deciding on the placing of donor and
acceptor fluorophores on two interacting proteins, it should be considered
that their interaction can only be optimally detected at a molecular ex-
cess of the acceptor-labeled protein in order to saturate the donor-labeled
protein.

The selection of bright and photostable fluorophores, whose lifetime and
spectra are in the optimal detection range of the instrumentation, is a basic
issue in the selection of fluorescent stains. More subtle effects, however, can
cause artifacts that, without proper controls and characterization of the fluo-
rophore, may pass undetected.

Given the intrinsic high reliability, quantitative nature, and sensitivity of
lifetime-based sensing, FLIM is expected to drive the current focus on “sys-
tems biology” approaches in the life sciences. That is, the requirement for
numerical quantitative data on cellular events and processes for the formu-
lation of mathematical models of larger integrative responses can ideally be
fulfilled by FLIM. Furthermore, there is a current effort toward the gener-
ation of multiplexed fluorescent cellular biosensors, particularly those that
are based on FRET, which allow the simultaneous observation of multiple
events in single cells that is necessary to uncover causal connections in the
complex cellular biochemical network. We will therefore likely see a large in-
crease in the demand for accurate and efficient FLIM systems and, with that,
a demand for even more stringent quality assessment tools and reliance on
powerful statistical analysis methods.

The combination of molecular biology, which can provide genetically en-
codable tags and protein mutants for suitable controls, and a quantitative
fluorescence imaging technique such FLIM provides a powerful tool set for
the life and biomedical sciences.

12
Conclusions

Reliable and precise FLIM experiments require the characterization and cali-
bration of the instrumentation, the use of experimental protocols to assure
data reproducibility (e.g., constant temperature and sample preparation, al-
ternation of acquisition of control and noncontrol data), the performance of
controls for the validation of the biological model and for the characterization
of the fluorescent tag, and a careful analysis of the data (see Table 4).

It is in the biological sciences, where FLIM is providing astounding results,
that lifetime imaging requires the most meticulous and careful use. Lifetime
heterogeneity due to the inherent properties of some fluorophores and to
instrumental response variations sum up with the heterogeneity of the bio-
logical samples in the comparatively low throughput of typical microscopy
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systems. Therefore, careful calibration and experimental protocols are neces-
sary to unveil subtle or heterogeneous biological effects. In this regard, the
use of fast imaging instrumentation and automated systems may provide the
higher throughput necessary for broader statistical samples. On the other
hand, fluctuations in the instrumental response may cause the detection of
false positive results which, however, can be avoided by appropriate protocols
for routine calibration and sample measurement.

A collection of suitable single-exponential fluorescence lifetime standards
(Table 2) is available for these purposes. Furthermore, multiple standards can
be used to avoid or reduce systematic errors that cannot be corrected for
by a single point calibration. Gradients of lifetimes can be created by the
alteration of the chemico-physical properties of the solvent in a controlled

Table 4 Checklist

Sample preparation
1. Fluorophores should match the spectral and timing properties of the
instrumentation.
2. Staining and, if needed, fixation and mounting should not alter the experimental
interpretation of the data. Always use the same protocols and procedures.
3. Always prepare adequate (biological) sample controls.
System calibration
4. Characterize and calibrate the system on a regular basis.
5. Allow the temperature of the equipment, specimen, and laboratory room to stabilize.
6. Measure or estimate (see Table 3 and references) the F value of the used system.
7. Align/calibrate the system for the specific conditions of the experiment (before
every use).
Data acquisition
8. Select an adequate field of view and acquisition speed for the investigated process.
9. Collect enough photons considering the model that should fit the data and the
photon economy of the system.
10. In a two-photon system, long exposure times and lower excitation power could
minimize photobleaching.
11. Check the autofluorescence background level of an unstained specimen. Sample
brightness should be significantly higher than in unstained samples.
12. Keep the fluorophore photobleaching lower than 50% and ensure the remaining
fluorescence dominates over the autofluorescence.
13. (For FRET experiments) Keep the acceptor photobleach low (< 20%).
14. Avoid saturation of the detector, counting rates that exceed the detector capability,
and pulse pile-up.
15. Alternate acquisition of different samples or at least check the stability of the system
at the end of each experimental session.

Data analysis

16. Mask out pixels that do not contain sufficient photon counts.

17. Is the model correct? Check x2 and residuals. If a more complex model is needed,
use F statistics.
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Table 4 (continued)

18. When lifetime variations are present at the border of the objects, check if this is
caused by wrong binning or insufficient photon counts. If control experiments
imaged in the same conditions exhibit the same structures and an inhomogeneous
lifetime, this is an imaging artifact.

19. (For FD-FLIM) Do the phase- and modulation-lifetime estimators provide
similar information? The modulation lifetime should always be higher than the
phase lifetime unless fluorescence is generated by a photochemical reaction at the
excited state (e.g., acceptor fluorescence emission cross-talk). In other cases, the
system may not be calibrated correctly.

20. When narrow lifetime distributions or lifetime values equal to the initial fit
parameters are present, the fit did not converge to the actual lifetime value (not
enough photons or wrong model).

21. Is there correlation between lifetimes and fluorescence intensities? Is this
meaningful (higher FRET causes lower lifetimes and lower intensities) or the effect
of photon statistics or pulse pile-up?

22. Compare adequate numbers of experiments, acquired in different experimental ses-
sions (evaluate with ¢-test, ANOVA, Kolmogorov-Smironov test or other statistics).

Always

23. FLIM is a powerful tool, but good raw data are a prerequisite. Arbitrary editing of
masks and imaging procedures that are not clearly declared in the protocols, or
variation in sample preparation/data acquisition/data analysis from sample to
sample, can change the scientific interpretation of the results!

manner. However, we note that the heterogeneity of such gradients should be
carefully characterized.

In the past few decades, advanced fluorescence microscopy systems have
become available to many research laboratories thanks to increasingly cost-
effective and user-friendly technologies. In the near future, fluorescence mi-
croscopy will reach molecular resolution (<10 nm), will provide flexible and
scalable systems (e.g., by the use of tunable laser supercontinuums, tunable
optics, automation, and remote operation), and will provide quantitative mul-
tiparametric (intensity, lifetime, polarization, spectra, 4D spatio-temporal)
imaging possibilities.

The necessity of fluorescence standards and standardized quality assess-
ment protocols is therefore destined to grow. The development of stan-
dardized, stable, and easy-to-handle samples for the calibration of lifetime
sensing, polarization detection, spectral resolution, and spatial resolution is
therefore desirable.
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Abstract This chapter presents a review of fluorescence correlation spectroscopy (FCS),
an experimental technique with single-molecule sensitivity, which is based on the an-
alysis of fluctuations of fluorescence intensity detected from a tiny volume. Correlation
functions of fluorescence fluctuations can provide information on the translational and
rotational diffusion of fluorophores, dynamics of singlet-triplet transitions, chemical
reactions, flow, and active transport of fluorescent molecules. A detailed theoretical
description of the fluorescence correlation and cross-correlation technique is followed
by a discussion of various experimental aspects of FCS, including the choice of in-
strumentation and fluorophores, sample- and setup-related nonidealities and possible
artifacts, statistical accuracy, and approaches to the analysis of FCS data. Additionally,
some FCS application aspects are addressed, including the quantitative determination
of translational diffusion coefficients and the use of FCS in studies of (bio)polymers
and phospholipid membranes. The chapter concludes with an overview of both well-
established and currently emerging varieties of FCS and related methods, including the
use of two-photon excitation and the application of total internal reflection, nanoaper-
tures, and stimulated emission depletion to confine the detection volume; the use of
higher-order correlations; application of time-resolved and time-gated detection; multi-
focal and CCD-based FCS; and image correlation and scanning FCS techniques.

Keywords Anomalous diffusion - Brownian diffusion - Correlation function -
Fluorescence correlation spectroscopy - Fluorescent proteins - Phospholipid membranes -
Polymer dynamics

1
Introduction

Fluorescence correlation spectroscopy (FCS), also known as fluorescence
fluctuation spectroscopy, is an experimental technique with single-molecule
sensitivity based on studying fluctuations of fluorescence intensity detected
from a tiny volume. Fluctuations of fluorescence take place as a result of
fluctuations of the number and/or brightness of fluorescent particles in the
detection volume with time (Fig. 1), e.g., as a result of their motion (diffusion,
active transport) and/or photophysical or photochemical reactions.

The concept and basic principles of FCS were formulated by Magde, Elson,
and Webb more than 30 years ago [1] and later successfully implemented [2-9]
as a natural extension of the then well-developed field of dynamic light
scattering (DLS) [10], especially of its applications to the study of number
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Fig.1 Cartoon showing the concept of fluorescence correlation spectroscopy

fluctuations in dilute suspensions of colloidal particles [11, 12]. In the follow-
ing two decades, FCS was established as a technique for the investigation of
translational and rotational diffusion, active transport and flow, photophys-
ical and photochemical transformations, chemical reactions, and molecular
aggregation. A detailed account of this early stage of FCS development can be
found in reviews [13-17]. However, in spite of the doubtless progress, the field
stayed rather dormant, partly due to the lack of efficient hardware and soft-
ware, and partly due to the more straightforward methods of steady-state and
time-resolved fluorescence spectroscopy [18, 19] booming during this period.

It was the experimental demonstration of the single-molecule detection
capabilities of FCS [20] in 1993 and the emergence in 1994 of the visionary
paper by Eigen and Rigler [21], uncovering the huge potential of FCS for bio-
physical, biochemical, and molecular biological sciences, which resulted in

T T T T T T
® Total number of papers on FCS
1000 Times cited:

o Magde et al (1972)
o Rigler et al (1993)
Eigen & Rigler (1994)

100 -

Cumulative number
of papers / citations
o

1
" 1 1 1 n 1 "
1970 1980 1990 2000 201C
Year

Fig.2 The dynamics of publications in the field of FCS: cumulative number of papers with
the keyword “Fluorescence Correlation Spectroscopy” (®) and cumulative number of ci-
tations of [1] (O), [20] (O), and [21] (A). Lines showing the period of linear growth and
exponential explosion are drawn as a guide for the eye. Search results are from ISI Web
of Knowledge™
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an exponentially growing avalanche of FCS-based research in the last decade
(Fig. 2; reviewed in [22-33]).

Over the decades, FCS has matured from a proof-of-principle concept to
an important experimental method extensively used in a wide range of disci-
plines from photophysics to polymer physics to biophysical and biochemical
sciences. In the present review, we give an outline of the present state of the
art of FCS and discuss the novel trends in this experimental technique.

2
General Principles of FCS

2.1
Basic Concepts

The subject of FCS is the study of the character of time-dependent fluctuations
of the fluorescence intensity F(¢) = (F) + §F(t) collected from a tiny detection
volume located in a sample which is considered to be in an equilibrium state.
Generally, the fluorescence intensity can exhibit fluctuations due to fluorescent
particles entering and leaving the detection volume as a result of Brownian mo-
tion or active transport, flow, or sample translation, or as a result of transient
changes in the fluorescence brightness due to chemical reactions and photo-
chemical or photophysical processes. Additionally, in cases where fluorophores
are attached to objects exhibiting internal structural dynamics (e.g., macro-
molecules or biological membranes), the latter can substantially contribute to
fluorescence fluctuations.

An efficient means to study intensity fluctuations of a stationary light
source are intensity correlation functions [34, 35]. In particular, the expres-
sions for the second-order (two-time) and third-order (three-time) intensity
correlation functions are as follows:!

(Fi()F;(t + 1)

(2) _
8ij (r) = (E)(E) ) >0, (1)
3) _ <Fi(t)Fj(t + 1)) Fi(t+ 11 + ‘L’z))
8iik (t1,10) = (F)(E) (F) , 71,72 > 0. (2)

Angular brackets stand, generally, for ensemble averaging, which in FCS
measurements on a sample under equilibrium conditions is replaced, under
the assumption of ergodicity, by time averaging. If the fluorescence signals
F;j are recorded by the same detector, Eqgs. 1 and 2 are referred to as auto-
correlation functions (ACFs). In the case where the fluorescence signals F;j

!In some FCS-related papers, Egs. 1 and 2 are referred to as the first- and second-order intensity
correlation functions, respectively. We, however, prefer to use the standard definitions accepted in
quantum optics and photon correlation spectroscopy [34, 35].
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are recorded from different subvolumes within the sample, or/and at different
spectral ranges using different detectors, the term cross-correlation function
(CCEF) is used.

The most common quantity reported and discussed in the context of
FCS studies is the second-order correlation function of fluorescence inten-
sity (Eq. 1) or the related correlation function of fluorescence intensity fluc-
tuations:

(8Fi(1)8Fj(t + 1))
(Fi)(Fj)
which in what follows will be referred to as the FCS ACE We first discuss
some general properties of the FCS correlation function (Eq. 3), after which
we consider in more detail some particular cases characteristic of typical FCS

experiments.

Due to a random time separating the events of optical excitation and fluor-
escence emission by a dye molecule, the fluorescence signals from different
molecules in the detection volume are completely incoherent. Therefore the
fluorescence intensity detected at a particular time instant from a volume
element located at a position r is proportional to the the position-dependent
excitation intensity I, concentration of the fluorophore ¢ in the fluorescent
state, its excitation cross section e and fluorescence quantum yield ¢,
the overall fluorescence detection efficiency for the fluorophore «, and the
normalized fluorescence collection efficiency S. Additionally, in the case of
polarized excitation and detection, the intensity of the detected fluorescence
signal depends on the instantaneous orientation of the absorption and emis-
sion dipole moments with respect to the polarizer axes in the excitation and
detection channels, as well as on the rotational correlation time and excited-
state lifetime of the molecule. Therefore, provided that the parameters of
the setup are not time-dependent, FCS measurements are sensitive to fluc-
tuations of the concentration, photophysical properties, and orientation of
fluorophores in the sample.

In most cases, though, the rotational diffusion can be neglected, and the
detected fluorescence intensity is given by the expression:

Gj(r) =g (1) - 1= , 3)

F(t)=/W(r)qc(r, 1dv, (4)

where the quantity W(r) = S(r)I(r)/Iy with Iy = max(I(r)) describes the ef-
fective shape of the fluorescence detection volume (also known as the mo-
lecular detection efficiency profile), and q = Ipkoexc¢ is the so-called molecu-
lar brightness of the fluorophore.

If not mentioned explicitly, we will consider ideal solutions of point-like
particles in an open volume, which means that the concentration fluctuations
of different components of a system at the same time instant are independent
and spatially uncorrelated, and their number fluctuations in a small open
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volume are governed by the Poisson statistic [36]:
(86,-(1‘, 0)8¢i(r, O)) = i8d(r-r'), (5)

where ¢; is the mean concentration of the i-th fluorescent component, §;; is
the Kronecker delta, and (- ) is the Dirac delta function. Then the correlation
function of concentration fluctuations of the i-th component is

((SCI'(T, t)(SCi(T,, 0)) = Ei¢i(r) r/a t) > (6)

where ®;(r, 7/, t) is the Green function describing its motion.
In this case for a single diffusing species the FCS ACF reads as follows:

[[W@&e(@r, v, )WwFE)dvdv’

G(t) =
© ¢ wrav)?

(7)

The time zero limit of the correlation function is given by the inverse of the
effective number of molecules in the detection volume:

1
GO)= . (8)
(N)
where the effective number of molecules is determined by the concentration
of the fluorophore and the effective fluorescence detection volume:

(N) = Vet )

with Ve = (f W(r)dV)?/ [ W2(r)dV.

In modern FCS, depending on the particular implementation, the size
of the detection volume lies in the range of ~0.1-1.01l. This, along with
practical limitations in reliable detection of the ACE, restricts the typical flu-
orophore concentrations to the range of ~0.1-100 nM, which corresponds to
an average of a few (or even less than one) molecules in the detection volume.
Thus, FCS can be classified as a single-molecule fluorescence technique.

The particular shape of the detection volume depends on the excitation—-
detection geometry and particular implementation of the technique. In most
FCS experiments, confocal detection is used (as is shown in Fig. 3). In this
case the fluorescence detection volume is considered to be well approximated
by the 3D Gaussian ellipsoid [20]:

202 + %) 222
W(x,y,2) = exp |:— 5 Y ) ], (10)
o )

whose z-axis coincides with the optical axis of the objective. This form of the
fluorescence detection volume will be assumed in what follows, if not other-
wise stated explicitly.
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Fig.3 Sketch of a typical confocal microscope-based setup for fluorescence (cross-)cor-
relation spectroscopy. The optional third detection channel is shown in gray. DMy is
a dichroic mirror separating the excitation and fluorescence emission; DM; and DM, are
dichroic mirrors spectrally separating fluorescence into detection channels. In the two-
channel configuration, DM; can be replaced by a beam splitter. Pinholes and detectors
are denoted by P and Det, respectively

Within the Gaussian approximation (Eq.10) of the detection volume
shape, the effective number of molecules is given by (N) = 73/ zr(z)zoﬁ. Thus,
if the dimensions of the detection volume are known, the concentration of
the diffusing fluorescent species can be determined from the amplitude of the
FCS ACE

Using the concept of the mean number of molecules in the detection vol-
ume, one can introduce the practical proxy to the molecular brightness, an
important quantity in FCS experiments. This proxy, known as “counts per
molecule per second” (CPM), is defined as CPM = (N)~!(F) with the mean
fluorescence intensity (F) measured in counts per second (the use of a single-
photon counting detector is assumed).

In the presence of a noncorrelated background signal (due to detector dark
counts and fluorescence or scattering background in the sample) with the de-
tected mean intensity (Fp), the amplitude of the FCS correlation function is
reduced [4]:

1

(FB) 2
G(0) = - .
(©) <N>[1 <F>+<FB>] (n

This effect should be accounted for when using FCS for estimating fluoro-
phore concentrations and molecular brightnesses.

In most applications, FCS experiments are aimed at determining transport
coefficients and reaction rate constants in systems under equilibrium con-
ditions. Generally, concentration fluctuations in an n-component system of
point-like particles under equilibrium conditions, whose dynamics is char-
acterized by diffusion, chemical reactions, and active transport (or flow,
or translation), are described by the following advective reaction-diffusion
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equation:

n
dci(r, t) = DiVici(r, t) + Z Kijcj(r, t) - vi(r) - Vei(r, 1), (12)
j=1

where D; and v; are diffusion coefficients and flow velocities of the compo-
nents, and Kj; are elements of the matrix of kinetics coefficients. In what
follows we will consider several particular cases characteristic for typical ap-
plications of FCS, for which simple expressions for FCS correlation functions
can be derived.

2.2
Correlation Functions in Typical FCS Experiments

2.2.1
Pure Diffusion

The simplest case of those described by Eq. 12 is pure diffusion. In this case
the concentration fluctuations in a sample containing n independently diffus-
ing fluorescent species are governed by the equation

deci(r, t) = DiVci(r, 1) . (13)

The Green function for free diffusion of the i-th component in d dimensions
(d=1,2,3) is as follows (see, e.g., [37]):

(r- r/)z]

1
D; > ,)t = -
i(n 1) (47 D;t)dr2 P [ 4D;t

(14)

By combining this expression with Eqs. 7 and 10 and evaluating the integrals,
expressions for the FCS correlation functions can be obtained.

In particular, in the case of a one-component system, the FCS ACF takes
the form

1
G(r) = N) Gp(t), (15)

where Gp(t) is the normalized FCS ACF for free normal diffusion. For dif-
fusion in 3D it is expressed as?

1
(1+ /1) V1 +f21/1D ’

where f = zy/rg is the elongation of the Gaussian detection volume (Eq. 10).

Gp(r) = (16)

2 Here and in what follows we will use the subscript D to denote quantities related to diffusion.



State of the Art and Novel Trends in Fluorescence Correlation Spectroscopy 153

In the case of 2D diffusion in the XY-plane (e.g., diffusion of a fluorescent
probe in a phospholipid membrane lying in the focal plane of the objective),

Gp(r) = . 17
p(7) 1+ 7/ (17)
In Egs. 16 and 17
o
p = 18
T 4p (18)

is the so-called diffusion time giving the characteristic decay scale of fluores-
cence fluctuations.

Since usually in experiments f = 3.5-7, the relation G(tp)~(1/2)G(0) can
be used to obtain a quick estimate of the diffusion time tp in the case of pure
single-component diffusion.

Thus, if the diffusion coefficient of the dye is known from independent
experiments, the effective size of the detection volume and the mean concen-
tration of fluorescent particles can be estimated by fitting the experimental
correlation curve with Eq. 16 (or Eq. 17).3 Once the effective detection vol-
ume has been characterized by measurements on a standard sample with the
known diffusion coefficient, one can use FCS for determination of diffusion
coefficients. Here we would like to emphasize that these diffusion coefficient
measurements are relative and therefore necessarily require reporting of the
diffusion coefficient of the reference substance employed.

In the case of an n-component mixture of noninteracting fluorescent par-
ticles characterized by molecular brightnesses g; and mean concentrations ¢;,
the correlation function of fluorescence fluctuations takes the following form:

YL grciGoi(t) | Yy q7YiGpi(r)

N2 2°
Verr(3imy gi€i)”  (Nrota) (X121 4iYi)
where Y; = ¢;/ Z:-Ll ¢; are the molar fractions of fluorescent components, and
(Niotal) = Veff D =y Ci is the total effective number of fluorescent particles in
the detection volume.

Notice that in this case the inverse of the amplitude of the correlation func-
tion gives the apparent number of molecules in the detection volume

Z\2 2
ogp) = Ve izt ) _ gy (it 47
. DRV ity
which can differ substantially from (Nio,1), and therefore this estimate should
be used with extreme caution in the study of multicomponent systems.
Thus, FCS provides a means to study binding reactions under quasi-
equilibrium conditions, provided the molecular brightnesses of the free and

G(r) = (19)

(20)

3In reality other processes, such as, e.g., triplet blinking (see below), additionally contribute, as
a rule, to the shape of the correlation curve and need to be taken into account.
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Fig.4 Normalized FCS ACFs for a Rhodamine 6G dye, Rhodamine 6G-labeled oligonu-
cleotide, and their 1: 1 mixture freely diffusing in water (Aexc =532 nm, T =298 K, setup:
Hamamatsu C9413) and b freely diffusing molecules of enhanced GFP (Clontech, Palo
Alto, CA, USA) exhibiting pH-dependent blinking in a series of aqueous buffer solutions
(Aexc =488 nm, T =298 K, home-built setup)

bound fluorescent labels are known. As a model example, Fig. 4a shows re-
sults for a free label, labeled oligonucleotide, and 1 : 1 mixture of the free and
oligonucleotide-bound label. This approach was successfully used to follow
slow irreversible binding reactions in solution [38, 39]. However, one should
keep in mind that successful application of this approach requires a consid-
erable difference in the diffusion coefficients of the bound and free fractions
and their comparable contributions to the FCS correlation function [40].

2.2.2
Effects of Chemical Reactions

In the case where the dynamics of a system is determined by diffusion and
chemical reactions, the concentration fluctuations are described by the fol-
lowing system of coupled reaction-diffusion equations:

n
dici(r, ) = DiV2ci(r, 1) + > Kijci(r, t) . (21)
j=1

To be observed in an FCS experiment, the chemical reaction must satisfy
at least one of the two following conditions: (1) the reaction should modify
the transport properties of fluorescent species, and (2) fluorescence quantum
yields or absorption cross sections should be modified as a result of reaction.

Although no simple solution of Eq. 21 can generally be obtained, the case
of the two-state reversible chemical reaction

A—=B (22)

kg
for freely diffusing species characterized by the identical diffusion coefficients
Dy = Dp = D can be solved exactly using, e.g., the technique described in [41].
By introducing the notation yxy = (8cx(r, t)dcy(r',t')), X, Y = A, B and defin-
ing the matrices I' = [yaa ¥Ba; YaB ¥BB] and K = [DV?-ky kg;ka DV?-kg],
the correlation functions of concentration fluctuations are described by the
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following differential equation

d
dt

which in the case of freely diffusing particles can be solved, e.g., by ap-
plying the Fourier and Laplace transform techniques. Knowing the (cross-
)correlation functions for the concentration, it is straightforward to obtain
the corresponding correlation functions for fluorescence intensity fluctua-
tions. By assuming different molecular brightnesses of the species in Eq. 22,
the fluorescence correlation function for this system takes the following form:

r=Kr, (23)

1

G(7) = [Gaa(r) + Gpa(T) + Gap(7) + Gpa(7)], (24)
(Napp)

where Gxx(t) = E%qf([(ﬁxqg( + Eyq%,)(ﬁx +éy)] L + fyfil exp(- kp7)]Gp(7)

and  Gxy(r) = exCyqxqv[(xqx + ¢rqy)(ex + év)I7 1 - exp(- kpi7)]Gp (1),

X, Y = A, B, with the blinking rate ky = ks + kg, and, in agreement with Eq. 20,

<Napp) = Veff(qAEA + qBEB)z/(q,ZqEA + q%EB)-
If one of the species is nonfluorescent, then Eq. 24 simplifies, and

[1 + A (- kblt)}GD(t), (25)
(Ntotal) Cbright

where Cpright and Cgark are mean concentrations of the fluorescent and dark
species.

This situation can be experimentally observed, e.g., in FCS experiments
with green fluorescent protein [42]. Its behavior can to a good approxi-
mation be described as a pseudo-first-order protonation-deprotonation re-
action with the fluorescent deprotonated and nonfluorescent protonated
forms [43, 44], which is illustrated in Fig. 4b.

The above model can be used to study small-scale (nanometer and sub-
nanometer) conformational dynamics of biomacromolecules, provided that
the conformational changes lead to strong variations in the molecular bright-
ness of the fluorescent label attached (due to, e.g., nonradiative energy trans-
fer or photoinduced electron transfer), so that the corresponding fluorescence
fluctuations can be described in terms of the two-state on-off dynamics. For
applications of this approach in FCS-based studies of conformational dynam-
ics of DNA hairpins and proteins, see, e.g., [45-48].

G(t) =

2.2.3
Effects of Rotational Diffusion

In cases where the excitation light is linearly polarized and/or the detec-
tion is polarization sensitive, rotational diffusion of fluorescent particles leads
to additional fluctuations in the detected fluorescence signal. For small dye
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molecules, the typical rotational dynamics in aqueous solutions at room
temperature (typical conditions of an FCS experiment) takes place on the
subnanosecond scale [49] and therefore virtually does not affect FCS cor-
relation curves. However, if the fluorophore is rigidly attached to a larger
particle, e.g., a biological macromolecule, the typical scale of rotational relax-
ation can shift from tens of nanoseconds to microseconds [18]. By this means,
in the case of slowly rotating particles, FCS monitors rotational diffusion
in the ground state, and therefore, in contrast to time-resolved fluorescence
anisotropy measurements [18], rotational relaxation times accessible to FCS
are not restricted to the scale of the excited-state lifetime of the molecule.

The theory describing the manifestation of rotational diffusion of fluo-
rophores in FCS measurements with polarized excitation and/or detection
was developed very soon after the appearance of FCS [5-7, 50] and was later
extended to the case of driven rotational motion [51, 52]. The full theoretical
description of polarized FCS is quite involved and accounts for the light po-
larization in the excitation and detection channels, mutual orientation of the
absorption and emission dipole moments, the duration of the excited state,
and the shape of the fluorescent particles [5,6,15]. In [6], approximate FCS
ACFs for slow rotational diffusion of a spherical particle were obtained for
different experimental geometries. In particular, in the case where the ro-
tational correlation time is much longer than the excited-state lifetime, the
rotational contribution to the FCS correlation function is expressed as fol-
lows [6, 50]:

G(r) = (lif) [1 + aj exp(- 6Drt) + az exp(- ZODRt)]GD(r) , (26)

where Gp(7) is the correlation function for free diffusion in 3D, Dg is the rota-
tional diffusion coefficient, and the pre-exponential factors a; ;, depend on the
particular experimental geometry. In most cases the rotational contribution
can be considered to be essentially single-exponential [53, 54].

Successful applications of polarized FCS include obtaining an estimate of
the rotational correlation time of green fluorescent protein, being in a good
agreement with time-resolved fluorescence anisotropy measurements [54].
Recently, polarized FCS was applied to study the rotational and translational
diffusion of peptide-coated semiconductor nanorods [55]. One should keep in
mind that, due to the use of high-NA objectives, polarized FCS measurements
can be prone to experimental artifacts [56], which can still be minimized
under certain conditions [57].

A related technique to study rotational dynamics which currently gains im-
portance, especially in single-molecule fluorescence microscopy [58], is based
on the study of correlation functions C(t) = (P(¢)P(t + 7)) of the fluorescence
polarization P = (F - F,)/(F| + F1). Application of this approach is, how-
ever, far from trivial, which is illustrated by a recent retraction [59] of a series
of experimental papers on slow single-molecule rotation dynamics. However,
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careful implementation of the method can provide valuable results on the
rotational dynamics of single molecules immobilized in a matrix [60].

It has been recently shown [61] that application of the polarization corre-
lation functions in cases where particles simultaneously exhibit both transla-
tional and rotational diffusion is an efficient means to eliminate the unwanted
contribution of the translational motion, which otherwise can complicate
determination of the rotational dynamics. The efficiency of a similar ap-
proach, but this time based on computing correlation functions of fluores-
cence anisotropy r = (F - F1)/(F) + 2F ), to study slow rotational motion of
molecules was recently demonstrated [62].

It is known that the orientational photoselection of fluorophores becomes
more efficient upon multiphoton excitation [18]. Therefore, an enhanced
contribution of rotational dynamics to fluorescence fluctuations should be
expected in FCS experiments with two-photon excitation.

224
Fast Fluorescence Dynamics: Triplet Blinking and Antibunching

The above expressions for the FCS correlation functions do not account for
the quantum nature of the fluorescence emission by a single molecule. The
proper account of quantum effects leads to anticorrelation of photocounts
at short timescales, the phenomenon known as photon antibunching [34],
which is a manifestation of the fact that a single quantum system cannot emit
a light quantum immediately after undergoing a radiative transition. For the
first time, the effect of the drop in the intensity ACF at short times was pre-
dicted as a by-product of the treatment of the rotational motion in FCS [5];
later, photon antibunching was independently predicted in a quantum elec-
trodynamics analysis of single-atom resonance fluorescence [63]. The effect
was first observed experimentally for sodium atoms [64], and later for dye
molecules in solution at room temperature [65] and in a solid matrix at cryo-
genic temperatures [66].

On the other hand, the presence of the relatively long-lived triplet state,
where the molecule can be “deposited” for certain periods of time and thus
temporarily stops fluorescing, leads to the opposite effect of photon bunch-
ing, showing in the fluorescence ACF as an additional transient positive
contribution at a timescale of the order of the triplet-state lifetime.

A unified description of population dynamics of a dye molecule account-
ing for the ground, first excited, and first triplet states (see scheme in Fig. 5)
was developed in [67] based on optical Bloch equations. For dye molecules
in solution at room temperature, the dynamics can be well approximated by
a set of rate equations [67-69]. The model predicts photon antibunching at
short times and photon bunching at longer times due to transitions to the
nonfluorescent triplet state. Under the condition of ky; 3> k3, k3 (see scheme
in Fig. 5) and with the assumption that photophysical processes and diffu-
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Fig.5 Left: Simplified Jablonski diagram of a fluorescent molecule. Right: Fluorescence
intensity ACF for a Rhodamine 6G solution in a flat microcavity along with a fit accord-
ing to Eq. 27. Reprinted with permission from [69]. © (1998) by the American Physical
Society

sional motion of the molecules are independent, the following approximate
expression for the FCS ACF can be obtained:

1 1 T T
=N {1 T (- [ P ( m) +Texp ( w)” oo, 7)

where Gp(t) is the correlation function for free diffusion, 7o and tr
are antibunching and triplet blinking times, 1/t = k12 + k21, 1/7r = k31 +
ki2ka3/ (k12 + ka1), k12 = OexcI (Oexc is the excitation cross section, I is the ex-
citation intensity), m is the number of fluorescent labels per particle [70], and
T = kiokas/[k12(kas + k31) + ka1ks1] is the fractional population of the triplet
state in the detection volume.

The possibility to measure the full correlation function of freely diffus-
ing dye molecules showing the antibunching, triplet blinking, and diffusion
components over the time range from picoseconds to seconds was demon-
strated in experiments with a conventional correlator and cw excitation [69]
(Fig. 5) and recently with pulsed excitation and time-resolved time-correlated
detection [71].

At low excitation intensities the model agrees well with experimental ob-
servations, as is illustrated by Fig. 5. Several effects can lead to deviations
from the simple expression (Eq. 27): due to the spatial dependence of the exci-
tation power density, distributions of antibunching and triplet blinking times,
rather than single-exponential terms, should be used [68, 69, 72]; at elevated
excitation intensities further deviations from Eq. 27 should take place due
to distortion of the concentration profile as a result of fluorescence satura-
tion [68].

In most FCS studies, however, the time resolution is not high enough to
observe the antibunching term, and, as a rule, diffusing particles are not mul-
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tiply labeled. Therefore, the following expression is usually used to analyze
FCS ACF data:

1 T T
G(t) = N) [1 + 1_T exp (— tT)]GD(T)' (28)

225
Effects of Molecular Binding via Two-Color Cross-Correlation

Investigation of binding reactions is extremely important in biochemical
studies, and, in principle, can be carried out by following a change in the
diffusion coefficient of fluorescent species, as has been discussed above. How-
ever, for proteins in the globular state the diffusion coefficient is approxi-
mately proportional to the cubic root of the molecular weight, and therefore
at least an order of magnitude change in the molecular weight upon binding is
required to observe the binding reaction in the fluorescence autocorrelation.
The sensitivity and resolution can be enhanced dramatically by using so-
called two-color fluorescence cross-correlation spectroscopy (FCCS). In this
method, the sample contains two different labels with distinct excitation and
fluorescence spectra, which are selectively excited by two overlapping laser
beams; the fluorescence signal collected from the overlapping detection vol-
umes is split into two spectral channels, intensities in which are monitored by
two detectors whose outputs are cross-correlated (Fig. 3).

The two-color FCCS, which was inspired by varieties of the DLS tech-
nique [73, 74], was proposed in [75]. There, the theory of two-color FCCS was
developed and the power of the approach was demonstrated in a study of cor-
related motion of interacting colloidal particles. The two-color FCCS method,
however, did not receive considerable attention before Eigen and Rigler [21]
pointed out its tremendous potential for biochemical studies on the single-
molecule level. The power of this method in studies of diffusion and reactions
in multicomponent solutions lies in the fact that tiny fractions of doubly la-
beled particles can be detected on the background of larger amounts of singly
labeled particles, irrespective of whether their diffusion coefficients differ sig-
nificantly or not. This was convincingly demonstrated in [76], after which
two-color FCCS has become a tool of choice in studies of molecular interac-
tions in biochemistry and cell biology.

As an example, consider a sample containing three types of particles:
single-labeled ones carrying either a red or green label with the mean con-
centrations ¢; and g, respectively, and double-labeled ones carrying both
labels, with the concentration ¢rg. Assuming ideal conditions, namely, identi-
cal shape and position of the detection volumes corresponding to the red and
green detection channels, their perfect spectral separation (no spectral cross-
talk), and constant molecular brightnesses of the red and green fluorophores,
irrespective of their binding conditions, one can find by using reasoning simi-
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lar to that of Sect. 2.2.2 that the two-color CCF of fluorescence fluctuations in
the red and green channels
(8Fg(1)8F(t + 1))
(Fg)(Fr)

is characterized by the amplitude proportional to the concentration of the
double-labeled species:

Gx (1) = (29)

Erg
Veff(fr + Erg)(Eg + Erg)

where Gpg(7) describes diffusion of the double-labeled species. The ACFs of
the red and green species under these conditions are

Gx (1) = GDrg(T): (30)

Er,gGDr,g(T) + ErgGDrg(T)

Gro(T) =
r,g( ) Veff(fr,g'i'érg)2

; (1)
where Gpg(7) describe diffusion of red and green species, respectively.

As a result, if the size of the detection volume is known, the absolute con-
centration of the double-labeled species can be determined:

_ Gx(0)

8 Y 1GL(0)Gy(0) (32)

The expressions above represent an ideal case of 1 : 1 ligand-receptor binding
under ideal excitation and detection conditions. In reality, two-color FCCS
measurements are prone to numerous artifacts, including different sizes of
the two detection volumes, their relative displacement, cross-excitation of
fluorophores, and spectral cross-talk of the two detection channels. The effect
of the spectral cross-talk on cross-correlation amplitudes is extensively dis-
cussed in [77]. Technical aspects, including a discussion of the focal geometry,
background and spectral cross-talk correction, as well as detailed treatment
of the two-component binding equilibria as studied by FCCS, are presented
in [78]. Practical strategies on quantitative correction for the spectral cross-
talk are developed in [79]. Additionally, [79] presents a general theory of
cross-correlation analysis for complex binding stoichiometries and changes
in fluorescence efficiency, which was successfully applied in [80] to the cross-
correlation analysis of enzyme-substrate interaction. A recent study [81] has
shown the feasibility of FCCS with up to three different fluorophores using
a single excitation wavelength, which allows one to study binding of three
interacting partners.

The spectral cross-talk effects can be minimized in multicolor FCCS by
interleaving the light sources exciting the different fluorophores and syn-
chronizing the detection with the excitation, so that the source of each de-
tected photon is known [82, 83]. The recently proposed optical designs for
multicolor fluorescence cross-correlation based on the use of a grating [84]
or a prism [85] should provide a more flexible selection of fluorescence detec-
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tion ranges and thus more efficient multicolor cross-correlation experiments.
For a review of recent advances in the application of FCCS in studies of living
cells, see [33].

2.2.6
Effects of Flow and Active Transport

For the first time, the possibility of application of FCS to study systems with
a laminar flow or uniform translation was explored in [9]. If a constant lam-
inar flow is present in a sample with freely diffusing fluorescent particles,
or the sample undergoes uniform translation, then fluctuations of the con-
centration of the fluorescent species are described by the advective diffusion
equation

d.c(r, t) = DV2¢(r, t) - v(r) - Ve(r, 1), (33)

where v(r) is the vector of the flow or sample translation velocity. This
equation should be solved with careful account of the relevant boundary
conditions, especially when describing experiments in narrow microfluidic
channels or capillaries. Far from channel boundaries, a free-space solution
of Eq. 33 may be assumed:

®(r, 7, t) =

/ 2
(r-7 +vt) :| (34)

1
(rDry32 P [_ 4Dt

The presence of the velocity-dependent factor in Eq. 34 modifies the FCS ACF
compared to that for pure diffusion, which makes it possible to investigate
simultaneously diffusion and flow. In particular, in the case of a uniform flow
in the XY-plane with the velocity v, = (v +v;)'/?, the FCS ACF takes the
following form:

1
T)= ex

G(7) oy P
where Gp(7) is the correlation function for free diffusion in 3D (Eq. 16). More
general expressions involving flow or translation for a system undergoing
diffusion in the presence of chemical reactions were considered in [86]. An
extension of the technique employing a single laser spot with an elongated
cross section to additionally measure the flow direction was proposed in [87]
and later experimentally demonstrated in [88].

The more general technique of two-beam cross-correlation [89-91] util-
izes two spatially separated laser foci and two corresponding detectors whose
outputs are cross-correlated. The two-beam cross-correlation not only pro-
vides more reliable estimates of the diffusion coefficient and flow velocity, but
additionally can determine the direction of flow. In particular, in the case of
a constant flow with the velocity v and two identically shaped Gaussian ellip-
soid detection volumes Eq. 10 displaced by the vector R, the two-beam CCF

|:_ (fo/fo)z

1+7/tp

} Gp(7), (35)
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takes the following form:

1 [(vor-R)/m0]>  [(v21 -R.)/20]°
Gy (1) = Ny exp | - Lbtm 1+ (ro/z0)?e/m Gp(r), (36)

where R, = (R: + R})"/2. By setting R = 0 one recovers the single-beam ex-
pression (Eq. 35). Notice that in the case where the separation of the laser foci
is known, the two-beam cross-correlation can in principle be used to obtain
absolute values of the transport coefficients.

Equation 36 implies that the two detection volumes are perfectly sepa-
rated, so that detectors can “see” only fluorescence from the respective laser
foci. In reality, a nonvanishing overlap of detection volumes (spatial cross-
talk) leads to contamination of the cross-correlation curve by the so-called
pseudo-autocorrelation, which is discussed in detail in [89,91]. The effect
of the spatial cross-talk between the detection volumes can be minimized
by using pulsed optical excitation and introducing a delay for the excitation
pulse in one of the beams by a time interval exceeding the fluorescence life-
time, as has been suggested in [92].

Fluorescence correlation and two-beam cross-correlation spectroscopy
were successfully used to study transport [90, 92] and flow profiles [88,93-95]
in microfluidic structures, as well as chemical and photochemical reac-
tions [96,97]. Experimental aspects of the application of two-beam cross-
correlation to flow measurements, including the limitations and artifacts of
the technique, were recently reviewed in [98]. In spite of these impressive de-
velopments, experimental FCS-based studies of active transport in living cells
still remain scarce [99].

2.2.7
Anomalous Diffusion

In certain cases, FCS measurements on systems presumably exhibiting in-
homogeneity on the submicrometer scale produce correlation curves decay-
ing slower than expected in the case of simple diffusion. During the last
decade, it has become customary to explain this behavior by the presence of
the so-called anomalous subdiffusion. Anomalous diffusion is a rather broad
concept [100] generally related to diffusion processes where freely diffusing
particles are characterized by the mean square displacement growing with
time slower than in the case of normal diffusion, usually as ~¢* with the ex-
ponent 0 < o < 1 reflecting the degree of diffusion “anomality”. Subdiffusion
was reported or discussed as a possible model in a number of FCS experi-
ments with different systems, including biological membranes [101, 102], cell
nuclei [103], cell cytoplasm [104, 105], gels [106], and crowded macromolec-
ular environments [107, 108]. Recently, an alternative FCS-based approach to
investigate anomalous diffusion by studying the dependence of the apparent
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diffusion coefficient as a function of the size of the detection volume has been
proposed [109, 110].

In most FCS-related publications reporting anomalous diffusion, an as-
sumption is made that the distribution of displacements of a diffusing par-
ticle is Gaussian with the mean square displacement growing with time as
~t*. This assumption corresponds to the fractional Brownian motion (f{Bm)
due to Mandelbrot and van Ness [111]. A few papers [103, 105] addition-
ally mention the possibility to describe anomalous FCS curves using the
continuous-time random walk (CTRW) fractional subdiffusion (FSD) [112].
Therefore, because of considerable attention to diffusion in disordered sys-
tems, understanding of the possible manifestations of these types of anoma-
lous subdiffusion in FCS data is important for the correct interpretation of
experimental results.

The fBm process is defined formally [111] by postulating that it is charac-
terized by stationary and self-similar Gaussian increments having an infinite
span of interdependence. Therefore, the Green function of the fBm in d di-
mensions is Gaussian by definition (Fig. 6):

oBm(r 1) = (37)

r2
exp | - ,
(4D a2 p[ 4D£,Bmt“]

where D™ is the generalized anomalous diffusion coefficient dimensioned
as [length]2 [time]™®. The variance of the distribution grows according to the
power law (rme(t)) = 2dD£Bmt°‘. The Gaussian form of the distribution of dis-
placements for the fBm makes its use appealing due to the ease of related
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Fig.6 Green functions of three diffusion types in dimensionless coordinates for three
dimensionless time instants t = 0.1, 1, and 10: a normal (Fickian) diffusion (D =1),
b fractional Brownian motion (¢ =2/3, DgBm = 1), and c fractional subdiffusion (¢ =2/3,
DESD = 1). Panel d shows the corresponding mean square displacements for the normal
diffusion (a) (——) and for the anomalous diffusion models (b,c) (- - -). Panel e shows the
FCS ACFs for 2D particle motion according to normal diffusion (—), fBm with o =2/3
(- - -), and FSD with  =2/3 (- - -)
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derivations: the normalized FCS ACF for fBm is expressed as follows:
1

G (r) = , (38)
Dec 1 (1 + (t/t00)?) V1 + f2(t/7Da)?
where
fBm r(z) Ve
TDg = TDoz(Da ) = <4D2Bm) . (39)

Unfortunately, the fBm model neither implies nor explains particular under-
lying physical mechanisms, since none of the known dynamical theories gives
rise to fBm [37]. Additionally, attempts to “derive” the fBm Green function
@B (r, 1) by “plugging in” a time-dependent diffusion coefficient into the
diffusion equation (as is done, e.g., in [105, 108, 113-115]) are unphysical and
misleading. For more detailes and discussion, see, e.g., [116].

Unlike fBm, another anomalous diffusion process leading to a power-
law time dependence of (r?(t))~t*—the CTRW FSD—can be described on
a physical basis [112] by assuming that the diffusing particle exhibiting a dis-
tribution of jump lengths A(x) with a finite variance can undergo transient
trapping characterized by a waiting time distribution w(t)~¢"1"% with a di-
verging mean. The Green function of the FSD process is described by the
fractional diffusion equation [112], which we write in the form

3®EP(r, 1) = (1 + a)DESP (DI * V20D (1, 1), (40)

where DESP is the FSD coefficient, gD}~ is the Riemann-Liouville opera-
tor [117], and I'(-) is the gamma function. This Green function is charac-
terized by a power-law mean square displacement (r%SD(t)) = 2dDESD t* [112].
With the use of the integral representation [118, 119] of cDgSD (r, t), we estab-

lish the following formal relation between the fBm and FSD:
oo

R / A(DE™,1)®®™ (v, ¢, DP™) d In DE™, (41)
0
where A(s, t) = (t/(as))(DESD/s)l/“ la((DESD/s)l/“ t), and [, (- ) is the one-sided
Lévy stable density [120]. Equation 41 clearly shows that the FSD process is
characterized by a non-Gaussian distribution of displacements (Fig. 6¢).

The effect of the non-Gaussian character of FSD clearly affects the corres-
ponding FCS ACF, which can be expressed as follows:

oo
GESD(7) = / A(DB™, 1) GBm (f; e (Dof?m)) dIn D™ (42)
0
While the fBm and FSD processes with the same o and DESP = D™ give rise
to identical mean square displacements (r*(t)), the corresponding FCS ACFs
differ significantly (Fig. 6d and e).

Thus, the situation with the anomalous diffusion in FCS measurements is
not as clear as it might seem from first sight. On the one hand, the fBm model
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leading to the Gaussian distribution of displacements (Eq. 37) and giving the
simple expression for the FCS ACF (Eq. 38) is completely lacking a clear phys-
ical picture in the background, and therefore its choice as a basis for a model
describing experimental data is hard to justify from the physical point of view.
On the other hand, the CTRW FSD model, while having a clear and appealing
physical basis, is characterized by a non-Gaussian distribution of displace-
ments and leads to quite a different shape of the FCS ACF at the same value of
o, showing a longer tail compared to the case of fBm. As a result, the physical
insight gained from the empirical application of the concept of the anoma-
lous diffusion to experimental FCS data may be quite limited, especially if no
convincing microscopic origin of the deviation from the normal diffusion law
is provided. Similar conclusions were drawn in a recent FCS study [121] of
two-component membranes whose heterogeneity is frequently claimed to re-
sult in subdiffusion of probe molecules [122]. In a recent FCS study of protein
diffusion in an environment crowded by surfactant micelles [108], the two-
component diffusion was favored over anomalous diffusion because of a more
convincing physical picture behind the data. This shows that the anomalous
diffusion model should be used with extreme caution and should always be
tested against simpler physical alternatives.

3
Experimental Aspects

3.1
FCS Instrumentation

Numerous self-made FCS setups have been reported in the literature and
share the general features depicted in Fig. 3. While the particular technical
details of the experimental setup design are outside the scope of the present
review, we still highlight some essential points related to the FCS instrumen-
tation.

First of all, the need to provide a tightly focused laser beam and to col-
lect the maximum amount of fluorescence emitted in a sample (which, as
a rule, is close to water in its optical properties) requires the use of high nu-
merical aperture (NA) water-immersion objectives designed for fluorescence
microscopy, for example, C-Apochromat 40x NA 1.2 W from Zeiss or UApo
40x W/340 NA 1.15 from Olympus. Measurements in media with higher re-
fractive indices will require an objective with a capability of refractive index
correction, e.g., 40x Plan Neofluar from Zeiss. Most modern designs of FCS
setups use fiber-coupled avalanche photodiodes (APDs) as fluorescence de-
tectors, with the fiber entrance playing the role of a pinhole, as was first
suggested in [123]. The use of APDs as photon detectors is motivated by their
high quantum efficiency, which, however, comes at the expense of moder-
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ate time resolution, quite high dark count rate of the order of 250-300 s
and rather high afterpulsing probability. On the contrary, photomultiplier
tubes, which are very rarely used at present in FCS, mostly because of lower
quantum efficiencies, may provide a higher time resolution, much lower af-
terpulsing probabilities, and dark count rates of just a few counts per second.
A wide range of correlation hardware and software is currently available on
the market, including the family of classical multiple tau correlators by ALV
(Langen, Germany), the USB-based external digital correlators from correla-
tor.com (Bridgewater, NJ), and novel data acquisition cards with sophisticated
single photon counting modes which allow the extraction of complete infor-
mation on the measured photon sequence [124-126].

A range of commercial research-grade FCS setups has become available
during the last few years, including the ConfoCor2 [127] (recently upgraded
to ConfoCor3) from Zeiss (Jena, Germany), which was the first company to
offer an FCS system on the market, FCS2 from Leica (Wetzlar, Germany), Mi-
croTime 200 from PicoQuant (Berlin, Germany), Alba FCS from ISS (Cham-
paign, IL, USA), and FCS module C9413 from Hamamatsu Photonics (Japan).
The first four setups combine a confocal microscopy system with fluorescence
correlation/cross-correlation capabilities and are developed as user-friendly
platforms mainly aimed at (but, of course, not restricted to) bio-applications.
These setups include several lasers for excitation and several spectral detec-
tion channels with fiber-coupled APDs as detectors. (For additional options
and advanced data acquisition methods implemented in specific setups, an
interested reader is advised to consult the relevant producer’s information.)
By contrast, the compact Hamamatsu unit, featuring a solid-state laser for ex-
citation, a Peltier-cooled photomultiplier tube with a very low afterpulsing as
detector, and no microscopy capabilities, provides an affordable option for
solution studies.

The large-scale FCS-based analysis of biomolecular interactions in drug
discovery, research, and bioanalytics can be carried out using the Clarina™ II
integrated platform by Evotec Technologies (Hamburg, Germany).

3.2
Fluorophores for FCS Studies

In principle, any fluorescent molecule can be used as a fluorophore in an FCS
experiment, provided that the molecular brightness is high enough. How-
ever, the use of an organic fluorophore as a fluorescent label in biochemical
studies imposes quite stringent requirements on the dye quantum yield, pho-
tostability, and chemistry. Presently, the most widespread fluorophores used
in FCS are rhodamine and fluorescein derivatives, produced as the Alexa and
Atto dye families (Molecular Probes and ATTO-Tec, respectively), which cover
a wide range of wavelengths. Different types of functionalizations are avail-
able for specific labeling of proteins and DNA.



State of the Art and Novel Trends in Fluorescence Correlation Spectroscopy 167

An inorganic alternative to autofluorescent proteins and fluorescent dyes
are semiconductor nanocrystals, also known as quantum dots (QDs) [128,
129]. They are characterized by a broad absorption spectrum and relatively
narrow symmetric luminescence band whose position is finely tuned by the
size of the core of the QD (in the range from a few to ~ 10 nm). These features
facilitate the use of QDs as labels in fluorescence cross-correlation investiga-
tions, including live cell studies [130]. An additional appealing feature of QDs
is a high two-photon excitation cross section [131]. However, the relatively
long lifetimes and complicated photophysics of QDs (see, e.g., [132-134])
still prevent their wide use as fluorescent labels in FCS. The behavior of QDs
under the conditions of an FCS experiment is still not well understood, al-
though significant progress has been made recently [135, 136]. Of particular
interest are water-soluble QDs for biochemical applications. The solubility in
water is achieved by surface modification, which leads to a significant increase
in size compared to the naked QD, reaching as high as ~20 nm, and may lead
to a reduction of fluorescence quantum yield. However, recent results [137]
show that this problem can, at least to a certain extent, be resolved, and bright
and stable water-soluble QDs with sub-10-nm diameter can be reliably pro-
duced.

Autofluorescent proteins [42, 138], which offer an important alternative
to dyes and nanocrystals in cell research, include the green fluorescent pro-
tein discovered more than 30 years ago, as well as the more recently iso-
lated cyan fluorescent protein, red-shifted green fluorescent protein [42],
DsRed [139] with its monomeric mutants like mRFP1 [140], mTangerine,
mStrawberry, and mCherry [141], and photoswitchable fluorescent proteins
like Kaede [142] or Dronpa [143]. They are characterized by a particular
arrangement of amino acid chains, which ensures formation of a naturally
fluorescent group surrounded by a barrel-like structure. In applications, one
should keep in mind that, as a rule, autofluorescent proteins are characterized
by quite complicated photophysical behavior [43, 44, 144-149].

4
Nonidealities and Artifacts

4.1
Sample Nonidealities

4.1.1
Concentration Fluctuations in Nonideal Solutions

By monitoring concentration fluctuations of particles diffusing in and out
of the detection volume, the FCS technique is sensitive to the mutual dif-
fusion coefficient Dy, [150] which describes relaxation of concentration
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gradients [37]. This contrasts FCS with the tracer-based techniques, like
fluorescence recovery after photobleaching (FRAP) [151] and single-particle
tracking (see, e.g., [152]), which provide information on the self-diffusion
coefficient D describing the random walk of individual particles. At low con-
centrations, when interactions between diffusing particles can be neglected
and the solution can be considered to be ideal, Dy, tends to Ds. Thus, while
at low concentrations FCS reports the self-diffusion coefficient, the mutual
diffusion coefficient is measured by FCS in concentrated solutions. A related
feature of the technique is that at higher concentrations, when the solute
occupies a significant volume fraction of the solution, the particle number
fluctuations in the detection volume are no longer described by the Poisson
statistic. Instead, the fluctuations are determined by the isothermal osmotic
compressibility [153,154], and the amplitude of the correlation function in
this case is G(0) = kg®/[(N)(3I1/9p)e ], where kg is the Boltzmann constant,
® is the absolute temperature, (0I7/9p)e is the isothermal osmotic com-
pressibility, IT is the osmotic pressure, p is the number density of solute
particles, and (N) is defined above (Eq. 9).

While these issues are of purely theoretical interest in the case of solutions
of small molecules, they become of high importance in experiments with col-
loidal particles and macromolecules [75, 150, 153, 154] whose dynamic prop-
erties are strongly dependent on the concentration [155, 156]. Manifestations
of these effects in FCS experiments have been demonstrated and successfully
applied to study the concentration effects in diffusion of DNA [157,158] and
polystyrene macromolecules [159].

4.1.2
Effects of Fluorescence Saturation and Photobleaching

In deriving expressions for the FCS correlation function presented in Sect. 2,
it was assumed that the fluorescence intensity is proportional to the intensity
of excitation, and that the shape of the detection volume and the character of
concentration fluctuations of fluorescent particles in the focal spot are inde-
pendent of the excitation power. This assumption is valid, however, only for
low excitation intensities, and, upon an increase in the laser power, the effects
of fluorescence saturation and fluorophore photobleaching start to come into
play.

Saturation of the fluorescence intensity with an increase in the excitation
power leads to flattening of the fluorescence intensity profile around the laser
focus. This increases the effective detection volume and produces a longer
apparent diffusion time and larger apparent number of particles in the detec-
tion volume. The effects of fluorescence saturation in FCS experiments with
a single-photon excitation were recently studied by several groups [160-162].
In [160], a simple saturation model was successfully used to explain the power
dependence of the measured diffusion time and number of molecules in the
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detection volume. The study [161] revealed that the pulsed optical excitation
has a stronger effect on the apparent diffusion time compared to excitation
with a cw source with the same mean power. In the case of two-photon ex-
citation, changes in the shape of FCS correlation curves with the laser power
density were also discussed in the context of fluorescence saturation [163],
although we believe that in this case the major role is rather played by pho-
tobleaching effects.

A fluorescent molecule diffusing in a focused laser beam has a nonzero
probability to be photobleached—usually, irreversibly. As a result, fluctua-
tions of the concentration of fluorescent molecules in this case are described
by the following reaction-diffusion equation:

dec(r, t) = DV¢(r, t) - B(r)c(r, 1), (43)

where the prefactor B(r) in the sink term is the product of the photobleaching
quantum yield, absorption cross section, and coordinate-dependent excita-
tion intensity. Unfortunately, a solution of Eq. 43 cannot be obtained ana-
lytically for an arbitrary B(r). In [164], an approximate solution to Eq. 43
for a low photobleaching rate was obtained using a path-integral approach
and, in agreement with numerical simulations and experimental observa-
tions, revealed an accelerated decay of the FCS ACF due to photobleach-
ing.

Photobleaching effects were studied experimentally for dye molecules
freely diffusing in solution by FCS with single- [165,166] and two-pho-
ton [163] excitation. Effects of excitation pulse duration and sequential excita-
tion to higher-lying states upon two-photon excitation on the contributions of
photobleaching and saturation in FCS measurements were considered [168].
Recently, a comprehensive analysis of the photobleaching effects in single-
molecule measurements was carried out in [169].

In FCS studies of membrane dynamics, photobleaching becomes especially
important as a result of slow diffusion of membrane-bound probes and their
confinement to the 2D membrane surface, which prevents their easy escape
from the laser focus. Photobleaching effects in FCS on membranes and in cells
were recently studied in detail in [170, 171].

In an FCS experiment, fluorescence saturation and photobleaching are
always present simultaneously. The net effect, however, depends on the com-
bination of a number of factors, including the photophysical properties
of the fluorophore, its diffusion coefficient, and the geometry of the sys-
tem (Fig. 7). In particular, the saturation effects are likely to dominate in
the case of freely diffusing dyes upon single-photon excitation, as exempli-
fied by results for Alexa 488 in aqueous solution (Fig. 7a); similar behav-
ior is observed for Rhodamine 6G (data not shown), which is in excellent
agreement with the recent findings [160] but contrasts the earlier observa-
tions [165] (the reason for the latter discrepancy is still unclear). On the
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Fig.7 Effect of the excitation laser power in FCS measurements on a freely diffusing
Alexa Fluor 488 dye in water and b diOCs(3) lipid probe undergoing two-dimensional
diffusion in an L-alpha-dioleoylphosphatidylcholine bilayer membrane. Whereas in both
systems the molecular brightness grows with the excitation power (c), the apparent dif-
fusion time increases or decreases with the excitation power (d), depending on whether
the fluorescence saturation or photobleaching is the dominating effect. The laser irra-
diance Iy was estimated from the mean power P of the laser beam and the beam waist
size: Iy = 2P/(rrr§) assuming rp = 0.2 um. Aexc = 488nm, T =298 K. Setup: ConfoCor2
(Zeiss)

other hand, a fluorophore whose slow diffusional motion is confined to
a 2D membrane has greater chances to be photobleached, which results in
a faster decay of the correlation function at higher excitation intensities
(Fig. 7b).

4.1.3
Effects of Optical Trapping

Tight focusing of the laser beam results in quite high laser power densities
in the focal region which can, in principle, lead to (transient) trapping [172]
of diffusing fluorescent particles and thus produce a slower decay of FCS
autocorrelation curves. Whereas the early report on observation of optical
trapping of dye molecules [173] is most likely a misinterpretation of fluores-
cence saturation effects at high excitation powers, the later observations for
colloidal particles [174,175] are plausible, as is confirmed by a recent theor-
etical study [176].

Recently, it has been shown that optical trapping in combination with FCS
can be successfully exploited to study colloidal particles in a field of an oft-
resonant laser beam [177, 178]. In [179], a single IR laser beam was used to
simultaneously create a trapping potential and provide two-photon excitation
in FCS experiments with micrometer-sized multilamellar vesicles employed
as biomimetic containers.
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4.2
Nonidealities and Artifacts in the Experimental Setup

421
Real Shape of the Detection Volume

In the above discussion, it was assumed that the fluorescence detection vol-
ume can be well approximated by a 3D Gaussian ellipsoid (Eq. 10) (Fig. 8a).
For the first time this model was introduced in [7] to describe FCS experi-
ments with a nonconfocal detection. Although it was well understood that it
should not hold in the case of confocal detection [180, 181], the 3D Gaussian
model was put forward [20] as a good, simple approximation of the detection
volume in confocal FCS, thus allowing simple expressions for FCS correla-
tion functions to be obtained and providing an easy quantitative analysis of
measurements.

The shape of the detection volume of the confocal microscopy system can
be accurately described only by using the full electromagnetic treatment of
the light field, and has been addressed in a number of papers both experi-
mentally [182, 183] and theoretically [184, 185], including the effects of light
polarization [186] and the stratified refractive index of the sample [187].
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Fig.8 Gray-scale images of the FCS detection volume: a 3D Gaussian approxima-
tion (Eq. 10); b calculated according to the theory [184] for parameters of the Con-
foCor2 setup; ¢ more realistic approximation (Eq. 44). Sketch d and results e and f
of the detection volume “tomography” experiment demonstrating the non-Gaussian
shape of the detection volume. Solid curves in e and f show Gaussian and quadratic
fits, respectively. Sample: osmotically tensed giant unilamellar vesicles prepared from
L-alpha-dioleoylphosphatidylcholine fluorescently labeled with DiOCig(3) lipid probe.
Aexc =488 nm, T =298 K. Setup: ConfoCor2 (Zeiss)
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Computations carried out using the approach [183] for parameters of the
ConfoCor2 setup [127] do indeed predict quite strong deviations from the
simple 3D Gaussian model (Eq. 10), in particular considerable widening of
the cross section at the tails (Fig. 8b). To verify the predictions of the theory,
one can perform detection volume “tomography”, e.g., by using a fluores-
cently labeled lipid bilayer parallel to the focal plane of the objective and
performing FCS measurements at a set of its distances Az from the focal
plane.? In this case, while a decrease in the fluorescence intensity is expected
with increasing | Az|, the diffusion time tp of the probe molecules and the ef-
fective number of molecules (N) in the detection volume should grow with
| Az|. The experimental data in Fig. 8e and f are in good qualitative agreement
with the expectations (data for (N) are not shown). This suggests the simple
more realistic model for the detection efficiency profile:

(44)

2, .2 2
Wi, y,2) = 2(x* +y7) 2z }
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1422/ P {_ RO +2/k) 2

whose parameters can be determined from the measured z-dependences in
the above tomography procedure. The gray-scale map of this approximation
with parameters determined by the above procedure is shown in Fig. 8c.

The effects of the real shape of the fluorescence collection efficiency pro-
file on deviations of the FCS correlation functions from the predictions of the
simple model have been recently addressed in [189, 190]. Our practice shows
that in the case of FCS experiments with probes freely diffusing in 3D, the
influence of the non-Gaussian shape of W(r) on deviation of the experimen-
tal results from the simple model (Eq. 16) are usually insignificant, the effects
of fluorescence saturation and photobleaching at higher excitation powers
being more pronounced. One should understand that fitting the FCS curve for
a substance with a known diffusion coefficient to the model Egs. 16 or 25 in
fact does not allow one to determine the actual dimensions of the detection
volume, but rather provides its effective description.

Due to the non-Gaussian shape of the detection efficiency profile, meas-
urements of diffusion on phospholipid membranes can produce substantially
underestimated diffusion coefficients if the membrane is displaced with re-
spect to the focal plane of the objective, as is evident from Fig. 8 and has been
demonstrated in [191]. To avoid this artifact, it is advised to carry out FCS
measurements on membranes at the z-position corresponding to the mini-
mum of the diffusion time (Fig. 8f).

Care must be taken to correctly account for the coverslip thickness by
properly adjusting the correction ring of the objective and ensuring that the
refractive index of the sample does not strongly deviate from that of water.

4 In practice, it is easier to experiment with giant unilamellar vesicles [188] with radii of the order
of 20 to 30 um, whose curvature can be neglected compared to the size of the detection volume. To
avoid artifacts due to membrane shape fluctuations, vesicles should be osmotically tensed.
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Failing to provide these conditions can result in severe asymmetric distortion
of the detection volume and thus produce hard to interpret data. In particular,
the presence of the refractive index mismatch was shown to result in underes-
timation of the diffusion coefficient [190, 192]. For moderate refractive index
mismatch, it was shown that the effect can be largely compensated by ad-
justment of the objective correction ring [193]. The use of an objective with
immersion correction provides more reliable results in challenging FCS ex-
periments in organic solvents, as has been demonstrated in [194].

4.2.2
Effects of Detector Afterpulsing and Dead Time

Two effects related to the properties of the fluorescence detector employed in
an FCS setup need to be mentioned. One of these is known as detector af-
terpulsing. This effect is observed at low fluorescence intensities and takes
place due to a nonzero probability of the detector to generate spurious pulses
following a photon detection event. As a result, the measured ACF acquires
artifactual short-lived components (Fig. 9) whose contribution increases with
decreasing fluorescence intensity, which can hinder exact determination of
the fast dynamics of fluorescent particles. The physics of detector afterpulsing
is complicated and in the case of APD detection involves a number of different
phenomena [195].

An experimental approach to eliminate the distorting effect of afterpulsing
consists in splitting the fluorescence output into two channels and cross-
correlating the outputs of two detectors, which was originally proposed
in [196]. In this case, however, in addition to a more complicated setup, the
fluorescence intensity on each of the detectors is reduced more than twice,
which may be crucial in certain experiments. As an alternative, an approach
to afterpulsing correction in ACFs which was first developed for DLS appli-
cation [197, 198] was recently introduced in FCS practice [199]. It requires
a separate determination of the detector afterpulsing pattern by performing
an FCS measurement with a stabilized source of uncorrelated light. Recently,
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Fig.9 Effect of the detector afterpulsing on the shape of the FCS curve and its elimi-
nation using the method described in [199]. Sample: Alexa 488 in water; Aexc = 488 nm,
T =298 K. Setup: ConfoCor2 (Zeiss)
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a method for elimination of the afterpulsing effects in FCS with pulsed ex-
citation using time-correlated single photon counting (TCSPC) for separat-
ing photocounts due to fluorescence and detector afterpulsing was proposed
in [200].

The other effect, detector dead time, distorts FCS correlation curves in
the opposite way. Namely, it consists in appearance of a drop in the cor-
relation function at short lag times and overall reduction of its amplitude.
The dead time effect on correlation functions in FCS and DLS was studied
theoretically in a number of works [4, 35,201-203]. In a recent paper [204],
a comparison of experimental data with different theoretical models for dead-
time distortions [4,201,202] has shown that although the theory could not
describe the observations quantitatively, computations according to the ap-
proach of [201] demonstrated a good qualitative agreement with data. The
question of whether a more advanced theory (e.g., [203]) can provide a bet-
ter agreement with observation still remains open. To date, the best approach
to avoid the unwanted dead-time effects is to carry out FCS measurements
at reasonably low fluorescence intensities, within the linearity range of the
detector.

Since the dead-time effect is more characteristic for passively quenched
APDs, today it is usually not a matter of concern in standard FCS meas-
urements, which normally employ actively quenched APDs predominantly
exhibiting the afterpulsing behavior (see, e.g., [195]). However, at higher
count rates, the dead time of the whole electronic detection system may grad-
ually come into play. The latter effect may become important, in particular in
FCCS experiments with pulsed interleaved excitation [83].

5
Evaluation of Experimental FCS Data

5.1
Statistical Accuracy and Bias in FCS Data

Extracting trustworthy quantitative information from results of FCS meas-
urements requires knowledge on the statistical accuracy of FCS data, which
has some features specific for this particular experimental technique. To cover
a wide as possible time range in a single experiment, FCS ACFs are usu-
ally recorded on a logarithmic lag timescale with quasi-exponentially growing
channel widths, e.g., in the case when a multi-tau correlator [205] is used.
As a result, the measured correlation functions show a nonuniform random
noise whose amplitude is consistently higher at short lag times and decays
toward the tail of the correlation curve. Therefore, a reliable data analysis re-
quires knowledge of the lag time-dependent noise variance [206]. However,
as opposed to, e.g., TCSPC experiments, where data are characterized by the
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Poisson noise [19], the statistic of noise in the FCS data is much more compli-
cated [4,207-210].

The problem of the statistical accuracy of FCS measurements was ad-
dressed in [4] immediately after the introduction of the technique and was
later considered in more detail [207-210]. The general conclusion of these
studies is that the accuracy of the measured correlation curve dramatically in-
creases with the molecular brightness of the fluorophore and improves with
the duration of the measurement, though the particular dependences ob-
tained in the above papers differ widely, depending on the assumptions made
by the authors. Additionally, the statistical variations in the measured curve
depend on the shape of the correlation function itself and on a particular im-
plementation of the correlator architecture. Additionally, it should be pointed
out that the noise in the correlation data is intrinsically correlated [211,212].
This circumstance further complicates the data analysis, which is usually
based on the assumption of statistical independence of the noise contribu-
tion at different lag times. In the absence of an easy-to-implement universal
model of noise in FCS data, an estimate of the noise variance in correlation
functions can be obtained from a set of repeated measurements on the same
sample under identical conditions [209].

One should be aware that overly short measurement times can introduce
a systematic distortion into the shape of the measured correlation function.
The problem of bias in correlation functions due to the short sampling time
has been known in statistics for many decades [213], and in the specific
context of measurement of correlation functions with a digital correlator
was addressed in the early 1970s [214]. The analysis of bias specific for the
multiple-tau correlator was carried out in [211]. Recently, the accuracy and
bias in the FCS data were analyzed theoretically in [210] in dependence on the
molecular brightness and measurement time. (The reader, however, should
be warned that this paper contains some unfortunate misprints in formulas.)
Providing adequately long data collection times is especially crucial in meas-
urements of ultraslow diffusion, e.g., in [215], or if exact measurements of the
long tails of correlation functions of slowly diffusing particles are required,
e.g., in [216].

Yet additional effects characteristic of multiple-tau correlators may con-
tribute to shape distortion in measured correlation functions: the so-called
triangular averaging [205] together with the exponential increase in the cor-
relator channel width with increasing lag time can introduce distortions not
only in oscillating correlation functions (which is quite obvious), but also in
smoothly decaying correlation curves [217, 218].

The resolving power of FCS in determining diffusion coefficients was ad-
dressed in [40] and recently in [219]. In particular, it was found [40] that
under the optimum experimental conditions fitting to a two-component
model can reliably resolve two species with diffusion coefficients differing
by at least a factor of 1.6. In [219], the optimum duration of the experiment
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necessary to guarantee the required accuracy of the diffusion coefficient es-
timate was studied for a range of molecular brightnesses as a function of the
concentration and duration of the measurement.

5.2
FCS Data Analysis: Model-Based vs Inverse Problem Approach

The usual approach to experimental data analysis in FCS is a nonlinear least-
squares fitting of experimental data using a model corresponding to the
experimenter’s assumptions on the system under investigation. The proper
choice of a model is extremely important to obtain sensible and stable re-
sults. For example, in the case of fluorescent colloidal particles whose size
cannot be neglected compared to the FCS detection volume, the particle size
and shape should explicitly be included in the fitting model [220]. Another
spectacular example is diffusion in narrow channels for which expressions for
the FCS correlation functions should be derived by explicitly taking into ac-
count the presence of channel walls [221, 222]. Sometimes, sets of FCS curves
are measured when studying the system behavior as a function of a par-
ticular control parameter. In this case, a global analysis of the whole set of
data [223, 224] may provide a more accurate determination of the model pa-
rameters. As has been mentioned above, the use of the weighted least-squares
fitting [206] with weights accounting for the noise structure in the correlation
function is advantageous for obtaining reliable results.

An alternative approach to model-based analysis of FCS data is the recov-
ery of (apparent) distributions of diffusion times P(zp) from the measured
correlation curves. It is based on the representation of the diffusion part
of the normalized correlation function via a distribution of diffusion times
P(tp):

o0

G(r) = / P(10)Go (73 ) d 7 (45)
0

where Gp(t;tp) is the FCS ACF for normal diffusion with the explicitly
shown dependence on the diffusion time p.

Reconstruction of the underlying distribution of diffusion times from
experimental FCS data is an ill-posed inverse problem, and therefore a mean-
ingful stable solution can be obtained only by applying regularization
methods [225,226]. The inverse-problem approach has come to the field of
FCS from DLS and time-resolved fluorescence spectroscopy, where a num-
ber of linear and nonlinear regularization algorithms have been proposed and
implemented during the last few decades (see, e.g., [227-232]).

An obvious application of this approach in FCS is simultaneous deter-
mination of the number of different freely diffusing species, their diffusion
coefficients, and relative contributions. In this case, in accordance with Eq. 19,
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the distribution of diffusion times is a set of §-functions

n
P(tp) = ) Pid(t - ). (46)
i=1
Upon successful inversion of the corresponding experimental data, this dis-
tribution will be reconstructed as a series of peaks, provided that the spacing
of the diffusion times and ratios of contributions of components matches the
data accuracy. Notice that in the inverse-problem approach, the resolvabil-
ity of two discrete components will be worse than in the case of fitting to
a two-component model, since, when solving an inverse problem, both the
model and its parameters have to be determined from data. If the diffusion
times of the components are closely spaced and/or the number of compo-
nents is large, a (quasi-)continuous distribution of diffusion times will be
reconstructed.

To date, the inverse-problem approach to the analysis of FCS data has
been applied to problems involving heterogeneous systems, including de-
termination of a distribution of fragment lengths in enzymatic DNA poly-
merization [233] and colloidal particle polydispersity analysis [234]. Other
processes, including binding and diffusion on cell membranes [235-237] and
effects of molecular crowding on protein diffusion [107], have also been ad-
dressed with the use of this approach. Simulation studies [238] have shown
that the underlying distributions of diffusion times can be recovered from
FCS data, provided that the noise in correlation functions is appropriately
taken into account.

The fact that the inversion of the correlation function may produce a wide
distribution of diffusion times does not necessary imply that the system rep-
resents a polydisperse ensemble of particles characterized by a distribution of
sizes (a usual assumption in DLS measurements). To illustrate this point, we
provide a few examples involving diffusion of a single species on a 2D surface.
In this case, we rewrite Eq. 45 as

T plw)

G(v) = 1+1/1p

dlnt, (47)

where p(7p) = tpP(tp) is the quantity usually computed by inverse-problem

algorithms in the analysis of experimental data. As follows from the form

of Eq. 47, p(tp) can be obtained using the Mellin transform technique [239].
Case 1. Anisotropic diffusion of fluorescent species in 2D:

1
V(1 +t/tx)(1 + /DY)

This situation can take place for diffusion of a marker on an anisotropic
membrane in the XY-plane with diffusion coefficients Dx # Dy or, in the case
of isotropic diffusion on a membrane making an angle with the XY-plane,

G(r) = (48)
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DX,y = rg /4Dy y; the limiting case min(Dx, Dy) = 0 corresponds to 1D dif-
fusion (e.g., diffusion in a very narrow channel). Inversion of Eq. 48 produces
the following apparent distribution of diffusion times (Fig. 10a):
1 ,
p(tp) = | TV Tmin1 1=ty 7D € (Fmin Tmax) (49)
0, ™0 & (Tmin> Tmax) >

where Tmin = min(zpx, Tpy)s Tmax = Max(Tpx, Tpy)-

Case 2. Mandelbrot—van Ness fractional Brownian motion (fBm) of fluor-
escent species in 2D. Inversion of the 2D variant of the correlation function
G(r) = Gg;“(t) (Eq. 38) leads to the following distribution (Fig. 10b):

pe™ (tp) = pE™ (D3 Tpa)
1 sin(amw
_ (ar) (50)
7 (tpe/TD)% + 2 cos(am) + (7p/ D0 )*
with tp, defined in Eq. 39.
Case 3. Continuous-time random walk (CTRW) fractional subdiffusion
(FSD) of fluorescent species in 2D. In this case, inversion of the correlation
function G(t) = GFDi[D(‘C) (Eq. 42) leads to the following result (Fig. 10c):

o0

pgSD(rD) = /A(DgBm, l)prm(tD; Da (DgBm)) dln DgBm , (51)
0

where A(Dy, 1) was defined in Sect. 2.2.7 and pE™ is given by Eq. 50.

Thus, a monodisperse system with a single fluorescent species character-
ized by a single type of diffusional behavior can indeed give rise to contin-
uous distributions of diffusion times. Therefore, the mere fact that a distri-
bution of diffusion times is obtained upon inversion of FCS data does not
necessarily imply heterogeneity in the system under investigation.

It is remarkable that the maximum entropy inversion of the FCS data for
protein diffusion in a crowded environment [107] produced a broad uni-
modal continuous distribution similar to the ones presented in Fig. 10b and c,
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Fig. 10 Distributions of diffusion times for different types of 2D diffusion: a anisotropic
diffusion with Dpax/Dmin = Tmax/Tmin = 10; b fractional Brownian motion for o =1/2,
2/3, and 3/4; c fractional subdiffusion with o = 2/3 (——). For comparison, a distribution
for fBm with o = 2/3 is shown (- - -)



State of the Art and Novel Trends in Fluorescence Correlation Spectroscopy 179

which speaks in favor of the conclusion of [107] on observing anomalous
diffusion due to molecular crowding.

An alternative empirical approach to the distribution of diffusion times
proposed in [240] consists in performing repetitive short measurements on
one and the same system and histogramming the results of ACF fitting with
a simple diffusion model. At present, it is unclear how the results of this
method will compare with those based on the numerical solution of the in-
verse problem (Eq. 45), as well as with the actual distribution of diffusion
coefficients in the system.

6
Some Application Aspects

In this section we will not consider specific FCS applications, which are
mostly found in the field of biosciences, and on which a number of reviews
have been published in the last few years [26-33]. Instead, we will focus on
some application aspects related to the method itself, proper understanding
of which is required for correct interpretation of FCS results.

6.1
Diffusion Coefficient Measurements with FCS

6.1.1
The Need for Fluorescent Standards with Reliable Consensus Values
of Diffusion Coefficients

One of the usual goals of FCS experiments is the study of diffusion coefficients
of freely diffusing fluorescent molecules or colloidal particles. However, the
standard implementations of FCS methods do not provide absolute values of
diffusion coefficients, since they require knowledge of the size of the detection
volume which is hard to measure independently. Therefore, the most com-
mon way to measure the diffusion coefficient with FCS is to carry out relative
measurements with a standard substance having a known diffusion coefficient.

To date, the majority of FCS papers focusing on determination of diffusion
coefficients of fluorescent particles (see, e.g., [145, 241]) use an aqueous solu-
tion of Rhodamine 6G as a reference with the assumed diffusion coefficient
of 2.8 x 107 cm? s7! at 22 °C. However, in many instances either no reference
for this value is provided, or it is cited indirectly via previously published
FCS papers. Thus, a kind of FCS “folklore” was created, and the accuracy
of the value cited so frequently is not questioned. In fact, this value can be
traced back to one of the very first FCS papers published more than 30 years
ago [3], where it was reported to have an error as high as 25%. What is less
known is that the same paper gives another estimate for the diffusion coef-
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ficient of Rhodamine 6G in water, (3.5+0.5)x 107 cm? s~} this time based
on a series of measurements for a range of laser beam waists. Thus, the value
so frequently cited seems to be far from reliable, and standard values of dif-
fusion coefficients, preferably obtained using an independent method not
related to FCS, are required. In fact, these data can be found in the litera-
ture for a few dyes. For example, results of a microfluidic study of diffusion
coefficients for some dye molecules in water at 25 °C are reported in [242],
including Rhodamine 6G (D%(5 °C = (4.14+0.01)x 10 cm? s7!), Rhodamine B
(D23 € = (4.26 +0.04)x 10 cm? s7!), and fluorescein (D3’ °C . =(4.25+
0. Ol)x 107% cm? s7!). The latter value for fluorescein is in an excellent agree-
ment with the previously published values [243, 244] obtained by methods
not related to FCS.

Unfortunately, to the best of our knowledge, no such data exist for the
fluorescent dye Alexa 488, an extremely popular fluorescent probe in the field
of FCS. Our careful FCS measurements have shown [216] that its diffusion co-
efficient in water at 25 °C is, within experimental error, the same as that of
Rhodamine 6G, i.e., Dislex(; gy o414 X 106 cm?s7!.

One should keep in mind that the viscosity of aqueous samples changes
quite strongly with the temperature (e.g., upon an increase of the tem-
perature from 20 to 25 °C, the viscosity of water decreases by ~11%), and
the diffusion coefficients reported for a temperature Ty should be recal-
culated for the temperature Texp at which the experiment is carried out:
Dr,,, = D1y TexpnTy/ (T OnTexp)’ where Dt and nr are the diffusion coefficient
and viscosity of the solution at an absolute temperature T, respectively.

Thus, the quantitative FCS investigations of diffusion require a reliable
database of independently measured diffusion coefficients for a set of stand-
ard dyes over a range of temperatures in water and aqueous solutions with
compositions typical for biochemical and biophysical studies.

6.1.2
Absolute Diffusion Coefficient Measurements in FCS

As has been discussed above, extreme care should be taken when estimat-
ing diffusion coefficients from FCS measurements. Not only are the meas-
ured diffusion times prone to distortions due to fluorescence saturation
and bleaching effects, but also the precise values of diffusion coefficients of
dyes obtained in independent measurements are not available in abundance.
Therefore, development of FCS techniques capable of delivering information
on the diffusion coefficients with an internal reference is important.

The most natural approach in this case is to use spatial cross-correlation.
The feasibility of two-beam cross-correlation for quantitative determination
of diffusion coefficients was recently shown in [245,246]. A variation of
the technique employs spatial cross-correlation between concentric round
and ring-shaped pinholes [247]. While the works [245,247] are more of the
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proof-of-principle type, the method in [246] allows one to obtain quanti-
tative results and thus may provide a basis for reference-free quantitative
measurements of diffusion coefficients of fluorescent dye molecules. The dif-
fusion coefficient for the Atto 655 dye ((3.94£0.1)x107%cm?s™! at 25°C)
reported in [246] is in very good agreement with those of fluorescein and
Rhodamine 6G obtained in [242], if the difference of the molecular sizes of
the dyes is taken into account.

Studies of artificial and cell membranes can benefit from the two-foci scan-
ning FCCS method [215], which has been recently demonstrated as a tech-
nique for measuring absolute values of diffusion coefficients of species under-
going slow diffusion in phospholipid membranes. This is especially important
in view of the fact that the use of a dye freely diffusing in 3D as a diffusion
standard for membrane measurements can introduce a systematic error due
to the non-Gaussian shape of the detection volume.

Other FCS-related techniques incorporating an internal scale of refer-
ence, which are worth considering as alternative quantitative approaches to
measure absolute diffusion coefficients, include circular-scanning FCS (see
Sect. 7.6) with a known beam scanning radius,’ as well as the varieties of
FCS with patterned excitation, including those based on traveling [248] and
stationary [249] interference patterns due to beam intersection, or due to
reflection from a mirror [250,251], and the closely related Fourier-imaging
correlation spectroscopy technique [252].

6.2
FCS of “Soft” Systems with Internal Dynamics

Conformational fluctuations of polymers [155,156] and membranes [253,
254] originate, as the Brownian motion, from thermal molecular motion and
thus are an inherent feature of these objects. If a fluorescent label is bound
to a macromolecule or membrane, conformational fluctuations of the lat-
ter (provided their scale is comparable to the size of the detection efficiency
profile) can introduce additional fluctuations in the detected fluorescence in-
tensity and thus modify the FCS correlation function.

A spectacular example of manifestation of the internal conformational dy-
namics in FCS data is presented in Fig. 11, which shows experimental results for
single-end fluorescently labeled monodisperse fragments of double-stranded
(ds) DNA [216]. We observe that the normalized FCS ACFs of dsDNA frag-
ments show at short lag times a universal behavior, which extends to longer
time ranges with increasing fragment length. Clearly, this is a manifestation of
the conformational dynamics of dsDNA: while the center of mass of the macro-
molecule slowly diffuses through the laser focus, its conformation fluctuates,

5 The feasibility of this approach has recently been successfully demonstrated [318]. In particu-
lar, the study confirmed our value for the diffusion coefficient of Alexa 488 in water (see previous
section).



182 E.P. Petrov - P. Schwille

thus moving the fluorescent label in and out of the detection volume. This effect
can be exploited to study the conformational dynamics of polymers in solution,
including dsDNA [216, 255-257] and actin filaments [257], by means of the FCS
technique. In this approach, the single-end labeling of monodisperse macro-
molecules makes the data analysis most straightforward. The approach allows
one to obtain the diffusion coefficients (Fig. 11b) and polymer relaxation times
(data not shown) of dsDNA fragments, which are in remarkable agreement
with both theory [258] and independent non-FCS experiments [259-262]. No-
tice that an attempt to estimate diffusion coefficients by determining the lag
time at which the FCS ACF decays to a half of its amplitude (see Sect. 2.2.1),
while working reasonably well for dsDNA fragments up to 500 base pairs, com-
pletely fails for longer fragments. Although the effect of the intramolecular
polymer dynamics on FCS data is somewhat reduced with increasing the la-
beling density of the macromolecule [257], it may still substantially affect FCS
results, and therefore should be carefully taken into account in FCS experi-
ments with (semi)flexible macromolecules whose size is comparable to that of
the detection efficiency profile.

FCS measurements on artificial and cell membranes are usually carried out
so that the membrane, which on the scale of the size of the laser focus can
be considered to be flat, lies in the focal plane of the objective. Then, since
the high-frequency spatial modes of membrane undulations are strongly
damped [254], the undulations can be approximately considered as a random
motion of a flat membrane up and down along the z-axis. If the mean pos-
ition of the membrane lies in the focal plane, then due to the symmetry of the
detection volume, the membrane undulations will lead to random drops in

10° 10" 10* 10° 10° 10° 10° 10" 10 10° 10 100 10°
Time, us L, bp

Fig.11 a FCS autocorrelation functions of Alexa 488 single-end labeled dsDNA fragments
with lengths of 0.1 (I), 0.2 (II), 0.5 (III), 1 (IV), 2 (V), 5 (VI), 10 (VII), and 20 kilobase
pairs (VIII). For comparison, ACFs of freely diffusing Alexa 488 dye (D) and Alexa 488
labeled primer (P) are shown. b Diffusion coefficients of dsDNA fragments (corrected to
20 °C): (@) obtained using a semiflexible polymer model (for details, see [216]), and (® ) esti-
mated from lag times £p corresponding to the condition G(#p) = (1/2)G(0). For comparison,
open symbols show diffusion coefficients of dsDNA fragments obtained by methods unre-
lated to FCS [259-262]. The solid curve shows a prediction of theory [254] for a semiflexible
polymer with the persistence length of 50 nm. In determination of the diffusion coeffi-
cients, freely diffusing Alexa 488 dye, whose diffusion coefficient in water was found to be
equal to that of Rhodamine 6G ((4.1440.01)x 107 cm? s7! at T = 298 K [242]), was used as
a reference. Aexc = 488 nm, T = 298 K. Setup: ConfoCor2 (Zeiss)
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detected fluorescence signal. As a result, an additional component appears in
the FCS curves (see Fig. 12), with the amplitude and timescale reflecting those
of membrane undulations [263]. For example, giant unilamellar vesicles with
diameters of ~20-30 wm may show undulations with amplitudes of ~0.2 pm
at a timescale of ~100 ms, which can substantially contribute to the detected
FCS ACF (Fig. 12). The contribution to the FCS ACF due to membrane un-
dulations is independent of the concentration of dye molecules diffusing in
the membrane, and therefore is more pronounced at higher labeling densi-
ties. Notice that, depending on its relative contribution, the overall effect of
membrane undulations can be mistakenly interpreted as anomalous subdiffu-
sion (Fig. 12b) or as an additional slow diffusion component (Fig. 12¢c and d).
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Fig.12 FCS ACFs of the DiOC3(3) lipid probe in a osmotically tensed and b-d undu-
lating r-alpha-dioleoylphosphatidylcholine giant unilamellar vesicles: (®) experimental
data (every third data point is shown for clarity) and (——) fit accounting for diffusion
and membrane undulations. The magnitude of undulations increases from a to d. Es-
timated root-mean-square membrane undulation amplitudes: 0.14 um (b), 0.20 um (c),
and 0.33 yum (d). Panels e and f show the measured count rates for cases a and d, respec-
tively. Aexc =488 nm, T =298 K. Setup: ConfoCor2 (Zeiss)
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Membrane undulations can also affect the results of FCS measurements in
bulk solution if the detection volume is located in the vicinity of an undulat-
ing membrane, as has been shown in [264].

7
Varieties of FCS and Related Techniques

7.1
Two-Photon Excitation FCS

The use of two-photon excitation (TPE) in FCS studies was proposed in [265].
In this approach, as a result of the TPE probability being proportional to
the square of the excitation intensity, the intensity of fluorescence excited by
a tightly focused laser beam falls down rapidly along the z-direction (approxi-
mately as ~z~*), which provides a confined nearly Gaussian detection volume
without the use of a pinhole. TPE FCS data on freely diffusing fluorophores
can usually be successfully analyzed using the models described in Sect. 2 by
assuming the 3D Gaussian shape of the detection volume, although the use
of a more realistic approximation (a squared Gaussian-Lorentzian) for the
detection volume shape provides more stable results [265]. TPE has proven
to be very efficient in FCS studies on cells and tissues (see, e.g., [77,102]):
in spite of a higher photobleaching probability of the fluorophore in the
detection volume, the overall bleaching probability over the whole cell is
substantially reduced because the photobleaching region is confined to the
two-photon focal spot. Additionally, the low absorption of tissues at the typi-
cal wavelengths used for TPE (~700-1000 nm) provides a deeper penetration
of the excitation light into a tissue, and finally, Rayleigh and Raman scattering
from the sample are excluded. For a recent review of TPE FCS applications,
see [266, 267].

7.2
Confining the Detection Volume Using Total Internal Reflection,
Nanoapertures, and Stimulated Emission Depletion

The idea to confine the detection volume in FCS measurements by using
the effect of total internal reflection (TIR) was put forward and developed
in [268]. In TIR-FCS, the sample is excited by an evanescent optical field ex-
ponentially decaying in the depth of the sample, as a result of total internal
reflection of a beam impinging on a sample interface at a supercritical angle.
This technique is an excellent tool to study surface binding reactions, as has
been demonstrated in a number of studies (see, e.g., [269-271]). Recently,
TIR-FCS was used to study the size dependence of protein diffusion close to
membrane surfaces [272].
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Successful applications of FCS require that just a few molecules are present
on average in the detection volume, which, in the case of a standard confocal
FCS setup with the diffraction-limited detection volume down to ~0.1 fl, re-
quires nanomolar concentrations. However, for proper functioning of biolog-
ical systems, micromolar concentrations are frequently required. Therefore,
during the last few years, considerable efforts have been made to reduce FCS
detection volumes.

Based on the idea of the objective-based TIR fluorescence setup [273],
an objective-based TIR-FCS approach has recently been proposed [274, 275].
This technique employs epi-illumination through the periphery of a high-NA
oil-immersion objective to create an evanescent field above the surface of the
coverslide. The same objective is used to collect fluorescence, and addition-
ally confines the observation volume, which can be approximately described
as W(r) = exp[- 2(x? +y2)/r3 -z/h] [275], where z =0 corresponds to the
coverslide surface. Recently, a two-color cross-correlation extension of TIR-
FCS was proposed and implemented [276]. The interpretation of the results
on diffusing molecules can, however, be complicated not only due to possible
interactions with the coverslide [275], but also due to a dependence of the
diffusion coefficient on the distance from the surface [272].

Comparable or even better confinement of the detection volume can also
be achieved by using subwavelength nanoapertures [277-279]. In this case,
the effects of the electromagnetic mode structure are expected to enhance
the spontaneous emission rate [280] and thus to considerably improve the
detection efficiency.

Yet another approach to reduce the observation volume has been recently
proposed in [281]. There, the stimulated emission depletion technique was
successfully applied to obtain a subdiffraction FCS detection volume as small
as ~20 al, thus providing an alternative method to study molecular dynamics
at high concentrations.

7.3
Higher-Order FCS

The idea to study the higher-order fluorescence ACFs in the form

(SF™(t + T)SF™ (1)) - (SF™(1))(SF" (1))
<F) m+n

was put forward in [282] and further developed in [180] (for a review,
see [283]). While the use of the standard FCS ACF does not allow detection
of the simultaneous presence of particles with different specific brightnesses
(e.g., due to clustering), higher-order correlation functions provide such
a possibility. One should keep in mind, however, that the use of higher-order
correlations immediately reveals the non-Gaussian shape of the detection
volume, which should be taken into account for adequate interpretation of ex-

Gmn(7) = (52)
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perimental data [180]. The theory of the high-order correlation approach was
further developed in [207]. There it was suggested that the more conventional
form of the higher-order correlation function [34, 35], for example,

((SFi(t)SFJ'(t + ‘61)5Fk(t +7171+ ‘62))
(Fi)(Fj) (Fg)

i.e., the form of the higher-order correlation function related to that of Eq. 2,
is superior to the form of Eq. 52 since, while having an equally high infor-
mation content, it does not contain an unwanted shot noise contribution.
Additionally, the form of the higher-order correlation functions (Eq. 53) is
more suitable for experiments employing single-photon detectors, where se-
quences of photon arrival times, rather than time-dependent fluorescence
intensities, are measured.

Obtaining higher-order correlation functions from experimental data is
a computationally intense task, and their use is presently hindered by the ab-
sence of fast dedicated hardware and software. However, further steps in the
application of higher-order correlation functions have been taken. Recently,
the three-color coincidence analysis involving the detection of the quantity

(Fo (1) Fg(1)F: (1))
(Fyp)(Fg) (Fr)

where subscripts b, g, and r indicate fluorescence intensities recorded by de-
tectors sensitive in the blue, green, and red parts of the spectrum (Fig. 3), was
demonstrated in [284] as a tool to detect formation and cleavage of molecular
bonds in solution in real time.

Theoretical studies show a great potential in the application of higher-
order correlation functions, in particular for discriminating biochemical re-
action networks functioning in nonequilibrium steady states from the sys-
tems exhibiting equilibrium reaction kinetics [285].

G3(T1)T2): > TI)TZZO) (53)

K3 =g (0,0) = , (54)

7.4
FCS and FCCS with Time-Resolved and Time-Gated Detection

The use of pulsed laser excitation combined with time-resolved or time-gated
fluorescence detection can substantially improve the information content of
FCS data and thus enhance the capabilities of the method. The most gen-
eral experimental implementation of this approach was recently presented
in [71]. This is an advanced variety of the TCSPC technique allowing one to
detect and register single photoelectron events with a picosecond accuracy
over time periods of hours. Post-processing of sequences of photoelectron ar-
rival times provides FCS and FCCS data spanning the lag time range from
picoseconds to seconds, and makes it possible to additionally use the spectral
and lifetime information to discriminate between different fluorophores.
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A technically less demanding technique of time-resolved FCS [286] uses
the pulsed excitation and time-resolved detection to discriminate between
fluorophores based on their excited-state lifetimes. This allows one to obtain
FCS correlation functions of different species using a single excitation wave-
length and one detection channel, and thus presents an alternative to dual-
or multicolor FCCS. A variety of this approach [200] uses the information on
the excited-state lifetime of the fluorophore to eliminate the contribution of
detector afterpulsing from FCS ACFs.

A simple, efficient alternative to the above time-resolved FCS methods
is presented by the approaches to fluorescence cross-correlation based on
pulsed interleaved excitation [82, 83]. In these approaches, several excitation
sources are interleaved so that fluorescence excited by a light pulse decays
completely before arrival of the next excitation pulse. The information on
the excitation source for every photoelectron event is known, and hence the
cross-talk between two spectral channels is eliminated. This approach is es-
pecially promising in cell applications of FCCS with autofluorescent proteins
showing strong overlap of fluorescence spectra.

7.5
Multifocal and CCD-Based FCS Methods

Potential applications of FCS in high-throughput analysis require an increase
in parallelism of experimental data collection. During the last few years, con-
siderable progress has been made in this direction and a number of technical
solutions have been proposed. In [287, 288] parallel multifocal FCS and two-
color FCCS have been demonstrated by creating four independent detection
volumes using a 2x2 fan-out diffractive optical element for excitation of flu-
orescence and 2x2 detector and correlator arrays for fluorescence detection.
In [289] an alternative approach was used, where FCS correlation functions
are quasi-simultaneously measured from several spots in the sample by se-
quentially directing the excitation beam to each of the spots in a cyclic man-
ner over short periods of time using a Galvano mirror, and constructing the
corresponding FCS correlation functions.

As an extension of the concept of detector arrays, a variety of FCS with
charge-coupled device (CCD)-based detection was recently proposed. The
CCD-based detection technique was first implemented in DLS [290-292], and
only the limited sensitivity of CCDs prevented application of this experimen-
tal approach in FCS. The recent appearance of electron-multiplying CCDs
with single-photon sensitivity resulted in a convincing demonstration of the
possibility of CCD-based FCS [293,294]. This has opened up exciting possi-
bilities of flexible spatially resolved FCS, in particular on biological objects
with complicated topology, especially in combination with diffractive optical
elements to generate multifocal arrays with independently controlled pos-
itions of foci.
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7.6
Image Correlation Spectroscopy and Scanning FCS

Prohibitively long acquisition times and effects of photobleaching prevent
successful application of the standard FCS to systems exhibiting very slow
motion of fluorescent particles. In this case, the use of the spatial, rather than
temporal, correlation is advantageous. This approach is realized in the so-
called image correlation spectroscopy (ICS) [295] and allows one to estimate
the concentration of fluorescent particles and characterize their aggrega-
tion [296]. The potential of the higher-order correlation analysis in ICS was
studied in [297]. The use of sequences of images taken at a number of time
instants allows one to extract more information on the sample by adding the
temporal dimension to ICS [298]. The limits of accuracy and dynamic range
of ICS were recently studied in [299].

The generalization of the above approaches is spatio-temporal image
correlation spectroscopy (STICS), where the spatio-temporal correlation
function rgp(e, 0, T) = (Sia(x, y, )Sip(x + &,y + 0, t + 1)) /({ia) + {ip) 14 ) Of fluor-
escence fluctuations is investigated [300]. In addition to concentration and
aggregation measurements, the STICS method provides information on slow
diffusion as well as on velocities and directions of the flow. The accuracy and
precision of the STICS method and correction of STICS data for photobleach-
ing artifacts were recently studied in detail [301]. In another study, STICS
was successfully employed to carry out a quantitative study of intracellular
transport of nonviral gene delivery vectors (polyplexes) [302].

The term scanning FCS (SFCS) generally denotes the group of methods
where a relative motion of the FCS detection volume and sample is imple-
mented, and thus it occupies an intermediate position between the standard
FCS and ICS. The approach was pioneered in [303], where rotation of a sam-
ple of slowly diffusing fluorescently labeled DNA molecules was used to
achieve detectable fluctuations in the fluorescence signal and to determine
the concentration and molecular weight of DNA. A variety of the method with
linear motion of the sample was implemented in [304]. In more recent stud-
ies, scanning is achieved by moving the detection volume within a sample.

A line-scanning-based variety of SFCS was introduced in [305] to improve
FCS capabilities in studies of slowly diffusing species on biomembranes with
the goal of measuring aggregation. In [306], a commercial laser scanning mi-
croscope (LSM) was used to implement high-speed line-scanning SFCS with
a small detection volume. A variety of two-focus sequential line scanning
using an LSM was recently introduced in [215] to measure ultraslow diffusion
in membranes.

The circular scanning version of SFCS was realized in [307] by rotating
a tilted objective, and was further improved in [308] using an LSM with
two-photon excitation. SFCS with circular scanning across the phospholipid
membrane surface was used in [309] to study slow diffusion of a membrane-
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bound probe. The recently introduced position-sensitive circular scanning
FCS technique [310] involves synchronization of data acquisition with the
information on the beam position and as a result provides information on
diffusion, flow velocity and direction, and immobilization of fluorophores.

More varieties of the above techniques can be found in the literature.
In [311], scanning dual-color cross-correlation with line, circular, and ran-
dom scanning was studied as a tool to assess colocalization of immobilized
molecules. The raster image correlation spectroscopy (RICS) technique intro-
duced in [312] uses raster scan images obtained using a commercial LSM to
extract microsecond- and second-scale dynamics along the fast and slow scan
axes, respectively, and thus takes an intermediate position between ICS and
SFCS. For a detailed review of SFCS and ICS, see [313].

7.7
Other FCS-Related Techniques

Several FCS-related methods have been proposed in recent years which are
based on detection of signals other than dye fluorescence, including X-ray
fluorescence [314], Raman scattering [315], CARS [316], and the nonlinear
optical response of colloidal particles [317]. Under certain circumstances,
these methods may prove to be advantageous to conventional FCS by provid-
ing chemical selectivity without the need of fluorescent labeling.

8
Conclusions

More than 30 years from its inception, FCS today remains a dynamically
developing field of intense research that is constantly expanding both its tech-
nical arsenal and range of applications. The highly interdisciplinary character
of the technique and its applications thus calls for joint efforts of researchers
working in the fields of molecular spectroscopy, optical instrument develop-
ment, electronics and software engineering, biochemistry, and biophysics to
further improve the accuracy and reliability of the technique and to search for
new application areas.
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