


Christoph Reigber

Hermann Lühr

Peter Schwintzer

Jens Wickert

Earth Observation with CHAMP

Results from Three Years in Orbit



123

Christoph Reigber

Hermann Lühr

Peter Schwintzer
Jens Wickert

(Editors)

Earth Observation
with CHAMP
Results from Three Years in Orbit

With 349  Figures, 96 in Color



This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitations,
broadcasting, reproduction on microfilm or in any other way, and storage in data banks. Duplication
of  this publication or parts thereof is permitted only under the provisions of the German Copyright
Law of September 9, 1965, in its current version, and permission for use must always be obtained
from Springer. Violations are liable to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media
springeronline.com
© Springer-Verlag Berlin Heidelberg 2005
Printed in Germany

The use of general descriptive names, registered names, trademarks, etc. in this publication does not
imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

Cover design: Achim Helm and Erich Kirchner
Production: Luisa Tonarelli
Typesetting: Katrin Weiße
Printing: Mercedes Druck, Berlin
Binding: Stein + Lehmann, Berlin

Printed on acid-free paper     32/3141/LT – 5 4 3 2 1 0

Prof. Dr. Dr. Christoph Reigber

GeoForschungsZentrum Potsdam

Telegrafenberg, 14473 Potsdam

e-mail: reigber@gfz-potsdam.de

Prof. Dr. Hermann Lühr

GeoForschungsZentrum Potsdam

Telegrafenberg, 14473 Potsdam

e-mail: hluehr@gfz-potsdam.de

Dr. Peter Schwintzer

GeoForschungsZentrum Potsdam

Telegrafenberg, 14473 Potsdam

e-mail: psch@gfz-potsdam.de

Dr. Jens Wickert

GeoForschungsZentrum Potsdam

Telegrafenberg, 14473 Potsdam

e-mail: wickert@gfz-potsdam.de

Library of Congress Control Number: 2004109780

ISBN 3-540-22804-7   Springer Berlin Heidelberg New York



PREFACE

The German geoscience satellite CHAMP (CHAllenging Minisatellite Payload) 
was injected into its near circular, almost polar and low altitude (450 km) orbit 
from the cosmodrome Plesetsk in Russia on July 15, 2000. After a nine month 
commissioning period during which all spacecraft systems and instruments were 
checked out, calibrated and validated, the satellite is delivering an almost uninter-
rupted flow of science data since May 2001. Since that date, all science data have 
been made available to more than 300 selected co-investigator teams around the 
globe. 

The scientific goals of the CHAMP mission are to gain a better understanding 
of dynamic processes taking place in the Earth's interior and in the space near 
Earth. These goals can be achieved by improved observation of the Earth’s gravity 
and magnetic fields and their time variability with high-performance on-board in-
strumentation and by exploring the structure of the Earth's atmosphere and iono-
sphere through radio occultation measurements. 

CHAMP carries a Global Positioning System (GPS) receiver, a high-precision 
accelerometer and a laser retro-reflector for the orbit, gravity and occultation 
tasks, and vector and scalar magnetometers and an ion drift meter for the magnetic 
field observations. Two pairs of star sensors provide the orientation for the vector 
instruments. This instrumentation, partially flown for the first time, is innovative 
in its combination for scientific and operational use  

From September 1-4, 2003, a CHAMP Science Meeting was held at the Geo-
ForschungsZentrum Potsdam, Germany. 207 scientists from 20 countries attended 
the meeting which stimulated a broad discussion within the international science 
community, especially among the CHAMP data and product users, on the exploi-
tation and application of CHAMP data. The outcome of this meeting, organized 
along the main mission objectives, is largely mirrored in the main chapters of this 
book. 

Gravity

The gravity field related chapter clearly demonstrates that with CHAMP a new era 
of global Earth gravity field modeling and analysis has begun. The meanwhile re-
leased CHAMP-derived gravity models with their unprecedented accuracy en-
hance applications in geosciences, such as global to regional interpretation of 
gravity signatures with respect to the Earth interior, and ocean circulation studies 
using the CHAMP geoid. The challenges of detecting environmentally induced 
gravitational temporal field variations from space are discussed in several contri-
butions. Stimulated by the high quality and continuity of the generated CHAMP 
orbit and gravity products, advanced and novel methods of data reduction, precise 
orbit determination and gravity field modeling as well as gravity model evaluation 
procedures are maturing, showing most convincing results. 



VI      

Magnetics 

Concerning the magnetic field research chapter, it is shown that detailed models of 
the field distribution, going down to a spatial half-wavelength resolution of 250 
km, could be derived. Besides this precise mapping of the geomagnetic field, sub-
tle details of the observed signals can be utilised for remote sensing purposes. This 
innovative approach opens a whole range of new aspects that can be addressed 
with the available measurements. In a number of articles information has been de-
duced from the magnetic field measurements on the conductivity in the Earth’s in-
terior, on electric current systems in the upper atmosphere and even on the flow 
patters of ocean water.  

Atmosphere/Ionosphere 

CHAMP pioneers an innovative technique for remote sensing of the Earth’s neu-
tral atmosphere and ionosphere on global scale, the GPS radio occultation method. 
This technique exploits the accuracy potential of the GPS for providing precise in-
formation on the vertical distribution of the main atmospheric parameters as tem-
perature, water vapor and electron density. Various articles demonstrate the effi-
cient and fast generation of high quality CHAMP occultation data products. For 
the first time a near-real-time analysis is demonstrated, which fulfils the opera-
tional requirements for the assimilation into global weather forecast systems. As 
shown in this chapter, measurements from CHAMP stimulate a multitude of re-
search studies, leading to a new quality of the data analysis in the lower tropo-
sphere region and supporting the preparation of future GPS occultation missions.  

We would like to thank all the participants of the CHAMP Science Meeting for 
their contributions to the realization of this book. In particular, we acknowledge 
the reviewers for their intensive work in improving the accepted contributions. 
Special thanks are due to Mrs. Katrin Weisse of GFZ Potsdam for her unresting 
efforts in collecting, formatting and editing the papers. Lastly, the financial and 
operational support by the Federal Ministry of Education and Research (BMBF) 
through its GEOTECHNOLOGIE programme, the GeoForschungsZentrum Pots-
dam (GFZ) and the German Aerospace Center (DLR) through their space-related 
programmes is gratefully acknowledged, without which neither the CHAMP satel-
lite nor its operation would have been feasible. 
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Table of Contents

I          Orbit and Earth Gravity Field 1

Ice mass balance and Antarctic gravity change: Satellite and terrestrial perspec-
tives

3

Erik R. Ivins, Eric Rignot, Xiaoping Wu, Thomas S. James, Gino Casassa 

Gravity model TUM-2Sp based on the energy balance approach and kinematic 
CHAMP orbits 

13

Lóránt Földváry, Dražen Švehla, Christian Gerlach, Martin Wermuth,  
Thomas Gruber, Reiner Rummel, Markus Rothacher, Björn Frommknecht, 
Thomas Peters, Peter Steigenberger 

On the contribution of CHAMP to temporal gravity field variation studies 19 
Zhang Qiang and Philip Moore 

Earth gravity field and seasonal variability from CHAMP 25
Christoph Reigber, Horst Jochmann, Johann Wünsch, Svetozar Petrovic,  
Peter Schwintzer, Franz Barthelmes, Karl-Hans Neumayer, Rolf König,  
Christoph Förste, Georges Balmino, Richard Biancale, 
Jean-Michel Lemoine, Sylvain Loyer, Felix Perosanz 

Comparison of superconducting gravimeter and CHAMP satellite derived tempo-
ral gravity variations 

31

Jürgen Neumeyer, Peter Schwintzer, Franz Barthelmes, Olaf Dierks,  
Yuichi Imanishi, Corinna Kroner, Bruno Meurers, He-Ping Sun,  
Heikki Virtanen 

Improvements in Arctic gravity and geoid from CHAMP and GRACE: An 
evaluation 

37

David McAdoo, Carl Wagner, Seymour Laxon

Evaluation of gravity data by EIGEN-2 (CHAMP-only) model in China 47
Yang Lu and Hongling Shi 

Energy balance relations for validation of gravity field models and orbit determi-
nations applied to the CHAMP mission 

53

Anno Löcher and Karl Heinz Ilk 

Evaluation of terrestrial gravity data by independent global gravity field models 59 
Markus Roland and Heiner Denker 



VIII      

Recent developments in CHAMP orbit determination at GFZ 65
Rolf König, Grzegorz Michalak, Karl Hans Neumayer, Roland Schmidt, 
Sheng Yuan Zhu, Heribert Meixner, Christoph Reigber 

On calibrating the CHAMP on-board accelerometer and attitude quaternion 
processing

71

Karl Hans Neumayer, Grzegorz Michalak, Rolf König 

Evaluation of the CHAMP accelerometer on two years of mission 77
Félix Perosanz, Richard Biancale, Jean Michel Lemoine, Nicole Vales,  
Sylvain Loyer, Sean Bruinsma 

A new method to detect and estimate CHAMP clock bias change and cycle slip 83 
Bibo Peng, Bin Wu, Jun Li, Houze Hsu 

Comparison of different stochastic orbit modeling techniques 89
Adrian Jäggi, Heike Bock, Urs Hugentobler, Gerhard Beutler 

Determination of non-conservative accelerations from orbit analysis 95
Jose van den Ijssel, Pieter Visser, Roger Haagmans 

CHAMP and resonances 101
Robert H. Gooding, Carl A. Wagner, Jaroslav Kloko ník, Jan Kostelecký, 
Christoph Reigber 

CHAMP gravity field solutions and geophysical constraint studies 108
Shin-Chan Han, C.K. Shum, Christopher Jekeli, Alexander Braun,  
Yiqun Chen, and Chung-Yen Kuo 

Application of Eigenvalue decomposition in the parallel computation of a 
CHAMP 100x100 gravity field 

115

Mark B. Hinga, Steve R. Poole, Byron D. Tapley 

Time-variable gravity seen by satellite missions: On its sampling and its pa-
rametrization 

121

Martin Wiehl and Reinhard Dietrich 

Gravity field recovery by analysis of short arcs of CHAMP 127
Karl Heinz Ilk, Torsten Mayer-Gürr, Martin Feuchtinger 

Statistical assessment of CHAMP data and models using the energy balance ap-
proach

133

Jürgen Kusche and Jasper van Loon 



      IX 

Multiscale geopotential solutions from CHAMP orbits and accelerometry 139 
Martin J. Fengler, Willi Freeden, Jürgen Kusche 

Multiscale modeling from EIGEN-1S, EIGEN-2, EIGEN-GRACE01S, 
UCPH2002_0.5, EGM96 

145

Martin J. Fengler, Willi Freeden, Martin Gutting 

A comparison of various procedures for global gravity field recovery from 
CHAMP orbits 

151

Torsten Mayer-Gürr, Martin Feuchtinger, Jürgen Kusche 

Precise orbit determination for CHAMP using an efficient kinematic and re-
duced-dynamic procedure 

157

Heike Bock, Urs Hugentobler, Adrian Jäggi, Gerhard Beutler 

On bias and scale and thrust factors for CHAMP accelerometry 163
Zhang Qiang and Philip Moore 

CHAMP accelerometer preprocessing at GeoForschungsZentrum Potsdam 169 
Christoph Förste and Sunchan Choi 

CHAMP clock characterization revisited 175
Rolf König, Grzegorz Michalak, Ludwig Grunwaldt, Christoph Reigber 

How Baltic Sea water mass variations mask the postglacial rebound signal in 
CHAMP and GRACE gravity field solutions 

181

Martin Wiehl, Reinhard Dietrich, Andreas Lehmann 

The impact of the new CHAMP and GRACE gravity models on the measurement 
of the general relativistic Lense-Thirring effect 

187

Lorenzo Iorio 

Recovery of isostatic topography over North America from topographic and 
CHAMP gravity correlations 

193

Laramie V. Potts, C.K. Shum, Ralph von Frese, Shin-Chan Han,  
Rainer Mautz 

Dynamic topography as reflected in the global gravity field 199
Mikhail K. Kaban, Peter Schwintzer, Christoph Reigber 

Impact of the CHAMP mission on estimating the mean sea surface 205
Verena Seufer, Jens Schröter, Manfred Wenzel, Wolfgang Keller 



X      

Improved estimates of the oceanic circulation using the CHAMP geoid 211
Gennady Kivman, Sergey Danilov, Bernadette Fritzsch, Sven Harig,  
Christian Reick, Jens Schröter, Verena Seufer, Dmitry Sidorenko,  
Joanna Staneva, Manfred Wenzel 

Contemporary changes in the geoid about Greenland: Predictions relevant to 
gravity space missions 

217

Kevin Fleming, Zden k Martinec, Jan Hagedoorn, Detlef Wolf 

Mantle viscosity and S-wave to density conversion profiles using CHAMP geoid 
data

223

Gabriele Marquart and Radboud Koop 

Regional geoid undulations from CHAMP, represented by locally supported ba-
sis functions 

230

Rainer Mautz, Burkhard Schaffrin, C. K. Shum, Shin-Chan Han 

II          Earth Magnetic Field 237

Ionospheric plasma effects for geomagnetic LEO missions at mid- and low-
latitudes 

239

Matthias Förster, Martin Rother, Hermann Lühr 

Interpretation of CHAMP crustal field anomaly maps using Geographical Infor-
mation System (GIS) technique 

249

Kumar Hemant, Stefan Maus, Volker Haak 

Magnetic crustal thickness in Greenland from CHAMP and Ørsted data 255
Cathrine Fox Maule, Michael E. Purucker, Nils Olsen 

CHAMP magnetic anomalies of the Antarctic crust 261
Hyung Rae Kim, Luis R. Gaya-Piqué, Ralph R. B. von Frese,  
Patrick T. Taylor, Jeong Woo Kim 

Magnetic petrology database for interpretation satellite magnetic anomalies 267 
Katherine A Nazarova 

Balloon geomagnetic survey at stratospheric altitudes 273
Katherine A. Nazarova, Yuri Tsvetkov, James Heirtzler, Terence Sabaka 

Effect of varying crustal thickness on CHAMP geopotential data 279
Patrick T. Taylor, Károly I. Kis, Ralph R. B. von Frese, Juha V. Korhonen, 
Géza Wittmann, Hyung Rae Kim, Laramie V. Potts 



      XI 

Reliability of CHAMP anomaly continuations 287
Ralph R.B. von Frese, Hyung Rae Kim, Patrick T. Taylor,  
Mohammad F. Asgharzadeh 

Introducing POMME, the POtsdam Magnetic Model of the Earth 293
Stefan Maus, Hermann Lühr, Georgios Balasis, Martin Rother,  
Mioara Mandea 

Alternative parameterisations of the external magnetic field and its induced coun-
terpart for 2001 and 2002 using Ørsted, Champ and observatory data 

299

Vincent Lesur, Susan Macmillan, Alan Thomson 

New insight into secular variation between MAGSAT and CHAMP/ØRSTED 305 
Ingo Wardinski and Richard Holme 

Time structure of the 1991 magnetic jerk in the core-mantle boundary zone by 
inverting global magnetic data supported by satellite measurements 

311

Ludwig Ballani, Ingo Wardinski, Dietrich Stromeyer, Hans Greiner-Mai 

Use of CHAMP magnetic data to improve the Antarctic geomagnetic reference 
model

317

Luis R. Gaya-Piqué, Angelo De Santis, Joan Miquel Torta  

Secular variation of the geomagnetic field from satellite data 323
Vadim P. Golovkov, Tatiana I. Zvereva, Tatiana A. Chernova 

The spectrum of the magnetic secular variation 329
Richard Holme and Nils Olsen

Geomagnetic induction modeling based on CHAMP magnetic vector data 335 
Heather McCreadie and Zden k Martinec 

Electromagnetic induction by Sq ionospheric currents in a heterogeneous Earth: 
Modeling using ground-based and satellite measurements

341

Jakub Velímský and Mark E. Everett 

Wavelet analysis of CHAMP flux gate magnetometer data 347
Georgios Balasis, Stefan Maus, Hermann Lühr, Martin Rother 

Modelling the ocean effect of geomagnetic storms at ground and satellite altitude 353 
Alexei Kuvshinov, Nils Olsen 

3-D modelling of the magnetic fields due to ocean tidal flow 359
Alexei Kuvshinov, Nils Olsen 



XII      

The enhancement of the thermospheric density during the Sept. 25-26, 2001 
magnetic storm 

366

Huixin Liu, Hermann Lühr, Wolfgang Köhler 

On the modelling of field-aligned currents from magnetic observations by polar 
orbiting satellites 

371

Peter Stauning, Freddy Christiansen, Jürgen Watermann 

The low-altitude cusp: Multi-point observations during the February 2002 
SIRCUS campaign 

375

Jurgen Watermann, Hermann Lühr, Kristian Schlegel, Peter Stauning,  
Jeffrey P. Thayer, Freddy Christiansen, Patrick T. Newell 

Detection of intense fine-scale field-aligned current structures in the Cusp region 381 
Peter Stauning, Freddy Christiansen, Jürgen Watermann 

A comparative study of geomagnetic Pi2 pulsations observed by CHAMP and on 
the ground 

389

Peter R Sutcliffe and Hermann Lühr 

ULF wave magnetic measurements by CHAMP satellite and SEGMA ground 
magnetometer array: Case study of July 6, 2002 

395

Massimo Vellante, Hermann Lühr, Tielong Zhang, Viktor Wesztergom,  
Umberto Villante, Marcello De Lauretis, Andrea Piancatelli, Martin Rother, 
Konrad Schwingenschuh, Wolfgang Koren, Werner Magnes 

Classes of the equatorial electrojet 401
Heather McCreadie 

The ESPERIA project: A mission to investigate the near-Earth space 407
Vittorio Sgrigna, Rodolfo Console, Livio Conti, Arkady Moiseev Galper,  
Valeria Malvezzi, Michel Parrot, Piergiorgio Picozza, Renato Scrimaglio,  
Piero Spillantini, David Zilpimiani 

Status of the CHAMP ME data processing 413
Martin Rother, Sungchan Choi, Wolfgang Mai, Hermann Lühr, David Cooke 

III    Neutral Atmosphere and Ionosphere 419

Atmospheric and ocean sensing with GNSS 421
Thomas P. Yunck and George A. Hajj 



      XIII 

Amplitude variations in CHAMP radio occultation signal as an indicator of the 
ionospheric activity 

431

Alexander Pavelyev, Jens Wickert, Christoph Reigber, Torsten Schmidt,  
Yuei-An Liou, Chen-Young Huang, Stanislav Matyugov, Dmitrii Pavelyev 

About the potential of GPS radio occultation measurements for exploring the 
ionosphere

441

Norbert Jakowski, Konstantin Tsybulya, Stanimir M. Stankov,  
Andreas Wehrenpfennig 

Validation of GPS ionospheric radio occultation results onboard CHAMP by ver-
tical sounding observations in Europe 

447

Norbert Jakowski, Konstantin Tsybulya, Jens Mielich, Anna Belehaki,  
David Altadill, Jean-Claude Jodogne, and Bruno Zolesi 

Ionospheric tomography with GPS data from CHAMP and SAC-C 453
Miquel García-Fernández, Angela Aragón, Manuel Hernandez-Pajares,  
Jose Miguel Juan, Jaume Sanz, Victor Rios 

Topside plasma scale height modelling based on CHAMP measurements: 
First results 

459

Stanimir M. Stankov and Norbert Jakowski 

Differential code bias of GPS receivers in low Earth orbit: An assessment for 
CHAMP and SAC-C 

465

Stefan Heise, Claudia Stolle, Stefan Schlüter, Norbert Jakowski 

Ionosphere/plasmasphere imaging based on GPS navigation measurements from 
CHAMP and SAC-C 

471

Stefan Heise, Norbert Jakowski, David Cooke 

Three-dimensional monitoring of the polar ionosphere with ground- and space-
based GPS 

477

Claudia Stolle, Stefan Schlüter, Christoph Jacobi, Norbert Jakowski,  
Stefan Heise, Armin Raabe 

Comparison of electron density profiles from CHAMP data with NeQuick model 483 
Norbert Jakowski, Konstantin Tsybulya, Sandro M. Radicella, Marta Cueto, 
Miguel Herraiz 

Model for short-term atmospheric density variations 489
Mark Zijlstra, Stephan Theil, Silvia Scheithauer 



XIV

Atmospheric profiling with CHAMP: Status of the operational data analysis, 
validation of the recent data products and future prospects 

495

Jens Wickert, Torsten Schmidt, Georg Beyerle, Grzegorz Michalak,
Rolf König, Julia Kaschenz, Christoph Reigber 

Simulated temperature and water vapor retrieval from bending angles and refrac-
tivity measurements using an optimal estimation approach 

501

Axel von Engeln and Gerald Nedoluha 

An analysis of the lower tropospheric refractivity bias by heuristic sliding spec-
tral methods 

507

Georg Beyerle, Jens Wickert, Torsten Schmidt, Rolf König, Christoph Reigber 

Diffractive integrals for bistatic remote sensing using GPS signals 513
Alexander Pavelyev, Jens Wickert, Yuei-An Liou 

Canonical transform methods for analysis of radio occultations 519
Michael E. Gorbunov and Kent B. Lauritsen 

GPS radio occultation with CHAMP: Comparison of atmospheric profiles from 
GFZ Potsdam and IGAM Graz 

525

Jens Wickert, Andreas Gobiet, Georg Beyerle, Andrea K. Steiner,  
Gottfried Kirchengast, Ulrich Foelsche, Torsten Schmidt 

Evaluation of stratospheric radio occultation retrieval using data from CHAMP, 
MIPAS, GOMOS, and ECMWF analysis fields 

531

Andreas Gobiet, Gottfried Kirchengast, Jens Wickert, Christian Retscher,  
Ding-Yi Wang, Alain Hauchecorne 

Derivation of the water vapor content from the GNSS radio occultation observa-
tions

537

Francesco Vespe, Jens Wickert, Catia Benedetto, Rosa Pacione 

Processing of CHAMP radio occultation data using GRAS SAF software 543 
Georg Bergeton Larsen, Kent Bækgaard Lauritsen, Frans Rubek,  
Martin Bjært Sørensen 

Gravity wave "portrait" reconstructed by radio holographic analysis of the ampli-
tude of GPS radio occultation signals 

549

Yuei-An Liou, Jens Wickert, Alexander Pavelyev, Christoph Reigber,  
Torsten Schmidt, Chen-Young Huang, Shen Yan 



      XV 

Global analysis of stratospheric gravity wave activity using CHAMP radio occul-
tation temperatures 

555

Christoph Jacobi, Madineni Venkat Ratnam, Gerd Tetzlaff 

Tropical tropopause characteristics from CHAMP 561
Torsten Schmidt, Jens Wickert, Georg Beyerle, Christoph Reigber 

Comparisons of MIPAS/ENVISAT and GPS-RO/CHAMP temperatures 567 
Ding-Yi Wang, Jens~Wickert, Gabriele P. Stiller, Thomas von Clarmann, 
Georg Beyerle, Torsten Schmidt, Manuel López-Puertas, Bernd Funke,  
Sergio Gil-López, Norbert Glatthor, Udo Grabowski, Michael Höpfner,  
Sylvia Kellmann, Michael Kiefer, Andrea Linden, Gizaw Mengistu Tsidu, 
Mathias Milz, Tilman Steck, Herbert Fischer 

Comparison of GPS/SAC-C and MIPAS/ENVISAT temperature profiles and its 
possible implementation for EOS MLS observations 

573

Jonathan H. Jiang, Ding-Yi Wang, Larry L. Roman, Chi O. Ao,  
Michael J. Schwartz, Gabriele P. Stiller, Thomas von Clarmann,  
Manuel López-Puertas, Bernd Funke, Sergio Gil-López, Norbert Glatthor, 
Udo Grabowski, Michael Höpfner, Sylvia Kellmann, Michael Kiefer,
Andrea Linden, Gizaw Mengistu Tsidu, Mathias Milz, Tilman Steck,  
Herbert Fischer 

Structure and variability of the tropopause obtained from CHAMP radio occulta-
tion temperature profiles 

579

Madineni Venkat Ratnam, Gerd Tetzlaff, Christoph Jacobi 

An assessment of an ionospheric GPS data assimilation process 585
Matthew Angling 

The Continuous Wavelet Transform, a valuable analysis tool to detect atmos-
pheric and ionospheric signatures in GPS radio occultation phase delay data 

591

Achim Helm, Georg Beyerle, Stefan Heise, Torsten Schmidt, Jens Wickert 

The CHAMP atmospheric processing system for radio occultation measurements 597 
Torsten Schmidt, Jens Wickert, Georg Beyerle, Rolf König, Roman Galas, 
Christoph Reigber 

Potential contribution of CHAMP occultation to pressure field improvement for 
gravity recovery 

603

Shengjie Ge and C. K. Shum 



XVI

Analysis of gravity wave variability from SAC-C and CHAMP occultation pro-
files between June 2001 and March 2003 

609

Alejandro de la Torre, Toshitaka Tsuda, Ho Fang Tsai, George Hajj, 
Jens Wickert 

The CHAMPCLIM project: An overview 615
Ulrich Foelsche, Andreas Gobiet, Armin Löscher, Gottfried Kirchengast, 
Andrea K. Steiner, Jens Wickert, and Torsten Schmidt 

Author Index 621

Keyword Index 625



Orbit and Earth Gravity Field
Instruments, Orbit Determination and Gravity Field Recovery 



Ice Mass Balance and Antarctic Gravity
Change: Satellite and Terrestrial Perspectives

Erik R. Ivins1, Eric Rignot1, Xiaoping Wu1, Thomas S. James2, and
Gino Casassa3

1 Jet Propulsion Lab, Caltech, Pasadena, USA eri@fryxell.jpl.nasa.gov
2 Geological Survey of Canada, Sidney, BC, Canada
3 Centro de Estudios Cientificos, Climate Change & Glaciol. Lab., Valdiva, Chile

Summary. Recent advances in the spatial and temporal retrieval of land-based
cryospheric change information south of 42.5◦ allow fairly robust construction of
forward model predictions of the time-rate of change in gravity. A map-view pre-
diction is presented for the time-rate of change in geoid, dN/dt that might be
retrieved from the currently orbiting gravity space craft, CHAMP (Challenging
Mini-Satellite Payload for Geophysical Research and Application) and/or GRACE
(Gravity Recovery and Climate Experiment). Complementary computation of the
surface gravity change, dδg/dt , is also presented. The latter can be recovered from
terrestrial absolute gravity measurements. Also, the computed rate of change Stokes
coefficients for degree and order �, m 1-12 may be used as reliable estimates of the
Southern Hemisphere cryospheric change contribution to the global low-degree har-
monic variability recorded in multidecadal satellite laser ranging (SLR) data sets.

Key words: CHAMP, GRACE, sealevel rise, cryosphere

1 Introduction

With the launching of the CHAMP and GRACE gravity satellite missions
scientists are now provided with a new opportunity to decipher interannual
and interdecadal hydrological changes that may have wide-sweeping societal
implications about changes in the storage and replenishment of large freshwa-
ter reservoirs across the globe [1]. The Antarctic ice sheet stores a water mass
having the potential to raise equivalent sealevel by 57 meters. The stability
of this mass to wasting is quite sensitive to year-to-year changes in oceanic
thermal structure [2]. The level of accuracy provided by the new gravity mis-
sions [3] implies that stand-alone satellite gravity data sets might be brought
to bear on the question of Antarctic ice mass change. The main goal of this
paper is to employ very recent estimates of ice mass balance to investigate the
implications for measurement of the time-dependent gravity south of 42.5◦.



4 Erik R. Ivins et al.

2 Time-varying Stokes Coefficients

A main goal of non-tidal time-varying gravity field determination is to isolate
perturbations to the external gravitational potential on a rigid Earth:

T (r, θ, λ, t) =
GM

r

L∑
�=1

�∑
m=0

2∑
j=1

{Re

r
}� ˙̄C�mj(t) Ȳ�mj(θ, λ) (1)

where r, θ, λ, t are radial position, colatitude, longitude and time, respectively,
and GM is the product of the universal gravitational constant and planetary
mass. The Earth’s surface gravity is g, and mean radius, Re. Here Ȳ�mj are
normalized real surface harmonics [4] and C̄�mj are the Stokes coefficients
with the symbol ˙{ } for time differentiation. We call these later parameters
the time-varying Stokes coefficients and consider physics in which these are
primarily driven by surface density changes σ̇(θ, λ, t) at r = Re. Variations
that conserve mass allow the sum (1) to begin at � = 1.

2.1 The 27-year Record from the Lageos Class SLR
Measurements

Since the launch of Starlette and Lageos I in the mid-1970’s continuous mon-
itoring of ˙̄C�01 for � = 2, 3, 4, 5, 6, 7 has been maintained. Since about 1992,
when a constellation of similar small passive satellites were in orbit, these
have been increasingly reliable observations. There are mass balance coeffi-
cient relations that link these observations to total nonsteric sealevel change
[4] [5] [6]. However, there exists a large number of poorly modeled sources,
aside from glacial isostatic adjustment (GIA) which drives a large compo-
nent of the secular part of the signal [5]. A main inference derived from
the even and odd-chained secular zonal signal, after correcting for GIA, is
that Antarctica may be contributing to equivalent nonsteric sealevel rise rate
(ESLRR) of about ξ̇A = -0.05 to +0.6 mm/yr [5] [6], but with a number of
critical caveats and rather indeterminable error estimates. The situation for
Antarctica, however, has now taken a turn for the better as we now discuss.

2.2 12-year Record of Mass Balance Monitoring

Radar and laser altimetry, on-ice GPS, speckle tracking of ice flow by remote
sensing, ocean temperature and salinity measurements, passive microwave
monitoring from space, ice core data, and grounding line migrations deter-
mined from InSAR, now provide a wealth of new data from which the mass
balance of the principal ice drainage basins of Antarctica may be obtained
[7]. In some parts of East Antarctica the formal errors are comparable to the
drainage basin imbalance estimate. However, these form a relatively small
portion of the total, and are sufficiently small in amplitude that they do
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Table 1. Model ESLRR (equivalent sealevel rise rates) in mm/yr.

ξ̇A ξ̇NZ ξ̇SSA ξ̇AP

0.2410 0.0002 0.1050 0.0809

not degrade a quantitative estimation of satellite retrieved gravity changes
south of the Antarctic Circle. With new Shuttle Radar Topography Mission
(SRTM) data now available for elevation control, revised estimates for the
Northern and Southern Patagonian icefields show that the ice mass loss to
the oceans during the period 1995-2000 is substantial [8], occurring at rates
that rival those of the entire Antarctic continent. Estimates are also available
for glaciers of the Southern Alps of New Zealand [9].

The greatest uncertainty in computing southern hemispheric long wave-
length gravity changes due to continental cryospheric imbalance is a lack of
sound observational constraint on the Antarctic Peninsula region.

2.3 Space and Terrestrial Fields from Cryospheric Imbalances

It is straightforward to convert volumetric ice imbalance into gravity and
crustal motion for elastic Earth models. First, we note that a set of surface
density rate coefficients, ˙̄σ�mj , may be calculated in an expansion similar to
(1) and related to the Stokes rate coefficients as:

˙̄σ�mj =
M

2πR2
e

(� +
1
2
) ˙̄C�mj . (2)

With the direct loading of the ocean (of total rise rate ξ̇) accounted for, these
coefficients are computed from a series of spherical caps with rates of ice
height changes Ḋi. Assuming conservation of mass, the density coefficients
are

˙̄σ�mj = ρice

Idisk∑
i=1

w̃�mj,iḊi − ρw

2� + 1
ξ̇ā�mj (3)

where ρw and ρice are densities of ocean water and continental ice, and ā�mj

are normed ocean coefficients [4]. The total number of caps is Idisk and w̃�mj,i

are disk coefficients (eq. 30b in [10]). The rate of change in the geoid [4] is:

dN

dt
= Re

L∑
�=2

�∑
m=0

2∑
j=1

˙̄C�mj(t) (1 + k′
�) Ȳ�mj(θ, λ) (4)

and the time-rate of change in surface gravity [10] is

dδg
dt

= −g
L∑

�=2

�∑
m=0

2∑
j=1

[
1
2

+ (� + 1)k′
� + 2h′

� ] ˙̄C�mj(t) Ȳ�mj(θ, λ) (5)
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Fig. 1. Power spectra for cryosphere change and GIA models. GRACE annual
recovery error estimate [1] and CHAMP sensitivity estimate for three years [14]
correspond to theoretical limits.

wherein elastic deformation is accounted for by the surface potential and
radial displacement Love numbers, k′

� and h′
�, respectively. Geoid rates may

be constructed using the stand-alone satellite data. The surface rate of change
is measured using absolute gravity instruments placed on bedrock [11] [12].

Integration of Present-day Cryospheric Information Using the cap-
grid structure for ice covered regions, each of the terms w̃�mj,iḊi in (3) is cre-
ated with grid-size varying from small sizes in the Cordillera Darwin (Tierra
del Fuego), Patagonia and the Antarctic Peninsula (radii αi � 0.05◦) to
large caps in East Antarctica (radii αi � 1.28◦). Each of these were treated,
in essence, as cap harmonics. For our purposes, neither spatial nor spectral
smoothing was required and the series were truncated at L = 256, as were
the ocean function coefficients. The total ESLRR associated with land-ocean
mass transfer for four regions south of 42.5◦ S is given in Table 1. The total
rate of change in sealevel, ξ̇, in (3) is assumed to be derived from the net sum
of ice mass changes in the model.

Degree Power Spectra The detectability of the time-dependent field gen-
erated by changes in the continental cryosphere may be scrutinized via the
secular geoid rate power spectrum [13]. Such plots (Figure 1) are diagnostic
of the ability for satellite data to recover the time-dependent field associ-
ated with the large-scale ice mass changes. In Figure 1 the combined mass
exchange of all four regions (A, AP, SSA and New Zealand; NZ ) are as-
sumed. For comparison, the spectra for both global and Antarctic GIA are
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also shown (see [13]). With the exception of Antarctica, GIA has a fairly
reliable time-dependent gravity field.

Antarctic Peninsula Scenario The status of glacial and ice sheet balance
has been greatly improved during the last few years in all but one region:
the Antarctic Peninsula. Data-based models of glacier discharge that scale
seasonal temperature changes to elevation and precipitation, suggest that the
Peninsula is in negative mass balance [15] [16] [17]. The evidence, however,
is somewhat anecdotal. (For example, the observed changes in adjacent ice
shelves [18]). There is not enough data for constructing a complete balance
estimate, and even the net surface mass balance is complicated by short
wavelength orography [19]. We incorporate a scaled model [16] to account for
the Peninsula.

While model inputs for Patagonia are likely significant at a 2−σ level [8],
uncertainty of the Antarctic continent struggles at the 1−σ level [7], a situ-
ation possibly exacerbated by sub-decadal variability [20]. The estimate also
considers reanalysis with newly acquired airborne laser altimetry and radio
echo sounding data [21]. In spite of its large uncertainty, the new estimate is
a great improvement over the simple ’scenarios’ assumed previously [5] [10].

3 Terrestrial and Space Rate Predictions

3.1 Zonal Field

Observations of the amplitudes of the secular zonal harmonic rates are
roughly | J̇� | ∼ 0.3 ←→ 3.0 × 10−11yr−1 for 2 ≤ � ≤ 6 [6]. Table 2 gives
ice change predictions for the very low order zonal gravity field rate coef-
ficients. Clearly, these predictions are of an amplitude comparable to those
derived from long-term SLR observations. For the first time, then, it is more
definitively show that interdecadal cryospheric change in the high latitude
Southern Hemisphere is a major contributor to the overall J̇�-sealevel bud-
get. This is true, even if the ’AP ’ scenario is ignored (the column J̇−AP

� in
Table 2 is for coefficients computed with the net imbalance of the Peninsula
set to zero).

3.2 Non-zonal and Surface Gravity Change

The non-zonal coefficient amplitude is strong enough that CHAMP, GRACE
and follow-on gravity missions could be employed to ’monitor’ the cryospheric
balance state in the Southern Hemisphere. For such analyses, we provide the
lowest 12 degree/order normed rate coefficients in Table 3 for the forward
model that includes the ’AP ’ scenario and provide a map of the corresponding
surface gravity rate change, dδg/dt in Figure 2. Measurement of the surface
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Table 2. Zonal rate coefficients J̇� ≡ −√
2� + 1 ˙̄C�0 (units: 10−11yr−1)

� J̇� J̇−AP
� � J̇� J̇−AP

�

1 -2.034 -1.587 7 -0.170 -0.218
2 1.211 0.929 8 0.055 0.163
3 -1.040 -0.780 9 0.081 -0.064
4 0.755 0.559 10 -0.266 0.104
5 -0.495 -0.381 11 0.478 0.321
6 0.298 0.270 12 -0.677 -0.542

gravity change may be important for separation of solid Earth GIA signa-
tures from current ice mass change related gravity [22] [10]. The future for
terrestrial gravity measurements may, indeed, be a bright one, due to recent
technological advances that allow such instruments greater portability and
lower power levels for continuous operation [23]. The predicted rates of grav-
ity change in West Antarctica and Patagonia exceed annual change amplitude
of 1.5 µgals over wavelengths of several hundred km.

3.3 Geoid Change

Continued improvements in the processing of CHAMP and GRACE data
may soon mean that secular changes in the geoid shall be determined at, or
below, the 1 mm level at half wavelengths, ∆λ � πRe/�, of ∆λ ∼ 1600 km
(� ∼ 12) [24]. Figure 3 shows in mapview the computed annual geoid changes
anticipated for cryospheric land/ocean mass transfer south of 42.5◦ using
recent mass balance estimates [7] [8] [21]. Although preliminary analysis of
CHAMP and GRACE data do not yet show this level of sensitivity, the large
signal (∼ -1 mm/yr) contoured over West Antarctica has 600 ≤ ∆λ ≤ 2000
km, and thus, there is potential for this signal to be detected.

4 Conclusions

The goal of the present paper is to clarify the current status of forward
modeling predictions for interdecadal to multidecadal time-scale cryospheric
change south of 42.5◦ S at high spatial resolution and to offer predictive maps
for estimating both space and terrestrial-based gravity changes. Largely due
to the application of space and airborne monitoring systems and the emer-
gence of InSAR and GPS, great strides have been made in determining ice
mass balance since about 1990. Folding such information into the various
forward/inverse architectures for solving for global water mass fluxes is im-
portant in two distinct areas of gravity research: (1) analysis of mass flux
budgets from the zonal field monitoring provided by SLR; and (2) for the fu-
ture analyses of ice mass budgets in which high resolution data may be able
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to provide an additional tool for deciphering the GIA component of secular
Antarctic gravity change.

Table 3. Non-zonal rate coefficients for ice mass south of 42.5◦ (units: 10−11yr−1)

� m ˙̄C�m
˙̄S�m � m ˙̄C�m

˙̄S�m

1 1 -0.08773 0.50261 9 4 0.01458 0.05543
2 1 0.02346 -0.43268 9 5 -0.07292 -0.00113
2 2 0.08552 0.03383 9 6 0.01382 -0.05086
3 1 -0.01104 0.48439 9 7 0.02130 0.01109
3 2 -0.14452 -0.05936 9 8 -0.00569 0.00524
3 3 0.03178 -0.03324 9 9 -0.00065 -0.00137
4 1 -0.01045 -0.46513 10 1 -0.04409 -0.19464
4 2 0.19257 0.05242 10 2 0.14171 -0.10706
4 3 -0.06405 0.05614 10 3 0.05232 0.02614
4 4 -0.00828 -0.02516 10 4 -0.00072 -0.02467
5 1 0.03937 0.40150 10 5 0.06542 0.00484
5 2 -0.19575 -0.02886 10 6 -0.01848 0.06052
5 3 0.07950 -0.07598 10 7 -0.03325 -0.01775
5 4 0.01583 0.04669 10 8 0.01150 -0.01090
5 5 -0.01305 -0.00067 10 9 0.00222 0.00465
6 1 -0.06038 -0.33111 10 10 -0.00106 0.00031
6 2 0.18137 -0.00915 11 1 0.02961 0.15748
6 3 -0.07874 0.08100 11 2 -0.15805 0.09909
6 4 -0.02673 -0.06773 11 3 -0.07236 -0.02612
6 5 0.03113 -0.00083 11 4 -0.01162 -0.00789
6 6 -0.00193 0.00743 11 5 -0.04577 -0.00992
7 1 0.07038 0.27696 11 6 0.02180 -0.06062
7 2 -0.15689 0.05078 11 7 0.04319 0.02398
7 3 0.05696 -0.07326 11 8 -0.01948 0.01825
7 4 0.02943 0.07988 11 9 -0.00525 -0.01015
7 5 -0.05086 0.00189 11 10 0.00302 -0.00091
7 6 0.00488 -0.01935 11 11 -0.00006 0.00059
7 7 0.00414 0.00241 12 1 -0.01830 -0.10427
8 1 -0.06880 -0.24268 12 2 0.17152 -0.08579
8 2 0.13730 -0.08460 12 3 0.07896 0.03729
8 3 -0.02101 0.05541 12 4 0.01921 0.03356
8 4 -0.02493 -0.07597 12 5 0.01933 0.01545
8 5 0.06719 -0.00099 12 6 -0.02387 0.04968
8 6 -0.00916 0.03514 12 7 -0.04760 -0.02821
8 7 -0.01151 -0.00576 12 8 0.02790 -0.02559
8 8 0.00206 -0.00153 12 9 0.00924 0.01796
9 1 0.05850 0.21989 12 10 -0.00731 0.00189
9 2 -0.13236 0.10379 12 11 0.00015 -0.00203
9 3 -0.01913 -0.03720 12 12 0.00045 0.00024
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Fig. 2. Surface gravity change for absolute and relative terrestrial gravity mea-
surements. Contours of negative dδg/dt are at 0.5 µgal/yr intervals.
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Gravity Model TUM-2Sp Based on the Energy
Balance Approach and Kinematic CHAMP
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Summary. We have used one year of CHAMP data for deriving a gravity field
model based on the energy balance approach. In order to avoid the use of any a
priori gravity information, purely kinematic orbits have been computed from GPS
measurements only. Subsequently velocities have been derived from these kine-
matic positions by two different methods, namely smoothing splines and Newton-
Gregory interpolation. Using the principle of energy conservation, the satellite’s
positions and velocities are transformed into gravitational potential. CHAMP on-
board micro-accelerometry is used to correct for surface forces. For spherical har-
monic analysis the so-called direct approach has been implemented using the full
normal equation matrix. The model, called TUM2Sp, was found to be a more ac-
curate gravity field than EIGEN-2 model.

Key words: gravity field, energy integral, kinematic orbit

1 Introduction

Due to the BlackJack GPS receivers onboard of the CHAMP satellite [Reigber
et al. (1999)], continuous satellite tracking became feasible. Simultaneously,
using the micro-accelerometer onboard, the non-gravitational accelerations
acting on the satellite are measured. These two instruments enable the appli-
cation of the energy integral for gravity recovery from the CHAMP satellite
[cf. Jekeli (1999), or Visser et al. (2003)],

E =
1
2

ẋ2 − V − 1
2

(ω × x)2 −
∫

x

ae · dx −
∫

x

ang · dx (1)

The left hand side of equation (1) is the observed energy along the path
of the satellite, and should be a constant, the Hamiltonian in a conservative
force field. The Hamiltonian is the sum of the gravitational potential, V , and
� on leave from MTA-BME Research Group for Physical Geodesy and Geodynam-

ics, Department of Geodesy and Surveying, Budapest University of Technology
and Economics
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kinetic energy, 1
2 ẋ2 . Employing a rotating Earth-fixed coordinate system the

rotation in it also consumes energy, which is accounted for by the centrifugal
term of equation (1) (1

2 (ω × x)2 ). Further energy variations occur due to
non-conservative forces. Variations due to external gravitational forces (i.e.
direct, solid Earth, pole and ocean tides) are included in the acceleration ae,
while non-gravitational forces acting on the satellite are contained in the ang

vector.
The directly observed variables by CHAMP are the positions, x, and the

non-gravitational accelerations, ang. The velocities, ẋ, were derived from po-
sitions, while the remaining input data are from other sources (Earth rotation
parameters from IERS, planetary ephemerides from JPL, named DE405, and
ocean tide model from UT-CSR).

2 Method

As shown in Gerlach et al. (2003) the disturbing potential derived from
(reduced-)dynamic orbits by the energy integral method is strongly influenced
by the gravity model used for orbit determination. Therefore we stick to a
purely kinematic solution in the present study (for kinematic POD see Švehla
and Rothacher (2003a) and Švehla and Rothacher (2003b)). The flowchart
in Figure 1 illustrates the determination of the gravity field using the energy
integral, starting with a kinematic orbit.

In case of a kinematic orbit we face the problem that only positions and
no velocities are determined. As we need velocities, compare equation 1, these
must be derived from the kinematic positions numerically. Assuming the kine-
matic orbit being noisier than the (reduced-)dynamic one, in our first solution
we attempted to reduce the noise of the kinematic positions by applying a
smoothing on the position residuals (i.e. kinematic minus reduced-dynamic
positions). Unavoidably the smoothing in the high frequencies also affected
the gravity signal part to the same degree. This method was applied for the

reference
orbit

C , Slm lm
x v V

restore

kinematic
POD dt

d
gravity

field
analysis

energy
integral

remove

Fig. 1. Flowchart of the performed CHAMP gravity inversion in the present study.
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TUM-1S model [Gerlach et al. (2003)]. In this case, in a remove-restore so-
lution, smoothing cubic splines were fitted to the position residuals, then
the derivative was taken analytically, and added to the reduced-dynamic ve-
locities. TUM-1S made use of half a year of CHAMP data, which has been
extended for this study to one year. In addition, some minor improvements in
modelling have been introduced. The extended solution is referred as ’cs44’,
and processing steps of it are displayed on the flowchart (Figure 1) with the
reference orbit step included.

Since for derivation of the kinematic velocities in remove-restore way
reduced-dynamic orbits were used (which are known to be dependent on
a priori gravity field), this solution seems to be affected by a priori gravity
information. Prohibiting any possible dependence on the a priori gravity field,
kinematic velocities have now been derived in a reference-field-free manner.
For this we implicitly assume that the measurements are free of systematic er-
rors, so the one year of data exhibits random distribution of the noise (white
noise). For this solution we are approximating the kinematic positions by
a simple interpolation method, namely Newton-Gregory interpolation, and
the derivatives are computed analytically. The interpolation is applied on
the pure kinematic positions. This solution leads to the ’cs45’ coefficient set,
which is named TUM-2Sp officially now. The processing sequence is illus-
trated in flowchart (Figure 1) without the remove-restore step for velocity
determination.

3 Gravity Recovery

The differences of the aforementioned three estimations for a CHAMP-only
gravity field are summarized in Table 1.

The pseudo-observable for the spherical harmonic analysis is the grav-
itational potential of the Earth derived from equation (1). The unknown
potential coefficients, Cnm and Snm, were determined (from the spherical
harmonic expansion of the potential) by least squares adjustment. The ob-
servations have been weighted equally.

The spherical harmonic coefficients were solved up to degree and order
100. As a consequence of the sampling of 30 seconds of the kinematic CHAMP
orbit, which corresponds approximately to gravity information up to degree
and order 90, and the numerical differentiation to obtain kinematic velocities,

Table 1. Gravity models discussed in this study.

data set length of data kinematic velocity reference orbit

TUM-1S 1/2 year smoothing splines reduced-dynamic
cs44 1 year smoothing splines reduced-dynamic
cs45 1 year Newton-Gregory interpolation none
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Fig. 3. RMS differences of geoid
height differences at certain distances.

Table 2. Comparison between geoid heights from GPS/levelling and global poten-
tial models (low-pass filter above degree/order 60) in [cm].

data set EIGEN-2 TUM-1S CS44 CS45 EIGEN-GRACE01S

USA (5168 points) 60.2 64.1 56.4 47.1 41.5
Europe (180 points) 59.3 56.4 55.7 33.1 19.4
Australia (197 points) 67.4 63.3 63.8 52.7 50.3
Japan (837 points) 69.5 65.5 66.7 54.8 51.5

we found disturbing potential signal up to about degree and order 60. In the
higher degrees the noise is strongly dominating (cf. Figure 2). According to
this, the presented sets of coefficients were truncated at degree 60.

4 Results

We ended up with three different gravity fields described in Table 1. These
models were compared to GPS/leveling data over different regions (USA,
Australia, Europe, Japan). The RMS values of the derived geoid height dif-
ferences are listed in Table 2. The Table shows that EIGEN-GRACE01S
model [Reigber et al. (2003b)] provides always the best solution, and cs45
model gets close to that, while the other 3 models are on similar level with
a best performance of the cs44 model. EIGEN-2 [Reigber et al. (2003a)] is
only superior to TUM-1S over the USA.

Table 3 shows the RMS differences of gravity anomalies over land and
ocean and the Arctic based on gravimetric and altimetric data sets (NIMA
[Lemoine et al. (1998)] and AGP [Kenyon and Forsberg (2002)]) with respect
to the five models considered in Table 2.

−1−
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Table 3. Comparison between gravity anomalies from terrestrial/altimetric data
and the considered set of five models (low-pass filter at degree/order 60) in [mGal].

data set EIGEN-2 TUM-1S CS44 CS45 EIGEN-GRACE01S

Land (gravimetry) 13.92 13.78 13.72 13.27 13.25
Ocean (altimetry) 6.61 6.58 6.50 6.12 5.87
Arctic (gravimetry) 14.67 14.55 14.54 14.17 14.14

Figure 3 shows RMS values of the differences of geoid height differences
arranged according to various distances [Gruber (2001)]. The figure can be in-
terpreted as a kind of resolution dependency of the geoid errors, even though
there is no theoretically exact correspondence to degrees of spherical har-
monics. This figure makes use only of the US data. In Figure 3 the EIGEN-2
is superior to TUM-1S - compare also Table 2. In other regions TUM-1S has
slightly lower RMS values than EIGEN-2 (Table 2 and Table 3). CS44 set is
slightly better than EIGEN-2 model, due to the extended one-year data set.
The cs45 set performed better than EIGEN-2 model at all the degrees, and
exhibits characteristic similarities with the EIGEN-GRACE01S model.

5 Conclusion

Based on the tests in the previous section we conclude that (1) EIGEN-
2, TUM-1S and cs44 show similar error characteristics (cf. Figure 3); (2)
solution cs45 and the first GRACE model (EIGEN-GRACE01S) show no er-
ror increase with decreasing distance (Figure 3). This suggest that (a) the
white noise characteristic of the CHAMP kinematic orbits leads to an im-
proved spatial resolution of the gravity model; (b) the gravity model used for
reduced-dynamic orbit determination affects the gravity estimation when one
makes use of the reduced-dynamic orbit as a reference for kinematic velocity
estimation – therefore (reduced-)dynamic orbits should not be involved in
gravity modelling.

As for the accuracy of the models, we should keep in mind that EIGEN-
2, TUM-1S, cs44, cs45 and EIGEN-GRACE01S models are all significant
improvement above pre-CHAMP models. This proves that with CHAMP we
enter into a new era of gravity field modelling. The sequence EIGEN-2, TUM-
1S, cs44, cs45, EIGEN-GRACE01S corresponds in increasing order with this
accuracy. The TUM-1S and the EIGEN-2 models seem to be on a similar
accuracy level, according to the results of the various tests; cs44 is slightly
better due to the extension of the processed data to one year. The accuracy
has significantly improved for cs45 due to change of the processing method
from smoothing to interpolation without any use of a reference orbit. EIGEN-
GRACE01S model reflects the refinements of low-low SST over high-low SST.
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Some of the above mentioned models are available via internet. Visit
http://step.iapg.verm.tu-muenchen.de/iapg/forschen.html for the TUM-1S
and the TUM-2Sp models (the latter is referred as the cs45 set in this paper).
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On the Contribution of CHAMP to Temporal
Gravity Field Variation Studies
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Summary. This study investigates the effect of temporal gravity field variability
on CHAMP and other geodetic satellites. The sensitivity of these satellites to the
lower order and degree harmonics is presented along with the dominant tidal period-
icities. Lumped harmonics from analyses of CHAMP are discussed with a singular
value decomposition identifying the dominant combinations. Temporal variability
in lower order and degree harmonics are presented in studies with and without
CHAMP. These results are compared against those derived from geophysical data.

Key words: Gravity, Lumped harmonics, Temporal variability

1 Sensitivity analyses of CHAMP and other geodetic
satellites

The sensitivity of a particular satellite to the lower degree and order geopo-
tential coefficients can be quantified by using analytical orbit theory (Kaula,
1966). This sensitivity is a combination of the orbital inclination and the or-
bital height given the accentuation of gravity field effects with altitude. For
example, on consideration of the even and odd zonal harmonics

dσe/dt = Σσl
e, σ = Ω, ω, M (1)

dσo/dt = Σσl
ocosω, σ = ω, e (2)

where the superscript, e or o, denotes even or odd zonals respectively. Util-
ising mean orbital elements and rates of change of the angular arguments
the sensitivity of five geodetic satellites, Lageos I and II, Starlette, Ajisai
and Stella, as well as CHAMP, are summarised in Tables 1 and 2. The ta-
bles illustrate the effect of a small change in the zonal harmonics, Jn on
the respective Keplerian elements. The tables show the insensitivity of the
Lageos I and II satellites (ht≈6000km) to the higher degree harmonics. In
contrast, Ajisai (ht≈1200km), Stella and Starlette (ht≈800km) and CHAMP
(ht≈400 − 450km) are sensitive to degree 30 and beyond. It is the different
sensitivities that facilitates the separation of the lower degree and order tem-
poral variability from multisatellite analyses.

Another important consideration for temporal field studies are the pe-
riodicities of the dominant solid earth and ocean tides. In particular, any
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Starlette Ajisai Stella LageosI LageosII Champ
deg ue Ωe ue Ωe ue Ωe ue Ωe ue Ωe ue Ωe

2 49.4 -47.8 38.0 -37.7 -72.6 12.1 -6.6 4.2 6.0 -7.7 -94.8 -4.5
4 61.1 -1.9 42.8 -1.9 -43.3 16.9 0.5 1.5 3.9 -0.6 -76.2 -7.4
6 -11.1 26.5 -5.7 15.9 -22.3 17.8 0.6 0.3 0.1 0.5 -60.9 -9.4
8 -34.0 7.1 -19.1 4.2 -7.2 16.2 0.3 0.0 -0.3 0.1 -52.1 -10.6

10 -2.7 -13.8 -2.0 -6.0 2.7 13.3 0.0 0.0 0.0 0.0 -33.1 -11.3
12 19.7 -7.4 -7.7 -3.2 8.5 10.0 0.0 0.0 -0.1 0.0 -35.1 -11.6
14 6.4 5.9 2.7 1.9 61.0 6.7 0.0 0.0 -0.1 0.0 -28.3 -11.5
16 -9.6 5.7 -2.8 1.8 11.3 3.9 0.0 0.0 0.0 0.0 -22.5 -11.2
18 -6.1 -2.0 -1.7 -0.4 10.1 1.7 0.0 0.0 0.0 0.0 -17.6 -10.6
20 4.0 -3.8 0.8 -0.9 8.2 0.1 0.0 0.0 0.0 0.0 -13.4 -10.0
22 4.5 0.2 1.0 0.0 6.1 -0.9 0.0 0.0 0.0 0.0 -9.9 -9.3
24 -1.2 2.3 -0.2 0.4 4.1 -1.4 0.0 0.0 0.0 0.0 -5.1 -8.5
26 -2.9 0.5 -0.4 0.1 2.3 -1.5 0.0 0.0 0.0 0.0 -4.7 -7.7
28 0.0 -1.2 0.0 -0.1 1.0 -1.5 0.0 0.0 0.0 0.0 -2.8 -6.9
30 1.7 -0.6 0.1 -0.1 0.0 -1.2 0.0 0.0 0.0 0.0 -1.1 -6.1

Table 1. Sensitivity of satellite orbits to even zonal variations (per unit ∆Jn x
1.0d-11) (milliarcseconds/year); ue = Me + ωe

mis-modelling of tidal constituent giving rise to a signal at the annual or
semi-annual frequency will be aliased into those periods and possibility misin-
terpreted as mass redistribution. Table 3 presents the theoretical amplitudes
and periodicities due to the second degree solid earth tide, with k2 = 0.3.
Most of the dominant tidal amplitudes are long-periodic but apart from the
annual and semi-annual zonal solar tide, should not aliase recovery of signa-
tures at the seasonal to annual frequencies.

2 CHAMP Normal Equations: Singular Value
Decomposition

Utilising the precise positioning from GFZ rapid science orbits for CHAMP
and SLR tracking to LageosI/II, Starlette, Stella and Ajisai we have recov-
ered the gravity field up to degree and order 10 over 15 day arcs along with
the other parameters of Table 4. In all orbit computations the a priori grav-
ity field was GGM01C with ocean tidal model CSR3.0. For CHAMP, k0(L)
denotes local accelerometer bias, k1(G) global accelerometer scale factors,
th(L) local thruster accelerations with L indicating a daily solution and G
a 15day solution. For other satellites, Cd denotes daily drag coefficients, Cr
a global solar radiation coefficient and atacc along track accelerations every
(5day) for Lageos.

Normal equations for the gravity field component over each 15day period
were combined with weights according to perceived accuracy of J2 namely,
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Starlette Ajisai Stella LageosI LageosII Champ
deg eo ω0 eo ω0 eo ω0 eo ω0 eo ω0 eo ω0

3 -13.3 325.8 -9.7 4847.8 15.5 -377.6 0.6 -72.6 -1.1 40.7 22.1 -2757.3
5 -13.8 337.5 -9.1 4571.6 12.0 -291.2 -0.2 19.0 -0.6 21.7 23.6 -2950.4
7 7.0 -173.3 3.7 -1851.8 6.5 -158.1 -0.1 15.7 0.0 -1.0 21.9 -2735.9
9 10.8 -265.2 5.4 -2717.2 1.7 -41.3 -0.1 5.2 0.1 -2.0 19.3 -2410.7

11 -1.7 42.1 -0.5 246.4 -1.7 43.2 -0.0 1.0 0.0 -0.2 16.5 -2063.1
13 -6.9 172.2 -2.6 1309.9 -3.8 94.4 0.0 0.0 0.0 0.1 13.8 -1727.3
15 -0.8 18.0 -0.4 193.8 -4.7 117.2 0.0 -0.1 0.0 0.0 11.3 -1417.9
17 3.9 -98.4 1.1 -544.2 -4.7 118.8 0.0 0.0 0.0 0.0 9.1 -1140.6
19 1.4 -35.6 0.4 -214.0 -4.2 106.4 0.0 0.0 0.0 0.0 7.2 -897.2
21 -1.9 49.4 -0.4 192.3 -3.4 86.5 0.0 0.0 0.0 0.0 5.5 -686.9
23 -1.3 33.7 -0.3 140.0 -2.5 63.8 0.0 0.0 0.0 0.0 4.1 -507.9
25 0.8 -20.8 0.1 -52.4 -1.6 42.1 0.0 0.0 0.0 0.0 2.9 -357.7
27 1.0 -25.3 0.2 -74.2 -0.9 23.2 0.0 0.0 0.0 0.0 1.9 -233.4
29 -0.2 5.9 -0.0 5.8 -0.3 8.5 0.0 0.0 0.0 0.0 1.1 -132.1
31 -0.6 16.6 -0.1 34.1 0.1 -2.1 0.0 0.0 0.0 0.0 0.4 -51.0

Table 2. Sensitivity of satellite orbits to odd zonal variations (per unit ∆Jn x
1.0d-11) (milliarcseconds/year)

Lageos I (1.2), LageosII (1.0), Starlette (0.8), Ajisai (0.8), Stella (0.6) and
CHAMP (0.1). On eliminating the contribution of the local parameters the
geopotential normal equations Nx = b can be written using Singular Value
Decomposition (SVD) as N = QWPT , Wx

′
= b

′
where x

′
= PT x and b

′
=

Q−1b. W is a diagonal weight matrix with covariance for x
′
being C = W−1.

SVD identifies the dominant linear combinations for each 15day arc. Thus,
for example, for Lageos 1 (MJD 50864-50879) the dominant combination in
a 4x4 gravity field recovery was the lumped harmonic

J
′
2 = 1.000J2 + 0.369J4 − 0.068J3 − 0.036C2,1 + ...... (3)

The 1σ sd was σJ
′
2

= 2.6e − 11. Equation (3) is to be compared with the
theoretical value from dΩ/dt in Table 1, namely

J
′
2 = 1.000J2 + 0.371J4 + 0.0795J6 + ...... (4)

In contrast, solving for a 10 by 10 field from CHAMP the 46th ranking lumped
harmonic (1σ sd=3.8e-11) for MJD 50249-50264 is

J
′
2 = 1.000J2 +1.613J4 +2.023J6 +2.285J8 +2.433J10 +1.622C4,3−1.619C2,2

(5)
which can be compared against the theoretical value of dΩ/dt in Table 1,
namely

J
′
2 = 1.000J2 + 1.630J4 + 2.060J6 + 2.336J8 + 2.490J10 + ...... (6)
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Tide Theoretical Amplitude Period
(arc secs) (days

∆I ∆ω ∆Ω

055.545 0.0000 1.0934 11.3904 6798.375
056.554 Sa 0.0000 0.0106 0.1101 365.260
057.555 Ssa 0.0000 0.0328 0.3415 182.621
145.555 O1 0.0084 0.1742 -0.0330 13.470
163.555 P1 0.0443 0.7821 -0.1417 153.586
165.555 K1 0.8394 -0.0399 0.9475 966.000
165.565 -0.1324 0.4678 -0.2434 1125.996
166.554 χ1 -0.0041 -0.1374 0.0286 587.344
255.555 M2 -0.4210 0.1419 0.6008 13.285
272.556 T2 -0.0833 0.1804 0.0826 97.239
273.555 S2 -1.9390 5.6909 1.5701 132.517
274.554 0.0254 -0.1165 -0.0107 207.968
275.545 -0.0229 0.2260 -0.0192 450.961
275.555 K2 1.9153 -20.2475 1.9255 483.000
275.565 -0.6131 6.9751 -0.7337 519.940
275.575 -0.0720 0.8871 -0.1023 562.998
276.554 -0.0473 -1.5431 0.4381 1498.387

Table 3. CHAMP tidal amplitudes and periodicities

Sat data data period Parameters Arcs

Ajisai SLR 50859-52424 x, ẋ, Cd, Cr 5d
CHAMP x,y,z 52049-52829 x, ẋ, k0(L), k1(G), th(L) 1d
Lageos1 SLR 50864-52424 x, ẋ, Cr, atacc 15d
Lageos2 SLR 50864-52424 x, ẋ, Cr, atacc 15d
Starllete SLR 50904-52424 x, ẋ, Cd, Cr 5d
Stella SLR 50904-52424 x, ẋ, Cd, Cr 5d

Table 4. Satellite data for gravity field variability

The SVD shows that the dominant combinations are long-periodic for the 5
geodetic satellites while the dominant lumped harmonics for CHAMP involve
the sectorial harmonics.

3 The temporal gravity field: satellite solutions and
geophysical data

Temporal gravity field solutions were recovered every 15day utilising SLR for
the five geodetic satellites with and without CHAMP and from CHAMP by
itself with applied constraints of 0.6e-10 to each amplitude. The amplitude
and phase of the annual signal for a field to degree and order 4 (recovered
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order combinations

1 S2,2; S4,2; S6,2; S8,2
2 C2,2; C4,2; C6,2; C8,2
3 Ist order Cs and Ss
4 S4,4; S6,4; S8,4; S10,4
5 C4,4; C6,4; C8,4; C10,4
6 Ist order Cs and Ss
7 S3,2; S5,2; S7,2; S9,2
8 C3,2; C5,2; C7,2; C9,2
9 S6,6; S8,6; S10,6
10 C6,6; C8,6; C10,6

Table 5. Dominant CHAMP combinations in order of significance from SVD: 10
x 10 field, MJD 52409-52424

1998 2000 2002 2004
Year
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6.0

8.0

C2
0 (x
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0)

observed from combination
annual and semi annual fitting 

Fig. 1. Annual and semi-annual variation in C2,0

from a 6 by 6 solution) are compared against geophysical data in Table 6. The
latter comprised annual and semi-annual variations inferred from CDAS-1
atmospheric pressure data from Jan 1989 to Mar 2002; ocean mass redistri-
bution from the Ocean Circulation and Climate Model (OCCAM) (Webb et
al., 1998) for Jan 1992 to Apr 1996 and land hydrology from VIC (Nijssen et
al., 2001) for 1980 to 1993. The CHAMP only results required the applica-
tion of the constraint to avoid excessively amplitudes. The disparity between
CHAMP and the SLR results is not unacceptable although the results can be
overinterpreted. For, example Fig.1 plots the 15day SLR solutions from 1998
to mid 2002 followed by the CHAMP only solution to mid 2003. The satellite
data has been fitted by annual and semi-annual sinusoids. The strength of
the multisatellite solution prior to 2002 is evident in the consistency of fit and
the low error bars. For the CHAMP only solution, the current methodolgy
gives rise to both larger variability and larger error bars.

-2.0

-4.0

-6.0
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n,m Cn,m Sn,m

Geophy SLR CHAMP SLR&CH Geophy SLR CHAMP SLR&CH

2,0 1.19/294 0.70/291 0.30/316 0.66/288
2,1 0.28/321 0.37/334 0.75/ 32 0.45/ 9 0.49/351 0.71/ 5 0.59/ 97 0.15/307
2,2 0.28/152 0.32/ 15 0.43/269 0.25/ 95 0.25/ 37 0.72/ 43 0.60/ 69 0.36/ 96
3,0 0.98/204 1.79/286 1.43/312 1.04/295
3,1 0.36/309 2.52/239 2.21/152 0.58/ 89 0.80/314 0.98/ 33 1.45/321 0.80/277
3,2 0.29/147 0.12/ 30 0.21/308 0.51/ 7 0.53/298 0.11/ 18 1.00/279 0.36/283
3,3 0.40/ 91 1.02/277 0.32/153 0.71/333 0.38/256 0.18/257 0.79/259 1.51/251
4,0 0.01/174 0.35/ 17 0.25/305 0.17/ 84
4,1 0.27/255 0.50/156 0.31/160 1.14/177 0.38/256 0.16/116 0.15/113 0.16/ 39
4,2 0.22/134 0.10/104 0.73/221 0.22/155 0.68/298 0.78/272 0.70/228 0.43/242
4,3 0.20/ 61 0.96/166 0.65/100 0.23/190 0.46/311 0.49/192 0.32/ 24 0.56/142
4,4 0.55/ 91 0.86/149 0.70/ 81 0.67/105 0.18/307 0.11/ 42 0.05/355 0.38/227

Table 6. Annual variation (amp/phase) in normalized hramonics from mass distri-
bution of atmosphere (CDAS-1), ocean (OCCAM) and hydrology (VIC); amplitude
A (*1.e-10) and phase P (deg) defined by Acos(2π(t − t0)/365.25 + P )

With the method adopted in this study, there is no evidence as yet that
CHAMP can facilitate temporal gravity field recovery due to both the sensi-
tivity to higher degree and order harmonics and the possibility that gravity
field signal is absorbed within the solution vector for CHAMP in Table 4.
Other possibilities include the use of geophysical data to constrain the har-
monics but care must be exercised as global hydrology is poorly defined.
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Summary. GPS-CHAMP satellite-to-satellite and accelerometry data covering 2.5 years of 
the CHAMP mission period were exploited to generate the global gravity field model 
EIGEN-3p revealing considerable improvements in both accuracy and resolution with 
respect to the previous model EIGEN-2. For the year 2001, CHAMP and satellite laser 
ranging data of four satellites were combined to recover largest scale monthly gravity field 
variations that are subsequently analyzed for the annually varying constituents. The 
temporal gravity field variations observed by CHAMP and the SLR satellites are compared 
in the spectral and spatial domain with geophysically (atmosphere, ocean, hydrology) 
predicted gravity variations that do not reflect the large observed scattering in the monthly 
solutions but are of comparable size and distribution on the annual time scale. 

Key words: CHAMP satellite gravity mission, global gravity field model, temporal gravity 
field variations  

1  The CHAMP-only mean Earth gravity field model EIGEN-3p 

EIGEN-3p (European Improved Gravity model of the Earth by New techniques, 
issue 3 preliminary) is the global gravity field model following EIGEN-2 (Reigber 
et al. 2003a) and, like EIGEN-2, is computed solely from CHAMP’s gravitational 
orbit perturbations. The about half a year’s worth of GPS-CHAMP satellite-to-
satellite tracking and accelerometer data that were exploited for the construction 
of EIGEN-2 was expanded to about 2.5 years out of the period July 2000 through 
June 2003. In addition modifications in the data processing and solution procedure 
took place: (1) The bias parameters for the three accelerometer axes are in the 
newly processed two years of CHAMP data solved once per orbit revolution 
(along- and across- track axes) and twice per revolution for the malfunctioning ra-
dial channel, instead of only daily in the EIGEN-2 processing. (2) The stabiliza-
tion of the overall normal equation system by introducing zero pseudo-observation 
for  the  spherical harmonic gravitational coefficients with weights increasing with 
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Fig. 1. Signal/error amplitudes per  
degree in terms of geoid heights. 

Fig. 2. CHAMP minus GRACE models’ 
difference amplitudes per degree and (ac-
cum.) as a function of maximum degree 
in terms of geoid heights. 

increasing degree starts at degree 65 in the EIGEN-3p solution instead at degree 
25 in EIGEN-2.  

The positive effect of the enlarged database and processing modifications with 
respect to EIGEN-2 are obvious from Figures 1 and 2, where the EIGEN-2 and 
EIGEN-3p solutions are compared with the higher resolving GRACE gravity field 
model EIGEN-GRACE01S (Reigber et al. 2003b). Figure 1 gives the signal am-
plitudes per degree in terms of geoid undulations for the three models and for 
Kaula’s 'rule of thumb' (Kaula 1966). It can be seen that the EIGEN-3p solution 
has got full power up to almost degree/order 65, corresponding to a half wave-
length spatial resolution of /2 = 300 km, compared to only 450 km of EIGEN-2. 

The CHAMP minus GRACE models’ difference degree amplitudes as a func-
tion of maximum degree, shown in Figure 2, demonstrate that the EIGEN-3p 
model recovers the geoid with an average accuracy of ±1 cm accumulated over all 
terms up to degree/order 20 (EIGEN-2 up to degree/order 14), or /2 = 1000 km 
spatially, and ±10 cm up to degree/order 55 (EIGEN-2 up to degree/order 44) or 
/2 = 350 km. In spite of the overall superior performance of EIGEN-3p, a degra-

dation in accuracy over the polar areas has been reported for EIGEN-3p compared 
to previous solutions (D. Mc Adoo, C. Wagner, personal communication) that is 
very likely arising from the too weak solution’s stabilization. EIGEN-3p will be 
followed by EIGEN-3 as soon as the reprocessing of all data with the new proc-
essing scheme is completed and an optimum stabilization procedure has been 
found. 

2  Large Scale Temporal Gravity Field Variations 

First attempts to resolve large scale monthly gravity field variations solely from 
CHAMP observations revealed an unrealistically large scattering in the low de-
gree/order spherical harmonic gravitational coefficients when computed as  
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Fig. 3. Observed (CHAMP+4SLRsat) and geophysically predicted (atmosphere+ocean+ 
hydrology) spherical harmonic coefficients’ time series (example for 20C and 44S ) in 
terms of geoid heights, unit: mm. 

monthly time series. Therefore, additional normal equation systems have been 
combined with the CHAMP system which were generated from LAGEOS-1 and –
2, STARLETTE and STELLA laser tracking data covering the year 2001. The 
2001 CHAMP+4SLRsat combined normal equation system then was solved yield-
ing a full gravity field model solution where the coefficients from degree/order 2 
through 4 were resolved at monthly intervals in order to investigate seasonal grav-
ity field variations. 

The gravity field variations at monthly intervals for the year 2001 were also 
predicted from geophysical models, i.e. from atmospheric pressure fields over the 
continents (ECMWF), an ocean circulation model (Hirose et al. 2001) including 
atmospheric forcing and a continental hydrologic model (Milly, Shmakin 2002). 
The resulting fields were then individually and in summation expanded in spheri-
cal harmonics up to degree/order 4 for comparison with the CHAMP+4SLRsat 
observed coefficients. Figure 3 gives two typical examples of coefficients time se-
ries: the agreement 'observed vs. predicted' is quite good as far as 20C  is

Fig. 4. Signal amplitudes per degree in terms of geoid height variability over the year 2001: 
monthly (left) and annual fit (right), unit: mm.
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concerned whereas the 44S  series reveal large discrepancies. The coefficients’ 
time series were then used to determine annual amplitudes and phases for both the 
CHAMP + 4SLRsat solution and the geophysical model predictions. Figure 4 
shows in terms of geoid amplitudes per degree the root mean square (rms) of the 
coefficients’ monthly variations about the mean and the variations of the annual 
fit. The reduction in power by a factor 3 to 5 for the CHAMP+4SLRsat solution is 
due to the considerably large scattering of the monthly values compared to the 
smooth curves obtained from the geophysical models, where the annual constitu-
ent is dominating (cf. Figure 3).  

Table 1 gives the adjusted annual amplitudes and phases per coefficient from 
the CHAMP + 4SLRsat solution and for comparison the solution by Cheng et al. 
(2002), derived from laser tracking data of six satellites over the years 2000 and 
2001, as well as the sum of the annual variations predicted by the geophysical 
models.    

Figure 5 shows the geoid contribution, synthesized from the CHAMP+4SLRsat 
observed and geophysically predicted annual coefficients’ amplitudes and phases 
(degree 2 to 4), at t = 3 months, the sine-terms, and at t ≡ 0, the cosine-terms, 
repectively.

degree
n      

 order 
m

nmC     Amp 
(0.01mm) 

nmC      Phase 
(deg)

nmS      Amp 
(0.01mm) 

nmS      Phase 
(deg)

2
2
2

0
1
2

69
39
28

79
28
25

(90)
(22)
(9)

54
22
181

31
313
132

(57)
(350)
(195)

6
22

-
33
50

(51)
(25)

86
274

-
327
305

(348)
(325)

3
3
3
3

0
1
2
3

31
25
89
49

32
55
98
85

(53)
(16)
(22)
(24)

311
51
221
242

357
37
175
286

(122)
(352)
(181)
(269)

15
40
39

-
40
38
158

(49)
(28)
(21)

21
53
93

-
52
44
30

(13)
(47)
(71)

4
4
4
4
4

0
1
2
3
4

14
18
56
7

45

54
4

64
15
73

(30)
(6)
(24)
(9)
(34)

263
192
348
246
254

128
346
170
292
250

(108)
(77)
(205)
(281)
(261)

59
107
30
29

-
55
42
118
45

(18)
(35)
(19)
(12)

334
34

346
163

-
357
49
49
17

(34)
(56)
(19)
(64)

The phase convention is cos(ft- ), where t is time past Jan. 1, f is the annual frequency, and 
 is the phase. 

Table 1. Amplitude/phase annual variation of the spherical harmonic coefficients in terms 
of geoid heights, unit: 0.01 mm (left column: CHAMP+4SLRsat 2001 observed, middle 
column in grey: 6SLRsat 2001/2002 observed, Cheng et al. (2002), in parenthesis: 2001 
predicted from atmosphere+ocean+hydrology. 
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Fig. 5. Sine (left) and cosine (right) components of the annual variation in the geoid (in 
mm) from spherical harmonic terms of degree 2 to 4 in Table 1, as determined from 
CHAMP+4SLRsat observations (top) and predicted by atmosphere, ocean and continental 
hydrology modelling (middle), and the difference between observed minus predicted fields 
(bottom). Root mean square (rms) values are computed using cosine of latitude as weight.  

The comparisons in Table 1 and Figure 5 show agreements and disagreements 
in both the spectral and spatial domain, which must be attributed to the 
CHAMP+4SLRsat observed time series as well as to the geophysical models 
where especially the hydrologic contributions are quite uncertain. As the results 
obtained so far shall only give a first impression, a thorough investigation and dis-
cussion of the quality of CHAMP resolved temporal gravity variations is left for 
further studies. 
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3  Conclusions

With the single-satellite mission CHAMP, the Earth’s gravity field is resolved 
with a 10 cm geoid accuracy up to degree/order 55 of a spherical harmonic expan-
sion of the geopotential, corresponding to a spatial resolution of 350 km (half 
wavelength) at the Earth’s surface. The 1 cm geoid accuracy threshold is obtained 
at a resolution of degree/order 20, i.e. 1000 km spatially.  

The recovery of temporal gravity field variations due to sub-seasonal and sea-
sonal climatologic mass transports in the atmosphere, oceans and continental hy-
drology, where a geoid accuracy on the mm-level is required, is restricted with 
CHAMP to the longest wavelengths (degree/order 4, half wavelength 5000 km) 
and a time resolution of longer than three months. With these limitations, CHAMP 
cannot compete with the dual-satellite GRACE mission’s results providing higher 
accuracy and resolution thanks to the ultra-precise low-low ranging instrumenta-
tion.  
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Summary. The operational Superconducting Gravimeter (SG) network can play an 
important role for validation of satellite-derived temporal gravity field variations. A 
comparison shows a quite good agreement between SG and CHAMP results within their 
estimated error bars. It could be proved that the SG-derived temporal gravity variations are 
representative for a large area within the µgal accuracy, if the local gravity effects are 
removed.. The long-periodic tidal waves are well determined by ground measurements, 
therefore they can be applied as a reference for validation. For further validation, field SG 
measurements should be carried out in representative areas with large gravity variations 
(e.g. Amazon area).  

Key words: gravity field, CHAMP, Superconducting Gravimeter, gravity variation  

1  Introduction 

One objective of the new-generation satellite gravity missions CHAMP and 
GRACE is the recovery of temporal Earth gravity field variations. For the 
CHAMP mission the gravity resolution is about 1 µgal at a half wavelength spatial 
resolution of λ/2 = 5000 km with a temporal resolution of 1 month. For the 
GRACE mission a largely increased resolution is expected.  

Of fundamental interest is the combination of satellite-based and surface gravity 
measurements. Because CHAMP’s temporal resolution  ranges from 1 month to 
years, surface gravity measurements must have a long-term stability, which only 
Superconducting Gravimeters (SG) fulfil.  

On the Earth surface high-precision gravity measurements are carried out with 
Superconducting Gravimeters forming the SG network of the Global Geodynamic 
Project (GGP). These measurements have a gravity resolution in ngal range and a 
linear drift of some µgal per year.  
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When we compare satellite-derived with ground-measured gravity variations, 
we must ensure to the best knowledge that after preprocessing and reduction of  
known gravity effects both data sets represent the same sources of gravitation and 
spatial resolution. Therefore all local gravity effects must be removed from the 
ground measurements.  

2  CHAMP recovery of temporal gravity field variations 

The CHAMP data processing is performed with an extended EIGEN-2 Earth grav-
ity field model [Reigber et al. 2003]. The input data for this model are:  

- CHAMP-GPS satellite-to-satellite tracking and accelerometer data,  
- Satellite Laser Ranging data of Lageos-1, and -2, Starlette and Stella.  

Normal equation systems were generated to compute the EIGEN-
2CHAMP+4SLR solution for: 

- Spherical harmonic coefficients of the gravitational potential complete to de-
gree/order 120, 

- Coefficients up to degree/order 4 at 30d (monthly) intervals. 
The time related gravity reduction for the CHAMP gravity field solution is per-
formed for the following effects:  

- Atmospheric pressure (direct attraction and loading term): 6-hourly data 
(ECMWF) are used to model temporal variations in the gravitational poten-
tial.

- Ocean tides and ocean loading: The FES 2000 ocean model is applied for 
semidiurnal to long-periodic constituents.  

- Pole tide: The IERS polar motion series are used. 
- Earth tides according to the IERS conventions [McCarthy 2000]. 

From the resulting 12 sets of spherical harmonic coefficients of degree 2 through 4 
(λ/2 = 5000 km) monthly gravity variations have been calculated for the selected 
SG positions in a time span from Dec. 2000 to Dec. 2001 with an estimated stan-
dard deviation of 1 µgal. 

3  Superconducting Gravimeter derived gravity variations 

The SG gravity data are reduced for the same gravity effects as the CHAMP solu-
tion. Additionally local and instrumental effects are removed. 

In a first step the raw SG gravity data are corrected for spikes and offsets. Then 
the linear instrumental drift is removed These preprocessed data are reduced for 
the following gravity effects: 

- Atmospheric pressure: By using the local air pressure a single admittance co-
efficient is calculated, which is used for reduction of the air-pressure-induced 
gravity effect (attraction and loading term),  

- Ocean loading calculated with the FES 95 model [Francis & Mazzega 1990], 
- Pole tide calculated with IERS polar motion series and a gravimetric factor 

of 1.16  [Torge 1989], 
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- Earth tides calculated with analysed tidal parameters based on the Wahr-
Dehant Earth tide model [Wenzel 1996], 

- Local groundwater-level-induced gravity effect: By using water table meas-
urements a single admittance coefficient is determined for reduction of this 
effect [Neumeyer et al. 1999]. 

After these gravity reductions we got the SG gravity variations. For comparing 
with CHAMP, monthly means of the gravity variations were calculated. 

4  Comparison results 

The present SG network comprises 20 stations in operation. Here, six SG stations 
have been selected: Sutherland / South Africa (φ =-32.381 deg, λ=20.811 deg, 
h=1791 m), Vienna / Austria (φ=48.25 deg, λ=16.358 deg, h=192 m), Moxa / 
Germany (φ=50.645 deg, λ=11.616 deg, h=455 m), Metsahovi / Finland 
(φ=60.217 deg, λ=24.396 deg, h=56 m), Wuhan / China (φ=30.516 deg, λ=114.49 
deg, h=80 m), Matsushiro / Japan (φ=36.543 deg, λ=138.207 deg, h=406 m). 

For the time period from Dec. 2001 to Dec. 2002 the gravity data of these sites 
were processed according to the above processing procedure. For comparison 
monthly averages of the gravity variations are used. The assigned CHAMP values 
are taken from the monthly global gravity field solutions for the coordinates of the 
selected SG sites. Gravity variations due to Earth and ocean tides, pole tide and 
atmosphere are reduced in both SG and CHAMP derived series, the remaining 
time variable effects should be due to continental large scale hydrology.  

Figure 1 shows the comparison result. Each station is represented by one box 
with two graphs. The upper part displays the SG measured gravity variations 
(grey) and the monthly averages (black). The lower part shows the CHAMP de-
rived gravity variations (black) and again the monthly averages of  the SG gravity 
variations (grey). For a the better visualisation the curves are created about their 
mean values.

The comparison shows a reasonable agreement in the trend behaviour of the 
gravity variations for all stations: For the stations with large variations (Metsa-
hovi, Wuhan and Matsushiro) the CHAMP solution follows quite well the SG re-
sult too. Concluding we note a significant result of the comparison. The CHAMP 
and the SG are measuring approximately the same gravity variations within their 
estimated error bars. The GRACE result with an expected improved spatial and 
temporal resolution will further improve the significance of the comparison.  

On the other hand the result proves that the Superconducting Gravimeter de-
rived gravity variations, although being point measurements, are representative  
for a large area within the µgal accuracy. Neighbouring stations show coherent 
signals [Crossley & Hinderer 2002]. This is shown on two examples:  

1. The sites Moxa and Vienna which are 435 km apart show nearly the same 
gravity variability. In particular there is also a good agreement in time periods 
smaller than 1 month (Figure 2). 

2. The distance between Wuhan and Matsushiro is about 2300 km. The gravity 
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variations also show a similar behaviour concerning the longer period variations. 
The large scale validity of SG derived gravity variations requires the reduction 

of local gravity effects from the SG series. Therefore, beside precise air pressure 
measurements water table, soil moisture, rainfall, snow loading etc. measure-
ments should be carried out at SG sites. For comparison purposes those SG sites 
are only useful to be employed, where local gravity effects can be well monitored 
and modelled. 

Fig. 1. Gravity variations at Superconducting Gravimeter sites:  
 Upper panel per box:  - SG gravity variations (grey) 
   - SG monthly mean of gravity variations (black) 
 Lower panel per box: - CHAMP monthly gravity field solution (black) 
   - SG monthly mean of gravity variations (grey) 
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Fig. 2. SG gravity variation of Vienna (black) and Moxa (grey). 

For further validation of satellite-based gravity variations, especially for 
GRACE, additional surface gravity measurements with Field Superconducting 
Gravimeters should be carried out in areas with large gravity variations and negli-
gible local gravity effects considering the spatial resolution of the satellite meas-
urements, for instance in the Amazon area where seasonal gravity changes can be 
observed in the order of some 10 µgal.  

5  Long-periodic Earth tides as reference 

For Earth tidal-forces-induced gravity variations the relation between satellite and 
surface gravity variation measurements can be expressed in a first approximation 
by the body Love numbers h and k and the gravimetric factor δ. On the Earth sur-
face the gravimeter is measuring beside the gravitational attraction (mass) the 
gravity effect due to elastic deformation (vertical surface shift) and the deforma-
tion potential (mass redistribution due to the vertical surface shift).  

The gravimetric factor is a function of the Love numbers h and k. For the 
spherical harmonic expansion degree l = 2 we have  

22/3212 kh ⋅−+=δ                 (1) 
With the nominal Love numbers h2 = 0.614 for elastic deformation and k2 = 

0.302 for deformation potential. The gravimetric factor is δ2= 1.16. 
The satellite is not sensitive to the vertical surface shift. Therefore h2 = 0 and 

the gravimetric factor for the satellite measurements can be expressed by  
22/312 kS ⋅−=δ                  (2) 

With k2 = 0.302 one obtains δ2S = 0.547. The ratio between δ2S and δ2 is rδ = 
0.471. Accordingly the gravity signal from the satellite should be smaller than the 
gravimeter signal by this factor rδ. This assumption is valid for the tidal-forces-
induced gravity variations. Therefore the SG gravity data have been reduced by the 
factor Rδ for the CHAMP comparison of tidal waves. 

The long periodic tidal waves STA (period = 121.75 days), SSA (period = 
182.62 days) and SA (period = 365.63 days) are well determined by ground meas-
urements. They have the same source for SG and CHAMP temporal gravity field 
variations. Therefore they can be applied as reference for validation. For non-tidal  
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Fig. 3. Gravity variations for Metsahovi station including Earth tidal STA, SSA and SA. 

forces induced elastic deformation the load Love numbers must be applied. 
Figure 3 shows an example of Metsahovi station. For this purpose the SG data 

have been processed according to the above processing procedure but without re-
duction of the long-periodic tidal waves STA, SSA and SA (GrV_LP). From this 
data set monthly averages (mGrV_LP) are calculated. For comparing with 
CHAMP the mass and deformation potential terms must be considered. Therefore 
the monthly averages are divided by the factor rδ (mGrVP_LP). The station Met-
sahovi has been selected for this simulation because it has the largest long-
periodic tidal  amplitudes of the six selected SG stations. 

Additionally the long-periodic gravity part caused by the tidal waves STA, SSA 
and SA is added to the CHAMP result (mS_LP). This simulation shows that for 
further evaluation studies the well resolved long-periodic Earth tides can be used 
as reference for comparison. Then, in the corresponding satellite based (monthly) 
gravity solution these tidal constituents shall not be reduced. 
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Summary.  The near-polar CHAMP and GRACE satellites are now acquiring vitally 
important new information on the geoid and gravity field of the polar regions.  This 
investigation demonstrates that CHAMP and GRACE data are dramatically reducing the 
large gaps in our knowledge of the Arctic region, constraining the long wavelength 
geopotential (>300 km)  and beginning to yield the high accuracy marine geoid which is 
needed for Arctic oceanographic and sea ice studies.    Using a detailed Arctic surface 
gravity field and an independent altimetric gravity field as benchmarks we have evaluated 
the intermediate-to-long wavelength (> 300km) component of seven CHAMP and two 
GRACE satellite-only gravity models such as the GFZ EIGEN, the NASA PGS and 
UT/CSR.  We evaluate, spectrally, the errors in - and differences between - these satellite-
only models in the Arctic at wavelengths from 300 to 2500 km.  The GRACE models 
accurately resolve Arctic gravity to full wavelengths as short as 500 km while the CHAMP 
models do so to full wavelengths as short as 1000 km.  However the CHAMP models 
continue to show improved resolution as more and better (e.g. lower elevation) data are 
incorporated.  The best CHAMP models agree well with the detailed Arctic ARC-GP 
model to an rms (error of commission) of better than 2.06 mGal (gravity)and 31 cm (geoid) 
for all wavelengths (full) longer than 1100 km.   GRACE-only geoids are precise to 40 cm 
or better (all wavelengths) over large areas of the Arctic.  CHAMP and GRACE-based 
geoids could have the accuracy required to detect (together with altimetry) the poorly 
known dynamic topography of the Arctic Ocean.  As an example, a GRACE/detailed-
gravity hybrid geoid is presented. 

Key words:  Arctic, CHAMP, geoid, GRACE, gravity, sea ice 

1  Introduction

An accurate Arctic gravity field - and geoid - is critically needed by Arctic geolo-
gists, geophysicists, geodesists and particularly by  oceanographers and 
cryosphere scientists.   Studies of Arctic ocean dynamics  and sea ice should bene-
fit substantially from new geoids derived using CHAMP (CHAllenging Minisatel-
lite Payload), GRACE plus surface data.  GRACE and CHAMP will provide the 
long wavelength portion of an accurate marine geoid to which recent and forth-
coming altimeter data can be referred.   Such a geoid is vital, for example, if we 
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are to use ICESat altimeter data for precise estimation of sea ice elevation and 
thickness (Farrell et al., 2003).  Similarly, this geoid will be needed for applying 
ENVISAT and CryoSat altimetry to estimation of dynamic topography and ice 
elevation.  The near-polar orbit of the GRACE and CHAMP missions enables 
them to reduce long-wavelength gravity and geoid errors in the Arctic by at least 
as much as is possible globally.   

1b. Detailed Gravity  A decade ago gravity fields of the Arctic were filled with 
large data voids.  Since 1993 great progress has been made in detailed gravity 
mapping of this ice-covered, inaccessible region.  A gravity field covering the 
ocean between 60°N and 81.5°N  (Fig. 1a) was derived using ERS-1 altimeter data 
(Laxon and McAdoo, 1994, 1998).  Recently, the international Arctic Gravity Pro-
ject (ARC-GP; Forsberg, Kenyon et al., 2002) gravity field was derived from air-
borne, surface and submarine data and was released.  This ARC-GP field (Fig. 1b) 
fills a number  of the large gaps in data coverage that existed heretofore.  Despite 
this progress, gaps in gravity data coverage (Childers et al., 2001) remain particu-
larly in the northernmost Arctic Ocean.  To fill in these gaps and accurately un-
derpin the detailed gravity fields, the accurate long (>300 km) wavelength geopo-
tential information from the GRACE and CHAMP satellite missions is essential.  
Only by combining the accurate, long-wavelength information from GRACE and 
CHAMP with detailed surface gravity will it be possible to compute the required 
high-accuracy marine geoid.   Note the strong similarity between the detailed 
gravity fields in Fig. 1a (south of 81.5°N, ERS’ northern limit) and Fig. 1b even 
though the input gravity data are largely independent.  The gravitational expres-
sion of seafloor details such as continental shelf edges, the Nansen-Gakkel ridge 
and the Chukchi Borderland can be seen clearly in both figures.  This similarity or 
coherence between the ARC-GP and ERS fields validates the ARC-GP.  Therefore 
we will use the more extensive ARC-GP field as our “benchmark” for evaluating 
GRACE and CHAMP gravity. 

Fig. 1.  (a) Arctic Ocean ERS-1 gravity field (left);  (b) ARC-GP detailed gravity, Forsberg, 
Kenyon et al., 2002 (right). 
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2  GRACE and CHAMP satellite-only Arctic gravity 

Fig. 2 displays a plot of the Gravity Recovery And Climate Experiment (GRACE) 
GGM01S satellite-only gravity model (Tapley et al., 2003) and has been evaluated 
here in the Arctic for spherical harmonic coefficients complete to degree and or-
der, n, m, =120.  This model was based upon a preliminary analysis of 111 days of 
micro/s level range-rate data between the two GRACE sub-satellites.  Although 
the attenuation of short wavelength gravity signals at GRACE’s 480 km current 
elevation prevents detection of  anomalies with wavelengths shorter than 300 km, 
one can easily see a correspondence between the GRACE gravity and the detailed 
ARC-GP field in Fig. 1b.  Gravity anomalies associated with the continental shelf 
break, the Nansen-Gakkel ridge and the northernmost Mid-Atlantic (Knipovich) 
ridge are evident in both Fig. 1b and Fig. 2.  Even though the full GRACE 
GGM01S gravity field displays some artificial north-south, sectorial striping with 
an approximate wavelength of 350 km at lower latitudes (< 65°N),  this GRACE 
model exhibits little or no such spurious striping in the Arctic.   GFZ’s GRACE-
only EIGEN-GRACE01S model (Reigber et al., 2003a) from 39 days of tracking 
yields Arctic gravity very similar to that of GGM01S in Fig. 2.   

Two recent CHAMP-only gravity models, PGS7772 (Lemoine et al., 2003) and 
EIGEN2ee (Reigber et al., 2003b) are evaluated over the Arctic and shown in 
Figs. 3a and 3b, respectively, below.  South of 85°N one can see good similarity 
between the two CHAMP models as well as between each of the two CHAMP 
models and the GRACE model (Fig. 2).  Although one can see some spurious 
north-south banding in both Fig. 3a and 3b, real geophysical signals with full 
wavelengths as short as 500 km are clearly evident.  Examples include the pro-  

Fig. 2. GRACE GGM01S (120x120) gravity over the Arctic (Tapley et al., 2003). 
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Fig. 3. CHAMP-only Arctic gravity: (a) [LEFT] PGS7772 (100x100) model (Lemoine et 
al., 2003), (b) [RIGHT] EIGEN-2ee (120x120 plus some terms to 140) model (Reigber et 
al., 2003b). 

nounced gravity low off the northeastern coast of Greenland, the north-south 
trending, positive, shelf-break anomaly at ~228°E along the western edge of the 
Canadian Archipelago (e.g. Banks Island).  Note that north of 85°N the CHAMP 
models in Fig. 3 show ring-like anomalies that differ substantially from “reality” 
(i.e., Fig. 1b or 2).   These poor results north of 85°N are likely due to CHAMP 
having a lower tracking precision than GRACE or to the inclination of CHAMP’s 
orbit which is 87° as opposed to GRACE’s more nearly polar, 89°, inclination. 

Fig. 4. Squared coherency between the ARC-GP Arctic gravity and various GRACE and 
CHAMP satellite only-models (in colors) plus coherency (in gray) between ARC-GP and 
OTHER gravity models (see text). 
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To assess the similarity between our benchmark ARC-GP field (Fig. 1b) and 
the new GRACE-only and CHAMP-only models we have computed the squared 
coherency (or the coherency spectrum) between each of these satellite models and  
the ARC-GP.  Coherency, C, can be interpreted as the correlation coefficient as a 
function of wavelength.  Signal-to-noise  (SNR) equals C/(1 – C) so SNR = 1 
when C = 0.5.  Among satellite-only models prior to CHAMP, e.g. EGM96S 
(Lemoine et al., 1998) and GRIM5S1 (Biancale et al., 2000) we have found that 
EGM96S (70x70) produces the highest coherency (see Fig. 4) and, in turn, all 
CHAMP models shown produce higher coherency than EGM96S.  The CHAMP 
models shown include PGS7772 (100x100), TUM1S (60x60/140x140, Gerlach et 
al., 2003), Eigen2ee, OSU3A (70x70, Han et al., 2004), UCPH (90x90, Howe et 
al., 2003) and EIGEN-2 (Reigber et al., 2003c).  The coherency curves indicate 
that CHAMP models shown all do a significantly better job of resolving Arctic 
gravity than any pre-existing satellite-only model.  Moreover CHAMP models 
confidently resolve full wavelengths as short as 1000 km and are improving.   Of 
the CHAMP models, PGS7772 yields the highest coherencies by a slight margin 
over TUM1S, EIGEN2ee and OSU3A.   Coherencies for the two GRACE models 
in Fig. 4, GGM01S (Tapley et al., 2003) and EIGEN-GRACE01S (Reigber et al., 
2003a) are very similar and are each substantially higher than those of the 
CHAMP models.  The PGM2000 and EGM96surf models (360x360; Lemoine et 
al., 1998; Pavlis, pers comm) are based wholly (EGMsurf) or in part (PGM) on 
detailed surface gravity data some of which were included in ARC-GP.  The 
NOAA-UCL model (Laxon and McAdoo, 1998; Fig. 1a) was derived from re-
tracked ERS-1 data.

3  Low-pass filtered gravity 

Short-wavelength, surface gravity anomalies are attenuated at satellite elevation 
(>450 km for CHAMP and GRACE) and hence are difficult (or impossible) to de-
tect with satellites.   This difficulty is referred to as “omission error”.  In order to 
minimize the effects of this omission error in our comparisons we have low-pass 
filtered the data using a gaussian filter with a full width of 550km, which is 
equivalent to a 2.5° radius.  Before filtering the data are projected from geographi-
cal to rectangular map coordinates.  In Fig. 5 the detailed ARC-GP (cf. Fig. 1b) is 
shown after filtering on the left (5a) and the identically filtered GGM01S  is 
shown on  the right (5b).  Note the striking similarity of these two models after fil-
tering.  The correlation coefficient between them is 0.987! The EIGEN 
GRACE01S (Reigber et al., 2003a) yields a nearly identical correlation coefficient 
of 0.986. 
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Fig. 5. (a) ARC-GP low-pass filtered with a 2.5° gaussian (left);  (b) low-pass filtered 
GRACE GGM01S (right). 

Fig. 6. (a) CHAMP Eigen2ee low-pass filtered with a 2.5° gaussian (left);  (b) low-pass fil-
tered CHAMP PGS-7772 (right). 

In Fig. 6, a gaussian filter identical to that used on ARC-GP and GRACE mod-
els (cf. Fig. 5) was applied to the two CHAMP models Eigen2ee and PGS-7772 
(cf. Fig. 3a,b).  These two filtered CHAMP models show excellent qualitative 
agreement with our benchmark ARC-GP model (Fig. 5a) except within about 6°
of about the north pole where disagreement is clear as ring-like artifacts discussed 
above persist.  The correlation coefficients between the filtered Eigen2ee and 
ARC-GP as well as between PGS-7772 and ARC-GP are 0.862 and 0.909 respec-
tively.  We have done the same filtering to other CHAMP models and the corre-
sponding correlation coefficients are shown in Table 1.  The residuals or differ-
ences between filtered ARC-GP and the various CHAMP and GRACE models are 
also shown in Table 1. 
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GRAVITY RMS Difference  (mGal)   GEOID RMS  
Differences (m) 

Correlation Coef 
w.r.t ARC-GP 

GRACE (GGM01S) 2.34 0.35 0.987
GRACE (EIGEN-GRA) 2.47 0.36 0.986
CHAMP (PGS-7772) 5.69 0.59 0.909
CHAMP (TUM-1S) 6.29 0.664 0.886 
CHAMP (OSU3A) 6.43 0.681 0.881
CHAMP (EIGEN-2ee) 6.86 0.696 0.862
CHAMP (EIGEN-2) 8.02 0.778 0.817
CHAMP (UCPH) 8.31 0.993 0.807
vs other global satellite model: 
Multi-Sat(EGM96S) 8.24 0.995 0.780 

Table 1. RMS Differences and correlation coefficients between ARC-GP and satellite 
models after 2.5° gaussian filtering. 

4  Geoids combining GRACE and surface data 

In Fig. 7a note the GRACE GGM01S (Tapley et al., 2003) geoid which has been 
constructed using all s.h. coefficients complete to degree and order 120.  Plotted in 
Fig. 7b is a hybrid geoid which combines GRACE data at long wavelengths and 
ArcGP at short ones using a remove-restore method as follows. First  the 
GRACE/ggm01s and and the ArcGP geoids were both low- pass filtered  (with a 
3.5° radius gaussian) . Then the filtered ARC-GP is subtracted from the ArcGP it-
self to get residuals which then are added the back to the low pass-filtered 
GRACE. 

Fig. 7. (a) GRACE GGM01S 120x120 geoid (left), and (b) a hybrid geoid combining 
GRACE and ARC-GP models (right, see text). 
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Fig. 8. (a) Left: ERS-1, four-year mean sea surface (MSS), (b) Right: ERS MSS minus hy-
brid geoid (Fig. 7b); Note the windshield-shaped test region F extending from 150E to 
230E (see text). 

As a preliminary demonstration of the utility of such a "Hybrid” Arctic geoid 
we have subtracted it from a mean sea surface (Fig. 8a) constructed from 4 years ( 
'94-'97') of re-tracked ERS-1 data (Peacock and Laxon, 2003) .  The difference be-
tween this mean sea surface and the hybrid geoid is plotted in Fig. 8b.  Does this 
mean sea surface (MSS) minus geoid represent dynamic topography in the Arctic 
Ocean?  Clearly there are some residual, fine scale geoid artifacts which result 
however some evidence of dynamic topography, e.g Beaufort Gyre effects may be 
seen in Fig. 8b.  There are few conventional hydrographic observation in the Arc-
tic with which to judge Fig. 8b.  In test region F (Fig. 8b) the rms difference signal 
is less than 19 cm.   The corresponding difference between the ERS MSS and the 
ARC-GP geoid is 27 cm and the difference between the ERS MSS and GRACE 
geoid is 36 cm.  We appear to be on the threshold of detecting dynamic topogra-
phy of the Arctic Ocean.  However the Arctic Ocean’s dynamic signal is thought 
to be more subtle (Maslowski, 2000), more transient and of a smaller spatial scale 
than that of other ocean basins. So we will need to compute a more precise, de-
tailed, GRACE-based hybrid geoid if we are to confidently detect dynamic ocean 
topography in the Arctic using satellite altimetry from new and future missions.

5  Conclusions

The new CHAMP and GRACE gravity models are yielding substantial, scientifi-
cally important improvements in our understanding of the Arctic geopotential.    
Our analyses show that CHAMP and GRACE accurately resolve Arctic gravity to 
full wavelengths as short as, or shorter than, 1000 km and 500 km respectively.  
Moreover CHAMP models continue to show improvement in resolution – a proc-
ess which should continue as the three-and-half years worth of current CHAMP 
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observations, plus years of future observations, are analyzed. Both CHAMP and 
GRACE are reducing long-wavelength gravity errors in the Arctic by at least as 
much as they are globally. The precision of the EIGEN-GRACE and GGM01S 
GRACE models are nearly identical notwithstanding the larger amount of data in 
GGM01S.  

As an example of how these new satellite missions will benefit Arctic oceano-
graphic and sea ice studies we have presented a preliminary GRACE-ArcGP hy-
brid geoid.  Future GRACE- and CHAMP-based geoids should have the accuracy 
needed to detect - with altimetry - poorly known dynamic topography of the Arctic 
Ocean.

Acknowledgements. We wish to thank S.C. Han, Frank Lemoine, Nikos Pavlis, Christoph 
Reigber, Peter Schwintzer, C.K. Shum for kindly, and in a most timely way, providing us 
with their various gravity model results.  The views, opinions, and findings contained in 
this report are those of the author(s) and should not be construed as an official National 
Oceanic and Atmospheric Administration or U.S. Government position, policy, or decision. 

References 

Biancale R, Balmino G, Lemoine, J-M, Marty J-C, Moynot B, Barlier F, Exertier P, Lau-
rain O, Gegout P, Schwintzer P, Reigber Ch, Bode A, König R, Massmann F-H, Rai-
mondo J-C, Schmidt R, Zhu SY (2000) A New global Earth's Gravity Field Model 
from Satellite Orbit Perturbations: GRIM5-S1. Geophys Res Lett 27: 3611-3614. 

Childers V, McAdoo DC, Brozena, J, Laxon, S (2001) New gravity data in the Arctic 
Ocean: Comparison of airborne and ERS gravity. J Geophys Res 105 (B5). 

Farrell SL, Laxon SW, McAdoo DC (2003) Sea Ice Thickness Determination Using Laser 
Altimetry. Arctic Climate System Study (ACSYS), Final Science Conference "Pro-
gress in Understanding the Arctic Climate System”, submitted. 

Forsberg R and Kenyon SC and Arctic Gravity Project (ARC-GP) working group under the 
International Gravity and Geoid Commission, International Association of Geodesy 
(2002) See http://earth-info.nima.mil/GandG/agp/ and Eos Trans. AGU 80(46), Fall 
Meeting Suppl., Abstract F992, 1999. 

Gerlach C, Foldvary L, Svehla D, Gruber Th, Wermuth M, Sneeuw N, Frommknecht, B, 
Oberndorfer H, Peters Th, Rummel R (2003) A CHAMP-only gravity field from ki-
nematic orbits using the energy integral. Geophys Res Lett 30(20): 2037. 

Han S-C, Shum CK, Jekeli C, Braun A, Chen Y, Kuo C (2004) CHAMP Gravity Field So-
lutions and Geophysical Constraint Studies. This issue. 

Howe E, Stenseng L, Tscherning CC (2003) CHAMP Gravity Field Model UCPH2003. 
Geophys. Res. Abstracts (EGS/AGU) v. 5, 09582, also http://www.gfy.ku.dk/~eva/ 
en/sagrada.php 

Laxon SW and McAdoo DC (1994) Arctic Ocean gravity field derived from ERS-1 satellite 
altimetry. Science 265: 621- 624. 

Laxon SW and DC McAdoo (1998) Satellites provide new insights into polar geophysics. 
EOS Trans. AGU 79(6), 69: 72-73. 

Lemoine FG, Kenyon SC, Factor JK, Trimmer RG, Pavlis NK, Chinn DS, Cox CM, Klosko 
SM, Luthcke SB, Torrence MH, Wang, YM, Williamson RG, Pavlis EC, Rapp RH, 



46      David McAdoo et al.

Olson TR (1998) The development of the joint NASA GSFC and the National Imagery 
and Mapping Agency (NIMA) geopotential model EGM96. NASA Technical Paper 
NASA/TP-1998-206861, Goddard Space Flight Center, Greenbelt. 

Maslowski W, Newton B, Schlosser P, Semtner AJ and Martinson DG (2000) Modeling 
Recent Climate Variability in the Arctic Ocean. Geophys Res Lett 27(22): 3743-3746. 

Peacock NR and Laxon SW (2003) Sea surface height determination in the Arctic Ocean 
from ERS altimetry. J Geophys Res, in press. 

Reigber Ch, Schmidt R, Flechtner F, König R, Meyer U, Neumayer KH, Schwintzer P, Zhu 
SY (2003a) First EIGEN Gravity Field Model based on GRACE Mission Data Only. 
(in preparation for Geophys Res Lett). 

Reigber Ch, Schwintzer P, Stubenvoll R, König R, Neumayer H, Förste Ch, Barthelmes F, 
Balmino G, Biancale R, Lemoine J-M, Loyer S, Bruinsma S, Perosanz F, Fayard T 
(2003b) CHAMP Global Gravity Field Recovery - Status in Satellite-Only and Com-
bined Mean Field Solution. IUGG 2003 (abstract). 

Reigber Ch, Schwintzer P, Neumayer K-H, Barthelmes F, König R, Förste Ch, Balmino G, 
Biancale R, Lemoine J-M, Loyer S, Bruinsma S, Perosanz F, Fayard T (2003c) The 
CHAMP-only Earth Gravity Field Model EIGEN-2. Adv Space Res 31(8): 1883-1888 
(doi: 10.1016/S0273--1177(03)00162-5). 

Tapley B et al. (2003) The GRACE Gravity Model 01 (GGM01) released on July 21, 2003. 
This model was based upon a preliminary analysis of 111 days of in-flight data gath-
ered during the commissioning phase of the GRACE mission (2003) see 
http://www.csr.utexas.edu/grace/gravity/  



Evaluation of Gravity Data by EIGEN-2 
(CHAMP-only) Model in China 

Yang Lu and Hongling Shi 

Institute of Geodesy & Geophysics, Chinese Academy of Sciences, 54 Xudong Road, 
Wuhan, 430077, P.R. China, luyang@asch.whigg.ac.cn

Summary. This paper discussed consistency of long wavelength components of gravity 
field between the EGM96 and CHAMP gravity models and compared the long wavelength 
components of surface gravity data with ones from the models of CHAMP within the same 
spatial resolution, based on the 2-D Gaussian low-pass filter in China and its vicinity. The 
results show that the models of EGM96 and CHAMP are consistent up to about degree 35, 
while above this degrees the EIGEN-2 may have inferior estimates. The evaluation of the 
terrestrial gravity data for China and its vicinities by comparisons with the models of 
CHAMP has confirmed the existence of larger errors and systemic discrepancy. 

Key words: Satellite gravity field mission, Gravity anomaly, Gaussian filter. 

1  Introduction 

Up to the present, we have three main ways to observe gravity field. One is directly 
observing on the earth surface, including terrestrial gravity measurement, airborne 
gravity measurement and shipboard gravity measurement. Another is radar satellite 
altimetry. Third way is satellite gravity field missions such as CHAMP, GRACE 
and GOCE mission. In the three measurements, only the terrestrial measurement 
can provided the full wavelength information of gravity field for points. However 
the gravity data recovery from satellite altimetry, the presently best space 
resolution is 2', included about 98.8% information of gravity field according to the 
study by Tscherning-Rapp spectrum characteristic model for the gravity field (see 
Tscherning 1974). The gravity satellite mission can provide the medium and long 
wavelength information of gravity field. The space resolution of gravity field from 
the CHAMP satellite come to a head about 220 km, only include about 38% 
information of gravity field. It means that the gravity data from multifarious source 
has the different resolution, and including multiform wavelength band of gravity 
field. Therefore calibration and evaluation of gravity data should be transacted 
under the same dimensional scale. In this paper, we use the 2-D Gaussian low-pass 
filter to distill the common components of gravity data sets, namely long 
wavelength components, for comparing and evaluating the gravity data from 
multifarious source, including the satellite gravity data, satellite altimetry data and 
terrestrial gravity data in China and its vicinity. 
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  Fig. 1. Distribution of datasets in test area.

2  Filtering Method 

As well known, a grid gravity field with a certain space resolution is as a 
digitalization image, which is similarly to the two dimensions discrete image 
function. That so, we can dispose the gravity field data according to the method of 
the image processing. The 2-D Gaussian low-pass filter will be used to withdraw 
the long wavelength component of the gravity field. Usually, the Gaussian 
distribution model definition is writ (see Zhang 1998) 
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Here  is standard deviation. 
The 2-D Gaussian filtering made one two-dimension function (original image) 

f(x, y) convolute with the Gaussian function g(x, y), then get the purpose of 
restraining the noise and smooth. The convolution result is h(x, y). In the frequency 
domain, according to the convolution theorem we have 

v)v)F(u,G(u, v)H(u, =                               (2) 

Where G(u, v), H(u, v) and F(u, v) is Fourier transform functions of g(x, y), h(x, 
y) and f (x, y), respectively. As the linear system theory, the G(u, v) is a transition 
function. According to the Fourier transform we can know the Gaussian function 
after Fourier transformed will be still the Gaussian function with the same form, 
then using Fourier inversion we have 

v)]v)F(u,[G(u,Fy)h(x, -1=                          (3) 

3  Short descriptions of used data 

The test area is over the China mainland, China Sea and its vicinities, and western 
Pacific within the pale of the area (0° 55°N, 70° 140°E), with three types 
data areas i.e. mainland area, marine shipboard measurement area and overlapping 
marine area with altimetry derived gravity datasets (see Fig. 1). All data should 
been transformed to the reference ellipsoid with a=6378136.46, 1/f=298.25765 as 
well as EIGEN-2 model used (see Reigber 2003), and arranged in 30'×30' grid. 

3.1 Satellite gravity data 
EIGEN-2 and EIGEN-1S model 

EIGEN-2, the CHAMP-only Earth 
Gravity Field Model, derived from 
altogether six months of CHAMP data, 
made by GFZ according to the CHAMP 
GPS satellite to satellite and 
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Lmax Num. Mean RMS Min. Max.
5 5516 -0.000 0.004 -0.010 0.010
10  0.002 0.026 -0.070 0.050
15  -0.012 0.106 -0.210 0.190
20  0.000 0.191 -0.620 0.530
25  -0.016 0.293 -0.850 0.680
30  0.005 0.397 -1.150 1.110
35  0.011 0.703 -2.20 1.760
40  0.031 0.956 -2.780 2.850
45  -0.060 1.982 -7.100 6.700

Table 1. Gravity anomaly differences
between EIGEN-2 and EGM96 in the test
area for a varying maximum degree of the 
expansion. Units are mGal. 

Lmax Num. Mean RMS Min. Max. 
5 5516 0.001 0.004 -0.010 0.010 
10  0.005 0.042 -0.100 0.100 
15  -0.010 0.096 -0.200 0.200 
20  -0.002 0.253 -0.600 0.600 
25  -0.025 0.382 -0.800 1.100 
30  -0.003 0.543 -1.600 1.700 
35  -0.012 0.806 -2.800 2.600 
40  -0.025 1.118 -3.700 3.200 
45  -0.137 2.761 -10.900 9.000 

Table 2. Gravity anomaly differences
between EIGEN-1 and EGM96 in the test
area for a varying maximum degree of the
expansion. Units are mGal. 

accelerometer data. The EIGEN-2 has been developed to degree 140. The accuracy 
of EIGEN-2 is well below 10 cm and 0.5 mGal in terms of geoid heights and 
gravity anomalies, respectively, at /2=550 km (http://op.gfz-potsdam.de/ 
champ/results/ index_RESULTS.html, see Reigber 2003). 

EIGEN-1S, the satellite-only Earth Gravity Field Model, to degree 119 
including 88 days of CHAMP data was made by GFZ. The solution has got full 
power only up to about degree/order 35 (http://op.gfz-potsdam.de/champ/results/ 
index_RESULTS.html). The accuracy of EIGEN-1S is ±2.5 mGal in terms of the 
gravity anomaly, at /2=550 km (see Reigber 2001, 2002). 

3.2 Terrestrial data sets and marine satellite altimetry data sets 

Terrestrial gravity data include ground gravity data in China mainland, shipboard 
gravity data on China Sea and its vicinity with 30'×30' grid, and altimetry derived 
gravity data sets in West Pacific, include KMS02 (see Andersen 1998, 2001), 
Sandwell’s V.9.2 (see Sandwell 1997), and GMGA97 (see Hwang 1998). 

4  Comparison and evaluation of gravity data 

Before evaluating terrestrial gravity data we compare the satellite gravity models 
EIGEN-1S, -2 and EGM96 in order to examine or look the differences of CHAMP 
models at in a comprehensive way. One possibility to evaluate the models is the 
computation of anomaly difference grids with a varying maximum degree of the 
expansion. The Table 1 and Table 2 show gravity anomaly differences between 
EGM96 with EIGEN-2 and EGM-1S in the test area for a varying maximum 
degree of the expansion, respectively. The statistics shows that the RMS difference 
between the EIGEN-2 and EGM96 model miss 1.0 mGal (Table 1), while 
EIGEN-1S exceeds 1.0 mGal (Table 2) at degree 40. The agreement of the two 
models is quite good up to degree 35(less 0.8 mGal), and thus three models should 
be useful for the detection of long wavelength errors in the terrestrial gravity data. 
However, we would rather EIGEN-2 model than others. 
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Data type Num Mean RMS Min Max 
EIGEN-2—GMGA97 4357 -0.03 2.12 -15.9 12.1
EIGEN-2—V.9.2 4357 -0.08 2.68 -12.5 32.6 
EIGEN-2—Kms02 4357 -0.08 2.87 -17.5 33.6
Average -0.06 2.56 -15.3 26.1

Table 3. Evaluations of the altimeter derived gravity anomalies, with a spatial wavelength 
about 1100 km, by EIGEN-2 model in the western Pacific area. Units are mGal. 

For evaluating the terrestrial data we compute the gravity anomalies from 
EIGEN-2 up to degree 140 on 30' grid in the test area (Fig. 2.a). The original 
gravity is plot on Fig. 2 b, c, d, and e. Using 2-D Gaussian low-pass filter we distill 
the common components from the gravity datasets. In this way, we have the long 
wavelength component of datasets with a space domain wavelength roughly 10° 
(see Fig. 3). From Fig. 2 we can see obviously different from EIGEN-2 and 
terrestrial datasets. However, after filtering the long wavelength components of 
gravity from EIGEN-2 are primitively similar to ones of the terrestrial and 
altimetry data (comparable Fig. 3.a with Fig. 3.b, c, d, e). In other words, we have 
accomplished successfully the common components of gravity field from 
multifarious source by low-pass filtering. 

Fig. 4 shows the residuals of long wavelength gravity between EIGEN-2 and 
ground and shipboard in the test area, respectively. We can see that the plus biggish 

Fig. 2. The gravity anomalies data sets from multifarious source in the test area. Fig. 2.a is 
anomaly computed from EIGEN-2 up to degree 140. Fig. 2.b is the ground- shipboard
dataset. Fig. 2.c, d, e are the data of KMS02, GMGA97 and V.9.2, respectively. 

Fig. 3. Long wavelength gravity anomalies after low-pass filtering by 2D Gaussian filter 
Fig. 3. a, b, c, d, e are long wavelength components of the EIGEN-2, the ground-shipboard,
and KMS02, GMGA97 and V9.2, respectively. 

Fig. 2.a.                 Fig. 2.b.             Fig. 2.c.       Fig. 2.d.        Fig. 2.e. 

   Fig. 3.a.                 Fig. 3.b.            Fig. 3.c.        Fig. 3.d.       Fig. 3.e. 
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Fig. 4. Long wavelength anomaly residuals with the spatial wavelength about 550 km. Fig.
4.a, b, c, d are long wavelength residuals between EIGE-2 and ground-shipboard, and
KMS02, GMGA97 and V9.2, respectively. 

residuals present to the northwestern China and its vicinities, and Qinghai-Tibet 
Plateau (75° 107°E, 26° 35°N). The negative biggish residual was located on 
the Chaidamu basin of China (81° 87°E, 35° 38°N). The statistics shows that 
the RMS difference between the EIGEN-2 and the ground data has a stupendous 
value about ±8.7 mGal. The mean value of the differences is largish about 7.0 
mGal, which should be predicated an existence of the biggish systemic discrepancy 
for ground data. On marine of test area with the shipboard data, the biggish long 
wavelength residuals present to the Southern China Sea and its vicinities. The 
statistics shows that the RMS difference between the EIGEN-2 and shipboard data 
is about ±4.19 mGal. The mean value of the differences is 2.68 mGal, which should 
be implied systemic discrepancy for the shipboard data. On the West Pacific, the 
residual differences between EIGEN-2 and altimetry data are plot in Fig. 4.b, c, d. 
The complicated area is mainly centralized nearby offshore with Philippines, 
Indonesia and Malaysia, nearby Ryukyu, and South China Sea. In these region 
there are more islands and reef, which influence the altimetry accuracy. The 
statistics shows that the RMS of the long wavelength differences between 
EIGEN-2 and altimetry data exceeds ±2.0 mGal (average is ±2.56 mgal). The mean 
difference is less than -0.08 mGal (average -0.06 mgal, see Table 3), which means 
system error from altimetry data is acceptable in the West Pacific. 

5  Conclusions 

The comparisons of gravity models showed that the global gravity field models 
EIGEN-2, EIGEN-1S and EGM96 are consistent up to about degree 35, while 
above this degrees the EIGEN-2 may have inferior estimates due to the limitation of 
CHAMP resolution. That imply three models should be useful for detection of long 
wavelength errors in the terrestrial data. The evaluation of the gravity data for 
China and its vicinities by comparisons of long wavelength with the model 
EIGEN-2 has confirmed the existence of larger errors and systemic discrepancy. 
The majority of biggish differences converged in the Northwestern and the 
Qinghai-Tibet plateau of China. It was found apparent inconsistencies between  

      Fig. 4.a.                  Fig. 4.b.              Fig. 4.c.            Fig. 4.d.   
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shipboard data and EIGEN-2 on the China Sea and its vicinities, and between 
altimetry derived datasets and EIGEN-2 model on the Western Pacific. The reasons 
for the revealed errors may be traced back to lacking or poor quality gravity data 
and substitute errors, especially in the Western mainland of China, while on the 
ocean we suspect datum inconsistencies or errors from the shipboard surveying and 
the satellite altimetry, which one is satellite altimetry errors, the other is recovery 
errors of gravity anomalies from the altimetry data. Otherwise, it is not allow 
neglect that possible reference system inconsistencies or inaccurate coordination of 
gravity stations used. Certainly, it is difficult to avoid these infections. Therefore, 
we expect by dint of the high accuracy global gravity field models derived from the 
satellite gravity missions such as CHAMP, GRACE and GOCE to significantly 
improve the gravity field in terms of a homogeneous and high accuracy and 
resolution. 
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Summary. An extended Jacobi integral describes the energy balance of the motion of a 
satellite referred to a terrestrial reference frame along its orbit. In addition to its classical 
form inertia forces and non-conservative force function contributions are included. If force 
function models and observed satellite orbits are consistent the energy balance sums up to a 
constant. Deviations from it can be caused either by orbit errors or by insufficiencies in the 
force function models. Therefore, the energy integral offers itself as a validation tool for 
consistency checks of force functions and orbit determination results. A basic question is 
the separation of the various sources of inconsistency. In this paper the theoretical 
foundation of the validation procedure is presented. It is shown that the validation method 
can be used to detect deficiencies in the orbit modeling and in the gravity field recovery 
results. Examples are presented how to separate the various causes of inconsistency. 
Applications to the results of the CHAMP mission demonstrate the procedure.  

Key words: Gravity field validation, Satellite orbit validation, Energy balance, Jacobi 
integral, CHAMP, Satellite-to-satellite-tracking. 

1  Introduction 

The satellite missions CHAMP, GRACE and in future GOCE will provide un-
precedented views of the Earth’s gravity field and its changes with time. The grav-
ity field recovery results based on three-years observations of CHAMP and the 
first results derived from satellite-to-satellite tracking of GRACE seem to confirm 
the expectations in precision and consistency of the gravity field. A basic problem 
related to these high-precise gravity field results is a proper validation because no 
comparable information exists. The frequently applied validation and verification 
procedures based on comparisons with existing models in well-determined re-
gions, with altimetric geoids, with GPS-levelling results or based on orbit predic-
tions may not fulfil the demands of a rigorous validation. All these procedures are 
susceptible for a broad spectrum of additional error sources based on the process-
ing procedures and may, therefore, camouflage inconsistencies of kinematically 
observed orbits and the dynamical modelling of the satellite’s motion. A kind of 
“absolute” criterion for the proof of consistency of observed orbit and the dynami-
cal model of satellite’s motion is the energy integral along the orbit, which has 
been applied in satellite geodesy already in 1969 by Reigber (1969). If the various 
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energy constituents do not sum up to a constant then either the orbit is incorrect or 
the force function models are wrong. An advantage is the point-wise application 
along the orbit, avoiding accumulations of errors or instability effects. The size of 
the constant is only of secondary importance, while the structure of the deviations 
from the constant may give hints to specific force function or orbit determination 
deficiencies. This is based on the fact that the energy exchange relations caused by 
the various force function components show typical properties which may open 
the possibility to separate the different sources of inconsistency. A sophisticated 
validation procedure is important not only to control the success of global gravity 
field recovery result; it can be used as well for checking the possibility of a focus 
to regional gravity field features. The inhomogeneous structure of the gravity field 
will produce inhomogeneous signals in the satellite’s motion or in the high-low 
satellite-to-satellite connections of CHAMP and the GPS-satellites. A conse-
quence is that regions with rough gravity field features are not adequately mod-
elled by a series of spherical harmonics. The validation procedure can be used to 
check whether regional improvements of the gravity field may be successful – this 
can be applied a-priori and a-posteriori.  

2  Energy integral along a satellite orbit 

It is well-known that the classical energy balance which describes the exchange of 
kinetic and potential energy is valid only in case of conservative forces. The en-
ergy function ˆ ( )E t  reads, referred to an inertial system:   

2

0
1ˆ ˆ( ) ( )
2

E t MV E const
M

= − + =P R , (1) 

with the linear momentum (mass M, velocity v ) M=P v , a gravitational potential 
( )V R  fixed with respect to the inertial system and the energy constant 0Ê . In case 

of a uniformly rotating Earth (rotation vector Ω ) the gravitational force function 
is not conservative, and therefore, the Jacobi integral has to be applied instead of 
the simple energy balance relation along the orbits (e.g. Löcher, 2003): 

( )
2

0
1ˆ ˆ( ) ( )
2

E t MV E const
M
′′ ′ ′ ′ ′= − ⋅ × − + =P P R RΩ , (2) 

with the potential energy ˆ ( ) : ( )′ ′ ′= −potE t MV R  (quantities which refer to the rotating 
reference system are marked by an apostrophe). The Jacobi integral has to be ex-
tended if the rotation of the Earth is considered time variable and non-conservative 
disturbing forces as tidal forces, Earth tides etc. and surface forces as e.g. air drag 
and solar radiation pressure have to be included in the balance relation. The same 
holds if the sum of all surface forces are measured in-situ by accelerometers. From 
the inertia forces, only the centrifugal force and the Eulerian force show an effect 
on the energy function, while the Coriolis force does not as one easily verifies. 
The energy contribution of the centrifugal force ′Z  reads, (Ilk and Löcher, 2003), 

( )21ˆ
2

′ ′ ′ ′= − ⋅ = − ⋅ ×ZE dtZ R RΩ , (3) 
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and the energy contribution of the Eulerian force ′E ,

( )0

0 0

ˆ |
t t

t
E t

t t

E dt M dt′ ′= − ⋅ = ⋅ ×E R R RΩ . (4) 

The contribution of an arbitrary non-conservative force ′K  to the energy function 
0

ˆ |tK tE ′  by the work 
0

|ttA′  performed by the satellite along the orbit reads: 

0 0

0 0

ˆ | |
t t

t t
K t t

t t

E A d dt
M

′′ ′ ′ ′ ′ ′= − = − ⋅ = − ⋅ − ×PK R K RΩ . (5) 

With these formulae the extended (specific) energy function for CHAMP reads: 

0 0 0 0 0,: ( ) | | | | |t t t t t
sat akz t M S t E t ET t OT tJ E t E E E E E const′ ′ ′ ′ ′ ′= + + + + + = , (6) 

with the sum of kinetic, centrifugal and potential energy ( )E t′ , the surface energy 
0

|takz tE′ , the tidal energy of Moon and Sun 
0, |tM S tE′ , the Euler energy 

0
|tE tE′ , the 

Earth tides energy 
0

|tET tE′  and the ocean tides energy 
0

|tOT tE′ .

3  Energy contributions for CHAMP along PSO arcs 

In this paragraph the extended Jacobi integral due to (6) shall be determined along 
an arc of the so-called Post-processed Science Orbits (PSO) of CHAMP. The 
three-dimensional accelerometer data sets as well as the observations and orbits at 
different production levels are provided by the CHAMP Information System and 
Data Centre (ISDC). The transformations between the terrestrial and celestial ref-
erence frames follow the conventions published by McCarthy (1996). For the 
computation of the tidal energy caused by Moon and Sun the numerical ephemeris 
DE405 of the Jet Propulsion Laboratory (JPL) have been used.  

Fig. 1. Selected energy contributions ( 2 2/m s ) to the extended Jacobi integral for a two-
revolution PSO arc of CHAMP (1.12.2001). 
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The accelerometer measurements to determine the surface force energy for the 
CHAMP orbit have been processed according to the rules of the CHAMP data 
format (Förste et al., 2001). The energy contributions caused by the Earth tides as 
well as by the ocean tides have been based on the models as published by 
McCarthy (1996). As gravity field model the recent satellite-only gravity field so-
lution EIGEN-2 has been used for this test (Reigber et al., 2003). The energy con-
tributions to the extended Jacobi integral in case of a two-revolution arc are shown 
in Fig. 1 to demonstrate the sizes of these various effects. The kinetic and the po-
tential energy as well as the centrifugal energy are not shown here; they are the 
largest by far. In case of consistency of orbit and force function the bottom graph 
at the right hand side should be a constant. The secular trend shown in this graph 
could be caused by an insufficient calibration of the accelerometer data. If a linear 
trend has been removed then a deviation from a constant in the size of 0,26 2 2/m s
remains, which corresponds to approximately 3 cm in the positions.  

Especially the gravity field will have an important influence on the energy con-
stant. Fig. 2 shows the inconsistency effects of Eigen-2 plotted along the subsatel-
lite tracks for a 10-days arc. Similar effects occur 6 months later; the differences 
are shown in Fig. 3. Only orbit-dependent effects are visible while field-dependent 
ones cancel out.  These examples clearly demonstrates the possibility to separate 

Fig. 2. Energy inconsistencies ( 2 2/m s ) caused by the gravity field model Eigen-2, plotted 
along the subsatellite tracks of CHAMP for a period of 10 days. 

Fig. 3. Energy inconsistency differences ( 2 2/m s ) for a period of 10 days with a time lag 
of 6 months referred to the situation shown in Fig. 2. 
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Fig. 4. Energy inconsistencies ( 2 2/m s ) as shown in Fig. 2, but without ocean tides, plot-
ted along the subsatellite tracks for a 10 days arc of CHAMP. 

Fig. 5. Correlograms of the energy inconsistencies caused by the gravity field 
models EGM96, Eigen-2, and ITG-01s for kinematic orbits of CHAMP (60 days). 

force function and orbit determination inconsistency effects. Even certain field 
function constituents leave a specific pattern in the deviation of the energy integral 
from a constant as Fig. 4 demonstrates: in this example the ocean tides are skipped 
in formula (6). Typical ocean related inconsistency effects can be observed. 

4  Application to kinematic orbits of CHAMP 

PSO are based on a dynamical gravity field model and, therefore, are rather 
smooth. Kinematic orbits are much more critical, because they do not contain any 
information on dynamical models and are based exclusively on satellite observa-
tions. The present tests are based on a pure kinematic orbit determination of 
CHAMP provided by M. Rothacher and D. Svehla from the FESG of the Techni-
cal University Munich (Svehla and Rothacher, 2003). The critical point of the ap-
plication of the energy validation approach to kinematical orbits are the velocities 
of CHAMP. They have to be derived from the ephemeris of the kinematically de-
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termined satellite positions. In our approach, the kinematical positions with a 
sampling rate of 30 sec have been filtered twice, based on the variance-covariance 
matrices of the positions. Those positions with an rms larger than 8 cm are sorted 
out a-priori. Then the velocities are determined based on an interpolation polyno-
mial of degree 6. Those velocities which result in an rms for the kinetic energy 
larger than 5 2 2/m s  are deleted as well. The energy inconsistencies are superim-
posed by noise which hampers the detection of systematic effects. But correlo-
grams clearly uncover systematic effects which show the inconsistencies of orbits 
and field functions (Fig. 5). The gravity field EGM96 shows large inconsistencies 
while in case of Eigen-2  (Reigber et al., 2003) only small inconsistencies can be 
detected. In case of the new gravity field model ITG-Champ01E, derived by the 
Institute of Theoretical Geodesy, University Bonn (Ilk et al., 2004), the consis-
tency of field function and orbits seems to be realized up to a high degree.  

5  Conclusions 

The results of this investigation clearly demonstrate that the energy integral is a 
sensitive tool for consistency validation of orbits and force functions. It seems that 
it is even possible to separate different force function contributions. A critical as-
pect is the determination of the velocity based on kinematically derived positions.
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Independent Global Gravity Field Models
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Summary. The new CHAMP and GRACE global gravity field models provide a
significantly improved long wavelength gravity spectrum. These satellite-only mod-
els are therefore a good basis for studying long wavelength errors of the terrestrial
gravity data, as they can be considered as a completely independent source of in-
formation.

In this contribution, the models from the CHAMP and GRACE mission as well
as EGM96 are used for the evaluation of a terrestrial gravity data set for Europe. The
differences are examined both geographically and spectrally. Different techniques are
applied for the evaluation, including spherical harmonic expansions, degree variances
and the multiresolution analysis based on spherical wavelets. All techniques confirm
the existence of small long wavelength errors in the terrestrial gravity data. The
reason for such errors may be various, e.g., lacking or poor quality gravity data in
some regions, or effects of datum inconsistencies.

Key words: gravity anomaly errors, degree variances, spherical harmonics, mul-
tiresolution analysis

1 Introduction

Within the framework of the European Geoid Project, the Institut für Erdmes-
sung (IfE) has collected about 3 million terrestrial gravity data and about
700 million terrain data for Europe and the surrounding marine areas for the
computation of the geoid model EGG97, cf. [3]. The original detailed 1 ′×1.5 ′

gravity grids include residual terrain reductions (RTM). For this study, these
data were averaged in 90 ′×90 ′ blocks to filter out high frequency effects. As
the individual gravity data sources are coming from different national agen-
cies, it is likely that different standards were used for the data processing.
Therefore, small systematic errors may exist in some of the sources. Possible
systematic error sources affecting terrestrial gravity data were studied in detail
in [5], with the largest components coming from inconsistencies in the gravity
and (horizontal and vertical) position reference systems. Moreover, a study
on the effect of such datum inconsistencies on European geoid computations
is given in [2].

The new satellite gravity field missions CHAMP and GRACE have im-
proved the knowledge of the long wavelength spectrum of the gravity field
significantly during the last years. They can therefore be used to identify
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systematic errors in the terrestrial gravity data at long wavelengths. In the
following, the models EIGEN-1S and EIGEN-2 from the CHAMP mission
(cf. [6] and [8]), EIGEN-GRACE01S and GGM01S from the GRACE mission
(cf. [7] and [1]), and EGM96 as the standard high-degree model are used for
the evaluation of the terrestrial data. From all models, 90 ′×90 ′ mean grav-
ity anomaly grids were computed up to degree and order 120 for the area
covered by the EGG97 data set. The evaluation techniques include spheri-
cal harmonic expansions, degree variances, and the multiresolution analysis
(MRA) with spherical wavelets, allowing the localization of features in the
frequency and space domain.

2 Evaluation Techniques

Within the evaluation process, gravity anomaly differences between the ter-
restrial data and the global models as well as between different global models
were computed and analysed. The first technique uses RMS degree variances,
which were computed from spherical harmonic expansions of the difference
grids (up to �max = 120). As the grids are only defined for a small part of
the Earth’s surface, a scaling of the RMS degree variances by a factor of
4π
A was done, where A is the area size on the unit sphere. This leads to de-
gree variances that have comparable magnitudes as those derived from planar
approximation power spectral densities (PSDs), for details cf. [9]. For a geo-
graphical view of the difference patterns, i.e. in the space domain, a spherical
harmonic synthesis with varying maximum degree �max was performed.

Another technique, which allows a combined spectral and spatial evalu-
ation, is the multiresolution analysis (MRA). Spherical wavelet functions Ψ
were used. They only depend on the spherical distance and are defined by
a Legendre series, see [4]. For the MRA, the mother wavelet is contracted
and dilated in fixed steps, resulting in discrete scales j with corresponding
wavelet functions Ψj . The Legendre coefficients for each function determine
the spectral behavior. The range of degrees, where the coefficients are unequal
zero, is the range of the spectral localization for the scale j. Table 1 shows
the spectral bands localized by the smoothed Shannon wavelet (SSW), which
is used in this study.

3 Evaluation Results

Fig. 1 shows the RMS degree variances for 4 selected difference data sets as
well as the errors for 2 of the involved global models. All other cases are
not shown here due to space restrictions. The differences between the terres-
trial data and the CHAMP and GRACE models show a significant increase
around degree 45 and 105, respectively, where the satellite-only models do
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Table 1. Frequency localization of
the smoothed Shannon wavelet

scale j spectral band

0 0 – 1
1 2
2 3 – 4
3 5 – 8
4 9 – 16
5 17 – 32
6 33 – 64
7 65 – 128
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Fig. 1. RMS anomaly degree variances.

not have the full power due to attenuation effects. Considering also the er-
rors of the data sets involved, one can find that the differences are exceeding
the corresponding error estimates by a factor of two up to about degree 35
for the CHAMP models and up to about degree 90 for the GRACE models,
respectively. In these comparisons, the EIGEN-2 model is performing slightly
better than the EIGEN-1S model, while the two GRACE models (EIGEN-
GRACE01S and GGM01S) show very similar results. It should also be noted
that the agreement of the terrestrial data with the EGM96 model is superior
to the other models at higher degrees. However, this is probably due to the
fact, that terrestrial gravity data is already included in the EGM96 model.
At present, the GRACE models should be the best source of information to
determine long wavelength errors of the terrestrial data, allowing spherical
harmonic expansions up to about degree 90.

A geographical view of the difference patterns, derived from the spherical
harmonic expansions up to a fixed maximum degree, is given for some selected
cases in Figs. 2-5. While the agreement of the two global models EIGEN-2 and
EGM96 is very good up to degree 20, the differences between the EGG97 data
and the EIGEN-2 model show a RMS value of 0.8 mgal and maximum values
up to ±3 mgal in the Mediterranean Sea, Eastern Europe, and Greenland. All
these areas are known for their weak data quality. On the other hand, the
agreement between the terrestrial data and EIGEN-2 is significantly better
over the continental parts of central, western and northern Europe. These
regions are covered by high quality gravity data, and only small differences,
possibly resulting from datum inconsistencies, are found. All these features are
even more pronounced in the comparisons with the highly accurate EIGEN-
GRACE01S model. The corresponding differences up to spherical harmonic
degree 50 are shown in Figs. 4 and 5. In the differences between the EGG97
data and the EIGEN-GRACE01S model, the problem areas show up more
clearly with the largest values being about ±8 mgal in the eastern part of the
Mediterranean Sea and Greenland. Again, the discrepancies over central Eu-
rope, where high quality data are available, are very small and below 1-2 mgal.
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Fig. 2. Differences between EGG97 and
EIGEN-2 up to �max = 20.
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Fig. 3. Differences between EGM96 and
EIGEN-2 up to �max = 20.
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Fig. 4. Differences between EGG97 and
EIGEN-GRACE01S up to �max = 50.

6
mgal

Fig. 5. Differences between EGM96 and
EIGEN-GRACE01S up to �max = 50.

Over northern France, a small positive offset exists, while in southern France
and over Switzerland a small negative offset can be seen. These features may
be due to vertical and horizontal datum problems, e.g., the French and Swiss
national height systems are offset with respect to UELN by several dm. More-
over, also the differences between the EGM96 and EIGEN-GRACE01S models
up to degree 50 attain larger values, especially over the Alps and Southeast
Europe, where the data used in the EGM96 development are probably weak.

Considering the results of the spherical harmonic analysis, the most in-
teresting features of the MRA should reside at the scales 4 to 6 of the SSW
(cf. Table 1). The results of the MRA are illustrated exemplarily for scales 4
and 5, again using the differences EGG97/EIGEN-2 and EGM96/EIGEN-2
(see Figs. 6-9). Moreover, an analysis with the GRACE models was done. The
results showed a very good agreement with the EIGEN-2 analysis for scales
up to 5. Due to space restrictions, no details are provided on the GRACE re-
sults. At scale 4 (see Figs. 6 and 7), representing the spectral band from � = 9
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Fig. 6. Differences between EGG97 and
EIGEN-2 from MRA, SSW, scale 4.
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Fig. 7. Differences between EGM96 and
EIGEN-2 from MRA, SSW, scale 4.
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Fig. 8. Differences between EGG97 and
EIGEN-2 from MRA, SSW, scale 5.
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Fig. 9. Differences between EGM96 and
EIGEN-2 from MRA, SSW, scale 5.

to 16, the differences between EGG97 and EIGEN-2 reach extreme values of
±3 mgal and a RMS of about 0.6 mgal. The largest differences are located in
the Mediterranean Sea and in the Russian plains west of the Ural. Again, the
differences between the global models EGM96 and EIGEN-2 are very smooth
with a RMS around 0.2 mgal, and they do not show patterns like the EGG97
comparisons. At scale 5 (� = 17 to 32) the results are more diverse (see Figs.
8 and 9). The differences between EGM96 and EIGEN-2 show a larger RMS
around 1.1 mgal, and the maximum values reach about ±4 mgal. As the anal-
ysis with the GRACE model showed similar features, this indicates areas with
weak data sets in the EGM96 development (e.g., Southeast Europe). In the
EGG97 comparison, small differences are found for most parts of continten-
tal Europe. Only in Southeast Europe, Africa, and at the extreme northern
latitudes, larger differences up to about ±5 mgal are found. Again these are
the areas with lacking or poor quality gravity data.
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4 Conclusions

In this paper, the long wavelength quality of terrestrial gravity anomalies in
Europe and its surrounding seas was investigated using the new global gravity
field models from the CHAMP and GRACE mission. From spherical harmonic
expansions and degree variances significant differences between the terrestrial
and the satellite data were found up to degree 35 for CHAMP and up to
degree 90 for GRACE. The problem areas with larger differences are the the
Mediterranean Sea, Greenland and Eastern Europe, all these areas are known
for their weak data quality. In the continental parts of central, northern and
western Europe, covered by high quality gravity data, the agreement is much
better. Here, only some small effects from datum inconsistencies may exist.
The multiresolution analysis (MRA) confirmed the findings from the spherical
harmonic analysis.
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Summary. The GeoForschungsZentrum Potsdam (GFZ) operationally provides
CHAMP orbit products for various purposes. Here the rapid and ultra-rapid orbits
are highlighted. Significant developments in Precise Orbit Determination (POD) for
Low Earth Orbiters (LEOs), in particular SAC-C and GRACE besides CHAMP,
are described. GFZ also started to generate CHAMP-like rapid orbits for SAC-C
with good accuracy. Furtheron improved LEO orbit accuracies are demonstrated
by simultaneous orbit solutions of the GPS satellites and one or more LEOs in an
integrated approach.
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1 Introduction

The GeoForschungsZentrum Potsdam (GFZ) runs a science data system in the
CHAMP mission [1] ground segment [2] that produces standard orbit prod-
ucts servicing e.g. the mission objectives i.e. gravity field and magnetic field
evaluation and atmospheric and ionospheric applications. Standard orbits are
firstly CHAMP orbit predictions (the PDO products) for ground net antenna
steering, SLR ground station pointing, mission planning and data preprocess-
ing. In [3] procedures and results are given. The second type of standard orbit
is the Rapid Science Orbit (RSO) as input to magnetic field and atmospheric
and ionospheric processors. Goals are laid down in [4], achievements are re-
ported in [5]. The third type is the Ultra-rapid Science Orbit (USO) being of
use for the evaluation of radio occultations for numerical weather prediction
application. Finally the Post-processed Science Orbit (PSO) results in the
course of gravity field recovery work as e.g. in [6].

In the beginning of the mission, POD of CHAMP was a challenge, see
the articles refering to POD in the proceedings of the first CHAMP science
meeting in 2002 [7]. Meanwhile CHAMP orbit accuracies are in the few cen-
timeter range reported by various groups e.g. in this issue, and also shown in
the sequel. In the following, focus is put on the RSO and USO for CHAMP:
the RSO is mainly viewed in its historical evolution in terms of accuracy, the
USO being accurate to the centimeters from its invention, is mainly viewed in
its latency which by intention should be very small. Further on a RSO type
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of orbit for the SAC-C satellite is introduced and characterized in terms of
accuracy. Finally an example of the new and promising approach of the inte-
grated adjustment of various types of observations from a multitude of high
and low altitude satellites [8], i.e. the GPS satellites, CHAMP, SAC-C and the
GRACE satellites, is presented with emphasis on LEO orbit improvement.

2 CHAMP Rapid and Ultra-rapid Orbits

The RSO is generated with a latency of 17 hours on a day by day basis. It
includes CHAMP 30-s ephemerides of two 14-h arcs overlapping by two hours
covering the time between 10 pm the day before the previous day and 0 am the
current day and one GPS 1-d arc with 300-s ephemerides and clocks for the
previous day. The CHAMP orbit accuracy is measured by SLR measurements.
Fig. 1 displays on its left side the development of the accuracy from the
beginning of the production of the RSOs in March 2001, with slightly more
than 20 cm RMS of SLR residuals down to the 4 cm level nowadays. The
improvement is due to newer gravity field models updated by more CHAMP
data and some tuning of the adjustment process. It should be noted that the
SLR RMS values are reported as is with no outlier rejection applied. Therefore
the moving mean of the RMS values indicated by the thick line in the left part
of Fig. 1 gives rather a pessimistic assessment of orbit accuracy. It should also
be noted that the SLR RMS gives a measure of position accuracy of the orbit
as the SLR observations from ground to CHAMP cover all axis directions if
the sample is large. Therefore the 1-D accuracy of the RSO or the accuracy
per coordinate can be said to be slightly above 2 cm, i.e. 4 cm divided by

√
3,

nowadays.
The GPS orbits obey an accuracy of 8 cm per coordinate assessed from

comparisons with the IGS [9] rapid orbit (IGR). The right hand side of Fig. 1
gives the 1-D differences (RMS of the position differences divided by

√
3) and

a moving mean of the point values indicated by the thick line.
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Fig. 1. CHAMP and GPS RSO Orbit Accuracies
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Fig. 2. CHAMP USO Orbit Accuracy and Latency

The USO is generated eight times per day at three hour intervals. As
in case of the RSO, the GPS orbits contain 300-s ephemerides and clocks
spanning one day, the CHAMP orbits contain 30-s ephemerides covering the
last 14 hours of the GPS arc. Accuracies of the GPS orbits are 8 cm per
coordinate as in the case of the RSO. The accuracies of the CHAMP orbits
are slightly worse than in the RSO case. They size at 5 cm per coordinate as
derived from the SLR residuals displayed on the left hand side of Fig. 2.

The USO was invented as a fast available orbit product in April 2002
as input to the rapid processing of radio occultation measurements [10]. Its
latency, i.e. the difference in time between its availability for the users and
its last time tagged ephemeride (covered by observations, not predicted), lies
at 3 hours as displayed on the right hand side in Fig. 2 by the thick line
representing the moving mean of all latencies ranging at the 3 hours level
since some months.

3 SAC-C Orbits

The generation of SAC-C orbits started in July 2003 for particular periods
of the SAC-C mission [11] on demand by the GFZ occultation processing
group. This resulted in occultation products similar in quality to CHAMP
occultation products [12]. Fig. 3 shows two quality measures for the assessment
of the SAC-C orbit accuracies. Unfortunately there are no SLR observations
from ground to SAC-C that could be used as an absolute measure of position
accuracy. Instead we try an assessment by substitute means as the comparison
of our orbits to the orbits produced by JPL [13] shown on the left hand side
of Fig. 3. The mean difference in position is 12 cm with no bias detectable.

On the right hand side of Fig. 3 the standard deviations of the initial
position parameters show globally 7 cm per coordinate axis. Interpreting these
results with the experiences from CHAMP, the accuracy of the SAC-C orbits
may assessed to lie below 6 cm per coordinate.
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4 Integrated Orbit Adjustment for CHAMP, SAC-C,
GRACE and the GPS Satellites

Integrated POD means processing of GPS code and phase observations from
ground stations and from space-borne receivers together with all or some of
all available mission data other than GPS. In this chapter we mix GPS ground
data with CHAMP, SAC-C and GRACE data with focus on effects on POD of
the LEO satellites. The integrated adjustment of GPS ground and space-borne
observations can also be called 1-step solution in contrast to the conventional
procedure where the GPS orbit and clocks are firstly solved, then fixed and
then the LEO orbit is derived based on the space-borne GPS data in a second
step (2-step solution).

In [8] it is shown that the integrated POD of the GPS and GRACE satel-
lites yields, besides improved GPS ephemerides and Earth reference frame
parameters, more accurate GRACE orbits. Table 1 compiles results for the
CHAMP and SAC-C satellites where two 1.5-day arcs beginning of May 2002
demonstrate the improvement on behalf of the orbital fits of GPS and SLR
observations. The SLR measurements are downweighted in the POD process
in order to gain an independent quality parameter.

Table 1. Improved LEO orbits by the integrated adjustment

Observation RMS of Orbital Fit
Type CHAMP SAC-C

2-step 1-step 2-step 1-step
(cm) n (cm) n (cm) n (cm) n

Code 73.89 60368 72.28 60367 124.00 54231 122.48 54230
Phase 2.55 60368 0.73 60367 2.91 54231 1.42 54230
SLR 5.97 264 5.04 264 - - - -
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Table 2 compiles results for the integrated POD of the GPS constellation
with CHAMP plus one or more LEOs, the GRACE satellites and/or the SAC-
C satellite. Table 2 seems to show that adding more LEOs does not improve

Table 2. CHAMP orbit quality by the integrated adjustment with additional LEOs

Observation RMS of Orbital Fit
Type CHAMP SAC-C GRACE

(cm) n (cm) n (cm) n

GPS + CHAMP + SAC-C:

Code 72.33 60369 122.47 54231
Phase 0.74 60369 1.42 54231
SLR 5.19 264 - -

GPS + CHAMP + GRACE:

Code 72.30 60369 47.70 129151
Phase 0.74 60369 0.61 129151
SLR 5.26 264 4.77 297

GPS + CHAMP + SAC-C + GRACE:

Code 72.30 60369 122.46 54231 47.73 129152
Phase 0.74 60369 1.43 54231 0.61 129152
SLR 5.24 264 - - 4.70 297

individual LEO orbit accuracies. However the distribution of the residuals of
the space-borne observations is skew. The reason could come from the unique
weighting of the ground and space-borne GPS observations where the number
of ground observations is more than 10 times the number of the space-borne
observations. Therefore further analyses need to be carried out.

5 Conclusions

GFZ operationally generates Rapid and Ultra-rapid Science Orbits within
the CHAMP ground segment: the RSOs and the USOs. The CHAMP RSO
accuracies have greatly improved over time to the 2 cm range nowadays.
The USO accuracy is slightly worse however the orbits are delivered eight
times a day three hours later than the latest observation in the orbit. GFZ
also generates RSO-type SAC-C orbits with approximately 6 cm accuracy for
occultation data processing. The integrated adjustment of ground and space-
borne observation allows a considerable enhancement of LEO orbit accuracies.
Additional LEOs in the integrated case seem not to increase individual LEO
orbit quality.
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Summary. The Rapid Science Orbit (RSO) is introduced into CHAMP gravity
field processing as an auxilliary tool in order to facilitate the screening and to estab-
lish pre-estimated dynamical parameters, especially accelerometer calibration fac-
tors. It is furthermore shown how so-called pseudo-attitude angles help to edit the
quaternions delivered by the CHAMP on-board star tracker cameras.
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1 Introduction

Gravity field processing at GFZ is presently done in 1.5 day batches [5]. For
every one of those batches, first the so-called screening runs are performed,
then the accumulation of arc-wise normal equations comprising the gravity
field parameters follows. The purpose of the screening runs is to produce
good orbits that are then plugged into the device that accumulates normal
equations for each 1.5 day arc. This paper concentrates on some aspects of
the separation of GPS data editing and the simultaneous establishment of
kinematic parameters (like ambiguities, receiver clock offsets) and cycle slip
search on the one hand from the dynamical parameter adjustment, especially
the accelerometer calibration factors on the other hand. We also want to
highlight some features of attitude data editing for the screening process.

2 Some remarks on the screening process

The arc-wise accumulation of normal equations is preceded by so-called
screening runs. The solve-for parameters in these runs do not comprehend
the gravity field expansion coefficients. The adjustment method applied is the
so-called 2-step process [4], this is basically satellite-to-satellite tracking (SST)
with separate, consecutive runs, first for the adjustment of sender ephemeris,
and then that of the receiver satellite. The measurement types used are space-
borne GPS code and phase observations only. The purpose of the screening
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runs is two-fold. On the one hand, there is the viewpoint of GPS-SST data
editing. The orbit adjustment program EPOSOC of GFZ is capable of detecting
and removing outliers, it can find cycle slips and estimate values for ambi-
guities and receiver clock offsets. On the other hand, there is the aspect of
dynamical parameter adjustment, with a special focus on the acclerometer cal-
ibration factors. Conventionally, both tasks are accomplished in the screening
process at the same time in one sweep in an interleaving manner. Dynamical
parameter adjustment occurs together with the data editing. For arcs as short
as 1.5 days this is perfectly legitimate. In the context of recent experiments,
however, it has been discussed to extend the lengths of the individual screen-
ing arc to 4.5 days. Here unfavourable interactions between the two tasks are
to be expected. Therefore, a new method had to be adopted.

3 Preprocessing via the RSO

The two tasks, data screening and parameter estimation, may effectively be
de-correlated by using the so-called Rapid Science Orbit (RSO) [4] as an aux-
illiary tool. It is available to the external user via the CHAMP Info System
and Data Center (ISDC) [1]. The RSO is reduced dynamically; typically with
a considerable number of empirical parameters estimated. From the analysis
of down-weighted SLR measurements we know that it has an accuracy of some
4-5 cm [2].

The method employed is presented in Fig. 1. The left side of the diagram
describes the GPS-SST data cleaning process and the estimation of kinematic
parameters. OBS denotes the types of observations involved, EST denotes the
parameters to be estimated.

For the time interval of interest, the GPS sender arcs (1.5 day arc lengths,
30 s time steps) are merged with a CHAMP trajectory which is glued together
from 14 hour snippets of the CHAMP RSO. The orbits of the GPS satellites,
their clock offsets and the CHAMP orbit enter the adjustment process as fixed
quantities. As a consequence, all dynamic orbit parameters drop out of the
picture. Only the ambiguities and the receiver clock offsets remain. This step
produces edited GPS-SST data where (hopefully) all cycle slips are found and
marked and all outliers are removed. Furthermore, on the data records, entries
for sender and receiver clocks as well as for ambiguity values are added.

The right side of Fig. 1 shows the data flow for the dynamic part of the
preparatory dynamical orbit adjustment. The dynamical parametrization is
just like that of the conventional screening. The GPS-SST observation data,
however, are replaced by the CHAMP RSO orbit, the spacecraft positions be-
ing pseudo-observations. Again, the observed orbit here is glued together from
14 hour CHAMP trajectory segments. This step produces adjusted dynamical
parameters including accelerometer calibration factors.

Both steps are, due to the role of the RSO, independent. Via the data edit-
ing part, clean GPS-SST data files can be produced for any period of interest



On Calibrating the CHAMP On-Board Accelerometer 73

data edit run

fixed receiver orbits
fixed sender orbits/clocks

Dynamic Adjustment
OBS:  CHAMP orbit

EST:  receiver clock offsets

EST:  dynamical orbit parameters

ambiguities

OBS:  GPS-SST

GPS-SST data

edited GPS-SST data
+ sender clock offsets 
+ receiver clock offsets
+ ambiguities

The Screening Proper
OBS: edited GPS-SST data

CHAMP Rapid Science Orbit
+ sender clock offsets

GPS sender ephemerides

factors
accelerometer calibration
dynamical orbit parameters
pre-estimated

EST: dynamical orbit parameters
receiver clock offsets
ambiguities

Fig. 1. The preprocessing procedure adopting the Rapid Science Orbit.

independently from the dynamic part and stored somewhere for subsequent
use. Likewise, adjusted dynamical parameters may be produced without the
need to wait for the GPS-SST data to be ready.

In the lower part of Fig. 1 then comes the screening proper. The parameter
estimates from the right side of the diagram are taken together with the pre-
screened GPS-SST data produced on the left side of the diagram. From this
point on, conventional screening continues.

If, for a certain period of interest, the RSO is not available, the processor
is capable of substituting a CHAMP kinematic orbit. An extension to the
case of GRACE is possible, where the role of the RSO is taken over by the
Level-1B product provided by JPL for both GRACE satellites [6]. However,
these auxilliary capabilities will not be discussed here.

4 Adjusted accelerometer calibration factors

In order to illustrate one of the effects of introducing the RSO as an auxil-
liary tool, we show in Fig. 2 a plot of the along-track scaling factors of the
accelerometer. The time horizon shown is the whole month of April, 2003.
Most realistic and closest to one are the factors when CHAMP’s trajectory
is adjusted to the RSO, whereas for the conventional screening, when GPS
data are used, the result is often strange and far away from 1. Moreover, the
factors change wildly between individual arcs. If, however, arc-wise normal
equations are accumulated from the same arcs for the whole month, and the
accelerometer calibration factors are solved for together with the gravity field
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Fig. 2. Along-track calibration factors.

expansion coefficients, the appearance of the scaling factors is smooth again,
but they do not settle around 1, but rather at a value between 1.2 and 1.3.

5 Some aspects of attitude quaternion treatment

A given time series is only then fit for being interpolated if it is smooth enough.
It is furthermore only then fit for outlier removal if its individual undistorted
members are small enough, and if the outliers are visibly larger than typical
members of the time series.

The attitude quaternion time series, as delivered by the star tracker cam-
eras, has neither of both properties: As it describes the rotation from the
inertial reference frame to the satellite body frame, it is a macroscopic quan-
tity, and most certainly not small. And it is not smooth, for quaternion time
series are known to have jumps and cusps.

Much better candidates for gap filling and outlier removal are the yaw,
pitch and roll angle of the CHAMP spacecraft, i.e. the angles of the true
attitude vs. a nominal one; nominal meaning in this context that the satellite
body axes are aligned with certain nominal directions like the radial, the
orbit normal or the along-track direction of the spacecraft motion. Yaw, pitch
and roll are small, for they are controlled by the on-board software to remain
within a margin of 2 to 3 degrees [3]. Furthermore, those angles are continuous,
as the satellite attitude does not jump wildly. These angles oscillate with low
frequency between their maximal values.

The idea for quaternion gap filling and outlier removal now goes like this:
From the spacecraft true attitude (expressed in quaternions), the nominal
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Fig. 3. True roll/pitch/yaw vs. pseudo-angles.

attitude is removed, and the small corrective attitude angles yaw, pitch and
roll remain. From these small angles, outliers are eliminated and gaps are
closed via brute-force linear interpolation. The corrected yaw, pitch and roll
angles are then added back to the nominal attitude to give the ”true” attitude
with clean data and gaps closed.

This approach has one drawback: The nominal attitude is derived from
the orbit state vector. It is necessary to have a time series for position and
velocity, from which the nominal attitude matrix can be inferred via trivial
geometrical operations (cross product, scalar product).

In the case of CHAMP, however, this can be avoided. In nominal orienta-
tion, the last column of the matrix transforming from the inertial reference
frame to the satellite body frame is the negative radial direction of CHAMP’s
orbit. It is now easy to show that, if an ellipse-like curve described by a small
number of parameters is fitted through the time series of those last matrix
columns, a pseudo-trajectory results that - at least for the derivation of the
nominal attitude - is as good as CHAMP’s trajectory itself. It is therefore
not necessary to pre-compute a CHAMP orbit to derive a nominal attitude
matrix. Fig. 3 shows the comparison of the true attitude angles vs. the ones
derived from the above-mentioned pseudo-trajectory. The only visible devia-
tion occurs in the pitch axis.

Now to the gap filling: Fig. 4 shows the following experiment: Into a given
quaternion time series, unrealistically large artificial random gaps have been
introduced. Then those gaps have been closed via the described procedure
with the brute-force interpolation of the pseudo-angles. The original gap-free
yaw angle is finally plotted against the reconstructed yaw. Despite the fact
that there are some distortions - when the gaps are too large - the angle time
series exhibit a nearly 100% match.
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6 Conclusions

Introducing the rapid science orbit (RSO) as an auxilliary tool in the screen-
ing process admits a separation of GPS data editing on the one hand from
a preliminary adjustment of dynamical parameters on the other hand. One
of the visible benefits are more realistic starting values for the along-track
scaling factors of the accelerometer already in the screening process prior to
the gravity field recovery.

A central tool for attitude quaternion editing is the introduction of so-
called pseudo-attitude angles that closely mimick yaw, pitch and roll. This
can be achieved using the attitude quaternions entirely alone, no preliminary
CHAMP orbit is necessary.
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Summary. This paper presents a synthesis of the CNES/GRGS routine activities regarding 
the analysis and calibration of the CHAMP accelerometer data. The impact of instrument 
operations and out of specification temperature variation on bias and scale factor estimation 
is demonstrated. Precise dynamic solutions of orbits and calibration parameters have been 
obtained from the processing of two years of data. The results presented here could be 
obtained thanks to the high performances of the accelerometer and GPS tracking.  
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1  Introduction 

Measuring accelerations variations of few 10-9 ms-2 in space remains a challenge. 
A full understanding of the instrument and of its environment as well as a con-
tinuous surveying of its output is needed. CNES/GRGS is involved in the analysis 
and calibration of the accelerometer since the beginning of the mission. A con-
tinuous effort is done to improve the calibration strategy in order to estimate high 
accuracy dynamic orbit solutions and reach the scientific objectives of the gravity 
mission of CHAMP. 

This presentation focuses first on the accelerometer signal status and analysis. 
Then the calibration definition and estimation strategy is given. Bias and scale fac-
tors solutions based on two years of data processing are presented. An alternative 
definition of the bias, which reduces its correlation with the scale factor, is also 
proposed.

2  Measurement status 

2.1  Instrument analysis 

The main concept of the Star accelerometer is reminded in Figure 1. For a full de-
scription refer to [Perret et al. 2001]. The polarization voltage Vproof is applied to 
the charged proof mass which levitates in the electrostatic cage of the Sensor Unit 
(SU).  Voltages from 6 pairs of electrodes maintain the proof mass at the centre of 
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Fig. 1. Accelerometer block diagram. 

the electrostatic cage. These voltages are proportional to the surface forces acting 
on the satellite and provide the linear and angular acceleration vectors through a 
linear combination. The 6 components of these vectors as well as the Vproof voltage 
are then filtered and converted into the Interface and Control Unit (ICU) and fi-
nally delivered to the Space Craft (S/C). Vproof is hardware controlled to be con-
stant. However both the SU and the ICU introduce in the transfer function, biases 
and scale factors which are sensitive to instrumental operations (on/off, reboot, 
ICU calibration test…) and environment (temperature, satellite attitude and ma-
noeuvres…). Finally the 7 measurement channels (6 acceleration and Vproof)
maybe affected by SU and ICU calibration parameters variations. 

Fig. 2. Vproof voltage variations from May 2000 to May 2003. 
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2.2  Surveying the polarization voltage Vproof

We have represented in Figure 2 the temporal variations of Vproof since the begin-
ning of the mission. Several ICU operations like reboots, and slot permutation 
(nominal to spare) as well as the on board temperature (scaled by 10-3) are also 
mentioned. Vproof voltage at the output of the accelerometer is obviously not con-
stant and clearly correlated with the instrument operations and out of specification 
temperature changes which have occurred during full sun orbit periods. Similar 
variations of the calibration parameters of the acceleration measurement channels 
may be expected. Nevertheless no secular drift of Vproof  is observed. 

2.3  Signal jumps 

Signal “jumps” appear on both linear and angular acceleration channels since the 
beginning of the mission. These discontinuities are too fast (less than one second) 
and too large (few 10-8 m.s-2 and few 10-7 rad.s-2) to have a dynamic origin. Even 
if no clear instrumental explanation can yet be given, series of jumps seem to be 
concentrated after ICU operations and are correlated with satellite eclipse events 
(very few jumps during full sun orbit). Furthermore, even if the sign changes from 
one jump to the other, the accumulated signal systematically results in a drift. For 
example the sum of the observed jumps of the tangential linear acceleration chan-
nel gives, after 4 months, a variation of 10-6 m.s-2 which is one order of magnitude 
larger than the bias variation observed on the 3 years of mission (see section 4.1). 
One explanation could be that after each jump the signal slowly comes backs to its 
original level so the secular instrumental bias is not affected. 

3  Data processing 

3.1  Calibration equation 

The calibration equation links the surface acceleration (SF) acting on the proof 
mass with the accelerometer output (ACC) as it is delivered to the scientific com-
munity. It can be defined by : 

γACC   = ScaleSU+ICU . (γSF + BiasSU+ICU) (1)
with: BiasSU+ICU = BiasSU + BiasICU . ScaleSU (1a)
 ScaleSU+ICU = ScaleSU . ScaleICU (1b) 
The very conception of the instrument makes its a priori on ground calibration 

impossible. The accelerometer bias and scale factor have to be a posteriori 
estimated through dynamic orbit adjustment [Perret et al. 2001]. It is clear from 
equations (1a&b) that the SU and ICU contribution cannot be separated and only 
BiasSU+ICU and ScaleSU+ICU will be estimated. In addition, calibration parameters 
are sensitive to on board operations and out of specification temperature variations 
as seen in chapter 2.2. Furthermore, the accelerometer itself is specified to be 
stable in a frequency bandwidth limited to 10-1-10-4 Hz [Grunwaldt 1998]. 
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Several strategies have been evaluated to estimate the global accelerometer 
calibration parameters. We propose to solve for one bias and one scale factor per 
satellite revolution using the initial values given in Table 1. 

 R T N 
A priori BIAS (m/s2) -0.84 e-4 0.3555 e-5 0.43 e-4 
A priori SCALE 0.83 0.83 0.83

Table 1. Initial bias and scale factor values for the period May 2001 - May2003. 

3.2  Data processing  

Calibration parameters are estimated through a classical least-squares adjustment 
in which the residuals between GPS Satellite to Satellite Tracking (SST) observa-
tions and a modeled orbit are minimized. The dynamic approach consists in esti-
mating CHAMP’s positions from the numerical integration of, on one hand mod-
eled gravitational accelerations, and on the other hand, measured surface 
accelerations. We processed zero-difference pseudo-range and phase GPS data 
with the CNES/GRGS GINS POD software. GPS satellites orbits and clocks at a 
30 second sampling were fixed to a priori solutions. More than 500 one-day arcs 
have been computed from May 2001 to May 2003. Down-weighted SLR observa-
tions were also included in the processing in order to get an objective checking of 
the orbit quality. The global RMS of phase and SLR observations residuals is re-
spectively, 1.0 and 4.6 centimetres.

4  Calibration results 

4.1  Solutions 

Figure (3a) and (3b) represent the one per revolution bias and scale factor solution 
from the 500 arcs. Continuity constraints of 10-7 ms-2 and 5% have been applied. 
All the solutions are remarkably stable (even if significant variations at the scale 
of a few weeks clearly show up) except for the radial bias that is obviously drift-
ing. Its deviation exceeds 10-6 ms-2 in two years while the expected physical signal 
(lift acceleration) should not vary by more than 10-8 ms-2. Even if most of the ef-
fects of the X3 electrode failure have been corrected in level-2 accelerometer data 
[Perosanz et al. 2003], this remaining drift clearly belongs to this SU anomaly. 
Nevertheless, estimating new calibration parameters every satellite revolution 
compensates for this effect. 
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Fig. 3. Bias (a) and scale factor (b) solution from May 2001 to May 2003. 

4.2  Bias and scale correlation  

It can be anticipated from equation (1) that bias and scale solutions are correlated. 
This is even more critical when calibration parameters are applied to data that con-
tain a systematic signal like the tangential linear acceleration (atmospheric drag). 
In such case, scale factor variations applied to the mean signal level has the same 
signature as bias variations. We could verify that the two sets of solutions were 
clearly correlated.

One alternative is to change the definition of calibration parameters and include 
in the bias the mean level of the considered signal. Figure 4 compares the classical 
“raw solution” to this new “scale correction solution” for the tangential bias. The 
apparent noise of the series is reduced so that a new signal signature seems to ap-
pear. During the full sun orbit period, for example, the series of biases seems to be 
correlated with the on board temperature changes. 

(a)

(b) 
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Fig. 4. Correlated and un-correlated tangential bias. 

5  Conclusions 

Our evaluation is based on more than two years of data analysis. The STAR accel-
erometer on board CHAMP is still working remarkably well with high perform-
ances and continuous data availability. High quality dynamic orbit are computed 
on a routine basis at CNES/GRGS. 

However, a very careful calibration procedure is needed and calibration pa-
rameters must be estimated every satellite revolution in order to take into account 
the drift of the Radial signal and the sensitivity to satellite environment and opera-
tions (ICU reboots, out of specification temperature variations…). 

In addition, the sets of tangential calibration parameters are clearly correlated. 
Including the mean signal in the definition of the biases, helps to decorrelate them 
from the scale factors.  
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Summary: A new method to estimate CHAMP satellite-borne GPS receiver clock bias 
change is presented in this paper, according to the following approach. The difference 
between two neighboring epoch phase observations includes real CHAMP-GPS distance 
change, CHAMP clock receiver bias change, cycle slip and other corrections. Real 
CHAMP-GPS distance change can be obtained at a relatively high precision from a 
dynamic orbit. As a result, the CHAMP GPS receiver clock bias and cycle slip can also be 
determined at a high precision.  

Key words: CHAMP, clock bias, cycle slip 

1  Introduction 

The observed distance of CHAMP satellite-borne GPS receiver is affected by sev-
eral main sources such as GPS satellite clock bias, CHAMP GPS receiver clock 
bias, ionosphere, multi-path, and additional cycle slips for carrier phase dis-
tance(D. Svehla et al. 2003). For orbit determination in a high precision, all effects 
from these sources should be correctly detected and removed. Multi-path effect on 
the observed distance is in centimeters, and can be reduced by special designed 
antenna and GPS receiver. Ionosphere effect on the observed distance reaches me-
ters, and can be decreased to a few centimeters by using dual-frequency observing 
data. GPS satellite clock bias may be hundreds microseconds, about tens of kilo-
meters when converted to distance, but it can be obtained from the SP3 ephemeris 
file in a precision of centimeters. For CHAMP GPS receiver clock bias, it may 
have an effect of hundreds meters on the observing distance, and must be esti-
mated and removed by using differential data during the process of orbit determi-
nation.  

In this paper, we proposed a new strategy to detect CHAMP GPS receiver 
clock bias changes and cycle slips.   

2  Theory 

The observation equation for CHAMP zero differenced carrier phase measure-
ments between CHAMP GPS receiver and GPS satellite can be written in an iono-
sphere-free linear combination as (Blewitt, 1990): 
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 (1) 

where: 
i    epoch index
ρ   geometric distance 
c   light speed 
tr, ts   receiver clock bias and GPS clock bias
f1, f2   GPS signal frequency 
L1, L2  phase measurements 
N1, N2  ambiguity 
δrel   relativistic correction 
δrmass, δsmass mass center correction. 

All right terms of Equation (1) can be obtained, except receiver clock bias and 
ambiguity N1, N2. The geometric distance change between two neighboring epochs 
can be written as: 

 (2) 

∆ denotes the change between two neighboring epochs. From the Equation (2), 
one can recognize that the change of the phase observations between two 
neighboring epochs includes real CHAMP-GPS distance change, CHAMP clock 
receiver bias change, cycle slip and other corrections. Theoretically, if geometric 
distance change can be obtained, the receiver clock bias change and cycle slip also 
can be detected and determined, because CHAMP clock bias change affects all 
GPS measurements at one observing epoch, while cycle slip only affects single 
measurement.  

Fortunately, we can use a dynamic method to integrate the orbit to simulate the 
geometric distance change (Mader, 1986). However, at first, we must assume that 
the observing orbit and the integrated orbit are different. Then, we should find out 
the condition, under which the geometric distance change can be replaced by the 
integrated value.  

The observing distance and the integrated one can be expressed as GPS earth 
center vector subtracting by CHAMP earth center vector: 

 (3) 

 (4) 

where c denotes integrated vector, o denotes observing vector. R represents GPS 
satellite earth center vector. The changes between two neighboring epoch 1 and 2 
are

( ) ( )
smassirmassirelisiri

iiiii

ctct

NfNf
ff

LfLf
ff

δδδ

λλρ

−−−+−

−
−

−−
−

= 22
2
211

2
12

2
2
1

2
2
21

2
12

2
2
1

11

( ) ( )
smassrmassrelsr tctc

NfNf
ff

LfLf
ff

δδδ

λλρ

∆−∆−∆−∆+∆−

∆−∆
−

−∆−∆
−

=∆ 22
2
211

2
12

2
2
1

2
2
21

2
12

2
2
1

11

oo rR −=ρ

cc rR −=ρ



A New Method to Detect and Estimate CHAMP Clock Bias Change and Cycle Slip      85 

(5) 

 (6) 

or

 (7) 

 (8) 

respectively.
The CHAMP earth center vector at the second epoch can be simply given by 

 (9) 

and, consequently 

 (10) 

Of course, the actual acceleration is not a constant. We adopt this equation, be-
cause it helps us to understand easily that the vector change is not sensitive to the 
first epoch position vector but to the velocity.  

For short time orbit integration, it’s not necessary to consider non-conservative 
forces. This means that the force acting on CHAMP depends on position vector 
only. The force is directly proportional to 1/r2, so that it is not sensitive to the first 
position vector. Since it’s easier to obtain velocity vector at high precision by ki-
nematic method from code and phase observing data, from equation (10), we can 
draw the conclusion that cr∆  can be replaced by or∆  under the condition of po-
sition vector roughly determined and velocity vector determined at high precision, 
or in other words, the geometric distance change can be obtained from dynamic 
integration.  

3  Strategy 

At each epoch, the approximate CHAMP position vector can be calculated from a 
kinematic method. The position vector change between two neighboring epochs is 
obtained from dynamic integration. From equation (2), the combination of 
CHAMP clock bias change and cycle slip effect reads  
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At one observing epoch, we can calculate CHAMP clock bias change and cycle 
slip effect from the above equation for each GPS satellite measurement. If the 
number of observations is more than 3, we could decide which observation has no 
cycle slip, because cycle slip only affects one GPS observation. If there is no cycle 
slip in the observations, the right terms of equation (11) will be only the clock bias 
change. Therefore, we can estimate clock bias change for the epoch, and the cycle 
slip effects by subtracting the clock bias change for the cycle slip observation. 
Moreover, even in the case of one or two observations at one epoch, we could ob-
tain clock bias change, under the condition of no cycle slip in the observation. 

4  Data 

GPS-SST data and GPS SP3 ephemeris for one day on Jan 3, 2002 was chosen to 
calculate receiver clock bias change and cycle slip. The first epoch state vector 
was chosen from GPZ ISDC CHAMP precise science orbit. In order to compare 
the results, the GPZ ISDC CHAMP precise science orbit was chosen to simulate 
the real champ orbit, and to estimate receiver clock bias change and cycle slip.  

5  Results 

Table 1 shows the results by using the above method and data. The interval be-
tween two neighboring epochs is 10 seconds. Results of the column c∆tr (GFZ) are 
calculated from the GFZ precise science orbit and the pre-processed observation 
data with no cycle slip effects. Thus, only CHAMP clock bias changes are re-
mained in the column.  

For each epoch, there are differences in several centimeters between different 
GPS measurements. These differences exist not only in our results, but also in re-
sults from the GFZ precise science orbit. The reason is that the GPS clock bias we 
used is taken from IGS SP3 ephemeris, and the precision is at a level of centime-
ters. If there is better GPS clock bias data, we assure that the differences could be 
decreased.  

Although there exist effects of GPS clock bias, most of our results are still very 
close to those from GFZ precise science orbit. It indicates that our method is ef-
fective in CHAMP clock bias change determination. 

For epoch 2000, the value calculated from GPS 29 measurement is obviously 
larger than other values, which differ from each other in centimeters. Then, from 
this fact, it is inferred that there exists a cycle slip in the measurement, or that, at 
least, there is a spike. 

In Table 2, we chose 4 different initial position values to test the effect of initial 
position error on CHAMP clock bias change. The No.1 initial position was taken 
from GFZ precise science orbit; the No.2, the No.3 and the No.4 were added 1, 10 
and 100 meters in the three directions, respectively. From Tab. 2, we could find 
that the position error at 1-meter in the three directions only causes millimeters ef-
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fects on clock bias change, while the position error at 10-meters may cause centi-
meters effects. 

Epoch index GPS PRN c∆tr+∆rslip(m) c∆tr (GFZ) (m) 
4 16.067 16.075 
5 16.126 16.145 

20 16.097 16.105 
29 16.088 16.116 

2

30 16.069 16.078 
4 23.974 23.987 
5 24.004 24.016 
7 23.983 23.990 

20 23.982 23.994 
29 23.990 24.010 

10

30 23.987 23.998 
20 -27.121 -27.120 50
25 -27.107 -27.090 
1 -11.981 -11.983 

11 -11.985 -11.979 
13 -11.967 -11.987 

100

20 -11.963 -11.978 
3 25.446 25.462 

14 25.454 25.446 
15 25.438 25.450 
17 25.439 25.473 

1000

29 25.447 25.458 
14 21.261 21.309 
20 21.385 21.333 
25 21.310 21.316 

2000

29 21.741 21.310 
6 -16.508  

25 -16.428 -16.445 
5000

30 -16.473 -16.568 

Table 1. Clock bias change comparison with GFZ results. 

GPS PRN Initial vector 
4 5 20 29 30 

1 16.067 16.126 16.097 16.088 16.069 
2 16.064 16.124 16.094 16.082 16.064 
3 16.042 16.118 16.065 16.029 16.022 
4 15.823 16.047 15.783 15.503 15.607 

Table 2. Initial vector effects on clock bias change. 
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6  Conclusion 

A method to detect and estimate CHAMP clock bias change and cycle slip was 
developed on the basis of the combination of dynamic and kinematic methods. 
Results show that CHAMP clock bias change and cycle slip effects can at least be 
estimated in a precision of centimeters level. If GPS clock bias correction with 
higher precision is used, results could be better. Up to now, this method has been 
only used to detect and estimate CHAMP clock bias change and cycle slip, and we 
hope this method could be used for CHAMP precision orbit determination. 
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Summary. Reduced-dynamic orbit determination for spaceborne GPS receivers is
a method promising highest accuracy of the estimated LEO trajectories. We compare
the performance of different pseudo-stochastic orbit parametrizations (instantaneous
velocity changes and piecewise constant accelerations) and probe the range between
dynamic and heavily reduced dynamic orbits. Internal indicators like formal accura-
cies of orbit positions, comparisons with orbits computed at the Technical University
of Munich (TUM), and validations with SLR measurements are used to assess the
quality of the estimated orbits. For piecewise constant accelerations comparisons be-
tween the estimated and the measured accelerations from the STAR accelerometer
allow for an additional and independent validation of the estimated orbits.

Key words: Spaceborne GPS Receivers, Reduced-Dynamic Orbit Determination,
Pseudo-Stochastic Orbit Modeling, Accelerometer Data

1 Introduction

Since the launch of CHAMP on July 15, 2000, the uninterrupted GPS tracking
technique of low Earth orbiters (LEOs) has proved to be a reliable method for
high quality precise orbit determination (POD). This article focuses on results
achieved with a pseudo-stochastic orbit modeling in reduced-dynamic LEO
POD, because this technique plays a key role if highest precision is demanded
(see [3]). However, the challenging low altitude in the case of CHAMP requires
an efficient and flexible pseudo-stochastic orbit model due to the rather large
number of parameters involved.

Our approach of LEO POD is based on undifferenced GPS phase track-
ing data, whereas the GPS satellite orbits and high-rate clock corrections are
introduced as known. This leads to a very efficient procedure for estimat-
ing LEO orbital parameters, LEO receiver clock corrections, and real-valued
phase ambiguities as the only unknowns in a least-squares adjustment. The
orbital parameters estimated are the six osculating elements, three constant
accelerations in radial, along-track and cross-track directions acting over the
whole orbital arc, and the so-called pseudo-stochastic parameters, which are
in this article either instantaneous velocity changes (pulses) or piecewise con-
stant accelerations (see [1]). These parameters are called pseudo-stochastic as
they are characterized by an expectation value of zero and an a priori vari-
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ance, which constrains the estimates not allowing them to deviate too much
from zero.

2 Internal orbit quality assessment

Pseudo-stochastic parameters define the degree of “strength” reduction of
the dynamic laws by allowing for a stochastic component in the equations
of motion. Fig. 1 (left) shows for day 141/01 the variation of the postfit
RMS as a function of equal constraints in three orthogonal directions for
both types of pseudo-stochastic parameters set up every 6 minutes using the
gravity field model EIGEN-2 ([2]). The similar dependency signifies that both
parametrizations may be considered to some extent as equivalent. In both
cases looser constraints (heavily reduced dynamic orbits) obviously allow for
a better fit, which, however, does not necessarily guarantee the best orbit
quality.

It might be more instructive to analyze formal accuracies of the orbit posi-
tions rather than postfit RMS values to shed light on the orbit quality. Several
differently constrained solutions are subsequently highlighted, based either on
accelerations, which are labeled with lower case letters (a ↔ 5 · 10−8m/s2,
b ↔ 1 · 10−8m/s2, c ↔ 5 · 10−9m/s2, d ↔ 1 · 10−9m/s2), or on pulses,
which are labeled with capital letters (A ↔ 1 · 10−5m/s, B ↔ 5 · 10−6m/s, C
↔ 1 · 10−6m/s, D ↔ 5 · 10−7m/s). Fig. 1 (right) shows the formal accuracies
of the orbit positions (3D) for all solutions based on accelerations for day
141/01. Apart from the less accurate positions at the arc boundaries, which
are common to all solutions, some obvious differences between the individual
solutions may be observed, like time intervals of worse formal accuracies, espe-
cially for the weakly constrained solution (a). Because only 8 satellites could
be tracked simultaneously at that time, the number of good observations may
be reduced significantly at certain epochs, which affects kinematic and heavily
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Fig. 1. Postfit RMS for day 141/01 as a function of differently constrained pseudo-
stochastic parameters set up every 6 minutes using EIGEN-2 (left). Formal accura-
cies of orbit positions (3D) for differently constrained solutions (see text) (right).



Comparison of Different Stochastic Orbit Modeling Techniques 91

reduced dynamic orbits like solution (a) very much. In contrast the “almost”
dynamic solution (d) shows a very smooth (but also not optimal) accuracy
curve which is barely affected by a poor geometry. The optimal choice may be
found somewhere in-between depending on several factors, like the number
of pseudo-stochastic parameters set up, the number of successfully tracked
satellites, and the data quality. Detailed investigations for the CHAMP or-
bit comparison campaign (days 140/01 - 150/01) showed that solution (c) is
close to the optimum when using the same constraints in three orthogonal
directions (see [1]).

Fig. 2 (left) shows the formal accuracies of the orbit positions (3D) for
the solutions (a), (b), and (c) for day 198/02 using the gravity field model
EIGEN-2. Apart from the improved accuracy level (8.3 mm compared to 12.2
mm in Fig. 1 (right)) it is evident that even solution (a) shows a signifi-
cantly improved performance compared to day 141/01 because it takes most
benefit from the better tracking conditions (more than 8 satellites) of the
CHAMP BlackJack receiver. This leads to an optimal constraining slightly
favouring “more” kinematic orbits like solution (b). The differences between
both solutions (c) and (b) (7.9 mm RMS of plain orbit differences) are small,
however. This fact is illustrated by Fig. 2 (right) showing for a time window
of about two revolution periods the actual differences in along-track direction
with periodic deviations mostly below the 1.5 cm level. The solid curve in
the same figure shows the differences between the solutions (B) and (b) in
the same direction. Analyzing formal accuracies, plain orbit differences (0.9
mm RMS), and external comparisons (see next section) shows that the two
solutions (B) and (b) must be considered as almost identical. But the sharp
cusps every 6 minutes also illustrate the subtle differences between the two
pseudo-stochastic parametrizations. Therefore the estimation of accelerations
seems to be slightly preferable to get smooth (differentiable) orbits.
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Fig. 2. Formal accuracies of orbit positions (3D) for day 198/02 for differently
constrained solutions (see text) using EIGEN-2 (left). Along-track orbit differences
between solutions (c) and (b) resp. (B) and (b) (see text) (right).
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3 External orbit quality assessment

In order to assess the overall quality of the estimated orbits, detailed com-
parisons between our solutions and reduced-dynamic orbits computed at the
Technical University of Munich (TUM) (see [3]) were carried out for a time
interval of one week. Fig. 3 (left) shows the RMS of plain orbit differences
for GPS week 1175 using pulses. The three left bars of each group represent
the daily RMS of the comparison for the solutions (A), (B), and (C) w.r.t.
(TUM). The three right bars ((A’), (B’), and (C’)) represent the results w.r.t.
(TUM) for solutions with pulses set up every 15 minutes instead of every 6
minutes. The right figure shows the analogue results for the solutions (a), (b),
(c), (a’), (b’), and (c’) (i.e., based on accelerations) w.r.t. (TUM).

The best agreement may be achieved for solutions (A) resp. (a) (2.29 cm
resp. 2.35 cm mean RMS) implying that the solution (TUM) might be slightly
“more” kinematic than our favourite solutions (B) resp. (b). The fact that
the comparison favours the solutions (A) and (B) rather than (a) and (b) is
simply because the solution (TUM) is generated with pulses as well (see [3]).
It is, nevertheless, remarkable that solutions of similarly good quality may
be obtained using accelerations with constraints and numbers of parameters
varied over a broad range, whereas the solutions based on pulses tend to
deviate more rapidly from the solution (TUM) when varying the parameter
space in a similar way. The comparatively poor agreement for all solutions of
day 195 w.r.t. (TUM) is caused by intentionally not taking into account the
attitude information from the star sensors in order to visualize the impact on
the orbits (approximately 1.3 cm on the RMS level).

SLR residuals were computed for our solutions for GPS Week 1175 as
well. Fig. 4 (above) shows the daily SLR RMS for the different solutions.
Most residuals (94%) are below the 6 cm limit without any significant SLR
bias. An identical overall RMS of 3.43 cm is achieved for the two best solutions
(b) and (B) using a screening threshold of 0.5 m. This RMS level could be
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Fig. 3. Daily RMS of plain orbit differences for GPS week 1175 for different solutions
(left: pulses, right: accelerations, see text) w.r.t. reduced-dynamic orbits from TUM.
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Fig. 4. Daily SLR RMS for GPS week 1175 for different solutions (above left: pulses,
above right: accelerations, see text). Daily RMS of plain orbit differences for days
160/02 to 260/02 for solutions (b) and (c) w.r.t. (TUM) (below left). Daily SLR
RMS for days 160/02 to 260/02 for solutions (b) and (c) (below right).

easily lowered to about 2.5 cm when applying a more restrictive screening
procedure removing a few outliers.

Longer data series indicate that similar results may be achieved as for GPS
week 1175. Fig. 4 (below) shows for the solutions (b) and (c) for about 100 days
(data files having long observation gaps were ignored) the orbit differences
w.r.t. the solution (TUM) (left) and the SLR residuals (right). Consistent
with Fig. 3 (right) solution (b) agrees better with the solution (TUM) than
solution (c) does. The SLR residuals also slightly favour solution (b) (3.30
cm mean of daily SLR RMS) over solution (c) (3.47 cm mean of daily SLR
RMS). The observed drift in the comparison to the solution (TUM) might be
due to small system inconsistencies (z-shift) which are greatly reduced after
performing a Helmert transformation.

If a “good” gravity field model is available the estimated piecewise constant
accelerations may be compared with the measured accelerations from the
STAR accelerometer. Fig. 5 shows for a time interval of about three revolution
periods the agreement (correlation: 94.8%) of the estimated piecewise constant
accelerations in along-track direction with the measured accelerations (bias
and scale applied) when the gravity field model EIGEN-2 is used.
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Fig. 5. Piecewise constant accelerations for day 198/02 every six minutes in along-
track direction compared with accelerometer measurements (bias and scale applied)
using the gravity field model EIGEN-2.

4 Summary

About 100 days of undifferenced GPS phase tracking data of the CHAMP
satellite were processed to analyze the performance of different reduced-
dynamic orbit parametrizations. SLR residuals proved that the orbits are
accurate on an RMS level of about 3.5 cm, which was also supported by com-
parisons with reduced-dynamic orbits from the Technical University of Mu-
nich. Additionally, estimated piecewise constant accelerations were compared
with accelerometer data showing a high correlation (94.8%) in along-track
direction. Closer inspection of the agreement for the other directions and a
refined piece-wise linear parametrization for the estimated accelerations could
allow for a retrieval of accelerometer bias and scale parameters.
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support the presented comparisons.
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Summary. It is shown by means of an extensive simulation study as well as
an experiment using real CHAMP data that it is feasible to accurately estimate
non-conservative accelerations from precise GPS-based orbit perturbations. Assum-
ing the availability of high-precision gravity field models, such as anticipated for
GRACE and GOCE, an accuracy of better than 50 nm/s2 seems possible for 30-
seconds averaged accelerations. The remaining dominant error sources seem to be
GPS receiver carrier-phase noise and GPS ephemeris errors.

Key words: CHAMP, GPS, precise orbit determination, non-conservative accel-
eration, accelerometer

1 Introduction

One of the key science instruments aboard CHAMP is the STAR accelerom-
eter, which measures the non-conservative accelerations acting on the space-
craft in order to separate these from the gravitational ones when determining
the gravity field from orbit perturbations. However, when a highly accurate
gravity model and very precise GPS-based orbit determination are available,
it is also possible to extract the non-conservative accelerations from the total
accelerations. For satellites equipped with an accelerometer this could pro-
vide a good validation check for e.g. the obtained accelerometer calibration
parameters and gravity models. For satellites without an accelerometer this
could be used for e.g. atmospheric density modeling.

An extensive simulation study has been carried out in order to investi-
gate the feasibility of determining non-conservative accelerations from orbit
analysis. The CHAMP mission is used as the basis for this assessment study,
which has the advantage that real accelerometer data are available. After
a short description of the simulation scenario, the results of the simulation
study are presented. Next, the results of experiments using real CHAMP data
are shown and the paper concludes with a short summary of the results.

2 Simulation scenario

The non-conservative acceleration recovery experiments are largely based on
our regular CHAMP precise orbit determination (POD) infrastructure [1].
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The core of this infrastructure is the well-known GEODYN software package
[5]. The orbit determination strategy is based on a reduced-dynamic approach
and uses ionospheric-free triple differenced GPS phase measurements along
with precise GPS orbits computed by the International GPS Service. For the
assessment study 1 day was selected with a high level of atmospheric per-
turbations, 25 September 2001. For this day, triple differenced GPS phase
measurements have been simulated between the CHAMP satellite, the exist-
ing GPS constellation and a network of 50 ground stations, with a data rate
of 0.1 Hz. The CHAMP orbit has been simulated using real accelerometer ob-
servations for the non-conservative accelerations and state-of-the-art models
for the conservative accelerations. This means that all non-conservative force
models (drag, solar radiation and albedo) were switched off and replaced by
CHAMP accelerometer observations, properly corrected for the advertised
biases and scale factors. Full use was made of the observed along-track and
cross-track accelerations, but the radial accelerations were put to zero be-
cause of the well-known electrode problems causing large biases and drifts in
this direction [3]. Although the radial accelerations were put to zero in the
simulation of GPS observations, in the recovery process constant empirical
accelerations are estimated in all 3 directions, in order to have a realistic set
of unknown parameters and the proper correlations.

3 Results

3.1 Simulations in an error-free environment

In order to assess the model error several recovery experiments are conducted
based on error-free observations. The model error is caused by the fact that
the simulated orbit is based on 10 seconds CHAMP accelerometer obser-
vations, whereas the empirical accelerations are accelerations averaged over
their estimation time interval, which is in general larger than 10 seconds.
Therefore it is expected that the model error will increase with longer esti-
mation intervals for the empirical accelerations. Furthermore it is known that
model errors usually increase with longer orbit arcs. The results shown in ta-
ble 1 are in agreement with these expectations. The rms of the recovery error
clearly decreases with smaller orbit arc and smaller estimation intervals. It
can be concluded that for short arcs and estimation intervals the model error
is very small, in the order of a few nm/s2 (10−9 m/s2), and can be ignored.

In the recovery use is made of a weighted Bayesian least-squares estimator.
The recovery tests showed that attention had to be paid to the effect of
observation weighting in relation to constraining the range of the empirical
accelerations. Figure 1 shows this sensitivity for the last case of table 1. In
each case the a priori σ of the estimated accelerations is kept fixed at a value
of 10−6 m/s2, which is close to the expected value of the parameters, and the
observation data σ varies. It needs to be stressed that the optimal value of
the observation data σ depends on the arc length and the estimation interval.
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25 September 2001 rms (nm/s2) correlation 3D orbit
Case radial along cross along cross error (cm)

24 hr arc + 20 min interval 84.23 13.92 18.10 0.9975 0.9893 3.03
24 hr arc + 10 min interval 37.71 17.47 12.13 0.9966 0.9882 1.57
24 hr arc + 5 min interval 34.96 13.93 12.40 0.9981 0.9844 1.28

5 hr arc + 5 min interval 18.94 11.35 6.06 0.9987 0.9979 0.71
5 hr arc + 2 min interval 6.71 4.59 2.32 0.9998 0.9996 0.12
5 hr arc + 1 min interval 5.20 3.29 1.38 0.9999 0.9999 0.05
5 hr arc + 30 sec interval 5.28 2.37 1.15 0.9999 0.9999 0.05

Table 1. Error-free simulation recovery results obtained with different orbit arcs
and estimation intervals.
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Fig. 1. Recovery errors in 3 directions for the error-free simulation using a 5-hour
arc and a 30-seconds estimation interval.

The upper part of figure 2 shows for the last case of table 1 the estimated
along-track accelerations as a function of time. The orbit arc is taken at the
last 5 hours of the day, when a severe geomagnetic storm occurred. In the
figure several distinctive peaks are visible, which occur when the satellite flies
over the magnetic poles of the Earth. At these polar regions the geomagnetic
storm causes sharp atmospheric density fluctuations. For comparison, the
true accelerations averaged over the empirical acceleration estimation interval
are also shown. Clearly there is a strong agreement between the true and the
estimated accelerations. The differences between the true and the estimated
accelerations are also shown, and from these differences it is clear that the
recovery error is slightly larger during the sharp peaks caused by the storm.
The recovery error also shows a small edge effect at the beginning and end of
the orbit arc. This is caused by the fact that the orbit is less well constrained
at the edge of the arc in the reduced-dynamic orbit determination. To avoid
this effect in this study the first and last 40 minutes of each arc are eliminated.

3.2 Simulations using realistic error sources

Table 2 shows the effect of several realistic error sources on the recovery
accuracy. It is clear that the largest recovery error is caused by the current
gravity model error. The CHAMP clone has an accuracy that is expected of
current available gravity models that include CHAMP data. When a GRACE
clone is used, with an accuracy that is predicted for the GRACE mission [6],
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Fig. 2. Estimated along-track accelerations as a function of time. The accelerations
in the upper and middle figure are obtained in respectively an error-free simulation
and a simulation taking all error sources combined into account. In both simula-
tions a 30-seconds estimation interval is used. The lower figure shows accelerations
obtained with real CHAMP GPS data and a 1-minute estimation interval.

the recovery error reduces significantly. In that case the largest remaining
recovery errors are due to observation noise and GPS ephemeris errors. The
last lines of table 2 show that a recovery error of less than 50 nm/s2 seems
possible when all error sources combined are taken into account, assuming a
precise post-mission GRACE model is available. The middle part of figure 2
shows the estimated along-track accelerations for the last case of table 2.
Compared to the error-free case the recovery error has become larger, with the
largest errors again during the sharp peaks. Most of the peaks are quite well
determined, however, the sharpest peaks are no longer properly estimated.

3.3 Real CHAMP data processing

In addition to the simulation study, several recovery experiments have been
conducted using real CHAMP observation data with a 30-seconds time in-
terval. Table 3 shows the results of these tests. The results for the radial
direction are very poor, which is due to the well-known accelerometer prob-
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25 September 2001 rms (nm/s2) correlation 3D orbit
Case radial along cross along cross error (cm)

error-free 5.20 3.29 1.38 0.9999 0.9999 0.05
noise (0.6 mm iono-free) 34.84 42.94 22.17 0.9868 0.9658 1.45
gravity (GRACE clone) 5.27 3.29 1.46 0.9999 0.9998 0.05
gravity (CHAMP clone) 141.83 102.19 157.40 0.9139 0.3964 0.06
tides 6.53 5.45 4.07 0.9997 0.9991 0.05
troposphere 11.55 7.80 5.80 0.9994 0.9976 0.18
GPS ephem. (5 cm 1-cpr) 45.12 29.28 22.37 0.9923 0.9657 1.93
station (1 cm) 7.40 4.17 2.62 0.9998 0.9996 0.21
reference frame 12.97 6.50 6.94 0.9996 0.9980 0.42

total (GRACE clone) 41.60 42.90 30.10 0.9852 0.9453 1.84

total (GRACE clone)∗ 44.75 47.91 37.26 0.9800 0.9154 1.84

Table 2. Recovery results for different simulated error sources using a 5-hour arc
and a 1-minute estimation interval. The ∗ indicates a 30-seconds interval is used.

25 September 2001 rms (nm/s2) correlation
Case radial along cross radial along cross

1 min interval 827.80 105.18 73.75 0.6071 0.8934 0.6371
5 min interval 827.53 83.85 70.37 0.6169 0.9297 0.6648
10 min interval 827.94 51.44 64.69 0.6346 0.9712 0.7046
20 min interval 824.85 31.38 45.00 0.7264 0.9863 0.8103

Table 3. Recovery results obtained with real CHAMP data using a 5-hour arc and
different estimation intervals.

lems in this direction. The results for the along-track and cross-track direction
are much better. However, for small estimation intervals the recovery error is
still quite large. In the simulation study it was already shown that for small
estimation intervals the recovery error due to the current gravity model error
is expected to be large. To assess the effect of the current gravity model er-
ror on the recovery accuracy, a covariance analysis has been conducted using
the EIGEN-1S gravity model [4], which is the nominal model in the recovery
experiments. The covariance analysis is based on the diagonals of this model
only, but tests with the EGM96 model [2] have shown that using diagonals
instead of the full matrix gives results that are of the same order of magni-
tude. The results of table 3 and table 4 show a reasonable agreement. Finally,
the lower part of figure 2 shows the along-track accelerations for the first case
of table 3. The agreement between the estimated and true accelerations is
quite reasonable, although there are some significant differences, especially
during the sharp peaks. However, several peaks are still well observed.

4 Conclusions and outlook

The concept of estimating non-conservative accelerations from precise GPS-
based total accelerations has been evaluated by an extensive simulation study
and an experiment using real CHAMP data. Both studies have shown the fea-
sibility of the concept. It is shown that even high-frequency density pertur-
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Covariance averaging rms (nm/s2)
model interval radial along cross

EIGEN-1S diagonal 1 min 523 390 339
EIGEN-1S diagonal 5 min 199 74 182
EIGEN-1S diagonal 10 min 137 37 130
EIGEN-1S diagonal 20 min 96 19 93

GRACE clone diagonal 1 min 0.16 0.07 0.14

Table 4. Predicted gravity field induced satellite acceleration errors.

bations, as e.g. caused by magnetic storms, can be observed indirectly from
orbit perturbations. The simulation study indicates that the current gravity
model error is probably the dominant error source and that the impact of
anticipated gravity model improvements will be significant: an accuracy level
of 50 nm/s2 seems feasible for 30-seconds averaged non-conservative accelera-
tions after completion of the GRACE mission. The remaining dominant error
sources are expected to be GPS carrier-phase noise and GPS ephemeris er-
rors. The assessment study also showed that the non-conservative acceleration
estimation is a complicated optimization problem. It requires optimization
with respect to arc length and observation weighting in conjunction with the
estimation interval of the accelerations and their constraint level. Finally, it
is expected that the estimation problem can be further improved by properly
taking into account the correlations between triple differenced observation
errors, which are so far neglected.
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Center kindly provided the GEODYN software. Part of the study was supported
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Summary. The technique of using the evolution of a satellite orbit through resonance to 
determine the values of appropriate lumped geopotential harmonic coefficients has recently 
been revived, and applied to the triple passage of the Champ orbit through 31:2 resonance. 
Preliminary results for four pairs of coefficients have been derived rapidly, without using 
the most precise data (which will be forthcoming). The values obtained are compared with 
those derivable from various global gravity models (to obtain which, vast amounts of data 
had to be analysed), and the comparison indicates that the resonance technique remains a 
competitive one. 

Key words: gravity field, Champ, resonances, lumped coefficients 

1  Introduction 

About 30 years ago, a new orbit technique was developed at the (then) RAE 
(Royal Aerospace Establishment), at Farnborough in England, by means of which 
certain linear combinations of the geopotential (tesseral) harmonic coefficients, 
known as lumped harmonics, could be evaluated much more accurately than the 
values of the individual harmonics in the global models then available. The basis 
of the technique was the recognition that, due to orbital acceleration from the sat-
ellite’s descent through the atmosphere (taking from months to years), significant 
resonances between the orbital motion and the Earth’s rotation would in due 
course be encountered. The effective duration of such encounters would vary with 
the order of the resonance and the atmospheric density, but would normally be of 
a few months at most. 

Rapid improvements in the accuracy and scope of the global models, towards 
the end of the century, had two effects: to confirm the accuracy of the early reso-
nance results, in particular for 15th order resonance, but (in addition) to suggest 
that it was no longer possible for the resonance technique to generate superior re-
sults. More recently, however, it has appeared that, by use of more accurate orbital 
data and more sophisticated software, a revival of the technique would be justi-
fied, and efforts in this direction have been made in the UK, USA and Czech Re-
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public. These efforts are concentrating on Champ, which, after passing through 
46:3 and 77:5 resonances, has now passed through 31:2 three times (as a result of 
orbit manoeuvres). This triple passage has provided a unique opportunity for test-
ing progress on the technique’s revival, and a preliminary result is presented here.  

2  Some detail 

Considerable background material may be obtained from, in particular, the book 
of King-Hele (1992), which includes the historical development at the RAE, and a 
recent paper by three of the present authors (Kloko ník et al., 2003), which relates 
to the technique’s revival. The essence of the technique involves the concept of 
the resonant variable, Φ, defined in terms of the usual orbit elements and the side-
real angle, S, by 

Φ = α(ω + M) + β(Ω – S) (1) 

here β and α are the pair of co-prime integers that define the particular resonance, 
written as either β:α or β/α, whilst Ω , ω and M are the usual orbit elements speci-
fying epochal positions for the ascending node, the perigee and the satellite itself. 

We proceed in terms of the element I (inclination), since the technique is most 
productively applied to this element. The resonant rate of change of mean I, for 
given β:α, is expressible as a Fourier sum, the prototype of which is a term in 
γΦ – qω; in practice we are concerned with the basic term (γ = 1, q = 0), overtone
terms (γ > 1, q = 0) and sideband terms (γ = 1, |q| > 0), usually at most one over-
tone (γ = 2) and two sidebands (q = ±1). The coefficient of a given term consists in 
the product of a particular lumped harmonic with functions (standardized) of I and 
e (eccentricity), the e-functions being of order e|q| (cf Gooding and King-Hele, 
1989; Kloko ník, 1983).

Each Fourier coefficient also involves a linear combination of the relevant 
tesseral harmonics, Cl,m and Sl,m, for a fixed value of m = γβ; here l, in each com-
bination, in principle takes (all) alternate values, from either m or m + 1 as its 
minimum value. The concept of lumping now follows, since we can define Cm
(similarly Sm) via the sum of the effects of the relevant series; we can (as is usual) 
normalize these on the basis that Cm would be exactly equal to the true Cl(min),m if 
all subsequent Cl,m were zero. 

We cannot (without results from many satellites, at different orbital inclina-
tions) separate the individual Cl,m and Sl,m from determinations of Cm and Sm, but 
we can proceed in the opposite direction, by starting from a particular Earth model 
and comparing our values of Cm and Sm with the values implied by the model. Pos-
sible models include (pre-Champ) EGM96 and TEG4 (both US), Grim5-S1 and -
C1 (European), the recent Champ-only models Eigen2 and 2ee, IAPG (Nice 2003) 
and PGS7772p24. This is the second main topic of this paper; but first we give the 
results (still to be regarded as preliminary) on which the comparison is based. 
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3  Data and results 

We based our analysis on the so-called two-line element sets (TLEs) for Champ, 
which have become a universal and classic way of disseminating orbital data rap-
idly; we hope to analyse the potentially much more accurate 30-sec state vectors 
later. TLE accuracy we assess at about 0.00006 deg for the ‘angular’ elements, 
such as I (equivalent to about 7 meters in position, when projected onto the orbit), 
which reflects extremely well on the improvements made in TLE generation over 
the years, bearing in mind that the width of field available for the angular elements 
allows only 4 decimal places! 

The essence of resonance analysis (of Champ I’s, as we now assume) is the 
least-squares fitting of selected pairs (Cm and Sm) of harmonics, together with a 
few other parameters as necessary, to the daily TLEs, over a period long enough to 
extract maximum information from resonance passage. Before fitting, the TLE 
values of I are, as far as possible, cleared of known perturbations – in particular 
the direct lunisolar attraction, the long-period effects of the Earth’s zonal harmon-
ics (though uniquely very small for I), the effects of the upper atmosphere, and the 
rotation of the adopted reference axes themselves, due to precession and nutation. 
At the accuracy level now required, tidal effects (indirect lunisolar attraction) are 
also important, but suitable software for analytical modelling was not at our dis-
posal, so the effects were removed empirically via additional fitted parameters. 

Fig. 1 indicates the variation of the Champ inclination as it passed through the 
three significant resonances. It shows at once why we are currently presenting re-
sults for 31:2 (the change in I was equivalent to more than 100 meters). 

The independent approaches of the UK, US and Czech authors differed in non-
trivial respects, of which details are not given here. In brief, the (original) UK 
approach (Gooding, 1971) at each stage uses the most recent TLEs (the complete 

Fig. 1. Variation of inclination through three resonances (GRIM5 C1-based with arbitrary 
origin for each integration). 
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set) in computing the ‘known’ perturbations of I, but the US approach (Wagner, 
1973) is a unified one in which the computation of these perturbations (and all the 
orbit arguments as well) is governed by a single orbit, assumed valid over perhaps 
several months; and the Czech approach (Kostelecký, 1984) applies a ‘weighted 
numerical integration’ technique after non-resonant perturbations have been re-
moved. (When relevant, it is the first of the three approaches that should be as-
sumed, since the results now to be presented were obtained by the first author’s 
computer program.) 

Our first analysis (Kloko ník et al., 2003) was of the 46:3 resonance, where dif-
ficulties in extracting good values of lumped coefficients arose from the combina-
tion of a particularly small basic effect for the inclination of the Champ orbit 
(compare 46:3 with 31:2 in Fig. 1) with large sideband effects. The high order of 
the 77:5 resonance made any attempt to analyse this even more daunting, so (as al-
ready noted) we deal here only with the 31:2 resonance. At first it seemed that 
three separate analyses would be necessary, one for each of the three stages sepa-
rated by the two manoeuvres. It was then realized that (thanks in part to using al-
ways the latest TLE set) a single fit should be possible, so long as two additional 
parameters were fitted (empirically), namely, values for the effective discontinui-
ties in I due to the manoeuvres. 

In total, 558 TLE sets were used, starting from Jan 26, 2002 (MJD52300). 
There were a few gaps in the otherwise daily data, including (naturally enough) 
around the manoeuvres. For convenience, these gaps were dealt with by interpola-
tion in the TLEs themselves; and empirical values of –0.000266 and –
0.000278 deg were found for the ‘effective discontinuities’. A total of 20 formal 
parameters were fitted,  including 2 for an overall linear effect  (normally essential  

Fig. 2. Observed inclination (adjusted two-line elements), together with fitted curve. 
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in this approach) and 10 to cover five empirical periods for tidal effects; that left 8 
parameters for the actual resonance. 

Results for the basic (C, S) pair are (–15.05±0.58, –6.40±0.51), with the usual 
scaling factor of 10-9 implied; and for the ‘first overtone’ are (4.00±0.22, 
2.20±0.33). For the only significant pair of sidebands, the results were: for q = 1, 
(–0.44±1.42, –8.61±1.14); and for q = –1, (0.68±3.07, 5.98±2.65). It is obvious 
that the sideband results, particularly for q = –1, are less accurate than the others, 
but in a way they are surprisingly good, since the e|q| factor degrades the sideband 
resonance analysis for I. For analysis of e, however (which we are not able to pre-
sent yet), it is for q = 0, and NOT |q| = 1, that results are degraded, so analyses for 
e and I potentially complement each other. This is why it is normal to do both, 
making an appropriately weighted combination of the two sets of results. 

Finally, the usual a posteriori estimate of rms was made, based on the 558 re-
siduals and the number of degrees of freedom; the result was 0.00006 deg, whence 
our assessed accuracy at the beginning of this Section. Fig. 2 displays (as points) 
the observed values, as cleared of known perturbations (and the effective disconti-
nuities as above), and (by the curve) the fitted evolution of I.

4  Comparisons 

Are there external (independent) data of equivalent or better quality than the result 
just given, which could therefore validate it? Or alternatively, is this resonant re-
sult for Champ significantly better than those derived from general geopotential 
models, and could thus serve to calibrate them? The lumped harmonics (C31, S31)
from I (Champ) are the following linear sums of geopotential harmonics (Cl,m and 
Sl,m):
C31, S31 = 1.0000(C32,31, S32,31) + 0.9096(C34,31, S34,31) + 0.7405(C36,31, S36,31)

+ … = –15.05±0.58, –6.40±0.41 (2) 

the directly measured result given in the previous section. 
In the 1970's and 1980's, most of the resonant results were derived for orbits 

not used in comprehensive satellite-geopotential solutions. As a result, the reso-
nant lumped harmonics for these orbits were generally superior (had much lower 
sd-estimates) than those computed for them from the comprehensive models, so 
they served as calibrating markers for them (eg., Wagner and Lerch, 1978). For 
Champ, however, there are already a number of high-degree geopotential models 
that have been computed from its GPS data, used roughly every 30 seconds for up 
to 6 months. These models are all complete to 120x120, with terms as high as 
140,140. What are the lumped harmonics for this (31,2) resonance computed from 
them? 

Table 1 gives these values from the above series, with projections of the co-
variance matrix for two of these Champ-only models, together with the series for a 
recent high-degree field computed from Grace-intersatellite tracking on a nearby 
orbit (altitude ~480 km, I = 89.02 degrees), as well as for the pre-Champ combina-
tion model Grim5-C1 (120x120; Gruber et al., 2000).  
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C31 S31 Models Data 
Champ’s own 31:2 resonance 

-15.05±0.58 –6.40±0.41 Analysis here Champ TLEs (2002-3) 
Comprehensive pre-Champ 

–15.71 –8.54 EGM96 satellites + surface gravity 
–16.47±1.68 –7.33±1.56 Grim5-C1 29 satellites + surface gravity 

Comprehensive Champ only 
–16.91±0.45 –9.43±0.37 Eigen 2 GPS ~2 cm Phases 
–16.41±0.40 –8.73±0.40 PGS7772p24 GPS ~2 cm Phases 

–16.61 –10.75 IAPG(Nice 2003) Geopotential Anomalies 
Comprehensive with Champ data 

 –15.80 –10.03 Eigen 1S Grim5-S1 + Champ + SLR 
Comprehensive Grace only 

–16.53 –9.36 GGM01S 1 µm/sec range rates (111 days) 

Table 1. Lumped harmonics for Champ-type orbit (in 10-9 units, with standard deviations 
when known) (altitude = 393 km, inclination = 87.27 deg, eccentricity = 0.003) 

Note the generally good agreement of all these independent results. (Among the 
Champ-only models, the data spans were wholly independent.) 

Attesting to the method's efficiency, we also note that the precision of the 
Champ 31:2 resonance is roughly equal to that for the complete high-degree 
Champ-only models,  while  employing only a few hundred observations of 
(mean-)I, compared with more than a million GPS phases for the latter.  

Formally, the resonance and Champ-only values all calibrate the less accurate 
Grim5-C1 values to within about 1-sd of the latter. Comparing values from the 
other four independent high-degree models with the resonance coefficients, we 
note that both C and S from resonance are numerically smaller, the discrepancy in 
S being the more serious in terms of the stated precisions. In the resonance solu-
tion, the extra empirical parameters, especially those in the longer period tides, 
may be absorbing part of the resonant signal in I.

5  Conclusions 

The variation of Champ’s orbital inclination has been analysed over the period of 
a year and a half that covers three passages through 31:2 resonance with the geo-
potential. This has resulted in values of certain lumped harmonics that are in ex-
cellent agreement with those that can be inferred from comprehensive geopotential 
models. The latter are based on vast amounts of very precise tracking, followed by 
highly elaborate analysis, whereas our results have been obtained just from the 
(mean) orbital elements of Champ that continue to be issued daily. 

This work is a preliminary stage of a programme in which it is hoped that more 
accurate resonance results can be obtained from the more precise state vectors be-
ing derived for Champ. If possible, accurate lumped harmonics will also be ob-
tained for the higher order resonances (46th and 77th), through which the orbit 
passed before reaching 31st order.
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Summary.  We report results on the use of CHAMP observations for Earth’s mean and 
time-varying gravity field solutions and the associated geophysical interpretation.  1.5 years 
of CHAMP data from May 2001 through February 2003 are used for monthly gravity 
solutions as well as a mean solution based on 6 months of data, employing the energy 
conservation principle and an efficient conjugate gradient inversion technique.  The mean 
CHAMP gravity field model, OSU03a, is evaluated using other gravity fields model and 
various data including GPS leveling and Arctic 5’x5’ gravity anomalies.  It is shown that 
OSU03a agrees well with EIGEN2 (CHAMP) model, and both models exhibit 
improvement over the polar regions.  The estimated 3x3 CHAMP time-varying gravity 
field model, with the exception of J3 and 2nd order tesseral coefficients, are compared with 
available solutions using satellite laser ranging (SLR) for the semi-annual and annual 
components.  It is shown that CHAMP temporal gravity solution agrees well with the SLR 
solutions as well as various geophysical fluid models, including atmosphere, hydrology, 
and ocean.  The correlation coefficients between CHAMP and SLR solutions are 0.6~0.8, 
with RMS at 0.7~0.8 mm. 

Key words: spherical harmonics, geopotential, geoid, time-variable gravity 

1  Introduction 

Since its launch on 15 July 2000, data from the CHAMP gravity mission have 
demonstrated notable improvement in the modeling of Earth’s mean gravity field 
and time-varying gravity at the seasonal scale for C20 geopotential coefficient 
(Reigber et al., 2002; 2003).  In this investigation, we report CHAMP mean and 
temporal gravity field model solutions and their evaluations.  We used the concept 
of the energy conservation to construct the in situ disturbing potential observations 
using the satellite position and velocity vectors (Jekeli, 1999), assuming that the 3-
axis CHAMP accelerometer data adequately observe and model the non-
conservative forces acting on the CHAMP satellite.  This approach has been used 
for various gravity modeling studies, e.g., Han et al. (2002), Howe and Tscherning 
(2003) and Sneeuw et al. (2003).  Our gravity field solution approach is based on 
an efficient conjugate gradient method which also approximates a solution 



CHAMP Gravity Field Solutions and Geophysical Constraint Studies      109 

variance and covariance matrix (Han, 2003).  The resulting mean gravity field 
model, solution complete to degree 70, is evaluated for its accuracy.  The low 
degree (3x3) temporal gravity field solution is compared at seasonal scale with 
solutions obtained from satellite laser ranging (SLR) as well as with geophysical 
models. 

2  CHAMP Mean gravity solution, OSU03a 

6 months worth of CHAMP Rapid Science Orbit (RSO) and 3-axis accelerometer 
data have been used to compute the kinematic, rotational, and frictional energy at 
the satellite altitude (Jekeli, 1999) to create a data set of disturbing potential for 
gravity field solution.  Data covering the consecutive 6 months in year 2002 
except data during maneuvers and with incomplete global sampling are used for 
the solution.  Additional force modeling includes N-body perturbation, solid 
Earth, and ocean tides (CSR3.0), and non-conservative forces as observed by 
CHAMP accelerometer.  The in situ disturbing potential observations along the 
CHAMP orbit can thus be obtained.  The spherical harmonic coefficients are then 
estimated complete to degree 90 along with the corresponding approximate 
covariance matrix using the efficient iterative method (Han, 2003).  The gravity 
field solution is obtained without any a priori variance or covariance constraints.  
The solution complete to degree 70 is referred as OSU03a.  

Figure 1(a) shows the RMS degree differences of various gravity models and 
their associated errors per degree.  Fig. 1(a) shows the power loss of two CHAMP 
gravity models, OSU03a and EIGEN2, starts from degree 40, as compared to the 
combination models, EGM96, TEG4 and GRIM5C1.  The comparison between 
the errors of OSU03a and EGM96 indicates the possible improvement of the 
geopotential below degree 40 by CHAMP data.  Figure 1(b) represents the RMS 
geoid differences as a function of longitude bands between various gravity models.  
Larger differences are found especially over the polar regions from the geoid 
differences between OSU03a and EGM96 or GRIM5C1.  These 2~3 times larger 
differences over polar region (latitudes below 60°S and beyond 60°N) indicate 
CHAMP data significantly contributes to the polar gravity field improvement at 
wavelengths longer than 800 km (50x50).  In order to check the improvement over 
the polar region with CHAMP data, external data sets are used to test the pre-
CHAMP and CHAMP gravity models.  First, NIMA’s 5’×5’ Arctic gravity 
anomaly data (Kenyon and Forsberg, 2001) are smoothed with a Gaussian filter 
(radius of 400 km) to reduce the omission error in the gravity model (complete to 
degree 50).  Then, the gravity anomalies derived from the gravity models 
(truncated at Nmax=50) are compared with the anomaly data.  Figure 2 shows the 
gravity anomaly differences between data and the models.  NIMA’s data are 
filled-in with the EGM96 model over the regions covering 64ºN~76ºN in latitude 
and 60ºE~190ºE in longitude.  Therefore the data over these regions were not 
included to compute the RMS of the differences.  The data below latitude 68ºN 
were not included because of the potential edge effects induced by Gaussian 
smoothing.  While the RMS difference of GRIM5C1 is 7.4 mgal, both CHAMP  
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Fig. 1. (a) RMS degree differences of various gravity models and their errors (left), (b) 
RMS geoid differences between various gravity models as a function of longitude bands 
(right).

Fig. 2. Gravity anomaly differences (5º grids) between NIMA’s 5’x5’ Arctic gravity data 
and GRIM5C1 (left); OSU03a (middle); EIGEN2 (right).

gravity models show RMS of 4.9 mgal.  The evident improvement is found over 
the high latitude regions (latitudes beyond 80ºN) and the regions between 
90ºE~210ºE in longitude.  Next, we use 6,169 points of GPS/leveling data over the 
U.S. to further evaluate the various gravity models (Nmax=50).  The gravity models 
which included CHAMP data, e.g., including TEG4, EIGEN1S, EIGEN2, and 
OSU03A, shows the smallest RMS differences at 101~102 cm, while the pre-
CHAMP gravity models (e.g., GRIM5C1 and EGM96) show larger RMS at 
104~105 cm. 

3  Temporal variation of monthly CHAMP solutions 

In order to investigate the temporal variation of the Earth gravity fields from 
CHAMP data, ~1.5 years of data spanning a 2 year time period have been 
processed at approximately monthly intervals.  The gravitational signal whose 
period is less than two months would alias the monthly mean solution, however, 
this effect is neglected in this study assuming that the temporal aliasing effects are 
sufficiently small for the CHAMP solution.  During the investigation period from 
May, 2001 through Feb., 2003, CHAMP data sometimes exhibits suboptimal 
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coverage due to orbital decays.  In this case, the data are edited and are not used 
for monthly solutions.  The formal errors of the monthly CHAMP solutions are 
compared with the monthly mean variations of various geophysical fluid models 
such as ocean, continental surface water, and atmosphere.  Figure 3 shows the 
differences of two consecutive monthly mean oceanic variations (based on T/P 
altimeter data), continental water variations (based on CDAS-1 soil moisture data 
and snow accumulation data), and atmospheric variations (based on NCEP 
reanalysis).  In addition, the magnitudes of the time variable gravity field solutions 
for the annual component determined from satellite laser ranging (SLR) data are 
also shown in Figure 3.  The SLR solution (4x4) shown is from Nerem et al. 
(2000).  Figure 3 shows that the individual gravity signals from monthly variations 
of ocean, continental water, and atmosphere are in general less than the monthly 
CHAMP error.  Therefore, they are hardly detectable from the current CHAMP 
monthly solutions.  However, it is worth investigating the annual variations of the 
Earth’s gravity field (longer than harmonic degree 3) from CHAMP monthly 
solutions, since the annual variation signal determined by SLR is slightly larger 
than the monthly CHAMP error.   Further, the combined geophysical signals 
observed by CHAMP may be observable even the individual signals seem to be 
less than the current CHAMP monthly solution error. 
Figures 4(a) and (b) show the time series of the 2nd and 3rd degree zonal 
coefficients of CHAMP monthly solutions and two independent solutions of the 
annual variations determined from SLR data analysis by Nerem et al. (2000) and 
Cheng et al. (2003).  Using least-squares fits, components for the secular, annual, 
and semi-annual variations are estimated from the time series of CHAMP 
solutions.  The annual estimates from the CHAMP solutions are shown in the 
same Figures.  For the 2nd degree zonal coefficient, C20, all three solutions (two 
SLRs and CHAMP) show similar magnitudes with a small phase difference.  For 
the 3rd degree zonal coefficient, C30, the two SLR solutions are anti-correlated but 
with similar magnitudes; the CHAMP solution seems to follow the phase of SLR1 
solution (Nerem et al., 2000) well, but with a larger magnitude.  For other 
coefficients, C21, S21, C31, S31, C32, S32, C33, and S33, the CHAMP solution tends 
to follow the SLR1 solution with small phase shifts.  The SLR2 solution (Cheng et 
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al., 2003) in some cases shows larger magnitudes especially for C32, C33, and S33.
In addition to the coefficient-by-coefficient comparison, the temporal (annual) 
geopotential coefficients from these three solutions can be compared in terms of 
the annual geoid changes by lumping all coefficients.  Both cosine and sine 
components of the annual geoid changes can be computed.  However, in this geoid 
computation, the coefficients, C22, S22, and C30 are excluded, because of 
CHAMP’s unrealistically large solutions as compared to SLR.  Figure 5 presents 
the cosine and sine components of the three annual geoid changes based on the 
SLR1, SLR2, and CHAMP solutions.  For the cosine component, the SLR1 and 
SLR2 solutions show strong correlation of 0.96, while the CHAMP solution has a 
correlation of 0.6 with either of the solutions.  For the sine component, the 
correlations between SLR1 and SLR2 and between CHAMP and SLR1 are 0.8, 
while the correlation between CHAMP and SLR2 is 0.4.  The CHAMP temporal 
solution is more correlated with the SLR1 solution than with SLR2.  The RMS 
variations from SLR1 and CHAMP are ~1 mm, however, the RMS variations with 
respect to SLR2, especially the cosine component, are large, approaching 2 mm.  
The SLR2 solution seems to have overestimated the annual geoid change.  The 
difference between CHAMP and SLR1 is smaller at 0.7 mm, while the difference 
between CHAMP and SLR2 is larger at 1.4 mm.  

4  Conclusion 

The CHAMP mean gravity solution, OSU03a, shows the smallest difference with 
EIGEN2 in both spectral and spatial (geoid) domains.  Its accuracy is 
commensurate to other CHAMP gravity models.  The accuracy assessment using  
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Fig. 5. The cosine (top three) and sine (bottom three) components of the annual variations 
of the Earth’s gravitation in terms of the geoid change (unit: is mm, contour interval: 
0.25mm); (Left) SLR, Nerem et al.(2000); (Middle) SLR, Cheng et al.(2003); (Right) 
CHAMP solutions 

GPS/leveling and Arctic gravity anomaly data indicates that the gravity models 
including CHAMP data show significant improvements over polar regions than 
the pre-CHAMP gravity field models (e.g., GRIM5C1 and EGM96).  The monthly 
Earth gravity change due to individual effects of oceanic, atmosphere and ground 
water is estimated to be less than the sensitivity of the monthly CHAMP solution, 
while the signal corresponding to annually averaged change is slightly larger.  The 
time series of low degree coefficients are comparable with SLR solutions as well 
as geophysical models, except for C22, S22, C30.  The CHAMP annual geoid 
change (3x3) except C22, S22, C30, has correlations of 0.6~0.8 and RMS differences 
of 0.7~0.8 mm when compared with SLR solutions (Nerem et al., 2000).  The 
atmosphere and hydrological signals dominate in the annual Earth gravity 
variation.  The ocean mass inferred from ocean bottom pressure seems to be one 
order of magnitude smaller than other signals.  We conclude that CHAMP data are 
useful to the modeling of temporal gravity field solutions. 
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Summary. To obtain an alternative gravity solution to that of EIGEN1S, the
author’s Singular Value Decomposition(SVD) tool, Parallel LArge Svd Solver
(PLASS), was applied to the CHAMP normal matrix ngl-eigen-1s [2] to perform
an Eigenvalue Decomposition (EVD) analysis. The EIGEN1S solution is based on
the Tikhonov regularization method of approximating the ill-conditioned system of
equations in a subspace of lower rank. In the EVD solution, poorly determined lin-
ear combinations of parameter corrections are removed in the culpable eigenspace
of the unconstrained least-squares normal equation. The selection of eigenvalues
to be removed, is based upon a new method and four different common optimiza-
tion (truncation) criteria. The new method, the Kaula Eigenvalue (KEV) relation,
optimizes the removal of eigenvalues to best satisfy Kaula’s Rule. The four other
techniques are: inspection, relative error, norm-norm minimization, and finding the
minimum trace of the mean square error (MSE) matrix. Analysis of the five different
EVD gravity fields was performed. Two of them were shown to be comparable to
the EIGEN1S CHAMP solution obtained by the GeoForschungsZentrum Potsdam
(GFZ) [2]. The best of the five optimal solutions, that of the KEV, is presented.
The number of estimated parameters is 11216.

Key words: eigenvalue disposal, Kaula’s rule

1 Eigenvalue Disposal

To illustrate the effect of eigenvalue truncation on the inversion for solution,
the inspection analysis, which is based on the graph of the eigenvalues versus
number (where ”number” is the ith eigenvalue), is discussed first. Figure 1
shows the spread of eigenvalues. The largest and smallest eigenvalues are
7.17x1025 and 8.08x109, respectively, which yields a condition number of
8.87x1015; indicating an ill-conditioned system of equations. The eigenvalues
are displayed from largest to smallest.

Because the smallest eigenvalue is much greater than zero and there is
a smooth transition throughout most of the graph, it is difficult to deter-
mine which of the eigenvalues are responsible for the ill-conditioned nature
of the normal matrix. To illustrate the stabilization effect of eigenvalue dis-
posal, solutions were calculated in which the smallest 4000, 6000, and 10000
eigenvalues were set to zero. These are compared to a solution retaining all
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eigenvalues. Figure 2 is a graph of degree amplitude versus harmonic de-
gree overlayed with Kaula’s rule. This shows that much of the excess power
above harmonic degree of about 35 is removed, when the culpable eigenvec-
tors contributing to this inflation (through their linear combination in the
eigenspace), are eliminated by setting their eigenvalues to zero. Because the
inspection method is somewhat subjective, it is useful only for illustrative
purposes.
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2 Kaula Eigenvalue (KEV) Relation

The KEV method relates the disposal of eigenvalues, in the EVD stabilization
of a gravity field solution, to Kaula’s power rule of thumb. Since an EVD solu-
tion is affected by eigenvalue inclusion/exclusion, there must exist a relation
between eigenvalue truncation and the equations of gravity field estimation.
A gravity field solution is an estimated parameter vector, whose elements
are the scaled dimensionless coefficients, Cl,m and Sl,m. These parameters
are the constants that are multiplied against the basis functions appearing
in the spherical harmonic expansion, which is used in the equation to de-
scribe a three dimensional gravitational potential in the free (zero density)
space above the Earth. The connection between eigenvalues and these spher-
ical harmonic coefficients is revealed through the use of the degree variance
equation, σ2

l =
∑l

m=0(C
2
l,m +S2

l,m). Since the power of these coefficients at a
particular harmonic degree l are closely approximated by Kaula’s rule, eigen-
value truncation/disposal can be manipulated to best satisfy this criterion.
Thus, a series of these scalar power values can be monitored as eigenvalues are
truncated (one at a time) for each inversion case and a minimum difference
between the generated power curves of Kaula’s rule and that of the truncated
EVD solutions, can be found. The following illustrates this concept.

For ease of description, let us label the one dimensional storage array con-
taining the Kaula power at all harmonic degrees and another which contains
the degree variance as determined by an EVD solution, as the Kaula and
EVD ”vector”, respectively. Thus the ”Kaula vector” vK can be constructed
using Kaula’s rule, and the estimated coefficients of the EVD solution defines
the elements of the ”EVD-vector”, vEV D. The ordering of the elements for
both vectors are identical and is based upon the sequence of the estimated
coefficients in the EVD solution. A relation between Kaula’s power rule and
eigenvalue truncation/disposal is discovered by taking the two-norm of the
difference of these two vectors, yielding the scalar, α = ‖vEV D − vK‖2. This
is equivalent to taking the square root of the sum of the squares of the dif-
ferences between the vectors for every ”jth” solution for a particular number
of used eigenvalues ”u”. The following equations illustrate this.

α(j;u) =

{
lmax∑
l=1

[vEV Dl − vKl]
2

} 1
2

, (1)

where,

vEV Dl =

[
l∑

m=0

(C2
l,m + S2

l,m)

]
and vKl =

{
10−10(2l + 1)

l4

}
. (2)

By constructing this ”vector” pair for each new EVD solution, according to
each new combination of eigenvalues, the behavior of the dimensionless scalar



118 Mark B. Hinga et al.

0 1000 2000 3000 4000 5000 6000
3.5

3.6

3.7

3.8

3.9

4

4.1

4.2

4.3
Nrm2 of EVD Soln.Deg.Amp.Spectrum minus Kaula Rule Deg.Amp.Spectrum vs. No. of Eigenvalues

Number of Eigenvalues used (min occurs at 3635)

al
ph

a 
(d

im
en

si
on

le
ss

)

global sweep

Fig. 3. CHAMP: Global Minimum of Used Eigenvalue Cases.

α(j;u) may be plotted against u, the number of used eigenvalues. Thus a func-
tion relating Kaula’s rule to eigenvalue truncation may be plotted. It is the
minimum of this function that corresponds to the optimal choice of eigen-
values, for the gravity solution that best satisfies Kaula’s rule. By sweep-
ing through many solutions, the global optimum (minimum) is very quickly
found. Figure 3 displays the magnified view of the area where the global min-
imum occurs for ”ngl-eigen-1s”, which is at 7581 discarded eigenvalues (3635
included). Figure 2 also includes this KEV EVD gravity solution expressed
as degree amplitude versus harmonic degree overlayed with Kaula’s rule. It
is the EVD solution which closely follows the entire length of Kaula’s power
curve. About 68 percent of all eigenvalues were discarded for this optimum
solution.

3 Evaluation of Gravity Field

Orbital Arc Fit Computations. The satellites selected to fly through
the estimated EVD gravity fields are shown in Table 1. All arc fits were
computed using UTOPIA [1] and compared with the actual observation data
for a chosen satellite. Table 1 shows the SLR orbit fits in centimeters RMS
of all five candidate gravity fields on all selected satellites. Notice, that for
the Inspection case (1216 eigenvalues used), all satellites fall out of orbit,
leading to its rejection. The case EIGEN1S is the gravity field produced by
the GFZ from the same CHAMP normal matrix ”ngl-eigen-1s” used in this
investigation. It is this EIGEN1S gravity field to which all EVD fields of this
investigation were compared. Other than the GFZ1 satellite, the RMS fits
are fairly similar for all cases of the EVD gravity fields and the EIGEN1S.
However, the EVD deflation effects are best seen in the orbit fit residual of
the low altitude satellite GFZ1.
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Case GFZ1 Lageos 1 Lageos 2 Starlette Stella Topex

Inspection crash crash crash crash crash crash
KEV 11.52 8.12 10.77 3.08 3.64 2.32
MSE 15.65 10.77 10.77 2.95 3.64 2.32
Norm-Norm 11.34 8.13 10.77 3.08 3.64 2.39
Relative Error 11.22 8.12 10.77 2.97 3.64 2.34
EIGEN1S 74.03 8.11 10.76 3.07 3.31 2.37

Table 1. Orbital Arc Fits of Candidate Gravity Fields (cm. radial RMS).
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EVD Degree Error Variance and Geopotential Variance Difference
vs. EIGEN1S. The covariance matrix corresponding to a truncated Eigen-
value Decomposition (EVD) estimated solution, is not an adequate measure
of error for an estimate. Because not all eigenvectors were included into the
estimation process, the estimate is biased. The calculated gravity field is
”shifted” by some amount away from the true gravity field and the confi-
dence in the estimated coefficients may be too optimistic, i.e. their variances
are not an accurate indication of the difference between the estimated gravity
field and the true gravity field. However, if the bias introduced by an EVD
estimate is ”small”, its covariance may be considered unbiased in an approx-
imate sense. Although the KEV EVD estimate is biased, its variances and
those of an unbiased gravity solution (reference field) may be compared to
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evaluate the difference between the two fields with respect to the error vari-
ance of the reference field. Figure 4 shows the degree error variance of the
KEV EVD solution in comparison to that of the EIGEN1S reference field.
The differences between their geopotential coefficient variance spectra along
with the EIGEN1S solution, is shown (Degree Difference Variance (DDV)).
The formal error of the biased KEV solution are all within the error variances
of EIGEN1S, implying that this candidate EVD field is within the uncertainty
(in a random sense) of the EIGEN1S gravity field. However the differences in
the coefficients between the two solutions, as seen in the DDV curve, become
larger than the EIGEN1S formal error above a harmonic degree of about 30.
This indicates that the KEV EVD solution may be too optimistic in this
region.

Conclusion. PLASS demonstrates a new feasibility in the application of
the EVD in the solution for large gravity fields. Employing the KEV tech-
nique, the removal of 7581 eigenvalues, was deemed optimum. The bias in
this solution caused no deleterious effects detected by the analyzes of this
investigation.
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facilities.
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Summary. Temporal variations of the gravity field may act either as a signal or
as a source of noise for the current satellite gravity missions. This depends, to some
extent, on the parametrization of the gravity field solution. We discuss qualitatively
how temporal variations affect satellite gravity products and how their effects may
be controlled by an adequate parametrization. We describe a mechanism how un-
parametrized temporal variations may alias into orbit-parallel spatial patterns of
a gravity field solution. While the effect is too small to corrupt static gravity field
models like EIGEN-2 or EIGEN-3p it may be a concern for studies on time-variable
gravity from consecutive GRACE period solutions. Moreover, time-varying errors
in non-gravity parameters such as CHAMP accelerometer corrections may, due to
correlations with gravity parameters, cause similar effects as geophysical variations.
These issues suggest that an adequate parametrization of the gravity field as a func-
tion of space and time needs further study. Eigenvalue analyses of solution normal
matrices may be a useful tool for these studies.

Key words: time-variable gravity, aliasing, parametrization, accelerometer cali-
bration parameters, EIGEN, GRACE

1 Aliasing of temporal variations into spatial variations

Consider the determination of a mean gravity signal (e.g., the total gravity
field or its difference from another model) from CHAMP, GRACE or GOCE
mission data over a certain solution period. During the solution period, there
are temporal gravity variations which are not corrected or parametrized.
Their possible effect on the mean solution is schematically demonstrated in
Figure 1:

We start from a temporal variation (Fig. 1, top) which is large-scale in
time and in space. It is observed along the gravity mission’s free orbit (Fig.
1, center, where we assume for simplicity that the disturbing potential T is a
direct observable). The sampling along tracks close in space may be distant
in time and may thus differ by the meantime evolution. Then, in the mean
signal solution adjusted from all observations, orbit-parallel spatial patterns
like those in Figure 1 (bottom) will appear. These patterns will have only a
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Fig. 1. Aliasing of temporal variations
into spatial variations of the adjusted
mean gravity field

part of the variance of the tempo-
ral variations since another part en-
ters the adjustment residuals. But the
features will have considerable vari-
ance at high spherical harmonic de-
grees even if the temporal variations
are only at low degrees. Our theo-
retical consideration is supported by
numerical simulations for GRACE [2]
which obtained orbit-parallel features
as an effect of temporal variations.

We call the described effect an
aliasing effect: Due to, basically, an
incomplete sampling one kind of sig-
nal (temporal variations) is misinter-
preted as a different kind of signal
(spatial variations).

A spectral view on the relative
amplitudes is given in Figure 2. The
temporal variations are small relative
to the searched mean signal. (Fig. 2
uses the ratio 10−4 which may apply
between intra-annual to inter-annual
variations and the total gravity field.)
Nevertheless, the low degree tempo-
ral variations may be larger than the
high degree mean signal. The adjust-
ment assigns a part of the tempo-
ral variance to the mean signal. This
might dominate over the actual signal
at high degrees.

Note that this dominance depends
on the actual mission observable’s
spectral characteristics. The situa-
tions differ for the different grav-
ity missions and even for the differ-
ent CHAMP processing approaches.
Moreover, describing the observable
as a function of space provides only
a rough scheme. In fact, the depen-
dence is on the orbit, too,—especially
for the ”classical” CHAMP process-
ing approach where, roughly speak-
ing, orbit perturbations are observed.
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Fig. 2. Aliasing of tem-
poral variations into spa-
tial variations: spectral
view

2 Relevance for current gravity field products

EIGEN-2 [6] and EIGEN-3p [5], the latest CHAMP models by the GeoFor-
schungsZentrum Potsdam (GFZ), fully resolve the gravity field up to around
degree l = 40 and l = 65, respectively. However, their computational resolu-
tion extends to l = 120 and partly to l = 140. The high degree parts of both
models consist of distinct orbit-parallel patterns (Figure 3) which dominate
above about l = 60 for EIGEN-2, and l = 80 for EIGEN-3p. They resemble
the patterns predicted in the previous section. This suggests the hypothesis
that these patterns are an aliasing effect of temporal gravity field variations.
However, a quantitative assessment rejects this hypothesis.

For this assessment we simulate orbit perturbations which roughly repre-
sent the CHAMP observables in GFZ’s processing. According to the hypo-
thesis, the high-degree patterns entered the EIGEN models to explain a part
of the orbit perturbations that was in fact induced by temporal variations.
Consequently, the perturbations induced by temporal variations must be
larger than those induced by the EIGEN patterns. The intra-annual to inter-
annual variations reported in the literature (e.g., [7]) have magnitudes below
10−4 times the static field’s magnitude. Hence, we generate random signals
that obey 10−4 times Kaula’s rule and simulate their effect on a CHAMP-
like orbit. The perturbations are on the decimeter level. In contrast, the
EIGEN-2 spectral part above l = 70 (and as well, the EGM96 part above
l = 70) induces perturbations on the meter level. Hence, geophysical tempo-
ral variations are too small to induce the EIGEN model high-degree patterns.
More general, spatial variations induced by the aliasing mechanism of Sec-
tion 1 seem negligible compared to the total field’s actual spatial variations in
the respective spectral band. We expect that this result also holds for other
CHAMP processing approaches and for the GRACE and GOCE missions, as
their observables are more sensitive to high degrees which makes the curves
in Figure 2 more flat.
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Fig. 3. Geoid contribution from (left) the EIGEN-2 spectral part above degree 70;
(right) the EIGEN-3p part above degree 90. A 1-day CHAMP subtrack is added

The above ”negative result” concerns the effect of geophysical temporal
variations on static gravity field solutions. However, in two other contexts
the aliasing effect of Section 1 may, indeed, play a role.

The GRACE mission is designed to determine temporal variations of the
gravity field, in addition to its static part. A standard approach is to ana-
lyze a sequence of, e.g., monthly period solutions. Then, the relevant signal
is the small difference between two period means which may be not larger
than unparametrized variations within the solution periods. Hence, aliasing
of unparametrized variations may be essential.

Together with the gravity field parameters, non-gravity parameters are
estimated for the gravity field solution. In particular, calibration parameters
for the CHAMP onboard accelerometer are estimated in certain time intervals
[6, 5]. Errors in such parameters cause a wrong assignment of satellite acceler-
ations to either gravitational or non-gravitational forces and may thus corre-
late with errors in the solved gravity field. By such correlations, time-varying
errors of non-gravity parameters may appear like temporal gravity field vari-
ations. These apparent variations could, in turn, alias into spatial patterns
as described in Section 1. Indeed, for EIGEN-3p the accelerometer correc-
tions were parametrized in shorter time intervals than for EIGEN-2, and the
orbit-parallel features in EIGEN-3p are reduced compared to EIGEN-2. This
supports the suggestion that the parametrization of non-gravity parameters
has an influence on the small-scale structure of the gravity models.
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3 Discussion on gravity field parametrization

Owing to their dedicated design and unprecedented accuracy, the satellite
gravity missions CHAMP, GRACE and GOCE are able to sense gravity field
variations not only with space but also with time. Temporal variations may
thus be monitored, in particular by GRACE. But they are also an additional
error source. Irrespective of the correction for some temporal signals within
the mission data processing [1], the missions solve for a basically new kind
of signal. The discrete sampling of a mission can not fully resolve this sig-
nal, so that ambiguities between different kinds of variations are an inherent
problem. But reducing the solution space to only spatial variations up to a
certain spherical harmonic degree, as it is done in the ”traditional” static
gravity field modelling, may now mean an underparametrization which un-
necessarily promotes the aliasing effect discussed before. The resulting task
is to parametrize the gravity field as a function of both space and time. It
is more complex and may involve a trade-off between temporal and spatial
resolution.

A guideline is to retrieve as much geophysical variance as possible. In this
context it is simple but not optimal to fix the temporal resolution at, e.g., one
month over all spatial scales. Instead, different spatial components should be
determined with different temporal resolutions according to their temporal
variability on the one hand and their temporal resolvability by the mission on
the other hand. For example, Perosanz’s and others’ approach [4] to choose a
degree-dependent temporal resolution of the Stokes coefficients accounts for
the fact that, roughly, for low-degree coefficients the geophysical variability
and, as well, CHAMP’s sensitivity are higher than for high degrees.

For a further refinement, with the goal of determining every spatial com-
ponent with its highest possible temporal resolution, an eigenvalue analysis
of gravity field solutions’ normal matrices can be used to find an adapted
parametrization: A solution’s eigenvectors are linear combinations of Stokes
coefficients and form a new basis. The factors for these eigenvectors are a
new set of gravity field parameters. Their—uncorrelated—errors are obtained
from the related eigenvalues. These errors, together with the expected geo-
physical variability of the parameter, may indicate its appropriate temporal
resolution.

An eigenvalue analysis of the normal matrices (here, before the reduction
of non-gravity parameters) can also reveal error correlations between gravity
and non-gravity parameters. Note that the error covariance matrix contains
correlations only between individual parameter pairs. Even if they are low,
linear combinations of gravity parameters may still be highly correlated with
linear combinations of non-gravity parameters ([3], ch. 12). The eigenvectors
now contain both gravity and non-gravity parameters and the eigenvalues
indicate how well these linear combinations are determined. Briefly, a badly
determined eigenvector that contains significant proportions of both gravity
and non-gravity parameters indicates a considerable error correlation between
the involved combinations of gravity and non-gravity parameters.
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4 Conclusions

We have described a mechanism how unparametrized temporal variations
may alias into orbit-parallel spatial patterns in gravity field solutions. The
effect is too small to corrupt solutions of the static gravity field, and in par-
ticular to explain high degree patterns of the EIGEN-2 and EIGEN-3p mod-
els. The mechanism might, however, affect analyses of temporal variations
from series of GRACE period solutions. Furthermore, if errors in non-gravity
(e.g., accelerometer) parameters correlate with gravity field parameters, time-
varying errors of the non-gravity parameters can be seen as apparent gravity
field variations and their effect may be similar as an aliasing of geophysical
variations.

These insights raise the question of an adequate parametrization of the
gravity field as a function of space and time. Certainly, different spatial com-
ponents should be solved with different temporal resolutions according to
their temporal variability and to their resolvability by the mission. For fur-
ther studies, an eigenvalue decomposition of a mission’s normal matrices may
be a useful tool. It may give a decomposition of the spatial field to compo-
nents with uncorrelated errors, and give an indication of their adequate tem-
poral resolutions. It can also reveal error correlations between non-gravity
and gravity parameters in order to find adapted parametrizations of both.
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EIGEN-3p were provided by GFZ Potsdam.
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Summary: The gravity field recovery strategy presented here enables the global recovery 
of the gravity field combined with a regional focus on geographical areas with rough 
gravity field features in a consistent way. The global gravity field is modeled by a series of 
spherical harmonics while the regional gravity field features are represented by space 
localizing base functions of harmonic spline type. The physical model of the orbit analysis 
technique is based on Newton’s equation of motion, formulated as a boundary value 
problem in form of an integral equation of Fredholm type. The observation equations are 
established for short arcs of approximately 30 minutes length. The procedure can be applied 
either globally or regionally to selected geographical regions. For a regional application the 
coverage with short arcs should be slightly larger than the recovery region itself to prevent 
the solution from geographical truncation effects. A proper combination and weighting of 
the normal equations of every arc combined with a tailored regularization allows a stable 
solution for the field parameters. This procedure can be adapted to the roughness of the 
regional gravity field features, the discretization of the gravity field and the sampling rate of 
the observations. A global gravity field solution ITG-Champ01E has been derived based on 
kinematic orbits covering 360 days from March 2002 to March 2003. Regional gravity field 
solution have been determined for selected regions with rugged gravity field features. 

Key words: Gravity field modeling – Regional gravity field recovery – CHAMP – 
Satellite-to-satellite-tracking – ITG-Champ01E 

1  Introduction 

The solution strategy presented here enables the global recovery of the gravity 
field combined with regional refinements in geographical areas with rough gravity 
field features in a consistent way. The physical model is based on Newton’s equa-
tion of motion applied to short arcs of approximately 30 minutes and formulated 
as integral equations of Fredholm type. The integrands contain the reference and 
residual gravity fields and specific disturbing forces. The reference gravity field 
representing the low and medium frequency gravity field features are expressed by 
a series of spherical harmonics complete up to an appropriate degree, while the re-
gional parts are represented by space localizing base functions of harmonic spline 
type. Especially for a regional refinement of the gravity field it is important to 
proof in an a-priori step whether there are residual gravity field signals in the ki-
nematically determined orbits caused by rough gravity field features which are not 
modelled by spherical harmonics. In a post-processing step, the regionally refined 
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gravity field is validated again by using the orbits. The validation procedure is 
based on the computation of an extended Jacobi integral along the satellite orbits 
and described in detail in Ilk and Löcher (2003).  

2  Mathematical Model 

The mathematical model of the gravity field analysis technique is based on New-
ton’s equation of motion (Schneider, 1967),  

( ) ( ; , ; )t t=r f r r x , (1) 
formulated as a boundary value problem,  

( ) ( )
1

2

0

( ) 1 , ( ; , , ) ,A Bt T K t d
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τ τ τ τ τ
′=

′ ′− − − = −r r r f r r x (2) 
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satisfying the boundary values  
: ( ), : ( ),A A B B A Bt t t t= = <r r r r . (4) 

The specific force function, 
( ; , , ) ( ; , ) ( ; ; ) ( ; ; ).d V Tτ τ τ τ′ ′ ′ ′= + ∇ + ∇ ∆f r r f r r r rx x x (5) 

can be separated in a disturbance part df , which represents the non-conservative 
disturbing forces, in a reference part V∇ , representing the global gravity field fea-
tures and in an anomalous part T∇ , modelling the corrections to the gravity field 
parameters. The mathematical model applied in this investigation is given by 
equation (2) together with the force function (5) (Ilk et al., 1995). The geocentric 
positions ( )tr  of the arcs over the analysis area represent the observations. The 
unknowns are the corrections ∆x  to the field parameters x . These are in case of a 
global gravity field recovery corrections to the coefficients of a spherical harmon-
ics expansion of the gravitational potential ( )PV r  or in case of a regional recovery 
the parameters of space localizing base functions modelling the anomalous poten-
tial ( )PT r :

1
( ) ( , )

i

I

P i P Q
i

T a ϕ
=

=r r r (6) 

with the field parameters ia  arranged in a column matrix : , 1,..., )T
ia i I∆ = =x (  and 

the base functions, 
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The coefficients nk  are the degree variances of the gravity field spectrum to be de-
termined, 
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Fig. 1. Computation procedure including the determination of variance factors for every arc 
and the regularization parameter for the gravity field recovery. 

ER  is the mean equator radius of the Earth, r  the distance of a field point from the 
geo-centre and ( , )

in P QP r r  are the Legendre’s polynomials depending on the spheri-
cal distance between a field point P and the nodal points iQ  of the set of base 
functions. With this definition the base functions ( , )

iP Qϕ r r  can be interpreted as 
isotropic and homogeneous harmonic spline functions (Freeden et al., 1998). The 
nodal points iQ  are defined on a grid generated by a uniform subdivision of an 
icosahedron of twenty equal-area spherical triangles. In this way the global pattern 
of spline nodal points shows approximately uniform nodal point distances. Every 
short arc of approximately 30 minutes builds a normal equation. All normal equa-
tions are combined by estimating a variance factor for every arc as well as an ac-
celerometer bias (Koch and Kusche, 2002). The regularization has been restricted 
to all potential coefficients from degree 40 upwards and the regularization pa-
rameter has been determined during the iteration as sketched in Fig. 1. 

3  Global gravity field recovery based on kinematic orbits 

The global gravity field recovery presented here is based on kinematic orbits of 
CHAMP with a sampling rate of 30 seconds provided by M. Rothacher and D. 
Svehla from the FESG of the Technical University Munich (Svehla and Roth-
acher, 2003). The orbits cover a time period of approximately 360 days from 
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Table 1. 1°x1°-grid comparisons of ITG-Champ01E, Eigen-2 and Eigen-3p with GGM01s: 
rms of undulation differences (cm). 

filled up with EGM96 from n=37 filled up with EGM96 from n=73 
GPS data set points 

min max wrms min max wrms 
USA 5168 -122,2 179,4 43,4 -129,4 183,5 44,0 

Canada 1931 -131,8 174,2 40,1 -112,4 131,8 38,5 
EUVN (Europe) 186 -142,4 168,3 42,4 -88,4 143,8 36,3 
BKG (Germany) 575 -114,8 73,9 29,6 -95,8 63,4 20,5 

Table 2. Global gravity field recovery: rms of geoid undulation differences (cm). 

The result of the global recovery has been checked by determining the rms of the 
differences of 1°x1° grids of point geoid undulations between our solution ITG-
Champ01E and the recent GRACE solution GGM01s (CSR, 2003) for various 
spectral bands (Table 1). For comparison the same tests have been performed for 
the gravity field models Eigen-2 (Reigber et al., 2003) and Eigen-3p (Reigber et 
al., 2004). Our model ITG-Champ01E is biased in the higher degrees by the refer-
ence gravity field EGM96 caused by a regularization from degree n=40 upwards. 
But another gravity field recovery solution with no a-priori information and no 
regularization at all confirmed the results shown in Tab. 1. While the results in the 
low-frequent spectral band are similar to Eigen-3p there are slight improvements 
in precision in the spectral band between degree 40 and 60 compared to alternative 
recovery solutions. Additional test computations have been performed by F. 

GGM01s � ITG-Champ01E 3,5 7,4 14,3 18,8 21,8 
GGM01s � Eigen-2 7,6 20,7 47,3 57,5 68,0 

GGM01s � Eigen-3p 3,9 7,6 23,1 32,0 42,1 
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March 2002 to March 2003. The three-dimensional accelerometer data are pro-
vided by the CHAMP Information System and Data Centre (ISDC). The transfor-
mations between the terrestrial and celestial reference frames follow the conven-
tions published by McCarthy (1996). For the computation of the tidal forces 
caused by Moon and Sun the numerical ephemeris DE405 of the Jet Propulsion 
Laboratory (JPL) have been used. The accelerometer measurements to determine 
the surface forces for the CHAMP orbit have been processed according to the 
rules of the CHAMP data format (Förste et al., 2001). The force functions caused 
by the Earth tides as well as by the ocean tides have been based on the models as 
published by McCarthy (1996). As reference frames ITRF2000 and ICRF2000 are 
used as well as the corresponding rotations according to the IERS conventions. 
The one-year orbit has been split up into 17000 short arcs with in total 2400000 
observations. Then the procedure summarized in Fig. 1 has been applied to deter-
mine the 5772 unknown corrections to the potential coefficients of the reference 
gravity field (EGM96 up to degree 75).  

spectral range 0�40 0�50 0�60 0�65 0�70 
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Barthelmes from GFZ with the GFZ standard evaluation procedure. Tab. 2 shows 
selected results from this evaluation test, the comparisons with geoid undulations 
derived from GPS and levelling measurements.  

4  Regional gravity field recovery

To demonstrate the regional recovery three regions with rough gravity field fea-
tures have been selected (Fig. 2): South East Asia, South America and Europe. An 
additional strip of 10° around the recovery areas have been considered to prevent 
the solution from geographical truncation effects. The parameterisation of the re-
sidual field was based on harmonic spline functions as defined in equation (7); the 
corresponding recovery parameters are shown in Tab. 3. The mean distance be-
tween the base function nodal points amounts approximately 130 km. The same 
data set as in case of the global gravity field recovery has been used also for the 
regional recoveries. Instead of EGM96 Eigen-2 has been used as reference field 
up to degree 120. The regional recovery results are shown in Tab. 4. 

Fig. 2. Gravity field recovery for South America, Europe and South East Asia. 

region South East Asia South America Europe
orbits 3192 2340 1922 

observations 317000 260000 135000 
unknowns 4064 3046 1172 

Table 3. Parameters for the regional gravity field recovery. 

region South East Asia South America Europe

Table 4. 1°x1°-grid comparisons of ITG solutions and Eigen-2 with GGM01s in the spec-
tral band 36…120: rms of undulation differences (cm). 

-150 -100 -50 0 50 100 150

-50

0

50

ITG � GGM01s 92,2 85,5 65,4 
Eigen-2 � GGM01s 141,2 114,7 106,0 

ITG � Eigen-2 104,7 101,3 88,9 
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5  Conclusions 

The use of short arcs for global gravity field recovery as well as for regional grav-
ity field refinements is an adequate alternative recovery technique based on high-
quality kinematic orbits as performed by the FESG Munich. Despite the fact that 
the CHAMP mission is designed to recover first of all the long and medium wave-
length features it could be shown that also regional refinements are possible with 
surprising accuracy.  
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Statistical Assessment of CHAMP Data and Models
Using the Energy Balance Approach
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Summary. The energy balance approach is used for a statistical assessment of CHAMP or-
bits, data and gravity models. It is known that the quality of GPS–derived orbits varies and
that CHAMP accelerometer errors are difficult to model. This makes the selection of orbits
for gravity recovery difficult. Here we identify the noise level present in in–situ potential val-
ues from the energy balance in an iterative variance–component estimation. This means we
solve simultaneously for a spherical harmonic model, for polynomial coefficients absorbing
accelerometer drift, and for sub–daily noise variance components. These should be under-
stood in a sense of model consistency. Using dynamic GFZ orbits, results including 92 days
in 2002 indicate that for most days the noise is at 0.25–0.3m2/s2, with notable exceptions.
The corresponding gravity model is found close to EIGEN–2, after two iterations. With TUM
kinematic orbits and Lagrange–interpolated velocities or TUM reduced-dynamic orbits, we
found for preselected data the consistency at the 0.7-0.8m2/s2 (KIN), 0.3-0.35m2/s2 (RD)
level; gravity models improve significantly on EGM96. Generally, iterative re–weighting im-
proves the solutions significantly, and ‘trackiness’ is considerably reduced.

Key words: CHAMP, energy balance approach, statistical assessment, variance components

1 Energy Conservation Method

Various groups have demonstrated that the energy balance approach can be used to
compute a gravity model from CHAMP reduced-dynamic or kinematic orbits, see
Gerlach et al. (2003a,b) or Howe et al. (2003). The approach can also be used to ver-
ify the consistency of CHAMP accelerometer data, orbits, gravity field model and
other (e.g. tidal) models, and to assess the magnitude of systematic and stochastic
errors. We have analyzed CHAMP data for the in–situ potential following Jekeli’s
method. We have estimated simultaneously corrections to the spherical harmonic
coefficients, sub–daily polynomial coefficients describing residual (after applying
bias and scale factors from the ACC files) drift of the accelerometer, and sub–daily
variance components of the in–situ potential values. A known obstacle for this type
of analysis is the selection of ‘good’ orbits. In our approach, arcs showing spurious
behaviour are effectively downweighted within an iterative maximum–likelihood
estimation process, which improves our gravity field solution significantly. In turn,
the estimation of the individual variance components is improved. As a by–product,
we have investigated the correlations of estimated accelerometer drift parameters
with the spherical harmonic coefficients.

The theory of the energy balance approach and its potential application to LEO
satellite experiments goes back to the 60’s, and has been considerably revived re-
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cently, see Jekeli (1999), Visser et al. (2003) Ilk and Löcher (in press). We use the
following formulation, which is based on expressing all quantities of interest in an
inertial coordinate system:

T (t) − V ref(t) − δV (t) − R(t) = E0 +
∫ t

t0

f · ẋ dτ +
∫ t

t0

∇V tides · ẋ dτ (1)

Here T = 1
2 |ẋ|2 is the kinetic potential, V ref is a static reference potential appear-

ing time–dependent in inertial coordinates, δV is a residual geopotential that we
parameterize by spherical harmonics whose coefficients δclm, δslm are to be solved
for, R is the potential rotation term which approximates the potential contribution∫ t

t0
∂V
∂t dτ ≈ −ωe(x1ẋ2 − x2ẋ1) (up to a constant, see Jekeli 1999) of the rotating

earth in inertial space, and E0 is a constant. Furthermore, f are corrected mea-
surements from CHAMP’s STAR accelerometer to account for non–conservative
forces, and the last term on the right–hand side accommodates for tidal effects by
evaluating the corresponding work integral. We found that neglecting the explicit
time–variation of the tidal potentials by simply evaluating V tides(t) would be pos-
sible but introduces low–frequency drift effects that propagate into the low–order
correction polynomial coefficients (see below). We model the direct attraction by
sun and moon from JPL DE ephemeris, the solid earth tides following the IERS
conventions, plus ocean tides (GOT 99.2).

2 Statistical Assessment and Estimation Procedure

The energy balance approach uses eq (1) for combining orbit, accelerometry data,
reference geopotential model, tidal corrections and auxiliary information (e.g. earth
rotation) into a preprocessed stream of pseudo–observations, δV (t), which can be
used without further linearization to estimate the δclm, δslm. Consequently, position
errors εx, velocity errors εẋ, accelerometry errors εf and tide model errors affect
the in–situ potential differences (see Visser et al., 2003) approximately as

εV = ẋ·εẋ−∇V ref·εx−ωe(εx1 ẋ2−εx2 ẋ1)−ωe(x1εẋ2−x2εẋ1)+
∫ t

t0

εf ·ẋ dτ+δV tides

(2)
It is clear that accelerometer biases and scaling errors, predominantly in the in–flight
axis, cause in first approximation a linear drift in the δV measurement. It is also
known that if an erroneous reference model went into the computation of (reduced–
) dynamic orbits, resulting orbit errors will compensate to a certain extend for this in
the energy balance (1), and an estimated gravity model will be biased. This is why
we use the term noise variance in a sense of consistency. Knowing the variance of
the potential difference error, σ2(δV ) = E{ε2V }, we can set up a weighted least
square adjustment which would suppress spurious arcs by downweighting. This
noise variance, however, is nonstationary and difficult to assess a priori. The or-
bits, on the other hand, are given in batches of 0.5–1.5 day length dependent on the
POD analysis strategy. Here we assign an unknown variance component σ2

k(δV ) to
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each batch and estimate it jointly with the residual gravity field and with parameters
that account for accelerometer drift. Written as a Gauss–Markov model, this is

Ak

⎛
⎝ xSH

xACC1
. . .

xACCp

⎞
⎠ − yk = εk

D(εk) = σ2
(k)I

D(xSH) = σ2
(0)R

k = 1 . . . p (3)

where xSH contains SH coefficients, xACCk
and σ2

(k) are drift parameters and vari-

ance components for the k–th data set, and σ2
(0) is a regularization parameter if

needed. This requires an iterative strategy involving re–weightings of the contri-
butions, synthesis of potential residuals, and repeated solutions of the overall LS
problem. A fast Monte Carlo machinery for implementing maximum–likelihood
estimation has been developed in Koch and Kusche (2002) and tested in Kusche
(2003) on a simulated LEO gravity recovery problem. Weighting factors for combi-
nation solutions can be computed the same way. At convergence the results of ML
estimation equal those of the iterated MINQUE technique. It should be emphasized
that from the point of view of estimating drift parameters for each batch k of data,
it would be preferable to have short batches comprising an orbital revolution each.
From the statistical analysis point, we must keep the number of solved–for variance
components limited to maintain fast convergence of our algorithm.

3 Analysis of GFZ dynamic orbits

We used 92 days of GFZ’s PSO and ACC data, of the first half 2002 and with-
out preselection. These are broken up into daily/half–daily batches. We solve for
a SH expansion to degree 75, for 4 polynomial parameters per day to account for
accelerometer drift in the form ε(t) =

∑3
n=0 ak

n(t − tk)n, and for a daily variance
σ2

k. Arc–dependent ak
n parameters are eliminated from the normal system by the

method of partitioning and backsubstitution. The gravity field model that went into
GFZ’s dynamic PSO orbits is not completely identical to EIGEN–2 (P. Schwintzer,
pers. comm.), and we treat it as unknown here. In the first iteration, all batches are
weighted equally. Fig. 1 shows the estimated σk’s after the second iteration where
practically convergence is reached. Fig. 3 (left) shows the difference of the resid-
ual gravity field with respect to GFZ’s published EIGEN–2 solution (Reigber et al.,
2003) without re–weightings (0th iteration), in geoid heights. Fig. 3 (right) shows
the difference, complete to degree 70, after arriving at convergence. No data has
been removed, but all spurious orbits are downweighted. It should be noted that for
EIGEN–2 data from a different time period was used than we used in this study.

4 TUM kinematic and reduced–dynamic orbits

We have further investigated about 100 days of kinematic CHAMP orbits, which
were kindly provided by D. Svehla by IAPG, TU Munich. These orbits are pro-
cessed following the zero–differencing strategy, see Svehla and Rothacher (2003),
and were provided with full variance–covariance information per data point. In
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Fig. 3. Difference to EIGEN–2 [m]. Left: L=75, 0th iteration. Right: L=70, after 2nd iteration

a preprocessing step we have removed all kinematic positions to which a–priori
sigma’s of larger than 5cm in either x, y, or z were assigned. Furthermore, only
data segments of at least 2.5h have been selected. To allow a clean comparison af-
terwards, we have based our selection on purpose not on comparing KIN and RD
orbits. After this, the used data corresponds to about 52 days. Kinematic orbit de-
termination does not provide velocities, so we had to compute CHAMP velocities
using a Lagrange 7–point interpolator. We avoid any smoothing at this step. In what
follows, the same analysis has been performed as with the GFZ PSO data. One must,
however, bear in mind that KIN orbits are completely independent from any prior
gravity field, that they are spaced at 30s intervals, and that the interpolator used for
deriving velocities is of influence. In addition, we have taken TUM RD orbits for
the same time periods and repeated the procedure (apart from the Lagrange interpo-
lation). Results for the noise levels are shown in Fig. 2.

In summary, one can state that the estimated variance components for the KIN
orbits are roughly at the 0.7–0.8m2/s2 level, whereas those for the RD orbits are
at the 0.3–0.35m2/s2 level, with exceptions and a slight increase at about DOY
250. According to eq. (2), assuming that the velocity error dominates, this indicates
that velocities from Lagrange interpolation have an accuracy of about 1mm/s. We
have compared these directly with RD velocities and found this error level con-
firmed. Note that we have based our orbit selection on purpose not on a–priori
comparison of KIN and RD orbits; which would have given a more optimistic
error level. Fig. 4 shows for the estimated gravity field solutions the signal de-
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Fig. 5. Correlation of a0 (+) and a1 (×) with the δclm, δslm. Left: arc length 16h. Right: 3h.

gree variances and the difference degree variance with respect to the recently pub-
lished EIGEN–GRACE01S model (Reigber et al, in preparation). For comparison,
EGM96 (Lemoine et al., 1998) is also shown, which has been used as a refer-
ence field in the computation. Both KIN and RD solution show clear improve-
ments towards the EIGEN–GRACE01S, when compared with the EGM96 model.
Due to regularization, there is almost no signal left beyond degree 50 and the ref-
erence solution EGM96 dominates. It is obvious that between degrees 15 and 40
the reduced-dynamic solution is somewhat closer to the GRACE model; probably
because CHAMP data are already enclosed in the prior gravity model used for com-
puting the RD orbits. We believe that the timespan we used is too short to draw
further conclusions.

In our treatment the determination of arc–dependent accelerometer drift param-
eters ak

n is part of the estimation procedure and not a separate preprocessing step.
It is therefore possible to study the correlation between the ak

n and the SH coeffi-
cients from the a–posteriori covariance matrix. In Fig. 5 we show as an example
correlation coefficients of the estimated energy constant a0 ≡ E0 (+) and of the
slope parameter a1 (×) with the δclm, δslm per degree, for arc lengths of 16 hours
and 3 hours. The correlation between estimates for a0 and a1 is much higher and
increases for short arc length. However, as indicated in the figures, there appears to
be no estimability problem so far. We plan to extend this type of correlation studies,
in particular when incorporating longer data sets and time–variable low–degree SH
coefficients.
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5 Discussion and Outlook

We have discussed a statistical assessment of CHAMP orbits and data within the
energy balance method. Non–stationary noise has been modelled with piecewise
constant variance. We have proven that we can efficiently estimate individual noise
levels for data batches, and that gravity solutions using an optimally weighted LS
procedure are superior to heuristic weighting. Our results indicate that the consis-
tency of GFZ PSO orbits is at 0.25–0.3m2/s2 for the time interval that we consid-
ered, with notable exceptions. TUM orbits were found at levels of 0.7–0.8m2/s2

(KIN) and 0.3–0.35m2/s2 (RD). This is due to the different POD processing strate-
gies, and these figures should be interpreted with care. We have estimated grav-
ity models which we believe clearly improve on pre–CHAMP models. More orbits
have to be added to make final statements on the quality of these models. In particu-
lar, velocity derivation from KIN orbits needs to be investigated. Ongoing research
includes using more data, and accounting for time–wise correlations. In the mean-
time, we added CHAMP data from KIN orbits to EGM96 by using its full variance–
covariance matrix and determined weighting factors σ(0) by ML estimation.

Acknowledgement. We are grateful to GFZ Potsdam for providing CHAMP ACC and PSO
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Summary. CHAMP orbits and accelerometer data are used to recover the long- to medium-
wavelength features of the Earth’s gravitational potential. In this study we are concerned with
analyzing preprocessed data in a framework of multiscale recovery of the Earth’s gravitational
potential, allowing both global and regional solutions. The energy conservation approach has
been used to convert orbits and accelerometer data into in-situ potential. Our modelling is
spacewise, based on (1) non-bandlimited least square adjustment splines to take into account
the true (non-spherical) shape of the trajectory (2) harmonic regularization wavelets for solv-
ing the underlying inverse problem of downward continuation. Furthermore we can show
that by adapting regularization parameters to specific regions local solutions can improve
considerably on global ones. We apply this concept to kinematic CHAMP orbits, and, for test
purposes, to dynamic orbits. Finally we compare our recovered model to the EGM96 model,
and the GFZ models EIGEN-2 and EIGEN-GRACE01s.

Key words: CHAMP, Kinematic Orbit, PSO Orbit, Regional Gravitational Field Recovery,
Tikhonov-Wavelet Regularization

1 Introduction

In this paper high-low satellite-to-satellite tracking (hi-lo SST) of a low Earth orbiter
(LEO) for gravity recovery purposes is discussed from an alternative point of view,
as originally proposed by W. Freeden [4]. More specifically, we are concerned with
the determination of the Earth’s external gravitational field from a given set of po-
tential values along the orbit of CHAMP. We have obtained these potential values by
applying an energy conservation approach, basically following [8], to GFZ PSO as
well as to TUM kinematic CHAMP orbits. In order to translate the hi-lo SST prob-
lem into a rigorous mathematical formulation we will make use of the geometrical
situation outlined in Fig. 1.

We have the following problem (see [4]): Let there be known the potential values
V (x), x ∈ Γ , for a subset Γ ⊂ Σext of points at the orbit positions of the LEO. Find
an approximation U to the geopotential field V on Σext, i.e. on and outside the
Earth’s surface, such that the difference of V and U is arbitrarily small on Σext in
terms of the underlying function spaces. In addition we require V (x) = U(x) for
all x ∈ Γ . Existence, uniqueness, and well-posedness of the problem are discussed
in [4] and the references therein.
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Fig. 1. Illustration of the geometrical
configuration.
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Fig. 2. Local L-curve for the region shown
in Fig. 3, in Harm25,...,90(ΩR).

In practice we are interested in computing global, and if possible, regionally
improved gravity models from real CHAMP-data. In particular for the regional case
our wavelet approach demonstrates advantages since it allows for the local choice of
a regularization parameter. Thus, we apply locally adaptive regularization by virtue
of multiresolution analysis using adequately constructed wavelets.

The three-dimensional coordinate system that we use throughout this study is
the particular realization of the international terrestrial reference frame in which the
CHAMP ephemeris are given. Let r be CHAMP’s mean orbital altitude. The sphere
in R

3 with radius r around the origin is denoted by Ωr, i.e. Ωr = {x ∈ R
3||x| = r}.

For later use we reserve the name ΩR to denote the Bjerhammar sphere (see Fig.
1). With Ωext

r we denote the exterior of Ωr, while Ωint
r is the interior of Ωr. Further,

in our modelling we will make use of two different spherical grids: The equiangular
Driscoll-Healy grid [1] for numerical integration purposes, and the so–called Reuter
grid [11] known from low discrepancy methods. The Reuter grid is important in our
data selection strategy since it exhibits an almost equidistribution of the points on
the sphere.

For extrapolation of the data {yi, Fi}, i = 1, . . . , M , i.e. M potential values
along the orbit Γ to an integration grid on the sphere Ωr we use a least square
adjustment spline S, see for more details [2, 3, 10]. For this purpose we employ
a Reuter grid {xj}, j = 1, . . . , N ⊂ ΩR for locating the Abel-Poisson kernel K
which is defined by

KH(A,ΩR)(x, y) =
1

4πR2

1 − h2

(1 + h2 − 2h(x · y))3/2
. (1)

The N coefficients of the spline S =
∑N

j=1 ajK(xj , ·) follow from solving the
overdetermined linear system
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N∑
j=1

aN
j KH(xi, yj) = Fi, i = 1, . . . , M.

Sobolev Spaces: We will work in Sobolev spaces, as introduced in [5, 4], and as-
sume in particular that the measured potential can be characterized as an element of
the space H(A, ΩR) with symbol A∧(n) = h−n/2, n ∈ N0, 0 < h < 1. This again
leads immediately to the Abel-Poisson kernel, representing the reproducing kernel
in H(h−n/2, ΩR). It should be remarked that this kernel can be directly identified
with the upward continuation operator. This operator facilitates mapping between
H(A,Ωext

R ) and H(Λ−1A, Ωext
r ), and can be interpreted as a pseudodifferential op-

erator (PDO) defined on H(A,Ωext
R ) with the symbol Λ∧(n) =

(
R
r

)n+1
.

Tikhonov Regularization Scaling Functions: Now we consider the solution
of the inverse problem given by ΛV = G, V ∈ L2(ΩR), and G ∈ L2(Ωr). As is
well-known, cf. [4], this equation possesses an exponentially ill-posed pseudod-
ifferential equation with an unbounded inverse operator Λ−1. The idea of regu-
larization is to replace the inverse operator by a more ‘friendly’ operator which
yields an approximate solution. By operating directly on the singular values of
Λ−1, wavelets appear as a very appropriate tool to solve this problem. We obtain
the J-level regularization of the potential V on ΩR by evaluating the convolution
VJ = ΦJ ∗ G =

∫
Ωr

ΦJ(·, η)G(η)dωr(η), where ΦJ denotes the J-level regular-
ization and reconstruction Tikhonov scaling function:

Definition 1 (Tikhonov Scaling Function). Let Pn, n ∈ N0 denote the Legendre
polynomials as given by [5], and γj , j ∈ N0 a positive decreasing sequence with
limj→∞ γj = 0. The Tikhonov regularization scaling function is defined by

Φj(x, y) =
∞∑

n=0

φj(n)
2n + 1
4πRr

(
Rr

|x||y|

)n+1

Pn

(
x

|x| ·
y

|y|

)
,

with x ∈ ΩR, y ∈ Ωr, and the symbol φj(n) is given by

φj(n) =
Λ∧(n)

(Λ∧(n))2 + γj
, n = 0, 1, . . . ; j ∈ N0.

Since φj(n) decreases for increasing n, we may regard these functions just as
low-pass filters - which is similar to Tikhonov regularization for ill-conditioned
linear systems. The Tikhonov regularization wavelets are analogously obtained as
bandpass filters, i.e. by the difference of two subsequent low-pass filters (see [4]).

2 Multiscale Geopotential Modelling from CHAMP Data

In the present study we consider two different CHAMP orbit data sets, covering sev-
eral months in the year 2002. We work with dynamic PSO orbits provided kindly by
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GFZ Potsdam, and with kinematic orbits computed by Drazen Svehla (IAPG, TU
Munich) following the zero-differencing strategy. Whereas dynamic orbits basically
represent a best-fit of GPS observations within an a–priori gravity field and provide
a kind of test for our method, kinematic orbits are free of a-priori gravity infor-
mation and the recovered gravity model should be free of any biases. These orbits
have been converted to in-situ potential values following the energy conservation
approach (cf. [8]), corrected for nonconservative forces using GFZ’s accelerometer
data products, and for astronomical and solid Earth tides according to IERS con-
ventions, and ocean tides using GOT 99.2. That the energy balance approach can be
successfully applied to gravity recovery from CHAMP has been proven meanwhile
by several groups, cf. [7], [6], or [9]. By subtracting a reference potential up to de-
gree 24 (from EGM96) we obtain residual potential values along the orbit. Finally,
by using cubic approximating splines we try to suppress trends in the data which we
believe are induced by remaining accelerometer drift effects.

Data Gridding with Splines: First, using the Abel-Poisson kernel with h =
0.95, we fit a least square adjustment spline to the residual potential along the satel-
lite orbit. All data has been weighted equally, after applying a selection procedure.
It is then possible to extrapolate these values to a Driscoll-Healy integration grid
defined on the mean altitude sphere Ωr (see Fig. 1). This essential step preserves
the harmonicity in the data.

Solving the Inverse Problem and Reconstruction: From the previous step,
we have now a set of gridded, predicted measurements on Ωr. This allows us to
compute a j-level regularization of the potential on ΩR. However, we need an ap-
propriate criterion for stopping the regularization, i.e. we have to balance the regu-
larization error decreasing with higher scales, and the the reconstruction/prediction
error increasing with higher scales. For this purpose we use the L-curve method,
which in turn requires that we predict residual potential values in the spherical inte-
gration grid on Ωr, by use of the recovered potential. Since ‖ · ‖H(A,ΩR) is defined
in the spectral domain, we prefer for regional applications the L2(ΩR)−norm which
can easily be evaluated in the space domain. We plot the norm of the reconstructed
potential (within Harm25,...,90(ΩR), see below) on the y-axis against the predic-
tion residual from this potential to the orbit data on the x-axis (cf. Fig. 2). Locally,
we calculate the RMS of the reconstructed potential values respectively the data
residuals on a grid, which approximates the L2-norm. It should be remarked that
the time-consuming numerical integration in the wavelet transform is intrinsically
data parallel. We exploit this by using an efficient parallel implementation. For an
easier comparison of our solution with spherical harmonic models, we project the
solution globally on Harm25,...,50(ΩR) and locally on Harm25,...,90(ΩR); that is we
extract those spectral bands from our solution which can then directly compared to
spherical harmonic expansions. The difference in the globally recovered potential
compared to several models is given in Tab. 1 and 2.

Local Reconstruction Process: The Tikhonov scaling functions are strongly
localizing on ΩR. It is clear that only a small cap contributes in the reconstructing
convolution, which resembles numerically a local compact support. It is the rea-
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Table 1. Global potential differences from CHAMP-PSO data in Harm25,...,50

[m2/s2] EGM96 EIGEN-1s EIGEN-2 EIGEN-GRACE01s

Median Abs. Diff. 2.918 2.900 2.407 2.467
Mean Abs. Diff. 3.825 3.727 3.283 3.274

Table 2. Global potential differences from CHAMPTUM kinematic data in Harm25,...,50

[m2/s2] EGM96 EIGEN-1s EIGEN-2 EIGEN-GRACE01s

Median Abs. Diff. 2.888 3.257 2.620 2.552
Mean Abs. Diff. 3.785 4.027 3.416 3.258

son why we are able to compute a reconstruction of the gravitational potential in a
desired area only. For a detailed description for the choices of the windows see [2].

Fig. 3. Locally improved potential in
Harm25,...,90(ΩR).

Fig. 4. Difference Fig. 3 and EIGEN-2
in Harm25,...,90(ΩR).

Local CHAMP Data Analysis: Global reconstructions show that differences
to EIGEN-2 are located mainly in the high frequency parts, owing probably to reg-
ularization effects. Thus, we analyze a region of strong signal (see Fig. 3) and try
to improve our global results locally. The locally obtained L-curve, Fig. 2, reveals
that the regularization parameter obtained from a global L-curve is too large for this
specific region, and high-frequent phenomena are over-smoothed. For more detail
see [2]. Beyond this, the local L-curve indicates that γ = 0.0001 is an appropriate
choice for this region. It turns out, that we are in fact able to improve our model lo-
cally. The maximum differences to EIGEN-1s and EIGEN-2 could be significantly
decreased from ca. 60m2

s2 to ca. 20m2

s2 or even less, see Fig. 4. Remaining differences
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can be assigned to regions of high signal variability in the Andes. It will be subject
of future work to investigate ‘trackiness’ in the solutions.

3 Conclusion

We believe our results show that a spline-based wavelet method can be applied suc-
cessfully to real CHAMP data. Beyond this, it should be outlined that our method
can improve satellite-only models regionally by adapting the regularization proce-
dure to the regional variability of the Earth’s gravity field.

Acknowledgement. We are grateful to GFZ Potsdam for providing access to CHAMP data
products. Thanks go also to IAPG, TU Munich, for providing kinematic orbits. Further we
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Summary. Spherical wavelets have been developed by the Geomathematics Group Kaisers-
lautern for several years and have been successfully applied to georelevant problems.
Wavelets can be considered as consecutive band-pass filters and allow local approxima-
tions. The wavelet transform can also be applied to spherical harmonic models of the Earth’s
gravitational field like the most up-to-date EIGEN-1S, EIGEN-2, EIGEN-GRACE01S,
UCPH2002 0.5, and the well-known EGM96. Thereby, wavelet coefficients arise and these
shall be made available to other interested groups. These wavelet coefficients allow the recon-
struction of the wavelet approximations. Different types of wavelets are considered: bandlim-
ited wavelets (here: Shannon and Cubic Polynomial (CuP)) as well as non-bandlimited ones
(in our case: Abel-Poisson). For these types wavelet coefficients are computed and wavelet
variances are given. The data format of the wavelet coefficients is also included.

Key words: Multiscale Modeling, Wavelets, Wavelet Variances, Wavelet coefficients, Grav-
itational Field Model Convertion

1 Introduction

During the last years spherical wavelets have been brought into existence. (cf. e.g.
[3], [2], [4] and the references therein). It is time to apply them to well-known mod-
els in order to offer easy access to the multiscale methods. Therefore, the spher-
ical harmonics models EIGEN-1S, EIGEN-2, UCPH2002 0.5, EGM96 and also
EIGEN-GRACE01S are transformed into bilinear wavelet models (see [3] or [2])
and the coefficients of these models are available via the worldwide web.

2 Wavelet Models

Due to the structure of the gravitational field we leave the first degrees and orders
(up to n = 2) as an approximation by spherical harmonics which are denoted
by Yn,k. For the remaining parts of the models, a scaling function and its corre-
sponding wavelets are applied. Thus, we can write the J-level representation of
the geopotential V on the sphere ΩR in terms of a spherical harmonics part V0..2

(which we neglect from now on), a low-frequent band Vj0 and wavelet bands Wj

for x = Rξ ∈ ΩR:
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VJ(x) = Vj0(x) +
J−1∑
j=j0

Wj(x)

= (Φj0 ∗ (Φj0 ∗ V ))(x) +
J−1∑
j=j0

(Ψ̃j ∗ (Ψj ∗ V ))(x), (1)

where ∗ denotes the L2(ΩR)-convolution and lim
J→∞

VJ = V in the sense of

L2(ΩR).
The kernel can be expressed by a sum over Legendre polynomials (cf. [3] for
x, y ∈ ΩR:

Φj(x, y) =
∞∑

n=0

2n + 1
4πR2

ϕj(n)Pn

(
x

|x| ·
y

|y|

)
.

where ϕj(n) denotes its symbol. The kernels Ψj , Ψ̃j of the corresponding primal and
dual wavelets are constructed analogously with their symbols ψj(n), ψ̃j(n) given
by the refinement equation:

ψj(n)ψ̃j(n) = (ϕj+1(n))2 − (ϕj(n))2. (2)

Since the considered gravitational field models are provided in terms of spherical
harmonics, we may regard them to be bandlimited of degree M . For including the
maximal information of the models, we choose the highest scale J such that that
2J > M .
By using an equiangular grid we integrate exactly spherical harmonics up to the
degree of the integrand (if it is bandlimited, otherwise we obtain an approximation)
in (1). Thus, we write:

VJ (x) ≈
(Nj0+1)2∑

i=1

wj0
i

∫
ΩR

Φj0(z, yj0
i )V (z)dω(z)

︸ ︷︷ ︸
a

j0
i

Φj0(x, yj0
i )

+
J−1∑
j=j0

(Nj+1)2∑
i=1

wj
i

∫
ΩR

Ψj(z, yj
i )V (z)dω(z)

︸ ︷︷ ︸
cj

i

Ψ̃j(x, yj
i ).

In the latter formulae the (yj0
i , wj0

i ) and (yj
i , w

j
i ) denote the locations on ΩR and

corresponding weights of the Driscoll-Healy integration scheme (cf. [1]).
The scaling function and wavelet coefficients aj0

i and cj
i are also obtained by nu-

merical integration. Therefore, the coefficients are

aj0
i ≈

(Ñj0+1)2∑
k=1

w̃j0
k Φj0(z̃

j0
k , yj0

i )V (z̃j0
k ) , cj

i ≈
(Ñj+1)2∑

k=1

w̃j
kΨj(z̃

j
k, yj

i )V (z̃j
k).
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3 Selected Examples

We have chosen three different types of wavelets: the bandlimited Shannon and
Cubic Polynomial and the non-bandlimited Abel-Poisson kernel.
Shannon Wavelets: In the case of Shannon scaling functions the symbol ϕj(n)
reads as follows

ϕSH
j (n) =

{
1 for n ∈ [0, 2j)
0 for n ∈ [2j ,∞),

and for the corresponding wavelets we choose the P-scale version to resolve the
refinement equation (2), i.e.

ψ̃SH
j (n) = ψSH

j (n) =
√(

ϕSH
j+1(n)

)2 −
(
ϕSH

j (n)
)2

.

Cubic Polynomial (CuP) Wavelets: In the CuP case the symbol takes the follow-
ing form:

ϕCP
j (n) =

{
(1 − 2−jn)2(1 + 2−j+1n) for n ∈ [0, 2j)

0 for n ∈ [2j ,∞)

and for the corresponding wavelets we apply again the P-scale version. The param-
eters for the discretization of the integrals in (1) are also taken as above.
Abel-Poisson Wavelets: For the Abel-Poisson scaling function the symbol takes
the following form:

ϕAP
j (n) = e−2−jαn, n ∈ [0,∞), with some constant α > 0.

We choose α = 1. Since ϕAP
j (n) 	= 0 for all n ∈ N this symbol leads to a non-

bandlimited kernel.
It should be noted that the Abel-Poisson scaling function has a closed form repre-
sentation which allows the omission of a series evaluation and truncation, i.e. for
x, y ∈ ΩR, i.e. |x| = |y| = R we have

ΦAP
j (x, y) =

∞∑
n=0

2n + 1
4πR2

ϕAP
j (n)Pn

(
x

|x| ·
y

|y|

)

=
1

4πR2

1 − e−2−j+1

(
1 + e−2−j+1 − 2e−2−j t

) 3
2
.

When constructing bilinear Abel-Poisson wavelets we want to keep such a represen-
tation as an elementary function. Thus, we decide to use M-scale wavelets whose
symbols are deduced from the refinement equation (2) by the third binomial for-
mula:

ψAP
j (n) =

(
ϕAP

j+1(n) − ϕAP
j (n)

)
ψ̃AP

j (n) =
(
ϕAP

j+1(n) + ϕAP
j (n)

)
.
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Since the Abel-Poisson scaling function and its corresponding wavelets are non-
bandlimited we obtain just a good approximation by the method based on an equian-
gular grid (we choose the parameter of polynomial exactness sufficiently large
enough).

4 Wavelet Variances

The wavelet coefficients cj
i can also be used to compute the scale and space variance

of V at the positions yj
i and scale j. These variances at the positions yj

i are given by

Varj ; yj
i
(V ) =

∫

ΩR

∫

ΩR

V (x)V (z)Ψj(x, yj
i )Ψj(z, yj

i )dω(x)dω(z) =
(
cj
i

)2

.

The scale variance of V at scale j, Varj(V ), is then defined as the integral over the
scale and space variances which can be evaluated using the coefficients cj

i . For more
about wavelet variances, see [4].

CP-wavelet variances for scales 6 (left) and 7 (right) of EGM96, in [m4/s4]

5 Reconstruction

We supply to the end-user the scaling function or wavelet coefficients, aj0
i or cj

i

corresponding to some locations on ΩR. One reconstructs the J-level representation
of the potential V by

VJ(x) ≈
(Nj0+1)2∑

i=1

wj0
i aj0

i Φj0(x, yj0
i ) +

J−1∑
j=j0

(Nj+1)2∑
i=1

wj
i c

j
i Ψ̃j(x, yj

i ). (3)

A full multiscale analysis of the EIGEN2 with CP-wavelets is exemplarily given
below. (Note that all figures are in [m2/s2].)
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+ +

The CP-scaling function with j0 = 2 (left) and the CP-wavelet with j = 2 (right)

+ +

The CP-wavelet with j = 3 (left) and j = 4 (right)

+ +

The CP-wavelet with j = 5 (left) and j = 6 (right)

+ +

The CP-wavelet with j = 7 (left) and j = 8 (right)
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=

The CP-wavelet with j = 9 (left) and the whole sum (3) (right)

Moreover, we present some details of the Abel-Poisson multiresolution of EIGEN2.
The sectorial parts of the model are resolved more and more by the higher scales.

The AP-wavelets of scale 6 (left) and 8 (right) in [m2/s2].

Location in the Web

The coefficients, a detailed model description as well as further figures can be found
and downloaded at the following web page:

http://www.mathematik.uni-kl.de/˜wwwgeo/waveletmodels.html
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Summary. We compare selected techniques for recovering the global gravity field from pre-
cisely determined kinematic CHAMP orbits. The first method derives the second derivatives
by use of an interpolation polynomial. The second procedure is based on Newton’s equa-
tion of motion, formulated and solved as a boundary value problem in time equivalent to a
corresponding integral equation of Fredholm type. It is applied to short arcs of the CHAMP
orbits. The third method is based on the energy balance principle. We implement the analysis
of in-situ potential differences following Jekeli’s formulation. The normal equations from the
three approaches are solved using Tikhonov–type regularization, where the regularization pa-
rameter is computed according to a variance component estimation procedure. The results are
compared with the recent satellite-only model EIGEN2 and the first GRACE model GGM01s.
All methods provide solutions of the gravity field which represent significant improvements
with respect to the reference model EGM96 below degree 50. The quality of the solutions
differs only slightly.

Key words: CHAMP, gravity field recovery, boundary value problem, polynomial interpo-
lation, energy balance approach

1 Introduction

Various groups have introduced different approaches to determine the global grav-
ity field from precisely determined kinematic CHAMP orbits. We compare three
of those techniques. The first method derives the second derivatives by use of an
interpolation polynomial. The second procedure is formulated as a boundary value
problem in time. It is applied to short arcs of the CHAMP orbits. The third method
is based on the energy balance principle. Apart from the different observation mod-
els the same procedure has been used for the calculation of all three methods. This
includes the same data set and the same way of solving the normal equations us-
ing Tikhonov–type regularization, where the regularization parameter is computed
according to a variance component estimation procedure.

2 Data settings

The global gravity field recovery presented here is based on kinematic orbits
of CHAMP with a sampling rate of 30 seconds provided by M. Rothacher and
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D. Svehla from the FESG of the Technical University Munich. The orbits cover
a time period of approximately 100 days. These orbits are processed following the
zero-differencing strategy, see (Svehla D, Rothacher M, 2003) and were provided
with variance-covariance information per data point. In a preprocessing step we have
removed all kinematic positions to which sigma’s larger than 5cm in either x, y or z
were assigned. Furthermore, only data segments of at leat 2.5h have been selected.
After this, the used data corresponds to about 52 days.

EGM96 has been used as a reference field in the following denoted by V . The
disturbing potential T is modelled by a spherical harmonics expansion up to degree
and order L = 75. The unknown coefficients ∆cnm, ∆snm can be estimated in an
least squares adjustment.

The satellite’s motion is also influenced by disturbing forces f . We model the
direct attraction by sun and moon from JPL DE ephemeris, the solid earth tides fol-
lowing the IERS conventions, and we implement an ocean tide model. CHAMP’s
STAR accelerometer measures the non-conservative forces like air drag and solar ra-
diation pressure. Due to the spurious behavior of the accelerometer, bias parameters
are estimated in all three models.

3 Observation equations

3.1 Polynomial differentiation

The functional model of the observations is based on Newton’s equation of motion

r̈(t) = ∇V + ∇T + f . (1)

The idea of this method is to approximate the orbit by an interpolation polynomial,
in this case a Gregory-Newton n-point scheme (Austen et al., 2002)

r(t) ≈ rA +
n−1∑
i=1

i∑
k=0

(−1)i+k

(
q

i

)
rk+1 (2)

with
q = (t − t1)/(t2 − t1).

To obtain the accelerations, we have to differentiate the interpolation scheme twice
with respect to time t

r̈(t) ≈ rA +
n−1∑
i=1

i∑
k=0

(−1)i+k

(
q

i

)′′
rk+1 (3)

The accelerations are computed at the centre of the n-point scheme to get the small-
est interpolation error. These approximated accelerations are used as pseudo obser-
vations for model (1). As they are linear combinations of positions, a full apriori
variance-covariance matrix can be computed by linear error-propagation from given
covariances per position.
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3.2 Solving a boundary value problem in the time domain

This functional model is based on Newton’s equation of motion as well, but formu-
lated as a boundary value problem (Schneider, 1967),

r(τ) − (1 − τ)rA − τrB = −(tB − tA)2
∫ 1

0

K(τ, τ ′)g(τ ′, r, ṙ) dτ ′, (4)

with the integral kernel

K(τ, τ ′) =

{
τ ′(1 − τ) for 0 ≤ τ ′ ≤ τ

τ(1 − τ ′) for τ ≤ τ ′ ≤ 1

satisfying the boundary values

rA := r(tA), rB := r(tB). (5)

The function g contains all forces acting on the satellite’s acceleration:

g = ∇V + ∇T + f . (6)

Equation (4) is applied to short arcs after discretization in time (Ilk et al., 2003) and
(P. Ditmer and A. van Eck van der Sluis, 2003). The linear combinations of three
positions are used as pseudo observations. A full apriori variance-covariance matrix
per arc is computed by linear error-propagation from given covariances per position.

3.3 Energy balance approach

The theory of the energy balance approach has been applied frequently, e.g. (Jekeli,
1999), (Gerlach et al., 2003), (Howe et al., 2003) or (Ilk and Loecher, 2003). We use
the following formulation, which is based on expressing all quantities of interest in
an inertial coordinate system:

Ekin(t) + V (t) + T (t) − R(t) −
∫ t

t0

f · ṙ dτ = E0 = const (7)

with the kinetic energy

Ekin =
1
2
|ṙ|2, (8)

and the potential rotation term

R(t) =
∫ t

t0

∂(V + T )
∂t

dt ≈ −ωe(r1ṙ2 − r2ṙ1), (9)

which approximates the potential contribution of the rotating earth in inertial space.
The satellite’s velocity ṙ(t) needed for the kinetic energy is computed similar to
equation (3). As the energy does not depend linearly on velocities and positions,
error propagation is more difficult and not implemented yet.
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4 Robust parameter estimation

For all three techniques normal equations were computed per arc and accumulated.
To make the solution robust against less accurate periods of the orbit, a variance
component estimation (VCE) procedure is used. This can be done efficiently by
re–weighting every orbital arc individually in an iterative Monte Carlo approach
(MCVCE), see (Kusche 2003).

It is known that gravity field determination from satellite data poses an ill-posed
problem. Downward continuation generally amplifies the measurement noise. To
stabilize the systems of normal equations and overcome the ill-posedness of the
problem a Kaula regularisation starting from degree L = 40 is applied, which re-
quires a properly selected regularization parameter. Linking the regularization pa-
rameter to the variance of the gravity field parameters offers the possibility to deter-
mine it efficiently by means of MCVCE as well.

5 Results

All three methods were applied to kinematic CHAMP data of altogether about 51
days, and provide gravity solutions which we believe represent significant improve-
ments with respect to the reference model EGM96 below degree 50. Above degree
50, these solutions are mainly determined by regularization and therefore biased
towards the reference model. The time–wise BVP method and the polynomial dif-
ferentiation appear as slightly superior to the energy balance method, which we
believe is due to the neglected apriori variance information. Generally our solutions
are almost free of spurious ‘stripe patterns’, due to the apparently high homogeneity
of the data quality in combination with the MCVCE statistical technique.

6 Conclusions and Outlook

We have applied three non-conventional methods for recovering the Earth’s gravity
field from kinematic CHAMP orbits. All three methods can improve our knowledge
of the gravity field from a very short time period, which is undoubtedly due to the
high quality of the kinematic orbits. There are only slight differences between the
three solutions. It remains to investigate whether these methods can supersede the
traditional method of integrating the variational equations associated to the satel-
lite’s motion. A final statement cannot be given, as research in this matter has not
been completed yet. There are possible improvements in methodology especially
concerning the energy balance approach. First of all we plan to implement correct
error propagation. In addition to this, other differentiation procedures like spline
smoothing might improve the crucial velocity derivation step.
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Fig. 1. Solution computed with BVP method.
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Fig. 2. Solution computed with polynom method.
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Fig. 3. Solution computed with energy method.
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Summary. Using an efficient and robust combination of a kinematic and reduced-
dynamic orbit determination procedure CHAMP GPS data spanning about eleven
months are processed and different aspects are addressed. Kinematic solutions are
generated with and without elevation-dependent weighting of the observations in
order to study the impact on the solution. GPS clock corrections with a sampling
rate of 30 seconds and of 5 minutes, both interpolated to 10 seconds, are used.
The orbit results are compared with the Post-processed Science Orbits from the
GeoForschungsZentrum Potsdam, Germany, with orbit solutions from the Technical
University of Munich, Germany, and they are validated with SLR measurements.

Key words: Efficient and precise orbit determination, Low Earth Orbiters,
Elevation-dependent weighting, GPS clock interpolation

1 Introduction

An efficient algorithm is used for kinematic point positioning of a Low Earth
Orbiter (LEO). Starting from epoch-wise code and epoch-by-epoch differ-
enced phase observations code positions and phase position-differences are
computed, which are then combined into precise positions in a subsequent
step. An elaborate data screening algorithm is embedded in the procedure.
These kinematic positions may be used as pseudo-observations to generate
a reduced-dynamic orbit based on physical models. Pseudo-stochastic pulses
may be set up in order to compensate for data problems and model in-
sufficiencies. Comparisons with orbit results of the IGS Test Campaign 2001
showed that the procedure allows it to generate both, kinematic and reduced-
dynamic orbits, for LEOs with an accuracy of the order of ten centimeters
(see [1]). The procedure may be used for a quick data quality monitoring,
for the robust generation of precise orbit solutions in cases where decimeter
accuracy is sufficient, or to generate a priori orbits for boot-strapping other
precise orbit determination (POD) procedures.
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2 Orbit Determination Procedure and Solutions

The kinematic and the reduced-dynamic orbit determination procedures are
used alternately in an iterative procedure composed of three steps. Figure 1
shows a flow diagram of this procedure for the determination of kinematic and
reduced-dynamic orbits of LEOs. In a first step kinematic satellite positions
are computed based on code observations only. An initial reduced-dynamic
orbit is then adjusted to this relatively noisy trajectory. This orbit is used
in the second step to allow for screening the code and the epoch-differenced
phase observations. Based on code and phase-differences an improved kine-
matic trajectory is reconstructed which is then used in the third and final
step as a priori orbit allowing for a refined data screening. The code posi-
tions and phase position-differences of this final kinematic solution are used
as independent pseudo-observation types for the final reduced-dynamic orbit
solution. The resulting procedure represents an efficient and robust method
to determine precise orbits for a LEO. It can be set up in an automatic
mode and could run in near-realtime. The algorithms of the kinematic and
reduced-dynamic procedure are described in detail in [1].

The orbit solutions addressed in this paper emerge from the last step of
the procedure and refer to a daily batch of data. For the kinematic solutions
A and B an elevation-dependent weighting of the observations is applied,
using a weight of w = cos2 z, where z is the zenith distance. For solution A
30-second GPS clock corrections [2] and for solution B 5-minute GPS clock
corrections are used and interpolated to the observation epochs spaced by 10
seconds. The reduced-dynamic solution RD can be characterized as follows:

– Code positions and phase position-differences of solution A are used as
pseudo-observations and

– pseudo-stochastic pulses set up every ten minutes.
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Fig. 1. Flow diagram for iterative procedure using the kinematic and reduced-
dynamic procedure in a sequence.
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Eleven months of CHAMP GPS data (day 075/2002 to 039/2003, 10-second
sampling) were processed using the described procedure. CODE (Center for
Orbit Determination in Europe) Final GPS orbits and Earth rotation param-
eters were used. The EIGEN2 gravity field model (120x120) [4] was adopted
for the reduced-dynamic orbit determination.

3 Elevation-dependent Weighting

The GPS observations of terrestrial stations are usually weighted depending
on the zenith distance of the observation w.r.t. the antenna pole to mitigate
systematic effects at low elevations, such as troposphere anomalies and mul-
tipath. As LEO observations are not affected by tropospheric refraction it
is not clear initially whether elevation-dependent weighting helps to improve
the POD results. Detailed studies concerning this question were made in [1].
Whether or not elevation-dependent weighting is necessary depends on the
satellite. For the CHAMP spacecraft weighting is appropriate for the code
observations. Figure 2 shows the RMS errors per coordinate and per day in
meters of the reduced-dynamic orbit adjustment using code positions either
derived with elevation-dependent weighting of the observations (circles) or
without (asteriks). Elevation-dependent weighting reduces the RMS of the
code-derived positions by 30%. This indicates code data problems at low el-
evation that may be due to multipath or electronic interferences (see [3]).
Figure 3 shows sky plots of the mean residuals of the observations. Data
problems can be recognized for the code (Figure 3(a)) but not for the phase-
difference observations (Figure 3(b)). As opposed to code observations the
weighting of phase-difference observations has no impact on the results.

4 External Comparison

The final kinematic (A,B) and reduced-dynamic (RD) daily orbit solutions
are compared with the pure dynamic Post-processed Science Orbits (PSO)
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Fig. 2. RMS errors (m) per coordinate of the reduced-dynamic orbit determination
using code positions derived either with or without elevation-dependent weighting
of the observations.
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Fig. 3. Sky plots of mean residuals for kinematic solution A for CHAMP, average
from day 075/2002 to 039/2003.

of CHAMP generated at GeoForschungsZentrum Potsdam (GFZ), Germany.
Figure 4 shows the RMS errors (m) of the comparison with the PSO for the
eleven months. The median values of these comparisons are listed in Table 1.
There are some days with a large RMS error (> 30 cm) due to several reasons:

– Jumps in the PSO in cases where arc boundaries of the 30-hour arcs fall into
the middle of the processed 24-hour arcs (e.g., days 089, 172, 313/2002),

– modeling problems for our reduced-dynamic solution (e.g., days 147 and
350/2002), and

– problems to generate kinematic solutions due to few observations left by
the data screening which causes additional problems by generating the
reduced-dynamic orbit (e.g., days 163 and 164/2002).

For the great majority of the days the comparison is at a RMS level of
11-12 cm per satellite coordinate. For the kinematic solution B, based on 5-
minute GPS clock corrections interpolated to 10 seconds, the RMS difference
is increased by about 25% with respect to solution A (based on 30-second
clock corrections). If an orbit quality of 15 cm is sufficient (e.g., for a quick
data quality check or as a priori orbit for a double-difference procedure)
precise 5-minute IGS GPS clock corrections may be interpolated to the data

Table 1. Median (m) of RMS errors of orbit comparisons between orbit solutions
A, B, and RD and PSO-GFZ, TUM, and SLR.

A B RD

PSO-GFZ 0.12 0.15 0.11
TUM 0.11 0.14 0.10
SLR – – 0.09
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and orbit solutions A, B, and RD, CHAMP, day 075/2002 to 039/2003.

sampling and high-rate clock corrections are not needed, at least if SA is not
active.

The reduced-dynamic orbit solution RD is marginally better than the
kinematic solution A, because this solution is generated using code posi-
tions and phase position-differences as independent pseudo-observations. The
pseudo-stochastic pulses which are set up every ten minutes can compensate
for data problems in the kinematic positions resulting in a slightly better
solution than the pure kinematic solution A.

Our orbits were also compared with zero-difference reduced-dynamic or-
bits from the Technical University of Munich, Germany (TUM) (see [5]). The
median values of 1-dim RMS differences are listed in Table 1. The comparison
with TUM shows slightly smaller median RMS errors than the comparison
with PSO-GFZ.

Validation of the reduced-dynamic orbit RD with SLR observations from
CHAMP show a median daily RMS error of nine centimeter for the consid-
ered time interval of eleven months (Table 1). Daily RMS values of the SLR
residuals may be inspected in Figure 5.

75 125 175 225 275 325 10
0

0.1

0.2

0.3
Comparison of reduced−dynamic orbits RD with SLR observations

Day of Year 2002 and 2003

R
M

S
 (

m
)

Fig. 5. RMS (m) of CHAMP SLR residuals w.r.t. the reduced-dynamic orbit so-
lution RD, day 075/2002 to 039/2003.
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5 Summary

Eleven months of CHAMP GPS data were processed and orbits were gener-
ated using an efficient and robust combination of a kinematic and reduced-
dynamic orbit determination procedure. An orbit accuracy of a decimeter
was achieved, if no serious data problems occurred and if enough GPS obser-
vations were available for the LEO satellite. The performance is confirmed
by comparisons with independent orbits and by validation with SLR mea-
surements.

The elevation-dependent weighting proportional to cos2 z is appropriate
for the code observations of CHAMP to cope with data problems at low
elevations.

Three different solution types were compared with external orbit solu-
tions. The reduced-dynamic orbit solutions show the best accuracy, the kine-
matic solutions A are, however, only slightly inferior. The quality of the kine-
matic solutions B (based on interpolated 5-minute GPS clock corrections) is
degraded by 25% w.r.t. solution A (based on 30-second GPS clock correc-
tions). In cases where a 15 cm-orbit quality is sufficient, 5-minute GPS clock
corrections may be used for this kinematic point positioning approach. It is
thus possible to generate LEO orbits of an accuracy of about 1-2 decimeters
(per coordinate) using standard IGS products in a very efficient way.
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year of reduced-dynamic CHAMP orbits for comparison.
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Summary. Analysis of CHAMP GPS data through a reduced dynamic method-
ology has yielded precise Cartesian positioning for subsequent analyses for gravity
field and geodynamic parameters. Results are accordingly presented of (i) a gravity
field recovery, (ii) the bias and scale factors for the three axes accelerometer data
and (iii) the apparent thrust forces estimated as parameters over a 13-month pe-
riod. As a consequence we are able to consider the stability of the accelerometer
parameters recovered daily or monthly. Analysis of the thruster data will quantify
the magnitude of the additional forces involved and the stability, if any, of these
forces over an extended period.

Key words: Gravity, Accelerometer, Bias and scale, Thrusters

1 Gravity Field Enhancement using CHAMP

As a prelude to gravity field studies precise orbits for CHAMP have been
derived using the reduced-dynamic methodology (Moore et al, 2003) within
the Jet Propulsion Laboratory’s (JPL) software GIPSY-OASIS II. Table 1
summarises the reduced dynamic residuals relative to EGM-96 (Lemoine et
al, 1998), EIGEN-1S (Reigber et al, 2002) and two inhouse gravity fields
NCL champ.2(3) (see below). The GPS tracking data processed in the
reduced-dynamic mode provided Cartesian positioning in an Earth Centre
Fixed (ECF) system at 30sec intervals. The ECF positioning was subse-
quently used as tracking data along with CHAMP Version 12 accelerome-
try (linear accelerations, quaternions, thrusts etc) within our inhouse orbit-
determination software Faust. Table 2 summarises the CHAMP ECF posi-
tioning and SLR residuals using different gravity fields. Parameters estimated
included the initial state vector and bias and scale factors for the linear accel-
erations for the daily arcs, residual 3D linear accelerations for each of the 6
pairs of thrusters and, for gravity field enhancement, geopotential harmonics
constrained by the EGM96 normal equations complete to degree and order
70. Two strategies were employed that differed in the treatment of the thrust
events (Strategy 1: 3*6 unknowns per 30 arcs; Strategy 2: 3*6 unknowns per
arc) and the inclusion of once-per-revolution empirical radial accelerations
(16 pairs per arc) in Strategy 2. The first strategy was applied to 515 days
of CHAMP data and resulted in the new field gravity field NCL champ.2. In
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Field Pseudo range phase
rms (cm) # rms (cm) #

EGM96 346.6 11826 27.4 13629
EIGEN-1S 209.8 13517 9.9 13631
NCL champ.2 211.1 13513 10.3 13631
NCL champ.3 209.7 13518 11.0 13631

Table 1. GIPSY-OASIS CHAMP GPS residuals (cm) : day 151 2001

Field Xecf Yecf Zecf SLR strategy

EGM96 129.3 158.8 130.4 91.6 1
EGM96 38.1 37.9 24.4 34.6 2
EIGEN-1S 37.9 42.3 53.2 35.3 1
EIGEN-1S 9.4 9.2 7.6 10.1 2
NCL champ.2 34.4 37.9 48.3 38.4 1
NCL champ.2 12.2 12.7 6.7 11.8 2
NCL champ.3 62.4 61.1 60.9 51.0 1
NCL champ.3 7.3 7.2 6.5 7.9 2

Table 2. RMS residuals (cm) of CHAMP ECF data (days 170-200, 2001)

contrast NCL champ.3 derived using strategy 2 used just 30 days of track-
ing. Note that the inclusion of empirical radial accelerations introduced to
compensate for known deficiency in this component leads a substantial im-
provement in fit to a level commensurate with the accuracy of the ECF
Cartesian positioning of CHAMP which has been estimated to 5-10cm in
each coordinate. Orbit computations with other satellites are presented in
Table 3. NCL − champ2(3) perform as well as EGM96 confirming that the
additional CHAMP data has not affected global applicability.

Satellite Incl. arcs EGM96 NCL champ.2 NCL champ.3
(deg) (cm) (cm) (cm)

LAGEOS1 109.8 1*30d 2.30 2.31 2.60
LAGEOS11 52.6 1*30d 1.94 1.95 2.16
T/P 6.5 1*10d 4.87 4.90
STELLA 98.7 3*5d 6.18 5.93 5.29
STARLETTE 49.8 3*5d 3.52 3.55 3.24
ERS-2 96.5 7*5d 7.44 6.91 9.33

Table 3. Test of the new gravity fields with other satellites; SLR data
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2 Accelerometry: Bias and Scale

Bias (k0) and scale factors (k1) have been estimated using the EIGEN-1S
gravity field model for a 13 month period using a number of different strate-
gies that differed in the recovery periods of k0, k1 and the linear accelerations
associated with thrust impulses. Using 24hr arcs, each strategy recovered the
state vector at epoch. Strategies differed by considering k0, k1 and the thrust
events as local parameters per 24hr arc or as global parameters estimated over
30day spans. A loose constraint implies that k1 = 1.0±0.01 was applied to all
three scale factors while the tight constraint indicates that the along-track
constraint was increased to k1 = 1.0±0.001. Table 4 shows that the radial

Strategy k0 k1 thrust constraint radial 1cy/rev

A local global global loose no
B local local global loose no
C local global global loose yes
D local global local loose yes
E local local local loose yes
F local local local tight yes

Table 4. Strategies for bias, scale and thrust parameters

component of the accelerometer data has a clear linear trend over the period
of this study. Furthermore, the scale factors k1 have significant variance for
A-C, but stabilise when thrusters are estimated as local parameters. The esti-
mation of radial 1 cy/rev empirical accelerations has little impact on the bias
and scale, compare A and C, although their inclusion enhances the orbital
fit in Table 2. Reducing the time period over which thrusters are estimated
improves the radial and across-track stability, but adversely affects the along-
track (see B and E; and C and D). The tighter constraint in F resolves this.
Values of k0 and k1 for Strategy E are plotted as Figure 1. Note that k0
has a strong linear trend radially and a small trend cross-track. Scale factors
are close to unity with the radial and cross-track components showing large
deviations on occasions.

3 Accelerometry: Thrusters

An important question to ask is whether the estimated thruster parameters
are meaningful at the current levels of accuracy. Our computational procedure
for modelling such events is depicted in Figure 2. The resultant acceleration, c,
over the time interval ∆t = t2−t1 is assumed to be represented by a constant
acceleration d across the step length h= t3-t0. The total displacement at t3
due to accelerations c and d is easily shown to be given by
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Strategy
A B C D E F

Radial α -1.4e-06 -1.2e-06 -2.4e-06 -1.1e-06 -1.2e-06 -1.2e-06
±7.1e-08 ±7.8e-08 ±9.0e-08 ±1.7e-08 ±9.1e-09 ±1.0e-08

β 4.7e-09 3.7e-09 8.7e-09 3.6e-09 3.3e-09 3.3e-09
±3.1e-10 ±3.5e-10 ±4.0e-10 ±7.7e-11 ±4.1e-11 ±4.5e-11

k1 0.744 0.869 0.952 0.806 0.991 0.992
±0.540 ±0.677 ±1.086 ±0.247 ±0.053 ±0.054

Along α 7.2e-09 2.9e-09 -8.5e-09 -2.6e-08 -1.3e-08 1.5e-08
±2.0e-09 ±4.5e-09 ±2.2e-09 ±3.6e-09 ±5.7e-09 ±3.3e-09

β 1.1e-11 6.2e-13 4.6e-11 1.6e-10 8.2e-11 -6.6e-11
±8.8e-12 ±2.0e-11 ±9.7e-12 ±1.6e-11 ±2.5e-11 ±1.5e-11

k1 0.998 0.989 0.986 0.984 0.986 1.000
±0.028 ±0.083 ±0.057 ±0.070 ±0.122 ±0.004

Cross α -2.9e-08 -1.1e-08 -1.5e-08 -7.3e-09 -9.7e-09 -1.0e-08
±4.7e-08 ±3.1e-08 ±2.3e-08 ±3.6e-09 ±3.5e-09 ±3.9e-09

β 4.2e-10 2.7e-10 3.1e-10 2.3e-10 2.7e-10 2.8e-10
±2.1e-10 ±1.4e-10 ±1.0e-10 ±1.6e-11 ±1.6e-11 ±1.6e-11

k1 1.094 0.991 0.892 0.847 0.982 0.982
±0.383 ±0.122 ±0.156 ±0.087 ±0.038 ±0.038

Table 5. Linear regression of Bias k0 (m/s**2) and constant k1 for 2001, May
20 2002, June 14: (Linear fit model: k0 = α + β ∗ (T − T0), T0 = 52049); 1σ
standarderrors
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Fig. 1. Strategy E: linear accelerometer bias and scale

δ = dh2/2 = ct2/2 + t(t3 − t2) (1)

For t << h and taking average value t3-t2=h/2 gives d≈c∆t/h. Utilising the
this formulation of the thrust events we observed

– Thrusters +x, -x (roll) are a factor 2-3 larger than other four thrusters
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– Radial component of resultant thruster accelerations larger than along and
cross track components.

– Accelerations normally distributed with a mean near zero
– c = 1.0e − 3m/s2 causes a displacement δ = 5∆tmm with ∆t = 1s for

thrusters +x and -x and ∆t = 10.1s for the other four.
– Thruster mismatch/misalignment typically 1-5 mm at the end of a 10s step

length.

Figure 3 plots histograms of the estimated thruster accelerations for one
pair, namely Thruster +x (roll) as computed over the 13month period. If the
estimated thruster values are meaningfull then we would anticipate a skewed
distribution centred on the required value. However, the figures show that
the recovered thruster accelerations are normally distributed with a mean
of zero. Thus, at the current level of accuracy, estimation of the thruster
events applies small impulses that adjusts the orbital positioning within the
computation rather than yielding a coherent solution.

4 Conclusions

The analyses undertaken in this study have allowed us to formulate the fol-
lowing conclusions:

– Addition of CHAMP to existing gravity models has produced fields that
are superior for CHAMP and of comparable accuracy for other satellites.

Fig. 2. Modelling of thrust events
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Fig. 3. Histograms of estimated thruster accelerations for Th +x
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– Agreement between the reduced dynamic orbits and dynamic orbits using
the CHAMP based fields, accelerometry etc using the ECF positioning
is 30-50cm. This discrepancy is probably due to known deficiency in the
radial component of the accelerometry. Inclusion of empirical radial 1cy/rev
accelerations enhances the orbital fit close to the accuracy of the ECF
tracking data.

– The radial component of CHAMP version 12 accelerometry exhibits a clear
linear trend over the 13month period of this study.

– Solution for daily thrust accelerations improves consistency of the bias and
scale factors for the 3-axes accelerometer. However, the recovered thrust
accelerations have a mean near zero with an approximate normal distribu-
tion indicating that the values are noise rather than a coherent signal

– Recovered thruster accelerations have the largest component radially. An-
other indication of the uncertainty in this component

– Over 10s time steps thruster accelerations may cause a displacement of up
to 5mm in an ECF coordinate.
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Summary. This paper presents an overview of the preprocessing of the CHAMP 
accelerometer measurements as carried out at GFZ Potsdam. The data are smoothed and the 
sample rate is changed from 1 to 10 seconds. Additionally, the accelerometer data are 
combined with attitude measurements and some housekeeping data. Two corrections for the 
linear acceleration are modelled: The so-called X3 correction and a model for the Lorentz 
force on the proof mass. The preprocessed data are available as a level-2 product at the 
CHAMP information system and data center at GFZ Potsdam. 

Key words: accelerometer, accelerometer preprocessing, attitude preprocessing, X3 
correction, Lorentz force, preprocessing 

1  The purpose of the accelerometer preprocessing 

The STAR accelerometer instrument onboard CHAMP [Grunwaldt et al. 2003, 
Bock et al. 2000] serves to measure the non-gravitational accelerations like air 
drag, earth albedo and solar radiation acting on the satellite. The accelerometer 
measurements are intended to improve the CHAMP orbit computation and gravity 
field determination. Before including into the orbit and gravity field computation, 
the raw accelerometer data (level-1) have to become preprocessed. First of all, this 
means the elimination of outliers and spikes and the compression of the sample 
rate from the originally 1 Hz to 0.1 Hz.  

Furthermore two kinds of correction are modelled during the preprocessing and 
given together with the cleaned and sampled accelerometer data: (1) the so-called 
X3 correction to overcome the disturbance of the linear radial acceleration due to 
the anomalous behaviour of the X3 electrode [Perosanz 2003] and (2) the Lorentz 
force, which is assumed to act on the electrically charged proof mass. 

The preprocessing also includes an evaluation of the attitude measurements 
from the CHAMP body mounted star cameras. This attitude measurements, the 
housekeeping information about the attitude control thrusters and the present cold 
gas mass are merged with the cleaned accelerometer data, the X3 corrections and 
the Lorentz force accelerations into a common data product (level-2 accelerometer 
data). 
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2  Cleaning and sampling algorithms for the accelerometer data 

The acceleration measurements show various disturbances [Grunwaldt et al. 2003, 
Perosanz et al. 2003], mainly: (1) Spikes in the linear and angular accelerations at 
thruster pulses, due to thruster misalignments and thruster pulse induced boom os-
cillations, (2) Small spikes, induced by electric disturbances due to heater switches 
and (3) Several types of spikes of unknown sources, in some cases related to the 
orbit circulation frequency. 

Due to the unknown sources or precise values most of the mentioned distur-
bances it was decided to clean the data regardless of the type of the individual 
spikes: (1) Cutting out the data during the thruster firing periods including the 
subsequent 3 seconds (as the thruster pulse duration is  < 3 sec.), (2) Polynomial 
interpolation (incl. least square adjustment of the polynomial coefficients) as basis 
for outlier and spike detection, applied on overlapping 30 sec intervals (see Fig. 1) 
and (3) Data compression (1 Hz  0.1 Hz) of the cleaned data, i.e. the computa-
tion of mean values over individual 10-sec. intervals, (see Fig. 1). This includes 
the filling of small data gaps up to 10 seconds. Fig. 2 shows a comparison between 
raw and preprocessed alongtrack acceleration data in different resolutions. 

3  The attitude preprocessing 

The attitude measurements for the CHAMP spacecraft are carried out by the Ad-
vanced Stellar Compass (ASC) unit mounted on the satellite body nearby the ac-
celerometer sensor [Bock et al. 2000]. This ASC unit consists of two camera head 
units (CHU3 and CHU4) which produce individual raw orientation data expressed 
as quaternions. The main task of the attitude preprocessing is the combination of 
the single head measurements and the precise transformation of the combined data 
into the spacecraft reference system [Schwintzer et al. 2001].  

The processing of the attitude data follows the scheme given in Fig. 3. The first 
processing step is a 3-1-3 rotation of the raw measurements back into the individ-
ual camera head systems by using the direction cosine matrix DC. The next step is 

Fig. 1. The principle of cleaning and compression of the accelerometer data. 
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Fig. 2. Comparison of raw and preprocessed alongtrack acceleration data, including thruster 
pulses, presented in different resolutions and with different offsets. 

the transformation of the both single head data into a common reference (CR) 
frame and the combination of the data using a so-called dual head vector opera-
tion. Finally, the combined attitude data are transformed from the common refer-
ence frame into the spacecraft system (SC) by using the rotation matrix given in 
Fig. 3. In the case of absence of one of the single head data, the transformation of 
the remaining data into the CR frame is done using the M3 or M4 matrices respec-
tively.  The combination of the dual head data yields the decrease of the signal-to-
noise ratio of a factor of about 5 as shown in the example of Fig. 4. 
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Fig. 3. The attitude processing scheme for the body ASC data. 

4  The Lorentz force correction 

The proof mass of the accelerometer is electrically charged. It can be assumed, 
that the movement of the accelerometer in the earth magnetic field causes a dis-
turbing linear acceleration due to the Lorentz force. Therefore, this Lorentz force 

acceleration aL is modelled during the preprocessing from the following formula: 
with q = proof mass charge, v = Velocity vector of the spacecraft, m = mass of the 
proof mass and B = Magnetic Field vector at the spacecraft position (from Flux-
gate magnetometer data). 

)(La Bvm
q

×=
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Fig. 4. Comparison of raw single head and preprocessed combined attitude data (from the 
body ASC, expressed in angles, example for the pitch angle). 

Fig. 5 Comparison between raw, preprocessed and X3 corrected radial data. 

The order of magnitude obtained for aL is of 5·10-8 ms-2  in the radial and cross 
track  directions.  But it must be noted, that possible screening effects of the con- 
ducting sensor cage are neglected - this topic is still under discussion. The aL vec-
tors are modelled for every epoch of the 10sec-sampled accelerometer data. 

5  The X3 correction 

The measurements from the X3 electrode couple show an anomalous behaviour. 
This affects the radial linear (ax) as well as the roll (a ) and pitch (a ) angular ac-
celeration components [Perosanz 2003]. Following a report by the CNES/GRGS 
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calibration team, a special correction to overcome this electrode failure is mod-
elled during the preprocessing and given to the level-2 data. This correction dax
regards the radial linear acceleration component and is computed from the roll an-
gular acceleration channel a . It amounts to dax = 0.015 · a . Fig. 5 shows a com-
parison between the radial acceleration without and including the application of 
this so-called X3 correction. 

A second correction term for ax can be obtained by differentiating the STAR 
sensor quaternions. This correction term is presently neglected (investigations are 
ongoing) and is considered of only secondary importance. The angular accelera-
tion components a  (roll) and a  (pitch) are still fully affected by the electrode 
failure.  

6  The GFZ level-2 accelerometer data product CH-OG-2-ACC 

The output of the accelerometer preprocessing is the official CHAMP data product 
CH-OG-2-ACC, given in the so-called CHAMP Data Format [Förste et al. 2001]. 
This product is available at the CHAMP Information Center and Data System 
(ISDC) at GFZ Potsdam (http://op.gfz-potsdam.de/champ). The single data files 
consist of the following record types:  (1) Linear and angular acceleration vectors 
(0.1 Hz), (2) Attitude quaternions from the body ASC (0.1 Hz), (3) Spacecraft 
mass data, (4) Lorentz Force correction vectors, (5) X3 correction records and (6) 
Accelerometer calibration parameters, i.e. scale factors and biases for the three 
linear acc. components, presently based on the period Sept. to Dec. 2001. 

Acknowledgement: The support of the CHAMP exploitation phase within the German  
GEOTECHNOLOGIEN geoscientific R+D programme (grant 03F0333) is gratefully ac-
knowledged.
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Summary. The behaviour of the space-borne CHAMP GPS receiver clock over
nearly three years is inspected by the results of the Rapid Science Orbit (RSO)
determination and the on-board navigation solution (NAV). The analysis completes
and enhances the results of the clock characterization study carried out earlier on
a limited number of data. It is shown, that CHAMP on-board events like software
uploads and hardware reboots frequently lead to large clock offsets, which are re-
duced on-board within a few hours. Comparisons of RSO and NAV solutions show,
that the RSO clock offset estimates are additionally affected by bias and drift of
the reference clocks chosen in the processing. The two independent solutions, RSO
and NAV, indicate, that the CHAMP clock is free of a drift in the long term. In the
short term, the clock parameters show a standard deviation of 0.4 µs and a small
negative bias of 0.3 to 0.4 µs.

Key words: CHAMP, BlackJack GPS receiver, clock offset

1 Introduction and Data

The CHAMP on-board GPS receiver ”BlackJack” is equipped with a steered
quartz clock. The behaviour of the clock over the period 2001/04/17 -
2003/08/18 is analyzed based on two independent solutions for the clock
offsets. One solution is generated by the GFZ Rapid Science Orbit (RSO)
processing system [1].The second one is the real-time CHAMP on-board nav-
igation solution (NAV). The CHAMP clock behaviour was already studied
[2] based partially on Post-processed Science Orbits (PSO), RSO and NAV
solutions. There however, the data covered a few small segments in the time
frame 2000/07/30 to 2002/02/23. In this paper we present a study based on
a continuous time series of RSO clock estimates since the beginning of the
CHAMP RSO processing. Because the PSO solutions are rather incomplete
over the chosen analysis period and because they are anyway rather similar
to the RSO results, the PSO solutions are not considered here.

2 Clock Offset Time Series Analysis

A general view of the clock offset estimates is given in Fig. 1 (RSO solution)
and Fig. 2 (NAV solution). Both figures are dominated by singular large clock
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Fig. 1. CHAMP clock offset estimates of the RSO solution - overview

Fig. 2. CHAMP clock offset estimates of the Navigation solution - overview
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offsets being congruently visible in both approaches. These clock offsets result
from on-board events like software uploads and updates and receiver reboots.

In Fig. 3 and Fig. 4 a more detailed view of the clock offsets for both
solution is given. A significant improvement of the clock behaviour after

Fig. 3. CHAMP clock offset estimates of the RSO solution - detailed view

2002/04/07 can be noticed. This is due to an update of the receiver parameters
(mainly causing a higher frequency of the NAV solution generation) that
resulted in a more efficient correction of the clock drift. When comparing
Fig. 3 to Fig. 4 it can also be seen, that the RSO solution is affected by biases
and trends. These biases and trends are dependent on the characteristics of the
ground reference clock being fixed in the generation of the GPS ephemerides in
our two-step CHAMP RSO processing [1]. This effect is outstandingly visible
on 2003/01/17, when the usual reference clock, station ALGO, had to be
changed due to a station downtime. A list of the most important events,
labelled by dates in Fig. 1 to 4, affecting significantly the CHAMP clock
performance follows:

– 2001/06/04 - BlackJack GPS data flow discontinuities due to firmware soft-
ware problems

– 2001/07/25 - Software upload, BlackJack receiver reboots
– 2001/09/12 - Reboot of the receiver, large clock offset reduced subsequently

by on-board software
– 2001/12/27 - Reboot of the receiver, clock offset reduced subsequently by

on-board software
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Fig. 4. CHAMP clock offset estimates of the NAV solution - detailed view

– 2002/03/05 - Receiver switch-off, major software upload
– 2002/04/07 - Reboot of the receiver, update of receiver parameters
– 2002/06/12 - Reboot of the receiver, switch of operation modes
– 2003/01/17 - Change of the GPS ground reference clock in the RSO solution

due to down time of station ALGO

Looking at the most recent period of the CHAMP clock offsets time series,
i.e. the last 30 days in Fig. 3 and Fig. 4, it can be seen, that the clock offsets
obey values generally between -2 µs and +1 µs, the bias in the NAV solution
equals -0.3 µs, for the RSO solution the bias is larger at -0.4 µs. The standard
deviation, however, is the same for both solutions with 0.4 µs.

A closer look into the time series indicates additionaly that the clock offset
is not random around the mean value, but shows a periodic behaviour. The
RSO solution is used to study these characteristics in more details. Since there
is a significant improvement of the clock behaviour after 2002/04/07, the data
were devided into 2 parts: before and after this date. All biases, trends and
outliers are removed from these two data sets by means of iterative linear
regression. The standard deviation of the clock offsets prior to 2002/04/07 is
1.7 µs, after 2002/04/07 it is 0.4 µs. Then the periodograms for the two data
sets are calculated via a Fourier transformation and given in Fig. 5. Obviously
strong periodicities show up in both periodograms, namely 1.37 h, 1.55 h and
1.77 h. They are close to the orbital period equal to 1.55 h or 93 minutes.

The amplitude of the periodic changes of the clock offset is approximately
1 µs (equivalent to 300 m in position). This is too large to be attributed
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Fig. 5. Power spectra of the CHAMP clock estimates of the RSO solution. Plot A
- prior to 2002/04/07, plot B - after 2002/04/07

to the orbit solution, neither in the RSO nor in the NAV case. The same
periodicities are present in the RSO and in the NAV solution. The solutions are
totally independent and follow distinct methodologies. The RSO is a dynamic
batch solution, the NAV is a real-time filter approach. Therefore it could be
suggested that the periodicities are not dependent on dynamics but rather on
internal characteristics of the CHAMP clock parameter settings and steering
algorithm. The BlackJack triggers its clock according to the GPS spacecraft
clocks, after one revolution of CHAMP a similar GPS constellation is reached.
Therefore the relation with the orbital frequency of CHAMP lies at hand.
Exact explanations of the 1.37 h and 1.77 h periods however remain open.

3 Summary and Conclusions

The CHAMP clock characteristics can be summarized in the following way:

– The RSO clock parameter solution is less noisy than the real-time NAV
solution.

– The RSO solution is affected by characteristics of the reference clock used
in the processing.

– There is no long term drift of the CHAMP on-board clock. This is due to
the clock steering loop, that updates the clock bias when it exceeds 1 µs.

– The clock offsets are in the range from -2 µs to +1 µs. After removing biases
and trends from the RSO solution, periodicities close to the orbital period
can be detected. The periodicities are also present in the NAV solution.
There is evidence that they are independent from dynamics, but may stemm
from the clock itself.

– The recent bias for the NAV solution equals -0.3 µs, for the RSO solution
the bias equals -0.4 µs.
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– The recent standard deviation of the clock offsets equals 0.4 µs.

The time series of CHAMP clock solutions shows effects of software up-
loads and on-board receiver reboots. These events cause large jumps which
are quickly recovered by the receiver. The RSO solution for the CHAMP clock
offsets is affected by bias and trend of the GPS ground station clock chosen
as reference. This does not affect the quality of the CHAMP orbits.
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How Baltic Sea Water Mass Variations Mask
the Postglacial Rebound Signal in CHAMP
and GRACE Gravity Field Solutions

Martin Wiehl1, Reinhard Dietrich1, and Andreas Lehmann2

1 TU Dresden, Institut für Planetare Geodäsie, 01062 Dresden, Germany
wiehl@ipg.geo.tu-dresden.de

2 Institut für Meereskunde an der Universität Kiel, Düsternbrooker Weg 20,
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Summary. The postglacial rebound (PGR) in Fennoscandia is an attractive signal
for the detection of time-variable gravity with CHAMP and GRACE. However, the
separation from other geophysical signals is a challenge. We study the influence of
oceanographic variations of the Baltic Sea. Using a precise high-resolution oceano-
graphic model we analyze its water mass variations and the resulting geoid signal.
The geoid signal is similar to the postglacial rebound signal in spatial pattern and
in magnitude. Hence we show that the PGR detection from satellite gravity data
will be corrupted by Baltic Sea oceanographic variations unless they are accounted
for. Our study suggests to correct for the Baltic Sea signal using external data.

Key words: time-variable gravity, postglacial rebound, oceanographic variations,
Fennoscandia, Baltic Sea

1 Introduction

The region of Fennoscandia (see Figure 1 for an overview) is attractive for
the measurement of temporal gravity field variations with CHAMP, and in
particular, GRACE: In this region the postglacial rebound (PGR), i.e., the
solid Earth isostatic adjustment following the removal of the last glaciation’s
ice masses, provides a pronounced secular gravity change of regional scale.
An observation of this signal by space gravity missions can be supported by
extensive ground observations, such as relative sea level records and geodetic
levelling [2], gravity measurements [3], and GPS observations [8].

However, the detection of the PGR signal from satellite gravity data in-
cludes the challenge of seperating this signal from other geophysical processes
sensed by the mission. Gravity field variations due to, e.g., oceanographic,
land hydrological and atmospheric processes may partly mask the PGR sig-
nal.

In this study we analyze water mass variations of the Baltic Sea and
investigate their influence on the detection of PGR from satellite gravity
data.
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Fig. 1. The region of Fenno-
scandia with the PGR verti-
cal uplift in mm/a after [11]
(contours), and the Baltic Sea
oceanographic model domain
(shading)

2 Baltic Sea water mass variations

The Baltic Sea is a semi-enclosed basin which is connected with the North
Sea by narrow and shallow channels. A precise high resolution oceanographic
model of the Baltic Sea was developed by Lehmann [4, 5].

Comparisons with geodetic data [9, 10] confirmed that the model describes
internal processes within the model domain (see Figure 1) well, including the
control of water exchange with the North Sea by meteorological conditions
in the transition region [6], and internal water oscillations. Due to its simple
boundary conditions at the North Sea boundary the model does not include
external effects like the propagation of sea level variations from the North
Sea.

Prognostic model output are among others three-dimensional fields of
temperature and salinity. From these data, density [7] and the corresponding
water mass within 5×5 km2 grid cells were calculated at 6 hourly resolution
over 23 years from 1979 to 2001. The water mass data form the basis of our
study.

After decreasing the spatial resolution to cells of approximately 50×50
km2, a principal component analysis was performed on the water masses
in these cells. Figure 2 shows the two first empirical orthogonal functions
(EOFs), i.e., the two dominant spatial patterns of water mass variations,
together with the corresponding principal components (PCs).

The first EOF is roughly a uniform change of the Baltic Sea fill level. This
kind of variation (with peaks in the order of 50 cm water height deviation
from the mean) already causes 70% of the total water mass variance. The
second EOF corresponds to a north-south tilt of variable water masses causing
another 9% of the total variance.

The first PC is a lower-frequency signal with a dominant annual contribu-
tion. The second PC includes larger variances in high frequencies, although
it also shows a clear annual behaviour both in the monthly means and in the
seasonally varying high-frequency signals.
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Fig. 2. Baltic Sea water mass variations: (top) the first two EOFs; (bottom)
4-year samples of the PCs. The product of EOF and PC gives the actual mass
variations of the ≈ 50 × 50 km2 cells in Megatons. 500 Mt correspond to ≈ 20 cm
water height.

Note that the variations do not average out over, e.g., one year: The rms
of the annual means of PC1 is still 23% of the 6-hourly data rms.

3 Effect on the postglacial rebound detection from
satellite gravity data

If we consider the resulting geoid variations instead of mass variations, then
the first EOF—due to its large-scale spatial structure—is even more domi-
nant. It causes about 95% of the total geoid variance induced by the modelled
oceanography. Thus, it is the essential Baltic Sea geoid signal. In Figure 3,
this Baltic Sea signal is compared to the PGR geoid signal. The two signals
are similar in their spatial patterns and in their magnitudes. This similarity
has an effect on the satellite detection of the PGR. In the following we will
give a rough quantification of this statement.

For the estimation of the PGR signal we consider an approach where the
signal’s spatial pattern is given a priori and only its rate of change is esti-
mated. (For the spatial pattern we use the ICE-4G viscoelastic earth model
[11] regionally restricted by a Gaussian window of 1000 km 1-sigma-width.)
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For a sequence of years {tn} centered at zero, we express the difference be-
tween the yearly gravity models and their temporal mean by a vector ∆c(tn)
of spherical harmonic coefficients. The spatial pattern of the PGR signal is
expressed by a respective vector a. We state ∆c(tn) = αtna + ∆cother(tn),
where the PGR rate α has to be estimated, and ∆cother(tn) contains all re-
maining effects. For a further simplification, let ∆cother(tn) be the sum of
solely two effects: the dominant EOF 1 contribution of the Baltic Sea signal
with spatial pattern b and time-dependent coefficients β(tn), and the gravity
model error ε(tn) with covariance matrix σ2

εP−1. That is,

∆c(tn) = αtna + β(tn)b + ε(tn). (1)

For the estimation of the PGR rate α by least squares adjustment we
consider 4 cases A to D. The resulting statistical errors are shown in Table
1 for the GRACE mission where a diagonal error covariance matrix after [1]
(see Figure 3) is assumed. For the CHAMP mission, the relative errors are
always above 700% for a 5 year mission. They are not considered further.

Case A is the reference case without a Baltic Sea signal, i.e., β ≡ 0. The
error variance of the estimate α̂ can then be computed as

σ2(α̂) = σ2
ε

(
aTPa

∑
t2n

)−1
. (2)

In case B we assume that the Baltic Sea signal is present but is ignored
in the estimation model. Then, when modelling β(tn) as a random variable
of variance σ2

β , we find

σ2(α̂) =
[
σ2

ε + k2 σ2
β(bTPb)

] (
aTPa

∑
t2n

)−1
(3)

where, in the additional summand, k = (aTPb)(aTPa)−
1
2 (bTPb)−

1
2 charac-

terizes the similarity between the two signals’ spatial patterns seen by the
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Table 1. Errors of the PGR signal estimation from GRACE relative to the ICE-4G
PGR signal [11] in %

2 years 5 years of mission

A no Baltic Sea signal 43.2 9.7
B Baltic Sea signal ignored 87.3 19.5
C Baltic Sea signal estimated 49.9 11.1
D Baltic Sea signal corrected 45.8 10.2

mission, and σ2
β(bTPb) describes the Baltic Sea signal’s magnitude. For our

data, k ≈ 0.5 and σ2
β(bTPb) ≈ 4σ2

ε .
In case C the Baltic Sea signal parameters β(tn) are estimated together

with the PGR rate α. In the resulting error variance

σ2(α̂) = (1 − k2)−1 σ2
ε

(
aTPa

∑
t2n

)−1
, (4)

the factor (1 − k2)−1 ≈ 1.152 depends only on the ”similarity parameter” k.
In case D we assume that β(tn) is known a priori with a relative error

of 20% and is corrected prior to the α estimation. The error variance is
analogous to case B, with σβ reduced to 0.2σβ .

4 Discussion and conclusions

Based on a precise oceanographic model of the Baltic Sea we analyzed its
temporal water mass variations. The dominant component is related to the
Baltic Sea overall fill level. The induced geoid signal is similar to the PGR
signal in spatial pattern and in magnitude. The results of the previous section
show: Ignoring the effect of Baltic Sea water masses for an estimation of
the PGR signal from 5 years of GRACE data (case B) would result in an
additional error of 10% of the signal, independent from the mission error level
σε (see Equ. 3). Including the Baltic Sea signal parameters in the estimation
(case C) can reduce this error, but the weak separability between the two
signals still results in an increase of the relative error from 9.7% to 11.1%,
that is by a factor of 1.15. Using external data to correct for the Baltic Sea
signal (case D) may best reduce its influence on the PGR estimation.

Of course, our results are affected by several simplifications in our treat-
ment of the problem. First, the used oceanographic model does not include
effects transmitted from the North Sea. These effects, again, mainly result
in variations of the Baltic Sea’s overall fill level with similar amplitudes as
for the internal effects. (However, they might be satisfactorily represented in
global ocean models.) Second, in view of the homogeneous spatial coverage
of satellite missions it is desirable to infer the PGR effect’s spatial pattern,
too, instead of fixing an a priori known incorrect pattern. This approach will
make the separation from other geophysical signals even more challenging.
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Third, Baltic Sea oceanography is not the only signal corrupting the PGR es-
timation: Mass variations of the atmosphere and the ocean will be accounted
for in the GRACE data processing relying on global models. Care should be
taken for the inverse barometer effect which applies only partly to the semi-
enclosed Baltic Sea. Variations in continental water are another signal to be
inferred from the satellite data. For its distinction from the PGR signal our
approach of identifying the different signals’ dominant spatial patterns may
be adapted. Last, an updating of the GRACE error model used here to the
actual mission error covariance structure will modify the results.

The methods derived in this study can be applied to other signals of in-
terest. One example is the Laurentide region where the Hudson Bay provides
a large water body right in the center of the PGR effect. More generally, in
presently ice-covered areas (Antarctica, Greenland) the same problem exists
for the separation between ice mass changes and ice-induced crustal motions.
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Summary. Here we wish to discuss the improvements obtainable in the measure-
ment of the general relativistic Lense–Thirring effect with the LAGEOS and LA-
GEOS II satellites, in terms of reliability of the evaluation of the systematic error
and reduction of its magnitude, due to the new CHAMP and GRACE Earth gravity
models.

Key words: General Theory of Relativity, Lense-Thirring effect, LAGEOS-LAGEOS
II orbits, Earth gravity models

1 Introduction

The linearized weak–field and slow–motion approximation of the General The-
ory of Relativity (GTR) [1] is characterized by the condition gµν ∼ ηµν + hµν

where gµν is the curved spacetime metric tensor, ηµν is the Minkowski metric
tensor of the flat spacetime of Special Relativity and the hµν are small correc-
tions such that |hµν | � 1. Until now, many of its predictions, for the motion
of light rays and test masses have been tested, in the Solar System, with a
variety of techniques to an accuracy level of the order of 0.1% [2]. It is not so
for the gravitomagnetic Lense–Thirring effect due to its extreme smallness. It
can be thought of as a consequence of a gravitational spin–spin coupling.

If we consider the motion of a spinning particle in the gravitational field
of a central body of mass M and proper angular momentum J , it turns out
that the spin s of the orbiting particle undergoes a tiny precessional motion
[3]. The most famous experiment devoted to the measurement, among other
things, of such gravitomagnetic effect in the gravitational field of Earth is the
Stanford University GP–B mission [4] which should fly in 2004.

If the whole orbit of a test particle in its geodesic motion around M is
considered as a sort of giant gyroscope, its orbital angular momentum � un-
dergoes the Lense–Thirring precession, so that the longitude of the ascending
node Ω and the argument of pericentre ω of the orbit of the test particle are
affected by tiny secular precessions Ω̇LT, ω̇LT [5, 1]

Ω̇LT =
2GJ

c2a3(1 − e2)
3
2
, ω̇LT = − 6GJ cos i

c2a3(1 − e2)
3
2
, (1)
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where a, e and i are the semimajor axis, the eccentricity and the inclination,
respectively, of the orbit, c is the speed of light and G is the Newtonian
gravitational constant.

Up to now, the only attempts to detect the Lense–Thirring effect on the
orbit of test particles in the gravitational field of Earth are due to Ciufolini
and coworkers [6] who analysed the laser data of the existing LAGEOS and
LAGEOS II satellites over time spans of some years. The observable is a
suitable combination of the orbital residuals of the nodes of LAGEOS and
LAGEOS II and the perigee of LAGEOS II according to an idea exposed in
[7]

δΩ̇L + c1δΩ̇
L II + c2δω̇

L II ∼ 60.2µLT, c1 ∼ 0.295, c2 ∼ −0.35, (2)

where the superscripts L and L II refer to LAGEOS and LAGEOS II, respec-
tively. The quantity µLT is the solved–for least square parameter which is 0
in Newtonian mechanics and 1 in GTR. The Lense-Thirring signature, en-
tirely adsorbed in the residuals of Ω̇ and ω̇ because the gravitomagnetic force
has been purposely set equal to zero in the force models, is a linear trend
with a slope of 60.2 milliarcseconds per year (mas yr−1 in the following). The
standard, statistical error is evaluated as 2%. The claimed total accuracy,
including various sources of systematic errors, is of the order of 20 − 30%.

The main sources of systematic errors in this experiment are

– the unavoidable aliasing effect due to the mismodelling in the classical sec-
ular precessions induced on Ω and ω by the even zonal coefficients Jl of the
multipolar expansion of geopotential

– the non–gravitational perturbations affecting especially the perigee of LA-
GEOS II [8, 9]. Their impact on the proposed measurement is difficult to
be reliably assessed [10]

It turns out that the mismodelled classical precessions due to the first two
even zonal harmonics of geopotential J2 and J4 are the most insidious source
of error for the Lense–Thirring measurement with LAGEOS and LAGEOS
II. The combination (2) is insensitive just to J2 and J4. According to the
full covariance matrix of the EGM96 gravity model [11], the error due to
the remaining uncancelled even zonal harmonics amounts to almost 13% [12].
However, if the correlations among the even zonal harmonic coefficients are
neglected and the variance matrix is used in a Root–Sum–Square fashion1,
the error due to the even zonal harmonics of geopotential amounts to 46.6%
[12]. With this estimate and the evaluations of [8, 9] for the impact of the
non–gravitational perturbations the total error in the LAGEOS–LAGEOS II
Lense–Thirring experiment would be of the order of 50%. If the sum of the

1 Such approach is considered more realistic by some authors [10] because nothing
assures that the correlations among the even zonal harmonics of the covariance
matrix of the EGM96 model, which has been obtained during a multidecadal time
span, would be the same during an arbitrary past or future time span of a few
years as that used in the LAGEOS–LAGEOS II Lense–Thirring experiment.
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absolute values of the individual errors is assumed, an upper bound of 83%
for the systematic error due to the even zonal harmonics of geopotential is
obtained; then, the total error in the LAGEOS–LAGEOS II Lense–Thirring
experiment would become of the order of 100%. This evaluations agree with
those released in [10].

The originally proposed LAGEOS III/LARES mission [13] consists of the
launch of a LAGEOS–type satellite–the LARES–with the same orbit of LA-
GEOS except for the inclination i of its orbit, which should be supplementary
to that of LAGEOS, and the eccentricity e, which should be one order of
magnitude larger in order to perform other tests of post–Newtonian gravity
[14, 15]. The choice of the particular value of the inclination for LARES is
motivated by the fact that in this way, by using as observable the sum of
the nodes of LAGEOS and LARES, it should be possible to cancel out to a
very high level all the contributions of the even zonal harmonics of geopo-
tential, which depends on cos i, and add up the Lense–Thirring precessions
which, instead, are independent of i. The use of the nodes would allow to re-
duce greatly the impact of the non–gravitational perturbations to which such
Keplerian orbital elements are rather insensitive [8, 9].

In [16] an alternative observable based on the combination of the residuals
of the nodes of LAGEOS, LAGEOS II and LARES and the perigee of LA-
GEOS II and LARES has been proposed. It would allow to cancel out the first
four even zonal harmonics so that the error due to the remaining even zonal
harmonics of geopotential would be rather insensitive both to the unavoid-
able orbital injection errors in the LARES inclination and to the correlations
among the even zonal harmonic coefficients. It would amount to 0.02%–0.1%
only [16, 17] (EGM96 full covariance and variance RSS calculations).

In regard to the present status of the LARES project, unfortunately, up to
now, although its very low cost with respect to other much more complex and
expensive space–based missions, it has not yet been approved by any national
space agency or scientific institution.

2 The impact of the CHAMP and GRACE Earth
gravity models

From the previous considerations it could be argued that, in order to have
a rather precise and reliable estimate of the total systematic error in the
measurement of the Lense–Thirring effect with the existing LAGEOS satellites
it would be better to reduce the impact of geopotential in the error budget
and/or discard the perigee of LAGEOS II which is very difficult to handle
and is a relevant source of uncertainty due to its great sensitivity to many
non–gravitational perturbations.

The forthcoming more accurate Earth gravity models from CHAMP [18]
and, especially, GRACE [19] will yield an opportunity to realize both these
goals, at least to a certain extent.
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In order to evaluate quantitatively the opportunities offered by the new
terrestrial gravity models we have preliminarily used the recently released
EIGEN2 gravity model [20].

With regard to the combination (2), it turns out that the systematic error
due to the even zonal harmonics of geopotential, according to the full covari-
ance matrix of EIGEN2 up to degree l = 70, amounts to 7%, while if the
diagonal part only is adopted it becomes 9% (RSS calculation). Of course,
even if the LAGEOS and LAGEOS II data had been reprocessed with the
EIGEN2 model, the problems posed by the correct evaluation of the impact
of the non–gravitational perturbations on the perigee of LAGEOS II would
still persist.

A different approach could be followed by taking the drastic decision of
canceling out only the first even zonal harmonic of geopotential by discarding
at all the perigee of LAGEOS II. The hope is that the resulting gravitational
error is reasonably small so to get a net gain in the error budget thanks to the
fact that the nodes of LAGEOS and LAGEOS II exhibit a very good behavior
with respect to the non–gravitational perturbations. Indeed, they are far less
sensitive to their tricky features than the perigee of LAGEOS II. Moreover,
they can be easily and accurately measured, so that also the formal, statistical
error should be reduced. A possible observable is2

δΩ̇L + c1δΩ̇
L II ∼ 48.2µLT, c1 ∼ 0.546. (3)

According to the full covariance matrix of EIGEN2 up to degree l = 70, the
systematic error due to the even zonal harmonics from l = 4 to l = 70 amounts
to 8.5 mas yr−1 yielding a 17.8% percent error, while if the diagonal part only
is adopted it becomes3 22% (RSS calculation). EGM96 would not allow to
adopt (3) because its full covariance matrix up to degree l = 70 yields an error
of 47.8% while the error according to its diagonal part only amounts even to
104% (RSS calculation). Note also that the combination (3) preserves one of
the most important features of the combination (2): indeed, it allows to cancel
out the very insidious 18.6-year tidal perturbation which is a l = 2, m = 0
constituent with a period of 18.6 years due to the Moon’s node and nominal
amplitudes of the order of 103 mas on the nodes of LAGEOS and LAGEOS
II [21]. On the other hand, the impact of the non–gravitational perturbations
on the combination (3) over a time span of, say, 7 years can be quantified in
just 0.1 mas yr−1, yielding a 0.3% percent error. The results of Table 2 and
Table 3 of [16] have been used. It is also important to notice that, thanks to
the fact that the periods of many gravitational and non–gravitational time–
dependent perturbations acting on the nodes of the LAGEOS satellites are
rather short, a reanalysis of the LAGEOS and LAGEOS II data over just a few

2 A similar approach seems to be suggested in [19], although without quantitative
details.

3 The even zonal harmonics are much more mutually uncorrelated in EIGEN2 than
in EGM96.
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years could be performed. This is not so for the combination (2) because some
of the gravitational [21] and non–gravitational [8] perturbations affecting the
perigee of LAGEOS II have periods of many years. Then, with a little time–
consuming reanalysis of the nodes only of the existing LAGEOS and LAGEOS
II satellites with the EIGEN2 data it would at once be possible to obtain a
more accurate and reliable measurement of the Lense–Thirring effect, avoiding
the problem of the uncertainties related to the use of the perigee of LAGEOS
II.

Very recently the first preliminary Earth gravity models including some
data from GRACE have been released; among them the GGM01C model4,
which combines the Center for Space Research (CSR) TEG4 model with data
from GRACE, seems to be very promising. Indeed, the error due to geopoten-
tial in the combination (2), evaluated by using the variance matrix only (RSS
calculation), amounts to 2.2% (with an upper bound of 3.1% obtained from
the sum of the absolute values of the individual terms). Instead, the combi-
nation (3) would be affected at almost 14% level (RSS calculation), with an
upper bound of almost 18% from the sum of the absolute values of the in-
dividual errors. However, it should be pointed out that extensive calibration
tests have still to be performed with the GGM01C model.

3 Conclusions

When more robust and complete terrestrial gravity models from CHAMP
and GRACE will be available in the near future the combination (3) could
hopefully allow for a measurement of the Lense–Thirring effect with a total
systematic error, mainly due to geopotential, of some percent over a time span
of a few years without the uncertainties related to the evaluation of the impact
of the non–gravitational perturbations acting upon the perigee of LAGEOS
II. On the other hand, the obtainable accuracy with the combination (2),
whose error due to geopotential is smaller than that of (3), is strongly related
to improvements in the evaluation of the non–gravitational part of the error
budget and to the use of time spans of many years.
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Summary. We investigate North American crustal structure and mass loads from
spectral correlation analysis of topographic, CHAMP and terrestrial gravity data.
We use free-air and terrain gravity correlations to isolate tectonically driven ver-
tical motions and mass imbalances of the crust and lithosphere. Specifically, we
apply correlation filters to decompose the free-air gravity anomalies into terrain-
correlated and terrain-decorrelated components to yield compensated terrain grav-
ity effects that we evaluate for crustal thickness variations. Our results com-
pare quite favourably with the seismically inferred global crustal thickness model
Crust5.1 and a 3.4 km rms difference with LITH5.0 over North America. Terrain-
correlated anomalies reveal mass excesses and deficits that are interpreted as un-
compensated elements of the crust. For Hudson Bay, the average terrain-correlated
free-air anomaly suggests that the crustal topography is depressed by about 400 m.
Because glacial isostatic adjustment considerations can only marginally account for
the depression, we speculate that it may reflect other effects such as a preglacial
impact.

Key words: crustal thickness, correlations, gravity, topography, Hudson Bay

1 Introduction

Crustal modeling plays an important role in the prediction of isostatic sur-
face topography, which is defined as the large-scale background topography
that is in equilibrium at the surface of the Earth [1]. Non-zero free-air gravity
anomalies over North America indicate lateral variations of uncompensated
masses in the subsurface. In the mantle, these lateral density variations can
reflect convective flows that generate vertical stresses at the base of the litho-
sphere, which by traction can sustain the observed topography as uncompen-
sated crustal mass (e.g., [6]). Hence, the observed topography can involve
superposed isostatic and dynamic topography contributions.

Seismic refraction and geodynamic modeling commonly provide regional
characterizations of the isostatic and dynamic components of topography [1].
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Specifically, analyses of the global Crust5.1 model of 50×50 crustal thickness
variations [8] and the regional Canadian LITH5.0 crustal thickness model
[10] suggest that most of the cratonic regions of North America lie at lower
elevations than predicted by crustal isostasy. By subtracting the isostatic
topography from the observed topography, dynamic topography is revealed
that may constrain mantle flow. However, these complex seismic-geodynamic
long wavelength flow models (e.g., [1]; [9]; [11]) overpredict by 25% the dy-
namic topography amplitudes [6]. These dynamic topography estimates may
be limited by subjective choices of boundary conditions and depth-dependent
profiles of mantle viscosity (e.g., [5]), sparseness of seismic stations, and un-
certainties associated with densities of crustal layers (e.g., [1]; [8]; [10]).

Gravity data comprise the intergrated effects of uncompensated mass
loads from the core to the crust. For example, the observed gravity anomaly
minimum over Hudson Bay has been attributed to glacial isostatic adjustment
(GIA) and mantle convection (e.g., [1]; [7]; [9]; [11]). However, topography
data provide useful constraints to account for the gravity effects of crustal
loads. Spectral correlation analysis between free-air and topographic gravity
effects provide additional constraints on the lithosphere by extracting pat-
terns of uncompensated mass variations [12]. The focus of this paper is to
study constraints on dynamic and isostatic topography over North America
from the joint analysis of gravity and topography data.

2 Gravity crustal modeling

Figure 1.a shows free-air gravity anomalies of North America evaluated at
20 km altitude from the TEG4 gravity model complete to degree 200 [3].
This model combines CHAMP terrestrial gravity data for the best estimate
currently available of the free-air gravity anomalies at 20 km altitude (e.g.,
[15] this volume).

Figure 1.b shows the topography model from ETOPO5. The gravity ef-
fect of the terrain in Figure 1.c sums the contributions from the ice, water,
and rock components assuming constant density values in each layer of 0.917
g/cm3, 1.028 g/cm3, and 2.8 g/cm3, respectively (e.g., [1]). We conduct our
analysis at 20-km altitude to minimize the effects from local terrain density
and elevation errors. Dominated by rock topography, the terrain gravity ef-
fect is about five times larger than the poorly correlated (CC=0.2) free-air
anomalies.

We separate the terrain-correlated and -decorrelated components of the
free-air gravity anomalies on the basis of the correlation spectrum that we
obtained from the Fourier transforms of the free-air (Figure 1.a) and ter-
rain gravity effects (Figure 1.b) [14]. Inversely transforming the wavenumber
components of the free-air anomalies that were strongly correlated both pos-
itively (CC(k) ≥ 0.6) and negatively (CC(k) ≤ -0.6) with the wavenumber
components of the terrain gravity effects, determines the terrain-correlated
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Fig. 1. Crustal modeling using TEG-4 free-air gravity anomalies (a) and topog-
raphy (b). Terrain gravity effects (c) are the integerated effects of ice, water and
rock. Free-air gravity components are divided in terrain-correlated (d) and terrain-
decorrelated (e) anomalies. The modeling yields estimates of crustal thickness vari-
ations (f), dynamic topography (g), and isostatic topography (h).

free-air anomalies shown in Figure 1.d. The correlation coefficient cutoff val-
ues (CC(k)) for passing the k-th wavenumber component were chosen to
nullify the correlation between the compensated terrain gravity effects (not
shown) and the terrain-decorrelated free-air anomalies in Figure 1.e.

Subtracting the terrain-correlated components from the free-air anomalies
yields the terrain-decorrelated free-air components. The longer wavelength
components may best reveal the effects deep subcrustal mass variations re-
lated to deep mantle flow because of the abscence of the relatively strong
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interfering long wavelength free-air anomalies from uncompensated crustal
terrain [12]. The higher frequency components can also reflect uncompen-
sated density variations within the crust [12], but these signals are typically
close to the noise level of the gravity data.

For estimating Moho and related crustal thickness variations of North
America, we subtract the terrain-correlated free-air anomalies (Figure 1.d)
from the terrain gravity effects (Figure 1.b) for the compensated terrain grav-
ity effects. The lack of compensated terrain effects in the free-air anomalies
reflects annihilating signals that may be analyzed for Moho variations in the
context of an appropriate compensation model. Reversing the polarities of the
compensated terrain effects yields the annihilating signals for obtaining Moho
estimates by spherical coordinate inversions using Gauss-Legendre quadra-
ture integration. The inversions estimated the thicknesses of spherical prisms
about a reference depth of 30 km below mean sea level assuming a 0.5 g/cm3

density contrast for the mantle relative to the crust (e.g., [1]). Our crustal
thickness model, referenced to the EGM96 geoid, compares quite favourably
with Crust5.1. Relative to LITH5.0, our results have a rms difference of 3.4
km over mid-latitudes which is well within the acceptable error limits of the
seismically-inferred thicknesses [10]. At high latitudes where seismic observa-
tions are relatively sparse, our model over-estimates seismic crustal thickness
estimates by about 15%.

Assuming that the terrain-correlated free-air anomalies reflect mostly un-
compensated crustal topography, the inversion of these anomalies about the
surface topography with a density contrast of 2.8 g/cm3 furnishes the dy-
namic topography in Figure 1.g. Subtracting Figure 1.g from Figure 1.b
yields the isostatic topography in Figure 1.h. The gravity effect from the
dynamic topography matches in a least-squares sense the terrain-correlated
free-air gravity anomalies of Figure 1.d. The crust presumably is attempt-
ing to achieve isostatic equilibrium and a zero-mean free-air gravity anomaly.
Hence, where the dynamic topography is above (positive) or below (negative)
the observed topography, the crust may be under pressure to subside or rise,
respectively.

3 Hudson Bay Results

For Hudson Bay, the mean isostatic topography estimated in Figure 1.h is
about 420 m higher than the observed topography so that the crust is in iso-
static uplift. Absolute gravity measurements over a twelve year period near
Hudson Bay show an average decrease in gravity of about ±0.2 µGals/yr
which corresponds to ±1.3 mm/yr uplift [4]. Vertical crustal motion over
Hudson Bay has been attributed to the visco-elastic response of the litho-
sphere to the load of the Laurentide ice sheet that covered northern North
America for thousands of years until its retreat some 10,000 years ago [7].
Present models on Laurentide deglaciation that satisfy uplift data predict
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only 15% to 30% of the observed -50 mGal free-air gravity anomaly [2] while
geodynamic models attribute up to 50% of the total long wavelength geoid
to GIA (e.g., [9]; [11]; [13]), depending on the choice of model parameters
[5]. Assuming the crust was in isostatic equilibrium prior to ice loading, the
-50 mGal gravity anomaly accomodates a surface depression of about 1.7 km
due to ice loading (assuming the infinite-slab approximation) that promotes
in turn problematic mantle viscosity and lithosphere thickness estimates (e.g.,
[2]). However, the terrain-correlated anomalies (Figure 1.d) represent about
70% of the original free-air anomaly signal (Figure 1.a) suggesting that the
topographic deficit explains a significant percentage of the negative free-air
gravity anomaly. Hence, the gravity effect of uncompensated crustal loads
accounts for more than half of the observed gravity. The terrain-correlated
free-air anomalies thus may mostly reflect other isostatic contributions than
those due to GIA.

The terrain-decorrelated free-air gravity components (Figure 1.e) were
assumed to not contribute to dynamic surface topography, but rather to
arise from lateral subcrustal density variations. Seismic velocity data indicate
that North America may lie above an anomalously cold, dense region that
acts to depress the surface (e.g., [5]; [6]). Deep mantle convective flows may
dynamically support the localized surface depression, although flow models
that reconcile uplift data and gravity anomalies grossly overestimate uplift
rates near Hudson Bay [7]. Hence, the terrain-decorrelated anomalies may
help constrain the deep mantle flows in the context of the subcrustal density
stratigraphy of Hudson Bay (e.g., [12]).

The broad dynamic topography depression centered on Hudson Bay in
Figure 1.g includes a localized small central peak flanked by annuli of de-
pressed and raised topography. The dynamic topography signature for Hud-
son Bay provokes the impression of a crustal impact basin. The possible
location of the impact is indicated by the red triangle in Figure 1.g. The
isostatic effects of the exogeneously disrupted crust dominate the terrain-
correlated free-air anomalies that can only marginally be accounted for by
GIA considerations. Hence, we speculate that an impact may have excavated
crustal material prior to ice loading which subsequently eroded down much
of the original topography of the impact basin.

4 Conclusion

We investigated topographic and gravity correlations using ETOPO5 and
the TEG4 gravity model (which includes CHAMP data) at 20 km alti-
tude to characterize possible crustal thickness variations (Figure 1.f) and
related isostatic adjustments of the topography (Figure 1.g). Spectral corre-
lation analysis decomposed the free-air anomalies (Figure 1.a) into terrain-
correlated (Figure 1.d) and terrain-decorrelated (Figure 1.e) components.
Terrain-correlated anomalies were interpreted mainly for dynamic surface
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topography (Figure 1.g). Our analysis indicates that the terrain-correlated
components represent about 70% of the total free-air gravity anomalies of
North America.

The gravity minimum over Hudson Bay reflects topography undercom-
pensated by about 400 m due possibly more to a preglacial impact or some
other effect than to the retreat of the Laurentide ice sheet. The residual
terrain-decorrelated free-air gravity anomalies (Figure 1.e) may constrain un-
compensated mass anomalies within the crust as well as in the deeper interior
where density-driven mass flows operate.
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Summary. The long-wavelength part of non-isostatic topography is supposed to be 
generated by mantle dynamics and is up to now not well studied. In order to separate the 
dynamic part from the residual topography (that part of the Earth’s topography which is not 
explained by the crustal model providing isostatic compensation) a correlation analysis is 
performed between the residual topography and long-wavelength isostatic gravity 
anomalies. It is found that the correlation between these quantities is positive for spatial 
wavelengths larger than 4000 km. The resulting correlated part of residual topography is 
regarded to represent  the dynamic  topography. Its  amplitude  was estimated to range from 
-0.4 to 0.5 km and is on the lower limit of what was estimated from a direct modelling of 
mantle convection. The calculated dynamic topography may be used as a strong constraint 
in further numerical simulations of mantle dynamics. 

Key words: dynamic topography, isostatic gravity anomalies, global gravity field model 

1  Introduction 

Most of the Earth's topographic masses are isostatically balanced by lithosphere 
density inhomogeneities or variations of the crustal/lithosphere thickness (e.g. 
Pratt 1858). The remaining part of the surface topography, not isostatically com-
pensated, contains information about various geodynamic processes. However, the 
non-isostatic topography may not be directly deduced from the Earth’s relief be-
cause the lithosphere structure is not sufficiently known.  

One of the main problems of present-day geodynamics is to estimate the dy-
namic effect of deep inner density, viscosity and thermal inhomogeneities on the 
Earth's surface (dynamic topography), i.e. the long-wavelength non-isostatic com-
ponent of the surface topography which is supposed to be generated and supported 
by mantle flow. The wavelengths which are of interest here are larger than 2000 
km, or in terms of spherical harmonics up to degree 20. The forward-computation 
method implies the construction of a complete global dynamic model of the Earth, 
including the density and viscosity distribution. Due to the large uncertainties in 
the knowledge of these parameters this kind of studies shows largely varying re-
sults. Different authors give amplitudes of the dynamic topography ranging from 
0.5 km (e.g. Hager and Richards 1989, adek and Fleitout 2003) to 1 km (e.g. 
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Steinberger et al. 2001) and 2 km (e.g. Pari and Peltier 2000). Here an empirical 
approach based on topography, lithospheric density and gravity data is applied to 
estimate the dynamic topography. 

2  Long-wavelength residual topography and isostatic gravity 
anomalies

To characterize the isostatic state of the lithosphere, the residual topography, 
which is equivalent to the total sum of anomalous masses with respect to a refer-
ence column above a level of compensation, is evaluated (Kaban et al. 2003b). 
The adopted level of compensation is the bottom of the Moho discontinuity under 
continents and the bottom of the lithosphere at 130 km depth under ocean areas 
according to the cooling plate model (Hager 1983).  

The calculated residual topography is shown in Figure 1a. Its variations are as 
large as ± 2 km. The residual topography arises from two sources. First, residual 
topography is due to unmodelled compensating mass anomalies in the uppermost 
mantle that is part of the lithosphere: highs are supported by low-density litho-
sphere roots while lows are balanced by high density anchors. Second, residual to-
pography arises from isostatic disturbances at different length scales of the litho-
sphere.  The long-wavelength component of these disturbances is controlled by 
normal stress at the base of the lithosphere due to mantle flow. This part of the re-
sidual topography is defined as ‘dynamic’ topography. Dynamic topography is 
important to know for constraining geodynamic models. 

The actual geographic distribution of dynamic topography is practically un-
known. Here, isostatic and dynamic topography are separated using long-
wavelength isostatic gravity anomalies, which also reflect the mantle density 
structure and, by this, mantle dynamics including dynamic topography. The 
isostatic gravity anomalies are obtained after subtracting from the observed grav-
ity  anomalies  the  field  that  is  produced  by the isostatically compensated litho-  

Fig. 1. (a) Residual topography (in km) calculated by removing isostatic compensation 
masses from observed topography. (b) Isostatic gravity anomalies (in mGal) obtained after 
subtracting the gravity effect of the isostatically compensated lithospheric model from the 
observed field EIGEN-1S. Both fields are truncated after degree/order 20. 
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sphere (Kaban et al. 2003b). Actually the computations are done in terms of grav-
ity disturbances (Heiskanen and Moritz 1967) to account for the masses between 
the reference ellipsoid and geoid. But, for convenience the term 'gravity anomaly' 
is used throughout the text. The calculated isostatic gravity anomalies, based on 
the CHAMP global gravity field model EIGEN-1S (Reigber et al. 2002), are 
shown in Figure 1b. The isostatic gravity anomalies hardly correlate with topog-
raphic and bathymetric features, as the unreduced gravity anomalies do. For ex-
ample, the Indian and Siberian minima previously separated by the Tibet ‘bridge’ 
are joined now into one global minimum.  

The dynamic topography generated by mantle flow considerably contributes to 
the isostatic gravity anomalies. However, these depend not only on the dynamic 
topography but also on deep density variations in the Earth’s mantle. To extract 
the purely dynamic effect we are going to analyse both quantities: residual topog-
raphy and isostatic gravity anomalies. 

3  Global dynamic topography 

In order to discriminate in the computed residual topography (Figure 1a) the dy-
namic part and the isostatic one, a correlation analysis between the residual topog-
raphy and the isostatic gravity anomalies (Figure 1b) has been performed, both 
fields developed in spherical harmonics and truncated after degree/order 20. The 
idea is, if the isostatic condition, applied to compute the isostatically compensated 
lithosphere, is justified, then the residual topography is completely compensated 
within the crust and upper mantle and contrary to dynamic topography no gravita-
tional signal should be left in the isostatic gravity anomalies. 

The residual topography reflects a mixture of dynamic and isostatic residual to-
pography and the isostatic gravity anomalies also reflect other factors. Therefore a 
correlation analysis between both fields shall reveal the broad features of the dy-
namic topography. The applied approach not necessarily picks up the overall dy-
namic topography, as, depending on the viscosity distribution in the Earth interior, 
the joint gravity contribution of dynamic and isostatic residual topography may 
cancel each other or the deep density inhomogeneities may dominate the signal 
(e.g. Hager and Richards 1989). However, it is supposed that these cases are only 
deviations from the regular case. 

The relationship between both fields (admittance) as a function of the harmonic 
degree is shown in Figure 2. It was found that the relationship between the resid-
ual topography and isostatic gravity anomalies is slightly positive up to degree 10 
and varies within determination errors around an average value of 0.65·10-2

km/mGal, while for higher degrees the correlation is practically lost. Thus, this 
single admittance coefficient is used to scale the isostatic gravity anomalies com-
puted from the spherical harmonic coefficients up to degree 10. The result, the 
correlated part of residual topography is regarded to represent the dynamic topog-
raphy, and the remaining  (uncorrelated)  part is  considered  to reflect the isostatic 
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Fig. 2. The relationship (admittance) between residual topography and isostatic gravity 
anomalies (Figure 1) per spherical harmonic degree. The error estimates are based on 95% 
confidence level. Dashed line shows the regression coefficient (0.65·10-2 km/mGal) ob-
tained for all coefficients within the degree interval from 2 through 10. 

part of the residual topography which is due to an initially incomplete knowledge 
of the crustal/upper mantle structure. 

Both correlated and non-correlated parts of the residual topography up to de-
gree 10 are shown in Figure 3. The correlated part (Figure 3a) is supposed to be 
generated by mantle flow and represents most of the dynamic topography. It was 
found that the dynamic topography varies between –0.5 km (down-welling) and 
+0.4 km (up-welling). This order of magnitude is in accordance with Hager and 
Richards (1989), and adek and Fleitout (2003) and is at the lower limit obtained 
from forward computations of mantle convection models. Some portion of the dy-
namic topography that, as was mentioned before, is hidden in the global isostatic 
gravity anomalies, will not be present in the resulting field. Further analysis with 
an advanced inversion technique should clarify this question. 

The larger part of the residual topography with amplitudes of about 2 km could 
be attributed to the initially unresolved isostatic topography (Figure 3b). The most 
pronounced lows are associated with the Andes, the East European Platform, the 
Alpine-Mediterranean fold belt, and the central and south-eastern parts of North 
America. These areas are characterised by dense mantle material, which could be 
attributed to a large extent to deep lithospheric roots as discussed in Kaban et al. 
(2003a). Pronounced highs are associated with vast Cenozoic regions of rifting 
and crustal extension: the East-African Rift and the Basin and Range Province of 
western USA. These topography heights are balanced by hot mantle material just 
below the lithosphere. In addition, a strong low is found over the South-Western 
Pacific. This area represents a large-scale disturbance (Kaban and Schwintzer 
2001) with respect to the ‘normal’ ocean model (Hager 1983), where lithospheric 
density and ocean floor depth depend on the lithosphere age.  



Dynamic Topography as Reflected in the Global Gravity Field      203 

Fig. 3. Residual topography (km) with a resolution corresponding to a spherical harmonic 
expansion up to degree/order 10: (a) Portion of the residual topography correlated with the 
long-wavelength isostatic gravity anomalies (dynamic part); (b) Portion of the residual to-
pography not correlated with the long-wavelength isostatic gravity anomalies, which is pre-
sumably balanced by upper mantle density variations. 

4  Conclusions 

Dynamic undulations of the Earth’s surface are produced by mantle convection, 
subducting slabs and uprising mantle plumes. These phenomena are responsible 
for the overall Earth’s dynamics, thus the identification of the dynamic topography 
is crucial when modelling deep Earth processes. However, forward computations 
direct estimates based on mantle convection modelling give amplitudes that differ 
by a factor of four (e.g. adek and Fleitout 2003; Pari and Peltier 2000). Also the 
geographical distribution of dynamic topography largely varies depending on the 
model assumptions in the forward computations as discussed recently in adek 
and Fleitout (2003). Thus, the present empirically derived results can be used to 
constrain further modeling of mantle dynamics.  
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Summary. In physical oceanography the slope of the sea surface can be used to
calculate a surface geostrophic velocity as a reference for the general circulation and
its associated transports. Here we calculate a new mean sea surface (MSS) by com-
bining oceanography, altimetry and gravity data. A first guess MSS is calculated
from a dynamical ocean model into which measurements of temperature, salinity,
property fluxes and tide gauges have been assimilated. The large scales of this sur-
face are subsequently improved by adding information from satellite altimetry and
a ’satellite only’ geoid model like the CHAMP derived EIGEN-1S. The combination
takes into account the different error structures of the three sources of data. Simul-
taneous we estimate large scale corrections for the respectively used geoid models.
Comparing the corrections of different geoid models makes it possible to verify the
improvement of ’satellite only’ gravity models by the CHAMP mission.

Key words: Ocean model, satellite altimetry, geoid, mean sea surface

1 Introduction

The mean sea surface (MSS) is estimated by combining ocean modelling, al-
timetry and a state of the art geoid. A first guess MSS is calculated from
a dynamical ocean model into which measurements of temperature, salinity,
property fluxes and tide gauges have been assimilated. This surface is subse-
quently improved by adding information from satellite altimetry and a geoid
model. The combination takes into account the different error structures of
the three sources of data: altimetry, oceanography and geodesy. It seems to
be reasonable to employ a geoid model that is independent of altimeter data,
i.e. we must use a so called ’satellite only’ geoid which is estimated without
utilizing altimeter data. As the ’satellite only’ geoid is very accurate on the
largest scales, it should determine these scales of the combined solution.
The assimilation of geoid heights into ocean models has been done only in few
cases because of the low accuracy of the available ’satellite only’ gravity mod-
els. With the CHAMP satellite we got the highly improved geoid EIGEN-1S
and later on the EIGEN2.
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2 Filtering the data

Since altimeter data have a higher spatial resolution than the geoid data and
our global ocean model they have to be smoothed. While the geoid data are
usually given as a set of spherical harmonic coefficients the altimeter data are
available as absolute heights. An ideal filter for smoothing the altimeter data
would cut off spherical harmonics with degrees higher than the given geoid
resolution. Such a filter is unlimited in physical space and is not suitable to
smooth oceanographic data which do not cover the whole sphere. Therefore
we use as a compromise the Hanning filter which is both in the spatial and
the spherical domain similar to a Gaussian bell [2].

3 Estimating an optimized mean sea surface

For estimating an optimized mean sea surface we begin with the EIGEN-
1S geoid which was derived from the CHAMP mission and the altimeter
data set CLS SHOM98.2. The global ocean model we use is the Hamburg
LSG model [3] [4] with a spatial resolution of 3.5◦. Due to the coverage of
TOPEX/Poseidon and the resolution of the ocean model the observed region
is limited to ±60◦.
To get an optimized sea surface the misfit between the observed sea surface
(e.g. the difference between the altimeter and geoid height) and the MSS
from the ocean model has to be distributed in the sense of a least squares fit.
We achieve this by minimizing the cost function J :

J =
1
2
(TP − N − OPT )T ∗ PTP−N ∗ (TP − N − OPT ) + (1)

+
1
2
(ζ̄LSG − OPT )T ∗ PLSG ∗ (ζ̄LSG − OPT ) != min.

with
TP : CLS SHOM.98.2
N : geoid undulation
ζ̄LSG : MSS from ocean model LSG
OPT : optimized MSS
PLSG: weighting matrix ocean model
PTP−N : weighting matrix for the difference CLS Shom98.2 - geoid height

The weighting matrices P are the inverted covariance matrices. The covari-
ance matrix of the geoid CN can be easily calculated from the given errors
of the spherical harmonic coefficients and the related correlation matrix. The
errors have to be filtered in the same way as the data.
The covariance matrix of the altimeter data CTP is calculated from the an-
nual means of seven years (1993-1999) TOPEX/Poseidon altimeter data. To
this covariance matrix we have added the local error of the CLS SHOM98.2
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MSS.
Summing up the covariance matrices of the altimeter and the geoid data we
get the covariance matrix for the difference between altimeter measurements
and geoid height

CTP−N = CTP + CN (2)

and the weighting matrix

PTP−N = C−1
TP−N

The most subtle point is estimating the error of the MSS derived from the
ocean model. The dynamical model is highly complex, so it is nearly impos-
sible to estimate a formal error from the model run. A reasonable way to
estimate this error is to compare the model output with another independent
model. As an approximation of the model error we take half of the pointwise
difference between the LSG model and the ECCO2 model. To avoid the error
becoming zero at points where both models show the same sea surface height
we choose the median of the halves of the differences as minimal error. The
correlations of the model points are calculated from the annual means from
1993 to 1999 of the model output.
In our case it is possible to invert the covariance matrices directly. In cases
where they become ill conditioned we have to use a singular value decompo-
sition as we have described in [5].
The optimized mean sea surface can be calculated as

OPT = COPT ∗ (PTP−N ∗ (TP − N) + PLSG ∗ ζ̄LSG) (3)

with the related error covariance matrix

COPT = (PTP−N + PLSG)−1.

The formal variance of the optimized sea surface corresponds to the diagonal
of COPT .

4 Improvement of the geoid

The optimized MSS has been estimated by correcting the output of the ocean
model with the measured altimeter and geoid data. In the same way we cal-
culate a correction for the geoid model from altimeter and ocean model data.
For this experiment we use not only the EIGEN-1S but also the GRIM5S1
geoid. It is known that the accuracy of the GRIM5S1 is far below the accu-
racy we need for oceanographic purpose. This makes it very suitable to prove
our method of combining geodetic and oceanographic data. The corrections
we get for the respectively used geoid are shown in figure 2.
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Fig. 1. Optimized mean sea surface height (left) and error of the optimized mean
sea surface height (right)

Fig. 2. Correction for the GRIM5S1 (left) and the EIGEN1S (right)

5 Verification of results

The only possibility to verify the results is to compare the corrected geoids
with independent gravity models. We use the gravity model EIGEN-GRACE01S
(herein after GRACE01S) from the GFZ and the combined model EGM96.
The rms values for the differences between the various corrected and un-
corrected geoid models are shown in table 1. They show a clear correction
of the GRIM5S1 towards the EGM96 and towards the GRACE01S. A simi-
lar improvement although in a smaller range is achieved for the EIGEN-1S.
Both corrected gravity models are closer to the GRACE01S geoid than to
the EGM96.

6 Conclusions

The results show that it is possible to correct the large scales of the GRIM5S1
geoid both towards the EIGEN-1S and the GRACE01S geoid by using al-
timeter data and the mean sea surface height from a global ocean model.
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Table 1. rms [m]

corrected corrected
GRACE01S EGM96 GRIM5S1 EIGEN-1S GRIM5S1 EIGEN-1S

GRACE01S 0
EGM96 0.0564 0
GRIM5S1 0.3776 0.3781 0
EIGEN-1S 0.0849 0.1026 0.3690 0
corr. GRIM5S1 0.1361 0.1354 0.3301 0.1358 0
corr. EIGEN-1S 0.0688 0.0837 0.3698 0.0444 0.2300 0

a b

c d

Fig. 3. Differences between geoid models and improved geoid models: GRIM5S1
- GRACE01S (a), EIGEN1S - GRACE01S (b), improved GRIM5S1 - GRACE01S
(c) and improved EIGEN1S - GRACE01S (d). Note the different colorbars.

The improvement towards the GRACE01S is also shown for the EIGEN1S.
The correction of the GRIM5S1 is clearly significant while the change of the
EIGEN-1S is quite small. The results indicate that the accuracy of the ocean
model is at the large scales comparable to the accuracy of the newest ’satellite
only’ geoid models derived from CHAMP and GRACE. We conclude that in
future we will be able to use the difference between altimeter data and satel-
lite only geoid models to constrain large scale ocean models by assimilation.
Another effort will be the simultaneous estimation of ocean circulation and
gravity field.
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Summary. Ocean general circulation models which are constrained by altimetry
data usually assimilate only temporal sea-surface height anomalies. It is known that
this is not enough to correct the mean ocean state. Here we present first results of
assimilating the full (absolute) dynamical topography into a steady state version of
a finite element ocean model (FEOM) for the North Atlantic. This makes it possible
to notably reduce the model-data misfit especially in the western part of the basin
and in the southern Labrador Sea.
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ing

1 Introduction

Ocean data assimilation is a synthesis of a physical model and observations
that improves our knowledge of the ocean state and understanding the ocean
dynamics. In most studies dealing with assimilation of altimetry data into
ocean models only the time varying part of the signal (eg. anomalies) were
used to constrain the ocean circulation. The reason for that was insufficient
accuracy of geoid estimates in the past. However, Killworth et al. (2001) point
out that assimilation of sea surface height (SSH) anomalies cannot correct the
mean ocean state that is misrepresented in numerical ocean circulation models
due to erroneous water masses induced by some poorly resolved processes.

With improvement of geoid estimation having been gained recently in
the CHAMP mission (Reigber, 2004, this volume) we may now try to start
assimilating the full ocean sea surface height. This paper presents our first
results. It is worth noting that running modern ocean circulation models (let
alone assimilating data into them) is very costly. Therefore, to get insight
into the impact of the mean SSH assimilation onto the mean ocean state we
begin with a steady state model and a simple data assimilation scheme before
proceeding to more complicated applications.
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Fig. 1. Model dynamical topography in m.

2 Ocean model

We use the finite element ocean model (FEOM) described in Danilov et al.
(2004). The model is based on the primitive equations discretized on an
unstructured surface mesh covering the North Atlantic from 70N to 800N.
The average horizontal resolution is 0.50 and is refined in regions of steep
bathymetry and in the Gulf Stream area. Due to the use of implicit time
stepping, the model can be easily applied to diagnose the velocity field and
the dynamical topography (DT) from the density field by solving the steady
state primitive equations with the momentum advection neglected.

The model DT diagnosed from annual mean temperature and salinity
(Levitus and Boyer, 1994) and wind stress (Trenberth et al., 1989) is shown in
Fig. 1. Comparison of the model and CHAMP DT’s reveals (Fig. 2) that the
major differences are located near the coast where the altimetry is definitely
not very precise. Apart from that, one can see much stronger recirculation of
the Gulf Stream in the observed mean DT as compared with the model DT
and some indication of the Azores Current that is absent in the model. Also,
the model underestimate the overall slope of the mean DT which may be
caused by inadequate no-flow boundary conditions imposed at open bound-
aries.
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Fig. 2. Differences between the model and CHAMP dynamical topographies in m.

3 Assimilation methodology

In the present study to assimilate the mean DT we utilized a method similar
to that of Mellor and Ezer (1991). The scheme consists of three basic steps.
First, having the mean DT of the model ζm and observations ζo together with
their variances δζm and δζo we compute the best linear unbiased estimate as

ζ =
(δζo)2ζm + (δζm)2ζo

(δζm)2 + (δζo)2
. (1)

The update (1) is performed at each surface model grid point where the data
ζo are available. Then pointwise estimates of the DT increment ζ − ζm are
smoothed and interpolated over the whole computational domain.

Second, we solve a one-dimensional problem and project this new smooth
increment onto ocean temperature T and salinity S

T = Tm + Fζ,T (ζ − ζm) , S = Sm + Fζ,S(ζ − ζm) , (2)

with use of predefined correlation factors

Fζ,T =
Cov(ζ, T )
V ar(ζ)2

, Fζ,S =
Cov(ζ, T )
V ar(ζ)2

, (3)

which relate DT anomalies to anomalies of subsurface temperature and salin-
ity Tm and Sm.
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Fig. 3. Correlation factors at the depth of 100m: a) Fζ,T in 0C/m; b) Fζ,S in psu/m.

In Mellor and Ezer (1991), the correlation factors Fζ,T and Fζ,S were
estimated from a segment of the model trajectory as temporal regression co-
efficients between ζ and (T , S). However, as it was pointed out in Oschlies and
Willebrand (1998) present ocean circulation models cannot provide us with
reliable correlations. Instead, here we adopted another scheme and diagnosed
the DT for each month of Levitus (1998) climatology. Using such an ensemble
of ocean climatological states we computed Fζ,T and Fζ,S and the variance
δζm.

The correlation factors Fζ,T and Fζ,S for 100 m depth are presented in
Fig. 3. One can see very distinct positive correlations between the DT and
ocean temperature in the area of the Gulf Stream and the North Atlantic
Current and anti-correlations between the DT and salinity in the Labrador
Sea. Thus, we can expect that assimilation of the mean DT will have a strong
impact in these regions.

We augmented the scheme of Mellor and Ezer (1991) with a third step that
is necessary when dealing with a steady-state model. After T and S having
been updated according to (2), we diagnose the velocity field and DT which
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correspond to the updated T and S. This is done by solving once more the
steady-state primitive equations forced by the climatological mean wind stress
(Trenberth et al., 1989) and the density field calculated from the updated T
and S.

4 Results and conclusions

The differences between the DT after assimilation and the original data are
presented in Fig. 4. It is seen that assimilation notably reduces the model-
data misfit. The major improvement is achieved in the western North Atlantic
and in the southern Labrador Sea where the correlation factor Fζ,T and Fζ,S

respectively reach extreme values and thus the differences between the model
and data result in larger values of the density increment.

Improvement in the ocean SSH results in a slightly higher heat transport
(Fig. 5) which is still notably below other estimates (MacDonald, 1998). These
discrepancies indicate weakness in using a steady state model for assimilating
the mean SSH. Stepping the model in time produces values of the meridional
heat transport (Danilov et al., 2004) which are in agreement with other esti-
mates. Our next step will be assimilating the mean SSH into the prognostic
version of FEOM.

Fig. 4. Differences between the optimised and CHAMP dynamical topographies in
m.
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Fig. 5. Meridional heat transport before (blue) and after (green) assimilating the
CHAMP DT in 1015 W

Another point where assimilating the mean SSH could improve the es-
timate of the ocean circulation is adjusting the open boundary conditions.
However, this calls for a much more sophisticated variational data assimila-
tion approach which is on the way.
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Kevin Fleming, Zdeněk Martinec, Jan Hagedoorn, and Detlef Wolf

GeoForschungsZentrum Potsdam, Dept. Geodesy and Remote Sensing, Potsdam,
Germany, kevin@gfz-potsdam.de

Summary. We have examined contemporary changes in the geoid about Green-
land that result from glacial-isostatic adjustment. These may be divided into con-
tributions from ice-load changes that occurred outside of Greenland following the
Last Glacial Maximum and changes in the Greenland Ice Sheet (GIS). The GIS’s
contribution may itself be divided into past and current parts. For past ice-load
changes, the resulting geoid displacement is more dependent upon the recent his-
tory of the GIS than on the earth model used. Considering an estimated accuracy
for the GRACE temporal geoid signal, regional variability in the present-day mass
balance of the GIS may be resolved. This variability significantly affects the geoid
power spectrum, giving a signal that may be detected by measurements from gravity
space missions more easily than has been proposed by other authors.

Key words: Geoid change, CHAMP and GRACE satellite missions, glacial-
isostatic adjustment, Greenland Ice Sheet.

1 Introduction

The mass balance of the global continental ice cover, particularly the ice
sheets of Antarctica and Greenland, is a crucial element when determining
present-day sea-level change. However, because of the size and inaccessibility
of these ice masses, such knowledge is currently lacking in detail.

Alternatively, information about the mass balance of these ice sheets may
be gained by resolving temporal and spatial changes in the geoid, i.e. the
equipotential surface of the Earth’s gravity field that approximates mean sea
level. These changes arise from the redistribution of mass within the Earth
and upon its surface, in particular from the waxing and waning of ice sheets
during glacial cycles.

We have assessed the contemporary geoid change about Greenland result-
ing from past changes in the major ice sheets and the current behaviour of
the Greenland Ice Sheet (GIS). This is examined within the context of the
gravity space missions now underway (CHAMP and GRACE).
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2 Contribution of ongoing GIA

We first assess geoid change arising from ongoing glacial-isostatic adjustment
(GIA) due to changes in ice loading following the Last Glacial Maximum
(LGM, ca. 21 ka BP). We apply a gravitationally self-consistent GIA model
based on the spectral finite-element method (1). The sea-level equation is
also implemented and accommodates changes in the Earth’s rotation, moving
shorelines and the transition between grounded and floating ice.

A four-layer earth model is used, described by the elastic-lithosphere
thickness, hL, the upper-mantle viscosity, ηUM, the lower mantle-viscosity,
ηLM, and an inviscid core. The mantle is an incompressible, Maxwell-viscoelastic
fluid and the mass-density and elastic shear-modulus values are from PREM.
Two viscosity models are used: EARTH1, similar to that preferred by (2),
and EARTH2, similar to that used by (3).

The ice models are the global ice model ICE-3G (4) without its Greenland
component (termed ICE-3G–GR), the Greenland ice model GREEN1 (5),
which accommodates changes in the GIS since the LGM, but excludes a
neoglacial component (when the GIS had retreated behind its present-day
margin and readvanced over the past ca. 4 ka), and GREEN1+NEO, which
is GREEN1 including neoglaciation in the southwest.

Fig. 1 presents the resulting spectra (where spectrum refers to the square
root of the degree-power spectrum) from the individual ice and earth model
combinations. We find there is a relatively small dependence on the vis-
cosity model used. In contrast, the inclusion or exclusion of the neoglacial
component is more important to Greenland’s predicted contribution. This
is further shown in Fig. 2, where the rates of uplift and geoid change are
presented. Again, the neoglaciation is more significant, especially for the
EARTH1 model, owing to the more-rapid reaction of its lower upper-mantle
viscosity.
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Fig. 1. The geoid-change spectra resulting from the deglaciation following the
LGM.
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Fig. 2. The present-day rates of uplift and geoid change resulting from the deglacia-
tion following the LGM.

3 Present-day changes in the GIS

Two estimates of the current mass balance of the GIS are examined (Fig.
3). The first, KRABILL (Fig. 3a) (6), is based on airborne laser-altimeter
measurements of changes in ice-surface elevation and covers the entire ice
sheet. We have corrected the changes in ice-surface elevation for ongoing
GIA using results for EARTH1 and ICE-3G–GR+GREEN1+NEO. These
corrections are usually relatively small, especially when one considers the
measured changes along the ice margin.
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Fig. 3. The mass-balance models of the GIS used in this study. (a) KRABILL
considers the entire GIS, (b) while THOMAS covers the area above ca. 2000 m.
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The second estimate, THOMAS (Fig. 3b) (7), is based on GPS measure-
ments and ice-flow calculations. It represents the mass balance above ca.
2000 m elevation. Its equivalent sea-level contribution (ca. 0.015 mm a−1) is
opposite in sign to the KRABILL value (ca. –0.033 mm a−1) for the same
area.

4 GIS-induced geoid change

We compare the spectra corresponding to the Greenland mass-balance sce-
narios (Fig. 4a) and the associated geoid changes (Fig. 4b). Three series of
results for KRABILL are presented: (a) the entire ice sheet, (b) the area
corresponding to THOMAS (above ca. 2000 m elevation) and (c) the area
excluded by THOMAS (below ca. 2000 m elevation). Spectra for THOMAS
are calculated for all combinations of the uncertainties about the nominal
values.

Changes below 2000 m elevation dominate the KRABILL results. We also
note that the upper limit of the range of the THOMAS results is comparable
to the total KRABIL response. Some spatial variability in the rate of geoid
change can be seen when the spectra are summed up to degree and order
32 (Fig. 5). The opposite signs of the equivalent sea-level contributions for
THOMAS and KRABILL (>2000 m) are also apparent (Fig. 5c and d).

5 Discussion and summary

Some investigators have assumed uniform ice-mass changes when calculat-
ing geoid signals (8). We have examined this assumption using versions of
KRABILL and THOMAS where the net ice-volume changes are uniformly
distributed over the respective areas. The resulting geoid-change spectra (Fig.
6) fall off more quickly with increasing degree than those for more realistic
spatial distributions.
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Finally, we compare the predicted spectra with an accuracy estimate for
GRACE (Fig. 7). The total ongoing-GIA response is largest at lower degrees,
but falls off quickly. The GIS signal, specifically for KRABILL, remains above
the uncertainty up to degree ca. 64, but the signal for THOMAS is of similar
magnitude. We also find that, while the geoid-change signal for Antarctica’s
present-day ice-mass balance (9) is much greater than for Greenland’s, it has
a similar shape.
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Summary. The long wavelength geoid height undulations are the result of density
variations inside the Earth and the dynamic response of the viscous mantle due
to the buoyancy forces resulting in dynamic topography, plus the contribution of
isostatic topography due to crustal and lithospheric structure. The dynamic to-
pography is a function of the effective stress transmission inside the earth and is
linked to the viscosity of the mantle. We solve the equation of motion for a viscous
Earth’s mantle assuming an incompressible 6-layer shell model and determine the
dynamic response function for geoid, dynamic topography, and (poloidal) surface
velocity. The internal density distribution can be estimated from seismic tomog-
raphy, but since density variations might be of thermal and chemical nature, the
s-wave velocity to density conversion factor, Rρ\vs , varies throughout the mantle.
Based on CHAMP gravity field coefficients and four new seismic s-wave tomogra-
phy models we search for ranges of radial profiles of viscosity and Rρ\vs resulting in
a correlation to better than 0.85 to the long wavelength hydrostatic geoid, and to
a fit better than 0.6 for gravity, dynamic topography and (poloidal) plate velocity.
For purely thermal origin Rρ\vs should be between 0.2 and 0.4. Successful models
however, show a small or even negative value for Rρ\vs between 100 and 300 km
depth and a low value of ∼ .1 between 700 and 1200 km, but is otherwise roughly
constant with values of ∼ .28. The viscosity is slightly reduced in the asthenosphere
and even stronger decreased in the mantle transition zone between 410 and 670 km.
Resolution for both, viscosity and conversion factor, is poor below the transition
zone down to ∼1500 km, but well confined in deeper parts of the mantle, where
a viscosity between 30 to 40 1021 Pa s and a conversion factor of 0.28 to 0.32 is
found.

Key words: mantle viscosity, mantle scaling factor, geoid anomalies

1 Introduction

Solid-state flow in the Earth is a direct consequence of density inhomo-
geneities, which are of thermal or chemical origin. These density anomalies
drive a creeping flow, causing dynamic topography at the surface and internal
boundary layers and is visible by plate motion. Gravity potential observations
reflect the combined density effects due to internal variation in density and de-
flected boundaries with a density jump, e.g. surface topography. Topography
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itself results from the superposition of isostatic topography due to thickness
variations of the crust and lithosphere maintained by the high strength of the
lithosphere and dynamic topography due to pressure forces of the bouyant
mantle rocks. If the gravity potential and the dynamic topography are known
and independently the internal density distribution, the viscous flow model,
i.e. the viscosity profile in the Earth can be determined. Additionally plate
velocities directly represent a measure for the flow velocity in the uppermost
part of the convection system.

Density heterogeneities in the mantle can be deduced from variations in
seismic wave velocities, tomography, but the relation between seismic velocity
and density is different for thermal and chemical origin. A thermal origin must
be accompagnied by a reduction in density due to thermal expansivity, but a
chemical origin might not reflect any density changes or even with opposite
effects. For example, if seismic velocity anomalies are caused by variations in
iron content, slow seismic velocity regions imply high iron content and thus
higher density.

Dynamic topography strongly depends on the ability of the Earth’s man-
tle to deform under stress and is related to the viscosity µ(r). Thus, the
geoid is a consequence of the viscosity structure and the conversion factor
Rρ\vs

between seismic wave velocity variations and density anomalies. Here
we model the Earth as a radially layered linear viscous sphere, with the inter-
nal load based on 4 different recent tomography models (sb4l18, [1]; s362d1,
[2]; s20rts, [3]; saw24b16, [4]). For each tomography model we vary the seismic
wave velocity-density conversion factor and the viscosity with depth within
reasonable ranges until the best correlation between modeled geoid and the
CHAMP geoid is found (and additionally for gravity, dynamic topography
and surface plate velocity). Finally we discuss the consequences for the chem-
ical layering of the Earth.

2 Observation Data

For the gravity potential we used the CHAMP spherical harmonic coefficients
related to the hydrostatic reference figure. We use both the long wavelength
sensitive geoid, which mainly reflects the large scale circulation of the man-
tle and the short wavelength sensitive gravity field, which essentially probes
the shallow effects. Dynamic topography is not directly observable but has
to be deduced from measured topography and a model of isostatic compen-
sated crust and lithosphere. For the isostatic topography we use the spherical
harmonic coefficients of [5], which are based on the assumption of isostatic
balance of crustal and lithosphere thickness on continents and of thermal
isostatic balance of the topography of oceanic ridges. Dynamic topography is
estimated by subtracting the isostatic part from ETOPO05. However, since
crustal thickness and densities are not well constrained in many continental



Mantle Viscosity and S-Wave-Density Conversion Profiles 225

areas and the estimate of lithospheric thickness even more relies on model
assumptions, the error budget for dynamic topography is large.

For plate velocities we use the values given by [6]. However, the observed
vector field of plate velocity can be separated in a poloidal and a toroidal
part, whereby the toroidal part is about a third of the poloidal one. Toroidal
motion is mainly created by strike-slip faults and cannot be produced by an
Earth model with constant parameter shells, thus, only the poloidal part of
plate velocity is used to constrain our models.

The density variations inside the Earth are deduced from four new s-wave
tomography models, i.e. seismic velocity variations relative to a radial stan-
dard model (see Section 1). Since the tomography models are given in differ-
ent non-equidistant grids, we gridded the data sets on 20 radially equidistant
layers (145 km apart) down to the core-mantle boundary. Finally all data
sets are expanded in spherical harmonics up to degree and order 30 (if not
given to a higher degree) and filtered for a maximum degree 15 by applying
a cosine taper. The maximum degree of 15 is motivated by the resolution of
the tomography data on a global scale and also by the approach of radial
(radial global average) profiles for viscosity and conversion factor.

3 The Method

To determine the linear response functions for a viscous Earth under loading
we follow the classic approach were the equations of motions for a viscous
incompressible spherical shell are solved by separation of the variables in the
spectral domain (e.g. [8], [7]). The resulting ODEs are solved separately for
each degree for response functions (kernels) which only depend on the viscos-
ity µ(r). The kernels are derived for geoid Gl(r, µ(r)), dynamic topography
at the surface and the core-mantle boundary, and poloidal surface velocities.
The (synthetic) geoid Nlm (and in a similar way topography and surface
velocity) is found by convolving the kernel with the density contrast δρlm

derived from tomography and s-wave velocity to density conversion factor
(Rρ\vs

(r))

Nlm =
4πγa

2l + 1

a∫

CMB

Gl(r, µ(r)) δρlm(r) dr (1)

γ is the gravitational constant, a the Earth radius, CMB the core radius.
The calculated (synthetic) fields can then be compared to observations.

The Earth model itself consists of six viscous layers for which viscosity and
Rρ\vs

are specified. For each layer we prescribe an upper and lower bound,
and vary viscosity and Rρ\vs

within these bounds in 5 steps to establish an
equidistant model parameter space grid. Additionally 106 random parameter
combinations are tested within the prescribed bounds. The different layers of
the Earth’s mantle model and the parameter bounds are given in Table 1.
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Table 1. Radial model for viscosity and Rρ\vs (multiply viscosity by 1021Pas)

layer depth [km] (Rρ\vs)min (Rρ\vs)max µmin µmax

lithosphere 0 − 100 −.20 0.20 10. 40.
asthenosphere 100 − 280 −.20 0.20 0.2 1.8
upper mantle 280 − 410 0.15 0.35 0.5 3.
transition zone 410 − 670 0.15 0.35 0.5 3.
lower mantle 1 670 − 1150 0.15 0.40 5. 40.
lower mantle 2 1150 − 2900 0.2 0.40 20. 80.

As an example Fig. 1 shows the kernels as a function of depth and degree
for geoid, dynamic topography and surface velocity for a particular viscosity
profile. It is clearly indicated that density variations of higher degrees in
the upper mantle strongly effect geoid, topography and plate velocity, but
from the lower mantle only the very long wavelength density variations are
important, mainly for the geoid. The uppermost lower mantle around 1000
km depth is particularly bad resolved, due to kernel values around zero and
also weak tomographic signals.

For each viscosity parameter set kernels are derived and convoluted with
the density functions obtained from a tomography model multiplied by the
various Rρ\vs

(r) profiles. For each parameter set the total correlation c

c =

lmax∑
l=0

l∑
m=0

((Cl,m · Vl,m) + (Sl,m · Wl,m))

(
lmax∑
l=0

l∑
m=0

(C2
l,m + S2

l,m) · (V 2
l,m + W 2

l,m))1/2

(2)

between observed (Clm, Slm) and synthetic field (Vlm, Wlm) is estimated.

Fig. 1. Viscosity profile and geoid, topography and surface velocity kernels as used
for the parameter combination which gives the highest correlation to the CHAMP
geoid for the tomography data s20rts; kernels are given for even degrees l=2-12
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4 The Fitting Models and Consequences for the Earth’s
Mantle

For the four tomography models a maximum total correlation between
CHAMP geoid and synthetic geoid of 0.86 to 0.91 can be achieved (but
considerable less correlation (< 0.75) for the other observational data sets).
In Fig. 2 the viscosity and Rρ\vs

profiles are shown for the 4 tomography
data sets.

If only the fit to the geoid is considered, the ”best” parameter combination
(thick lines in Fig. 2), demands a negative Rρ\s value between 100 and 280 km
depth of ∼ -.1 (values between -.12 and -.06) independent of the tomography
model. Three of the four tomography models also indicate a reduced value
for Rρ\s below the mantle transition zone down to ∼ 1100 km. The results
for the viscosity show a weak decrease in the asthenosphere and a stronger
decrease to values around .4 to .8 1021 Pa s in the mantle transition zone.

The tomography model with the best fit to the observations is s20rts
(upper left graphs in Fig. 2) for which we show here in Fig. 3 the synthetic
geoid, gravity and dynamic topography in comparison the the observations.

Fig. 2. Viscosity and Rρ\s profiles for the 4 tomography models. The search range
for viscosity and Rρ\s at different depth levels is shown in light gray, the ranges for
parameter combinations with a correlation to better than 0.85 to the hydrostatic
CHAMP geoid are shown in dark gray. The thick lines indicate the parameter
combinations which give the highest correlation to the geoid only, the thin dotted
lines the parameter combinations with the best correlation to all ’observation’ data
(geoid, gravity, poloidal plate velocity and dynamic topography)
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Fig. 3. Observed (left) and synthetic (right) geoid (top), gravity (center) and
dynamic topography (bottom). The synthetic fields are derived using the s20rts
tomography [3] and the parameters according to the thick line on Fig. 2 (upper left
model).

The synthetic geoid matches well the observed data with the exception
of the North Atlantic and South Indian Ocean regions where wide spread
hotspot activity of the Iceland and Kerguelen plume might impair the fit.
The pattern of the synthetic and the observed gravity field (Fig. 3 center)
generally agree, but modeled amplitudes are considerably too strong. This
cannot be attributed to an unresolved thin low viscosity layer at the base
of the lithosphere, since then also synthetic dynamic topography could be
expected to be too high, which is not the case. More likely are lateral chemical
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variations in the upper 300 km, attributed to cratons or different degree of
melt extraction from oceanic regions.

Negative Rρ\s values for the asthenosphere had been reported earlier and
are explained by depletion in iron contents, causing high seismic velocity, but
low density. Depletion of iron can be linked to the degree of melt extractions
from mantle rocks, which is considered to be high for old continental litho-
sphere formed in a hotter Earth or (to a less degree) for oceanic plateaus
formed by a hot mantle plume. A low viscosity transition zone might be ex-
plained by dehydration of water-saturated rocks. If water is brought into the
lower mantle by slab subduction, dehydration should occur at mid mantle
temperatures of ∼1400◦C at the spinel-perovskite transition [10]. While the
transition zone itself should be highly water-saturated, rising mantle mate-
rial might undergo dehydration-induced partial melting, containing consider-
able amounts of incompatible elements and free water. While these rocks are
denser than the depleted source mantle they might be trapped close to the
upper (410 km) phase transition ([9]). Both effects, partial melt and water
contents will lead to a reduction in viscosity.
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Summary. Regional geoid undulations are determined from CHAMP data using various 
locally supported basis functions to assess their respective efficiency, accuracy and multi-
resolution representation properties. These functions include (biharmonic) B-spline tensor 
wavelets (with or without compression), multiquadrics (with or without flexible centering 
and predetermined smoothing) and radially symmetric truncated polynomials. 
It is concluded that the B-spline wavelet model is the computationally most efficient 
approach. The non-periodic variation of the B-spline wavelets allows one to handle data on 
a bounded domain with small edge effects, and the piecewise linear version allows one to 
model the geoid using a patch-wise approach. The use of multiquadrics without centering in 
the data points and predetermined smoothing constant allows handling of heterogeneously 
distributed data using global optimization. The linear multiquadrics model fits the data best 
when comparing the residuals of different models with a fixed number of unknowns. For an 
efficient data synthesis the nonlinear models are best suited due to their far smaller number 
of basis functions. The smoothest surface was obtained using the nonlinear polynomial 
approach, whereas the multiquadrics show peaks and the wavelet models show horizontal 
and vertical edges in their representations. The linear B-spline wavelets are biharmonic, and 
the approach is capable of an efficient multi-resolution representation of regional gravity 
field models combining satellite (CHAMP, GRACE, GOCE) and in-situ data. 

Key words: geoid undulations, B-spline wavelets, multi-quadrics, nonlinear models

1  Introduction 
Recent global gravity models are based on spherical harmonic functions which are 
excellent for representing the geopotential up to a certain degree of detail or reso-
lution. Even though the global spherical harmonic representation is adequate for 
low degree global gravity modeling using satellite data (e.g. CHAMP), but for a 
detailed regional representation of the earth gravity field determined by satellite as 
well as terrestrial observations, spherical harmonics may not be the best basis 
functions. In this context, see Schmidt et al. (2002) who have been using spherical 
wavelets to represent the finer details of the gravity field. 

Our goal is to use harmonic or biharmonic locally supported basis functions in 
order to construct patch-wise models to enhance the high frequency parts of the 
signals on the sphere leading to a multi-resolution representation of the gravity 
field. Towards selecting the most suitable functional model, some approaches are 
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compared numerically using regional undulations derived from CHAMP disturb-
ing potential data.  For more details regarding CHAMP data processing, we refer 
to Han et al. (2002; 2003). 

The first functional model in this investigation is the B-spline wavelet; see Chui 
and Quak (1992). These wavelets have become well known due to their useful 
properties such as compact support, semi-orthogonality and simplicity. Algorithms 
and applications for computer graphics can be found in Stollnitz et al. (1996). 

The second model is based on the multiquadric method which fits a set of quad-
ric (e.g., hyperbolic or conical) functions to the observations. It was introduced by 
Hardy (1971) and further developed by Hardy and Göpfert (1975) in order to in-
terpolate gravity anomalies. 

The comparison also includes polynomial radial symmetric basis functions with 
local support, which have been used successfully in Mautz et al. (2003).  

Furthermore, the linear models described above are compared with their 
nonlinear counterparts having flexible positioning. Geodetic global models have 
been studied by Mautz (2001; 2002) while nonlinear models for surface data were 
discussed by Kaschenz (2002; 2003).  

For a comparison of different surface representations on a large scale, see 
Franke (1982). Here, we focus on the data-fit, the computational effort, the num-
ber of basis functions and the smoothness/roughness of the surface as criteria. 

2  Functional Models 

The models discussed here can be classified as linear or nonlinear. The systems 
for solving the unknowns in capital letters (e.g., the amplitudes A, B) are linear if 
these are the only parameters. In this case the estimated parameters, the residuals, 
and the estimated variance component can be obtained using BLUUE (Best Linear 
Uniformly Unbiased Estimate) and BIQUUE (Best Invariant Quadratic Uniformly 
Unbiased Estimate). A detailed discussion of linear models is provided by Gra-
farend and Schaffrin (1993). 

Less common are models where the positions or scaling coefficients are con-
sidered as unknown. With the models becoming nonlinear due to the flexible cen-
tering and scaling, the solving techniques require global optimization methods. 
Gradient methods like the Gauss-Newton iteration are not applicable as reliable 
starting values cannot usually be provided. Thus, we stick to global optimization 
techniques such as heuristic methods, interval strategies or genetic algorithms. The 
idea of optimized centering dates back to Barthelmes (1986). 

(a) 2-dimensional B-spline wavelets: If the 2-D signal is given by f(x, y) the 
model function reads 

(1) 

where φ(x, y) is the 2-D scaling function, φ (x, y) its dual; ψ(x, y) are the 2-D 
wavelet functions, and ψ (x, y) their duals. Their polynomial degree is expressed 
by g. The different levels of detail are denoted by the index j. Wavelet coefficients 
with a larger j indicate higher detail levels, essentially representing the high-
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frequency part. The index η denotes the three directional components (horizontal, 
vertical and diagonal), and the indices kx, ky ∈ 0 denote the shift of the wavelets 
to different locations on the (x, y)-patch. The variables A and B denote the un-
known coefficients for the scaling function and the wavelet functions. The prob-
lem of estimating A and B is linear; due to orthogonal subspaces, it is not ne-
cessary to solve one big system with linear equations of problem-size, but a 
sequence of smaller systems. This model has been discussed in more detail by 
Mautz et al. (2002) and Schaffrin et al. (2003). 

(b) Compressed 2-D B-spline wavelets: In contrast to model (a), the hierarchi-
cal structure is now developed to the maximum level Jmax, fulfilling the condition 

(2) 

where n is the number of data points. The number of coefficients is then reduced 
by neglecting terms with coefficient values smaller than a predetermined bound. 
Figure 1 shows the shape of a linear B-wavelet according to model (a) and (b). 

(c) Multiquadric basis functions: The multiquadric functional model, resp. its 
inverse, reads 

(3) 

where the kernel functions K(rk) are given by 
(4) 

with typically t = ½, resp. t = -½ for the inverse case. The radial distances rk be-
tween the evaluation point (x, y) and a fixed center position (xk, yk), which could 
be chosen from the locations of the observations, are given by 

(5) 

The planar distance rk may be replaced with the spherical distance k using the 
spherical coordinates φ and , along with the relation 

(6) 

Ak are the unknown parameters and c ∈  is a predefined constant. The unknown 
parameters Ak are estimated by solving a linear system. See Figure 1 for a graph of 
the radial multiquadric function according to model (c) and (d). 

(d) Multiquadric basis functions, with flexible positioning: We now introduce 
xk ∈  and yk ∈  as unknowns for every k ∈ {1, 2, ..., n}. The resulting model be-
comes nonlinear, and the solving technique requires global optimization. 

(e) Locally supported radial functions, linear model: Local support allows 
function values other than zero only within a certain distance from the center point 
location. Thus, the continuous model function needs to be truncated. The model 

(7) 

avoids a discontinuity in the function and in its first derivative at the cut-off loca-
tion. With fixed center positions (xk, yk) and parameters ck, the model is linear. 
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Fig. 1. Left panel: Diagonal linear B-spline wavelet of level 0. Mid left: Multiquadric func-
tion with c = 2. Mid right: polynomial function with c = 2. Right panel: Geoid undulations 
in [m] from CHAMP only solution, between [100°; 122.5°] longitude and [-11.25º; 
+11.25º] latitude; sampled onto a 65 × 65 grid. The range of the data values is [–29.0 m; 
+67.8 m]. 

(f) Locally supported radial functions, nonlinear model: Introducing the center 
positions (xk, yk) as unknowns for every k ∈ {1, 2,..., n} the model becomes 
nonlinear. In addition to flexible centering, the parameters ck, serving as scaling 
parameters, are also considered as unknown. Figure 1 shows a graph for c = 2. 

3  Model Comparison Based on CHAMP Geoid 

In order to make proper comparisons the models’ special requirements have to be 
taken into account. The multiresolution representations (a) and (b) necessitate ob-
servations in form of a 2j by 2j, (j ∈ ) grid for efficient handling. Their applica-
tion requires a prior adjustment to the grid. The compressed wavelet model (b) 
needs extra memory for storing the locations of the remaining terms. All compari-
sons are based on the specific dataset shown in Figure 1.  

As shown in Table 1, the residual information is used to rate the models nu-
merically. The criteria are the standard variation, the maximum deviation, the 
squared sum of the residuals and the average deviation. The number of unknowns 
is kept fixed. 

Generally, linear models involve a normal equations system of problem size. 
Setting up the system requires a complexity of (n m2) and its inversion (m3), 
where n is the number of observations and m the number of parameters. However, 
properties like semi-orthogonality and local support causing banded matrix struc- 
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n
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e CPU on a 
200 Mhz 

PC

(a) Wavelet, 4 levels 289 289 0.08 0.41 31 0.06 1s
(b) Wavelet, compression 289 289 0.06 0.26 12 0.04 1s
(c) Multiquadric (linear) 289 289 0.05 0.36 9 0.03 3 min 
(d) Multiquadric (nonlin.) 288 96 0.09 0.58 34 0.07 10 h 
(e) Local radial fct. (linear) 289 289 0.12 0.56 61 0.12 3 min 
(f) Local radial fct. (nonlin.) 288 72 0.07 0.25 19 0.05 10 h 

Table 1. Comparison of various surface representation models with a constant number of 
unknowns resp. 93% redundancy; units: [m] or [m2]. The models fulfilling a criterion best 
are highlighted in bold. 
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(d) Nonlinear multiquadrics (e) Linear polynomials (f) Nonlinear polynomials

Fig. 2. Residuals [m] of 6 different models. All models have 288 or 289 parameters. The 
number of basis functions is 289 for the linear and 72 for the nonlinear models. The unit 
for the colorbar is [m] and for the axes it is [º] latitude and longitude. 

tures as it is the case for the B-spline wavelet model. The astonishing result in Ta-
ble 2 for the wavelet model is due to a reduction of a factor m1/2 by usage of the 
tensor product. The multiquadrics, having global support are of complexity (n m2).
If a hierarchical data thinning algorithm is used according to Hales and Levesley 
(2000), the algorithm may be of linear complexity, but only if the data are spaced 
equidistantly. However, the computational burden decreases drastically for locally 
supported functions when handling very large m and n, assuming that an opti-
mized algorithm is implemented. 

The computing time for nonlinear models may be higher in general, since a se-
quential series of inversions has to be performed.   Nevertheless, making use of 
heuristic strategies and adaptation of the algorithm to the problem at hand, the 
computational effort can be reduced drastically.  

The behavior of the six different models (a)-(f) is visualized in Figure 2, for a 
patch between 100° and 122.5° longitude and -11.25º to +11.25º latitude respec-
tively.  All  models  have  288  (or  289)  parameters.  The  wavelet  model  shows  

complexity B-splines multiquadrics locally supported fcts. nonlinear models 
linear system: (n m1/2) (n m2) < (n m2)
inversion: < (m3/2) (m3) < (m3)

involve solutions of 
many linear systems 

Table 2. Computational effort of surface models with the number of observations n and the 
number of parameters m.
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distinct horizontal features in the residual plot. At the center point locations of the 
multiquadric models, some peaks can be seen. The locally supported radial basis 
functions show a smooth surface throughout, particularly in the nonlinear case. 

4  Conclusions 

Due to unequal premises and different rating at various criteria, a strict ranking of 
the models is not feasible. Nevertheless, it has been verified, that the B-spline 
wavelet model is computationally the most efficient approach. The linear multi-
quadrics model fits the data best when comparing the residuals of different models 
with a fixed number of unknowns. For an efficient data synthesis the nonlinear 
models are best suited due to their far smaller number of basis functions. The 
smoothest surface was obtained using the nonlinear polynomial approach, whereas 
the multiquadrics show peaks and the wavelet models show horizontal and vertical 
edges in their representations. 

Towards modeling the geopotential it can be outlined that the B-spline wavelets 
are biharmonic for the linear case and the multiquadric functions fulfill conditions 
for a harmonic upwards continuation in the case c = 0 and exponent t = -0.5. 

The CHAMP only data do not have significant detail information for the multi-
resolution analysis discussed here. Nevertheless, this approach could be quite use-
ful for the determination of a regional high-resolution gravity field model by com-
bining CHAMP, GRACE, GOCE (Nmax= 300) and in-situ terrestrial gravity data. 
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Summary. Some of the main plasma characteristics are reviewed that a LEO
satellite with high orbital inclination encounters during its travel across the ter-
restrial ionosphere of mid- and low-latitudes. It is the region of highest plasma
density in the near-Earth environment. Its properties are predominantly ruled by
the geomagnetic field. It will be shown how different ionospheric layers - first of
all the E- and F-layer - contribute in different ways to the electrodynamic and
thermodynamic behaviour of the highly interacting, complex system comprising
the ionosphere, thermosphere, and plasmasphere. The physical description of its
phenomena and data interpretation have nowadays to rely to a substantial part
on numerical methods and models. New observational methods and space missions
have essentially contributed to the recent progress in this field. The CHAMP mis-
sion takes part in this progress just as much as the IMAGE, TIMED, and other
satellite projects as well as ground-based observation programs. The paper sum-
marises recent developments in ionospheric studies as, e.g., the plasma transport
at mid- and low-latitudes, the regular Sq-dynamo and the contribution of the F–
region dynamo, the interhemispheric coupling by current systems and plasma flows,
pulsations, the equatorial electrojet and the plasma fountain effect, the Appleton
anomaly, the near-equatorial plasma bubbles, and further open issues.

Key words: mid- and low-latitude ionosphere, thermosphere, plasmasphere,
electric fields, thermospheric winds and composition, equatorial effects, modelling

Introduction

The low-Earth orbiting (LEO) satellite CHAMP in its circular, near-polar
orbit is a suitable platform for studying ionospheric plasma and electrody-
namic phenomena on a global scale. With a cruising altitude from about
450 km at the begin of the mission to around 250 km at the end, it is just
the ionospheric F-layer, i.e. the region of the highest plasma densities in the
near-Earth environment, where its diagnostic instruments are operating. The
high-precision measurements onboard CHAMP are therefore affected by this
environment. For the correct data interpretation of, e.g., the vector magnetic
field data with respect to the diamagnetic effect of the plasma [13] one needs
to know the in-situ plasma parameters of the surrounding media where the
measurements are performed. These high precision (and adjusted) magnetic
field measurements, on the other hand, contribute together with the other
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diagnostic instruments to highly valuable insights into ionospheric electrody-
namics and plasma physical processes which were inaccessible previously.

The ionosphere at mid- and low-latitudes has been explored for more
than 80 years - first by ground-based ionosondes and later, beginning in the
1960-ies, by more improved radar techniques and early satellite missions. The
general ideas about ionospheric physics, its global frame of the acting pro-
cesses are supposed to be well-known now and the interest in ionospheric
physics at mid- and low-latitudes declined. But during recent years, space
based technologies have been developed that are sensibly dependent on more
precise predictability of near-Earth conditions. Radio wave transmissions are
disturbed, in particular, by small and medium scale phenomena in that re-
gion which need much more detailed studies. New experimental techniques
appeared which allow more accurate and higher resolution measurements as
well as global coverage. These are for instance remote sounding such as GPS
occultation experiments as described, e.g., by [5], imaging techniques as on-
board the Imager for Magnetopause-to-Aurora Global Exploration (IMAGE)
satellite [1] and various new in-situ explorations as, e.g., CHAMP and the
Thermosphere Ionosphere Mesosphere Energetics Dynamics (TIMED) mis-
sion [8].

Ionospheric/plasmaspheric characteristics

The ionosphere is a multiconstituent plasma embedded in the high-altitude
atmosphere [21, 7]. Traditionally, it is divided into several layers or regions
(see Fig. 1, right panel) which are distinguished according to different main
ionic constituents and different physical conditions. At F2 region heights, the
layer with the maximum plasma densities in near-Earth space, the portion of
charged to neutral particles is of the order of 0.1% or less, i.e. the neutral gas
and its motion and waves play an essential role in the plasma dynamic. The
ionosphere is created by photoionization of solar extreme ultraviolet (EUV)
radiations with wavelengths <102.7 nm and X-rays (see Fig. 1, left side). Ion-
ization due to collisions, caused by precipitating high energetic particles, as
the second important source, acts mainly at auroral and polar regions. Due
to the absorption in the high-altitude atmosphere, solar EUV radiation is not
observable by ground-based observatories. The large variability of radiation
fluxes in the course of varying solar activity became obvious by extraterres-
trial observations as, e.g., by the EIT instrument of the SOHO mission (see,
e.g., http://sohowww.nascom.nasa.gov/). During solar flares, the X-radiation
can increase by more than a factor of 200 while the EUV increase is more
modest (≈ 50%) which was shown, e.g. for the Bastille Storm Event in July
2000 [15], to resulting in an F–region plasma density enhancement of the
order of 40%.

The mid- and low-latitude ionosphere is closely connected, via the Earth’s
magnetic field, to the plasmasphere above. During magnetically quiet condi-
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Fig. 1. Ionisation rates (left) and typical ion densities of the n(h) profile (right).
Adapted from: A. Richmond and Gang Lu, CEDAR Workshop 1999, tutorial lec-
ture.

tions, the plasmaspheric flux tubes are filled up from the ionospheric source
region as they corotate together with the upper atmospheric layers. The outer
boundary of the plasmasphere, the plasmapause, is established as the equi-
librium between corotation and global magnetospheric convection electric
fields. Its projection into the ionosphere marks the transition between mid-
latitudes and subauroral (or ionospheric trough) latitudes which corresponds
to an average McIlwain L-shell position of L=4 during undisturbed condi-
tions. During geomagnetically disturbed days it can come as close as L=2 or
less for very strong storms [6, 10, 3].

Fig. 2. Typical daytime conductivity profiles for the ionosphere with the paral-
lel conductivity σ‖, the Pedersen σP and the Hall conductivity σH ; dashed lines
indicate nighttime conditions. After: [22, Figure 1].
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The most fundamental equation in any ionospheric theory is the continu-
ity equation (1):

∂ni

∂t
+ B ∇

(ni vi‖
B

)
+ ∇ (nivi⊥) = Pi − Li ni (1)

with Pi as the source (or production) terms of the individual species ni, Li

their loss function, B is the ambient magnetic field, and vi = vi⊥ + vi‖
the particle’s bulk flow velocity. All these terms contribute differently to the
plasma density distribution at different altitudes; Fig. 1 gives in its middle
part some estimation of the characteristic times for the different terms. At
altitudes up to the F1–layer the right-hand terms of (1) dominate; during
daytime they balance each other and during sunset the plasma density at
this altitude range falls quickly by several orders of magnitude.

Dynamics: neutral winds, electric fields, and currents

In the F2–layer, the upper ionosphere and plasmasphere the transport terms
(diffusion and advection, left side of equation 1) are the most important.
Any physical description of the plasma behaviour there depends on nonlocal
physical processes as the diffusion (fluxes) along the magnetic flux tubes, the
plasma drift induced by ion drag with the neutral air, and the electromagnetic
drift perpendicular to the magnetic field. These processes are described by the
equations of motion and energy or by kinetic equations for the suprathermal
particles [3, and references therein].

The collisions between neutrals and various charged particles play an im-
portant role in the partially ionized ionospheric plasma. They determine the
electrodynamical behaviour of this medium (see Fig. 2). At E–region alti-
tudes, there exists a region (indicated in grey in Fig. 2: from about 80 km
to 130 km), where the electrons are more tied to the geomagnetic field than
the ions. Electrons and ions are subject to different forces and, consequently,
charge separations occur and electric polarization fields are built up. This
process is well-known for a long time as the atmospheric dynamo resulting in
the Sq (i.e. solar quiet) electric fields (see, e.g., [14]) and the corresponding
current system (Fig. 1 in [14]). This generator was originally described by a
2–D dynamo model that could explain at that time nearly all observational
facts of the mean Sq currents found from ground-based magnetometer obser-
vations. It is interesting to note that these electric fields, which are due to
neutral wind modes at a restricted height range in the E–region and which
reflect planetary, tidal, and gravity waves propagating upward from the lower
atmosphere, map along the geomagnetic field lines up to the upper ionosphere
and plasmasphere because of the high parallel conductivity (cf. Fig. 2).

With new observations in the late 60-ies and 70-ies, summarized in the
first global mid-to-low latitude electric field model by [18], it became clear
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Fig. 3. Scheme
of the 3-D inter-
hemispheric current
system for Northern
summer conditions,
looking into the
afternoon plasma-
sphere region with
cuts at the geomag-
netic equator, the
15 LT and the noon
meridian. (After:
[22, Figure 20]).

that a 3–D model which includes the interhemispheric coupling for asym-
metric (e.g. seasonal) conditions is necessary (see, e.g., [22] and references
therein). One of those models is schematically shown in Fig. 3 showing a
concentrated region of FACs near local noon at L≈1.5 flowing steadily into
the summer hemisphere and more diffuse FAC current regions toward the
morning and evening side and at other latitudes with the opposite flow di-
rection.

While the dynamo described above is mainly confined to daytime hours
(because of E–region conductivity), during nighttime hours further generator
mechanisms at F–region heights contribute the major part to mid-latitude
currents. One is associated with the gravitational equilibrium of the plasma,
in which the ions drift eastward and electrons westward (i.e. an east-west
current), and the other with the dynamo action of the neutral wind circulation
at F–region heights [19, and references therein].

Fig. 4. Scherliess’ model of equa-
torial upward drift [20]: perspec-
tive view for high solar activity
(left) and comparison of low and
high solar activity (right).
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Considering the equatorial ionosphere, it is quite a modelling challenge
up to now, to describe the complicated current circuit situation adequately
owing to the many coupled processes operating in a complicated geometrical
situation [19]. The drift peculiarities near the equator like the fountain effect
which results in the Appleton anomaly and the post-sunset upward drift
maximum [21, 7] are well-known empirically for long time. The most advanced
empirical model of the equatorial zonal electric field component (upward
drift) was published by [20] and Fig. 4 illustrates this vertical drift behaviour.

Disturbed conditions and geospheric storms

Large perturbations of the Earth’s space environment result from solar events
and perturbations in the solar wind with the subsequent coupling of their
energy and mass to the magnetospheric-ionospheric-thermospheric domain
[6]. The ionospheric storm response manifests itself in dramatic variations of
plasma densities at the F2 region electron density peak [17, and references
therein]. Those variations can exceed 100% from averages and involve en-
hancements (positive storm phases) and depletions (negative storm phases).
A part of these variations result from disturbances of the high atmosphere
like composition changes, generation of planetary waves, and additional neu-
tral gas heating mainly in the auroral regions. Other important factors are
the disturbance dynamo, transient prompt penetration electric fields [2], and
the transport of plasma with enhanced electron density caused by particle
precipitation. New techniques and recent satellite missions like IMAGE and
TIMED brought about much progress in their study, as was demonstrated
with event analyses like, e.g., for the large storm of 15 July 2000 [9, 15, 24].

Global first principle numerical modelling offers the possibility to study
theoretically the complex behaviour of the whole system: the thermosphere,
ionosphere, plasmasphere, and its electrodynamics (as performed by, e.g.,
[4, 16, and references therein]. Fig. 5 shows an exemplary model result of a

Fig. 5. Numerical simulation study of global TAD propagation (see text).
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storm event: the propagation of a Travelling Atmospheric Disturbance (TAD)
wave due to a moderate auroral energy input which corresponds to a 20-min
increase of the cross-polar potential drop up to 155 kV or an AE index of
about 1000 nT followed by the subsequent relaxation to the quiet (Nam-
galadze 1998, private communication). A numerical storm study during the
preparation phase of the CHAMP mission [11, 16] pointed to the unique
possibility to combine high-resolution accelerometer and magnetometer mea-
surements to investigate density variations and neutral wind responses to
geomagnetic forcing. The simulations showed that it even should be possible
to resolve TADs (gravity waves) and to draw conclusions about the validity
of thermospheric models.

Equatorial anomaly, plasma bubbles and instabilities

The post-sunset near-equatorial iono-

Fig. 6. Measurements of magnetic
variations (deviations from a model in
MFA coordinates, upper three panels)
and DIDM plasma density (bottom
panel, log. scale) onboard CHAMP for
an equator crossing on the geomag-
netically quiet day 25 Oct 2001.

sphere undergoes dramatic changes due
to eastward electric field variations (see
Fig. 4) and is therefore the realm of sev-
eral interesting plasma processes [23]:

– the Appleton anomaly which is char-
acterized by upward plasma motion
followed by diffuse downward trans-
port at both sides of the equator,

– spread F echoes as a plasma insta-
bility process causing irregularities at
the bottomside F region, and

– plasma bubble generation due to
rapid upward plasma motion causing
turbulent conditions in the F–region
and upper ionosphere.

CHAMP can contribute a lot for
further elucidating these processes and
first results have already been published
[12, 13]. In combination with plasma
measurements, the high precision mag-
netic field sensors can be used to de-
tect ionospheric F–region currents. The
global occurrence of F–region currents
and their spatial confinement to the near-equatorial region bounded by the
Appleton anomaly was found with a predominant appearance in the pre-
midnight sector [12]. Fig. 6 shows an example of geomagnetically quiet time
records at about 20 LT together with the DIDM plasma density measure-
ments. The deep density trough at the equator is due to the large post-sunset
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Fig. 7. Stack plot of DIDM plasma density measurements (from bottom up, offset
106 cm−3) during successive orbits during the geomagnetic storm of 21-23 Oct 2001.
Equatorial crossings (UT and geogr. long.) of each orbit are indicated on the right.

upward plasma drift (Fig. 4) with the subsequent diffusive transport to the
crest regions (Appleton anomaly). The small-scale magnetic fluctuations ob-
served there are interpreted as the appearance of F region currents, coupled
with the presence of plasma bubbles (see density fluctuations in the bottom
panel, Fig. 6).

Fig. 7 displays the near-equatorial density changes during a two-day storm
interval on 21-23 Oct 2001 with Kp values up to 8- and a minimum Dst of
-187 nT on Oct 21, 22 UT. The shift of the crests toward higher latitudes in
the first few hours of the storm is probably due to penetration electric fields
while they move back and forth during the later storm development. The
depth of the equatorial trough flattens which is due to the combined effect
of disturbance dynamo and neutral wind action.



Ionospheric Plasma Effects for LEO Missions 247

Summary

During recent years, new LEO missions like the CHAMP and TIMED satel-
lites have provided new and much more refined data about the near-Earth
space concerning the electromagnetic, ionospheric and high-atmospheric en-
vironment. They brought about a wealth of new data for interesting studies
which were not possible previously. These studies serve a dual purpose: they
allow on the one side new insights into the complex physical processes of
the ionospheric plasma and current systems at all latitudes during quiet and
disturbed conditions. On the other side, they are the prerequisite for precise
modelling of the Earth’s magnetic field as well as the high atmosphere and
the ionosphere itself from space. They allow novel science with important
new and interesting studies. Among these are:

– investigations on the role of the diamagnetic effect and its relation to mea-
sured or modelled ionospheric plasma parameters;

– detailed analysis of the influence of the ionosphere on magnetic field mo-
delling from space;

– systematic survey of plasma bubble signatures and of other plasma insta-
bilities using global search algorithms and elucidation of their generation
and development;

– fine-tuned ionospheric current studies at mid- and low-latitudes including
the equatorial electrojet and the 3-D dynamo current system;

– case studies of storm events and the accompanying change of high-atmospheric,
ionospheric and electrodynamic properties including travelling atmospheric
disturbances, planetary waves as well as disturbance dynamo and penetra-
tion electric fields;

– large-scale pulsation studies from space simultaneously with ground obser-
vations of magnetometer networks to test theoretic ideas and models and
aiming at remote control of the near-Earth plasma environment.
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Summary. Crustal field models from CHAMP magnetic measurements are increasingly 
stable and reliable. In particular, they now allow for quantitative geological studies of 
crustal structure and composition. Here, we use a forward modeling technique to infer deep 
crustal structure of continental regions overlain by younger sediments. For this, a 
Geographical Information System (GIS) based technique has been developed to model the 
various geological units of the continental crust. Starting from geologic and tectonic maps 
of the world and considering the known rock types of each region, an average magnetic 
susceptibility value is assigned to every geological unit. Next, a vertically integrated 
susceptibility (VIS) is computed for each unit, taking into account the seismic crustal 
thickness, as given by models 3SMAC and CRUST2.1. From this preliminary VIS model, 
an initial vertical field anomaly map is computed at a satellite altitude of 400 km and 
compared with the corresponding CHAMP vertical field anomaly map. We demonstrate 
that significant geological inferences can be made from the agreement and the 
discrepancies between the predicted and observed anomaly maps. In particular, the lateral 
extent of Precambrian provinces under Phanerozoic cover is revealed.  

Key words: Global, magnetic, crustal, GIS  

Introduction 

Scalar magnetometers aboard satellites have been into orbit for more than three 
decades now. POGO (1965-1971) measured only scalar data, while Magsat (1979-
1980) and ∅rsted (since February, 1999) missions measured the vector compo-
nents as well. Though these missions led to the derivation of many crustal field 
models, the accuracy was limited due either to the higher orbital altitude of satel-
lites (POGO and ∅rsted) or to the inaccuracies in the star cameras that corrupted 
the vector magnetic field components (Magsat). In July-2000, the CHAMP satel-
lite (http://op.gfz-potsdam.de/champ/main_CHAMP.shtml) was launched into a 
low Earth orbit of 450 km. The present altitude of its almost circular orbit is 400 
km and is particularly suited to map the crustal field anomalies much more accu-
rately than any of its predecessors. Maus et al. (2002) derived a new global crustal 
magnetic anomaly map using the CHAMP satellite scalar and vector data. We use 
the first revision MF2 of this map (http://www.gfz-potsdam.de/pb2/pb23/SatMag/ 
model.html) for all further analysis. 
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The aim of deriving these crustal field anomaly maps is to reveal new geological 
and tectonic information of the subsurface. The interpretation strategy followed 
here is not that of direct inversion, which is non-unique due to inherent ambigui-
ties of the magnetic inverse problem.  
The present method is a GIS based forward modelling technique, which takes geo-
logic and tectonic maps of the world and considering the known rock types of 
each region, an average susceptibility value is assigned to every geological unit. 
Next, a vertically integrated susceptibility (VIS) is computed by taking product of 
average susceptibility value and the seismic crustal thickness, as given by global 
seismic models like 3SMAC (Nataf and Ricard, 1996) and CRUST2.1, the latest 
model by Mooney et al. (1998). From this VIS model, the vertical field anomaly 
map is predicted at a satellite altitude of 400 km and compared with the corre-
sponding CHAMP vertical field anomaly map. Geological inferences are drawn 
on the basis of discrepancy between the extent of anomalies and their strength in 
the two maps.  

GIS modelling 

The sources of the continental magnetic anomalies primarily consist of rock types 
formed early in the geological history of the earth. These rocks are Precambrian in 
age. Our primary interest is to generate a global crustal magnetisation model based 
on the detailed information of the rock types exposed in the Precambrian prov-
inces, their magnetic susceptibility values and a known stratigraphy for that re-
gion. 

For this all the known rock types for a particular geological region are compiled 
and using their maximum volume susceptibility value (Clark and Emerson, 1991; 
Hunt et al., 1995) an average maximum susceptibility value is computed. The as-
signed susceptibility of the region is some percentage of this maximum value. 
This factor (0.55) is kept as a global constant for all the rock types. It was derived 
on the basis of minimum rms difference between the Gauss coefficients of pre-
dicted and the observed field. Next, the crustal thickness known from the strati-
graphical information for each geological layer within a vertical column is multi-
plied with the average susceptibility of that layer. For regions where stratigraphi-
cal information are not available, the average maximum susceptibilities are multi-
plied with the crustal thickness of the upper crust known from the global seismic 
models like 3SMAC and CRUST2.1. The susceptibility value for the lower crust 
in any geologic region is computed by multiplying the average susceptibility of 
the upper crust with a factor accounting for the difference in the iron oxide content 
in the average composition of the upper and the lower crust (Taylor and McLen-
nan, 1985). Integrating the product of susceptibility and thickness for various lay- 
ers in a vertical column provides the vertically integrated susceptibility value for 
that region. Each geological province is modelled following the above steps and 
all of the VIS values are used to generate an initial VIS model (Fig. 1). The above 
modeling  steps  were done on the GIS ArcInfo 8.1 platform. One of the important
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Fig. 1. The vertically integrated susceptibility (VIS) model. 

assumptions in the present work is to consider the seismic Moho as a magnetic 
boundary (Wasilewski and Mayhew, 1992). Thus, the upper mantle is considered 
to be non-magnetic (Meyer et al., 1983; Purucker et al., 1998). 

This VIS model is replaced with a distribution of equivalent dipoles on the 
Earth induced in the direction of the main field of the Earth. No remanent mag-
netization is considered here and the sources for the anomalies are considered to 
be induced magnetization. From the spherical grid of dipoles the magnetic field is 
computed at a height of 400 km and expanded into spherical harmonic to derive 
the Gauss coefficients of the predicted field. The vertical field anomaly map is 
computed from these Gauss coefficients and spherical harmonic degrees 1-15 are 
set to zero because this long wavelength crustal field is masked by the main field 
and therefore is not observable. Finally, only spherical harmonic degrees 16-80 of 
the predicted crustal magnetic field are compared with the corresponding degrees 
16-80 of the observed crustal field. 

Results

The CHAMP observed vertical field anomaly map for spherical harmonic degrees 
16-80 at an altitude of 400 km is shown in Figure 2 and the corresponding pre-
dicted anomaly map or the initial model computed using the initial VIS model is 
shown in Figure 3. The two maps are compared visually. On comparison it is ap-
parent that there are anomalies over the regions where the predicted and observed 
maps match well. Over some regions of the Precambrian provinces, the predicted 
anomalies display weaker amplitudes than the observation. The numbers refer-
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enced in parentheses discussed below correspond to circles in Figure 2. The 
shapes of the predicted anomalies agree well with those of observed anomalies 
over the Turkmenistan shield (1), partly over the Songliao massif (2), and eastern 
(3) and southern (4) shield regions of the Indian craton. Over the Siberian craton, 
the strong anomaly over the Anabar shield (5), in the north and Aldan shield (6), 
in the southeast, correlate well with the observations. Predicted anomalies over the 
Kiruna mines (7), Sweden, in the north and over the Kursk region (8), in the south 
of the European craton show a good agreement with observations. Along the 
western region of East European platform, a partial agreement in anomalies is 
seen along the Tornquist-Teisseyre Zone (TTZ) (9). The magnetic anomalies over 
the Superior (10) and Slave (11) province show a weak anomaly both in the ob-
served and the predicted map but a strong anomaly is evident over the Ungava cra-
ton (12), in the northern region of North American craton. Regions of Guyana 
shield (13), in the north and Brazilian shield (14), in the north-central part of 
South American craton show moderate anomaly features in the observed map, 
which are in agreement with the predicted anomaly. Major anomaly features over 
the west African craton (15), central African region (16), and southern Africa (17), 
are reproduced well in the predicted map. Precambrian provinces of Australia, the 
Pilbara (18), and the Yilgarn craton (19) show weak anomalies, which are only 
partially reproduced, in the predicted map. However, strong anomalies over the 
largely buried Nullarbor block (20), in the south and Mt Isa inlier (21), in the 
north of Australian craton agree well with predictions. Observed anomaly over the 
Archean block in the southern Greenland (22), is largely in agreement with predic-
tions. Antarctica is mostly covered with ice except at the periphery, hence, the ob-
served anomalies agree only over some regions of the predicted map especially 
over the Rayner complex (23) and its surrounding Precambrian provinces. Much 
of results discussed above are consistent with the conclusions of various research-
ers and are summarized in Langel and Hinze (1998).  

The comparisons made above between predicted and the observed magnetic 
anomalies for the vertical component show agreement over many Precambrian 
provinces of the world but the discrepancies between the two maps are also evi-
dent in some regions. For instance, most of the negative anomaly pattern and its 
extent over the Himalayan fold belt and the Tibetan plateau are in agreement with 
observations, however, the observed anomaly shows a more intense negative 
anomaly. Some of the regions like southwest USA show a large stretch of pre-
dicted anomalies but it does not completely match with the extension of the ob-
served anomalies. Similar disagreement in extent and shapes of anomalies are also 
seen over the Kolyma-Omolon regions in the eastern Siberia, Tarim craton in 
China and north-central Greenland. Over the west African craton and central Afri-
can region, the trend of the predicted anomalies are largely in agreement with ob-
servations but the predicted anomaly is comparatively much weaker in strength 
than the observed anomaly. Another significant disagreement between the anoma-
lies in the predicted and observed map lies in the northwestward region of Anabar 
shield. The observed map shows the anomaly over the known geological boundary 
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of Anabar shield to extend northwestward over the Phanerozoic sediments filled 
Khatanga trough. This extended anomaly is absent in the predicted map as this 
strong anomaly cannot have a source in the upper crust of Khatanga trough filled 
with 15 km of sediments (Goodwin, 1991). The regions shown in ovals in Figure 3 
show some of the regions mentioned above.

Fig. 2. Lithospheric field model (MF2) for vertical component derived from CHAMP scalar 
and vector data at 400 km for degrees 16-80 (http://www.gfz-potsdam.de/pb2/pb23/SatMag 
/model.html). Numbers marked represent some of the major Precambrian provinces which 
are described in the text. 

Fig. 3. Predicted vertical field anomaly map for spherical harmonic degrees 16-80 at an al-
titude of 400 km. Marked provinces are described in the text. 
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Conclusion

Our GIS based magnetic modelling technique demonstrates the possibilities of this 
technique of inferring geological and tectonic information from the differences be-
tween the predicted and the observed magnetic anomaly maps. The overall agree- 
ment in the predicted and the observed maps show that sources to magnetic 
anomalies are indeed geological in origin. This also supports our assumptions em-
ployed during the derivation of vertically integrated susceptibility map. The dis-
crepancies between the magnetic anomalies of the predicted and the observed map 
over certain regions have shown that the assumptions used in the present VIS map 
may not be true globally. This provides the basis for further investigation espe-
cially in the context of extent of subsurface Precambrian provinces, the composi-
tion of the lower crust, accuracy of the seismic crustal models and even the varia-
tion of Curie-isotherm in the Earth’s crust. Remanent magnetisation model of the 
oceanic crust should also be included to study their effect on anomalies near the 
continental edges. These studies could be helpful in getting insights in to the na-
ture of the crust in regions which are poorly covered by surface geophysics.  
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Summary. The magnetic crustal thickness of Greenland and the surrounding area
is determined by inversion of gridded values of the magnetic radial component as
given by the IDEMM model, which is based on CHAMP and Ørsted data alone, and
by the Comprehensive Model (CM4), which is based on satellite and observatory
data.

After correcting for the remanent magnetization, we determine the vertically
integrated magnetization of the crust. Making some simplifying assumptions about
the susceptibility, the thickness of the magnetic crust is determined by iteratively
improving an initial crustal thickness model using the equivalent source magnetic
dipole method.

Key words: Magnetic crustal thickness, Greenland

1 Introduction

The new high-precision data from the CHAMP satellite has improved the
accuracy of the short wavelength part of the magnetic field models. These
short wavelengths reflect the magnetic field of crustal origin, and it has thus
become possible to extract more information about the crustal field from
the satellite data than previously. We have taken advantage of this signifi-
cant improvement and attempted to extract information about the magnetic
structure of the crust in Greenland from the improved field models.

2 Estimation of the magnetic crustal thickness

A scheme of the iterative inversion method that we have used is shown in
Figure 1.

Data We use magnetic field models as the data for our inversion in order to
minimize the effects of the large time-variable external field in the Green-
land region. To determine the magnetic crustal thickness we have chosen
only to use the radial component of the magnetic field, which make the in-
version linear. We use Br from the International Decade Earth Magnetic
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Fig. 1. The inversion scheme. The details of the inversion scheme is explained in
the text.

Model (IDEMM) [http://www.dsri.dk/Oersted/Field models/IDEMM/] and
the Comprehensive Model (CM4) [9] at an altitude of 400 km. IDEMM is
derived using Ørsted and CHAMP data for the longer wavelengths (spherical
harmonic degree ≤25) and CHAMP data alone for the shorter wavelengths
(degree >25). As IDEMM is determined until degree and order 80 the reso-
lution scale is 4.5◦ or about 500 km. CM4 is obtained from observatory data
and satellite data (POGO, Magsat, Ørsted and CHAMP), and is determined
to degree and order 65, corresponding to about 615 km.

The inversion is done globally but interpretation of the results is only done
at high latitudes. At low latitudes the results of our inversion are poor as we
only invert from the radial component, which makes it difficult to resolve the
here dominant horizontal component of the crustal magnetization.

Data processing As the Earth’s main field dominates the long wavelength
part of the magnetic field, the data (from the field models) are high-pass
filtered, thus contributions from degrees less than 15 are discarded. This
means that the very long wavelength part (>2650 km) of the crustal field
also is discarded, but this is unavoidable as it cannot be separated from the
core field.

To account for remanent magnetism in the crust, a model of remanent
magnetism for the oceanic crust Br,rem [3, 6] is subtracted. It is assumed
that remanent magnetism in the continental crust is negligible, recent work
[10] does however support this for Greenland. The remanent field is high-pass
filtered and subtracted from the observed field to give the observed induced
field Br,obs,ind,hp, which is used as base for the inversion.

Initial model Since the long wavelength component of the crustal magnetic
field is unknown the long wavelength part of the magnetic crustal thickness
cannot be resolved from the inversion. Even if the long wavelength magnetic
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field from the crust was available, it still would be difficult to resolve the
corresponding magnetic crustal thickness because it lies close to the null-
space (the long undulations of the magnetic crustal thickness only give a very
small contribution to the magnetic field at satellite altitude). The extreme
case is a shell of constant thickness and susceptibility and a magnetic field
induced by interior sources, which has no magnetic field outside the shell [8].
Therefore we introduce an initial model for the magnetic crustal thickness
(labelled d(0) in Figure 1). Since the final solution of the inversion depends
on the initial model it is important to choose an initial model where the long
wavelength variations is close to the true structure of the crust. We use the
3SMAC model [4], a crustal thickness model based on seismic measurements
and a thermal model, as the initial model.
Equivalent source magnetic dipole method From the initial model of the mag-
netic crustal thickness we calculate the induced field Br,ind,model that this
crust would give by applying the equivalent source magnetic dipole method
(ESMD). Assuming that the inducing field is the Earth’s main field, the
dipole moments are aligned in the direction of the main field.

In the ESMD method it is assumed that the crustal field can be repre-
sented by a finite number of dipoles evenly distributed over the surface of
the Earth. The idea is to determine the dipole moments of these dipoles such
that the magnetic field due to the dipoles matches the observed field at some
given altitude above the surface. Thus the first step is to calculate the mo-
ments of these dipoles from the magnetic crustal thickness model. We assume
that the susceptibility is constant with 0.035 SI in the continental areas and
0.040 SI in the oceanic areas [7]. The moment mj of a dipole representing
the magnetism of the j’th crustal block is

mj =
κj

µ0
BMF Ahj (1)

where κj is the susceptibility, µ0 is the vacuum permeability, BMF is the
inducing field, A is the surface area per dipole, and hj is the magnetic crustal
thickness. Under the given assumptions the magnitude of the dipole moments
thus become proportional to the magnetic crustal thickness.

We use 11562 dipoles distributed on a spherical icosahedron grid to rep-
resent the crustal field. The dipole spacing is 1.89◦ corresponding to about
210 km at the surface. The dipole locations in the Greenland area are shown
in Figure 2. To avoid a geographically uneven weighting of the data points,
we have chosen the data points to be the same as the dipole locations, but
at 400 km altitude. Once the dipole moments of the dipoles are determined
it is straightforward to calculate the magnetic field due to the dipoles, the
relevant equations can e.g. be found in [2]. Because the dipoles are aligned
in the main field direction the only variable is the magnitude of the dipole
moment mj . Let Br be the vector of Br at location 1 to 11562, and similarly
let m be the magnitude of the dipole moment at the 11562 locations, the
problem can then be written in matrix form as
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Br = G m (2)

where G is a 11562×11562 matrix. G is ill-conditioned as the 11562 data
are not linearly independent. They are created from 80×82 (IDEMM) or
65×67 (CM4) spherical harmonics coefficients, thus there are only 6560 or
4355 independent parameters, respectively. So the problem is both over- and
underdetermined.

Inversion The induced magnetic field from the crustal thickness model is cal-
culated (Br,ind,model in Figure 1) and high-pass filtered, so it can be compared
to the observed induced field. The high-pass filtering is done by first regrid-
ding the field from the dipole grid to an equal grid, then a spherical harmonic
analysis is made and the coefficients up to degree 15 are removed, thereafter
a spherical harmonic synthesis is made to calculate the high-pass filtered
field in the dipole grid. The high-pass filtered modelled field (Br,ind,model,hp)
is subtracted from the observed field to find the difference (∆Br,ind,hp in
Figure 1). If the root mean square (rms) error of ∆Br,ind,hp is less than in
the previous iteration, then ∆Br,ind,hp is inverted to obtain a correction to
the dipole moment ∆dhp. The inversion is done with the LSQR-algorithm,
which is an iterative conjugate gradient method for solving large, sparse, lin-
ear, ill-conditioned systems. For the inversion G is made sparse in order to
speed up the calculation by only letting dipoles within a distance of 2500 km
contribute to the magnetic field at a given location (for the forward calcula-
tion of determining Br from the crustal model the full matrix is used). The
correction to the dipole moment ∆dhp is then added to the previous model
for the dipole moment d, giving a new improved estimate of the dipole mo-
ments d(n+1) = d(n) + ∆d

(n)
hp . The iteration is stopped when the rms error of

∆Br,ind,hp no longer decreases, this happens after about 15-20 iterations for
CM4 and about 37-40 iterations for IDEMM. The end model for the dipole
moments is then converted into crustal thickness through equation 1.

3 Results and discussion

Figure 2 shows the radial component of the magnetic field at 400 km alti-
tude from IDEMM and CM4. The magnetic crustal thickness that we have
obtained are shown in Figure 3. The differences between the two magnetic
models are reflected in the results for the magnetic crustal thickness, but there
are some general features. A large region in the northwestern part of Green-
land has relatively large magnetic crustal thickness locally reaching values
above 50 km. Our results predicts a relatively low magnetic crustal thickness
along the east coast and across the middle of Greenland, and intermediate
thickness around the southern tip of Greenland.

The thicknesses of the magnetic crust should not exceed the Moho thick-
ness as the mantle rocks in general are believed to be non-magnetic. Thus
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Fig. 2. The radial component of observed induced field from IDEMM (left), degree
15-80, and CM4 (right), degree 15-65 in nT. Contour lines are drawn at every 2 nT,
solid (dashed) lines present positive (negative) values. The black dots are the dipole
locations.

we have compared our results with the results of a recent seismic study in
Greenland where the Moho thickness were determined at 16 locations [1]. At
all locations the magnetic crustal thicknesses that we obtained are less than
or equal to the Moho thicknesses. However, there are no Moho measurements
in the northwestern part of Greenland where our study suggests a very thick
magnetic crust.

Although we have no evidence suggesting that the crust is not thick, there
remains the possibility that one of the assumptions that went into our model-
building is faulty. It could be that this region contains significant amounts
of unrecognized large-scale remanent magnetization, perhaps associated with
the banded ironstones of the Thule region. Our assumption of constant mag-
netic susceptibility might also be suspect for similar reasons, although based
on the aeromagnetics the banded ironstones do not appear to be extensive.

Fig. 3. The magnetic crustal thickness in km from IDEMM (left), and CM4 (right).
Contour lines at 10 (dashed), 20 (solid), 30 (dashed), 40 (solid), and 50 (dashed)
km.
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It might also be argued that our initial model significantly overestimated the
magnetic crustal thickness here, leading to a bias in the final solution. How-
ever, the initial model in NW Greenland has thicknesses of 40 km or less, a
reasonable figure for an old cratonic region such as this. More than 13% of
the magnetic crustal thicknesses in the initial model are in excess of 35 km,
and the thickest is in excess of 58 km.

Acknowledgement. We would like to thank Trine Dahl-Jensen for making the Moho
data from Greenland available to us.
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Summary. Regional magnetic signals of the crust are strongly masked by the core field and 
its secular variation components and hence difficult to isolate in the satellite measurements.  
In particular, the un-modeled effects of the strong auroral external fields and the 
complicated behavior of the core field near the geomagnetic poles conspire to greatly 
reduce the crustal magnetic signal-to-noise ratio in the polar regions relative to the rest of 
the Earth.  We can, however, use spectral correlation theory to filter the static lithospheric 
anomalies and core field components from the dynamic external field effects.  To help 
isolate regional lithospheric from core field components, the correlations between CHAMP 
magnetic anomalies and the pseudo-magnetic effects inferred from gravity-derived crustal 
thickness variations can also be exploited.  Employing these procedures, we processed the 
CHAMP magnetic observations for an improved magnetic anomaly map of the Antarctic 
crust.  Relative to the much higher altitude Ørsted and noisier Magsat observations, the 
CHAMP magnetic anomalies at 400 km altitude reveal new details on the effects of 
intracrustal magnetic features and crustal thickness variations of the Antarctic. 

Keywords: CHAMP, magnetic anomalies, Antarctica, crustal thickness. 

1  Introduction 

Satellite magnetic data from the POGO, Magsat, Ørsted and CHAMP missions 
play a critical role in understanding regional or global magnetic anomaly varia-
tions due to petrological variations of the crust and upper mantle, and crustal 
thickness and thermal perturbations (e.g., [1], [2], [3], [4]).  Data from satellite 
observations provide uniform magnetic coverage to within about 3 degrees of the 
poles.  However, the relatively enhanced density of satellite data at the poles is 
definitely useful for polar geologic studies that generally lack coverage by con-
ventional near-surface anomaly surveys due to the remoteness and harsh environ-
mental conditions of the polar regions. 

CHAMP magnetic observations offer significant advantages for Antarctic 
crustal studies over the data from NASA’s Magsat mission.  For example, the 
Magsat data collected only over a 6-month period during austral summer when ex-
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ternal field activity is strongest are highly contaminated by non-lithospheric noise 
in the Antarctic.  The CHAMP satellite, by contrast, has been operating since 
July 2000 and collected with considerably greater accuracy a much larger quantity 
of relatively low-noise data over several austral winters.  The improved CHAMP 
magnetic data offer significant opportunities for developing new insight on the 
features and development of the poorly understood south polar crust.  

Satellite magnetic crustal sources, in general, reflect both inductive and rema-
nent components of magnetization.  As crustal depth increases, remanent and 
thermal overprints are diminished while viscous magnetization is enhanced as 
temperature increases to within about 100-150oC of the Curie point of magnetite.  
The effects of viscous magnetization are in-phase with the induced component and 
may have a strong effect at satellite altitudes.   

Thermo-remanently magnetized sources, on the other hand, are located pre-
dominantly in the upper crust.  These sources produce relatively high frequency 
signals that are particularly strong at the near-surface, but considerably attenuated 
at satellite altitudes.  Exceptions are the regional signals from extensive areas of 
oceanic crust that were produced during a long normal polarity interval in the Cre-
taceous.  The effects of the oceanic Cretaceous Quiet Zones are commonly ob-
served at satellite altitudes (e.g., [5]).   

Satellite anomalies from typical global spherical harmonic models, however, 
can be problematic for polar lithospheric studies because the strong and complex 
effects from the auroral external fields are only marginally accounted for in the 
anomaly estimates. Hence, in this study, we use advanced spectral correlation the-
ory to process CHAMP magnetic observations south of 60°S latitude for anoma-
lies with maximum crustal signal-to-noise ratios, where the noise components are 
composed of external field and other dynamic non-crustal effects.  

2  Antarctic Crustal Magnetic Anomalies From CHAMP 
Observations 

Our processing of the south polar CHAMP magnetic observations follows the 
flow chart in Figure 1 ([6], [7]).  These procedures were initially developed to ex-
tract crustal anomaly components from Antarctic Magsat [8] and Ørsted [2] mag-
netic data.  Figure 2.A shows the crustal thickness model of the Antarctic pro-
duced by [9] using the spectral correlation analysis of free-air and computed 
terrain gravity effects at satellite altitude.  This model agrees well with available 
seismic Moho estimates for the Antarctic.  Figure 2.C gives the related total 
magnetic anomalies at 400 km that we modeled from crustal thickness variations 
by Gauss-Legendre quadrature integration using the core field attributes shown in 
Figure 2.B.  Here, the continental and oceanic crustal components were modeled 
using 0.01 and 0.03 SI-susceptibilities, respectively [11].   

Figure 2.D shows the total field anomalies (Fig. 2.C) reduced differentially to 
the radial pole to enhance the relationships between the satellite altitude magnetic 
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anomalies and crustal thickness variations such as along the Antarctic continent-
ocean margins. Comparing the differentially reduced to pole (DRTP) anomalies 
(Fig. 2.D) with the total field anomalies (Fig. 2.C) reveals the strong and compli-
cated influence of the Antarctic core field on crustal anomalies even in the vicinity 
of the geomagnetic pole that is located just off the coast of the Wikes Subglacial 
Basin (WSB in Fig. 2.A).   

Fig. 1. Flowchart for processing the CHAMP Antarctic  
magnetic data for crustal anomalies. 

These results show 
that Antarctic crustal 
thickness variations may 
involve substantial re-
gional magnetic effects 
in the core field compo-
nent estimates (e.g., [2] 
[11]). To extract these 
possible effects from the 
CHAMP data on a track-
by-track basis, we repre-
sented the magnetic ef-
fects in Figure 2.C by a 
spherical cap harmonic 
(SCH) model (e.g., [12]). 
The maximum spatial 
index of 30 was chosen 
for the SCH model de-
fined by a total of 250 
coefficients on a half-
angle cap of 30 degrees. 

Following the processing flowchart in Figure 1, we first removed estimates of 
the core field from the CHAMP observations using CM3 model from 
GSFC/NASA [13].  The residuals were then spectrally correlated with the predic-
tions from the SCH model of the crustal thickness effects along each satellite 
track.  Signals in the CHAMP anomaly residuals that were positively correlated 
with the SCH predictions were extracted and mapped at 450 km altitude as shown 
in Figure 3.A.   

The remaining relatively higher frequency satellite measurements that were not 
correlated with the crustal thickness magnetic effects, were next sorted into orbital 
pairs of nearest-neighbor tracks to extract the static, correlated features that pre-
sumably reflect the effects of additional crustal sources ([8], [14]).  Negative or 
null correlated signals between tracks separated by distances that are small clearly 
cannot be related to features of the crust, but rather must be related to the dynamic 
effects of external fields and other non-crustal noise. Figure 3.C gives the esti-
mates resulting from the track-by-track spectral correlation analysis that mostly re-
flect the intracrustal magnetization variations.  The magnetic effects from crustal 
thickness variations and the intracrustal magnetization variations were then added   
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Fig. 2. A) Antarctic crustal thickness variations from gravity and topography data (von 
Frese et al., 1999).  Annotations include the maximum (MAX) and minimum (MIN) am-
plitude values, the amplitude mean (AM) and standard deviation (ASD).  B) Core field at-
tributes from the CHAMP spherical harmonic model [10].  The magnetic effects (nT) of 
the crustal thickness variations are evaluated as total field and differentially reduced-to-pole 
(DRTP) anomalies at 400 km in maps (C) and (D), respectively. 

together and plotted in Figure 3.E.  The DRTP anomalies for the respective maps 
are also presented in Figure 3.B, 3.D and 3.F.   

3  Discussion and Conclusions 

Figures 3.A and 3.B show the resulting CHAMP magnetic anomaly map that can 
reflect the Antarctic continent-ocean edge effects.  The dominant portion of the 
large anomalies over WSB appear to indicate the integrated edge effect of the un-
derlying thinned crust (Fig. 2.A) that involves the continent-ocean boundary and 
thicker crust of the Transantarctic Mountains (TAM) on the west and the Gam-
burtsev Mountains (GM) to the east. The intracrustal anomalies over this area are 
relatively weakly expressed in Figures 3.C and 3.D.  

   A prominent elongated positive intracrustal anomaly overlies Maude Rise 
(MR) that reflects the remanent magnetization effects of this Cretaceous Quiet 
Zone (e.g., [11], [15]).  This long linear positive anomaly extends from Maud 
Rise along the eastern margin of the Weddell Sea Embayment (WSE) to Ellsworth 
Land (EL) where a series of microplates are assembled (e.g., [16]).  This linear 
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Fig. 3. CHAMP magnetic anomalies at 450 km altitude include A) total field and B) DRTP 
crustal thickness magnetic effects at contour interval CI = 1nT; C) total field and D) DRTP 
intracrustal magnetic anomalies at CI = 1 nT and 2 nT, respectively; and E) total field and 
F) DRTP comprehensive crustal magnetic anomalies at CI = 2 nT. 

anomaly is a relatively robust feature because it is also seen in degree 15-90 com-
ponents of the global spherical harmonic map of the CHAMP magnetic data pro-
duced by [17].  Further insight on the crustal significance of this feature can re-
sult from jointly modeling both the satellite and near-surface magnetic 
observations (e.g., [2], [11]).   

We are currently extending this study to include the regional remanent magneti-
zation effects from the Cretaceous Quiet Zones about Antarctica (e.g., [4]).  We 
are also investigating the joint use of satellite and near-surface magnetic anoma-
lies to constrain Curie isotherm estimates and related heat flow variations of the 
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Antarctic crust that may affect the dynamics of the overlying ice sheets.  Our ef-
forts to understand the magnetic properties and evolution of the lithosphere will be 
significantly enhanced by the new high-precision and high-resolution measure-
ments of the magnetic field that the proposed SWARM satellite project will obtain 
from four satellites in two different polar orbits.  
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Summary. A Global Magnetic Petrology Database (MPDB) is now being compiled at 
NASA/Goddard Space Flight Center and consists of many thousands of records. The 
prototype database is located at  
http://core2.gsfc.nasa.gov/research/terr_mag/php/MPDB/frames.html.  The purpose of this 
database is to provide the geomagnetic community with a comprehensive and user-friendly 
method of accessing magnetic petrology data via Internet for a more realistic interpretation 
of satellite (as well as aeromagnetic and ground) magnetic anomalies.  MPDB is focused on 
lower crustal and upper mantle rocks and includes data on mantle xenoliths, serpentinized 
ultramafic rocks, granulites, iron quartzites and rocks from Archean-Proterozoic metamor-
phic sequences from all around the world.  The definition of crustal magnetic anomalies is 
improving due to the mini-constellation of three satellites - Oersted, Champ, and SAC-C. 
Recent lithospheric field models (CM4, MF1, MF2) reveal magnetic anomalies with better 
resolution, for example in the areas of Iceland, Polar Urals Mountains, and Anabar Shield 
where we have an excellent magnetic petrology records.   

Key words: Database, Magnetic Petrology, Lithospheric 

1  Introduction 

One of the major outstanding problems in geophysics is the origin of magnetic 
anomalies observed by satellites in near Earth orbit. The wavelength of these 
anomalies suggests that they are crustal in origin. To construct sensible geophysi-
cal models of the likely sources of these anomalies comprehensive magnetic pe-
trology information is required. Until now there has been no easily accessible cen-
tral repository of such information.  A Magnetic Petrology Database (MPDB) is 
now being compiled at NASA/Goddard Space Flight Center. The purpose of this 
database is to provide the geomagnetic community with a comprehensive and 
user-friendly method of accessing magnetic petrology data via Internet for more 
realistic interpretation of satellite magnetic anomalies. Magnetic Petrology data 
has been acquired from the NASA/Goddard Space Flight Center (Codes 691 and 
921), United Institute of Physics of the Earth (Russia) and Institute of Geophysics 
(Ukraine) and from other worldwide sources. This data was accumulated over 
several decades and now consists of many thousands of records of data in our ar-
chives at GSFC.  However most investigators do not have access to these data 
sets, which consisted, in part, of unpublished data. In addition, it is now recog-
nized that magnetic petrology data is useless unless it is supported by the neces-
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sary metadata: exact sample names and locations, tectonics settings, reference 
data, etc. There is a real need for a database that contains all the magnetic petrol-
ogy data and supporting metadata in a form in which it can be accessed by the sci-
entific community. 

To understand the nature of long wavelength satellite magnetic anomalies it is 
necessary to have information about the magnetization in the lower crust and up-
per mantle. Therefore MPDB is focused on lower crustal and upper mantle rocks 
and includes data on mantle xenoliths, serpentinized ultramafic rocks, granulites, 
iron quartzites and rocks from Archean-Proterozoic metamorphic sequences from 
all around the world.  The locations of available magnetic petrology datasets do 
not always coincide with the major satellite magnetic anomalies (except in the ar-
eas of Kursk and Kiruna Magnetic Anomalies). But such data for lower crustal 
and upper mantle rocks around the world is necessary to determine if magnetic 
rocks can or cannot be the sources of satellite and high altitude aeromagnetic and 
stratospheric magnetic data and for developing realistic global magnetic models. 
Moreover the data on crustal magnetic anomalies is improving due to mini-
constellation of three satellites - Oersted, Champ, and SAC-C. Recent lithospheric 
magnetic models –CM3e (Sabaka et al., 2002), MF1 (Maus et al., 2001) reveal 
magnetic anomalies with better resolution (about 1 nT) for example in the areas of 
Iceland, Polar Urals Mountains, Anabar Shield where we have an excellent mag-
netic petrology records. A substantial amount of data is coming from deep bore-
holes located in the area of the unique Kursk Magnetic Anomaly (Krivoy Rog 
Borehole) and not far from Kiruna Magnetic Anomaly (Kola SuperDeep Borehole 
which recovered 12 km of continental crust).

2  Database Description 

The development of Magnetic Petrology Database was initiated at Geodynamics 
Branch of NASA/GSFC in the end of 2001. A comprehensive magnetic petrology 
database includes much more than just the results of magnetic and petrological
measurements.  Supplementary data, usually called metadata (data about data) in-
clude sampling description, tectonic setting, geographical position of the sampling 
site, data of satellite magnetic measurements and reference metadata that give bib-
liographical information for the reference which reports the measured values. All 
of the information listed above represents multidimensional, related data that can-
not be handled reasonably or efficiently in a two-dimensional flat file format data-
base consisting of a number of separate spreadsheets. Searches for specific data 
would be complicated and inefficient because data need to be retrieved from each 
individual file separately. The optimal method for organization and delivery of 
such complex but related data is a relational database. Development of a relational 
database structure requires that all data that will be stored in the database are bro-
ken down into small logical units corresponding to the tables of the database. Pri-
mary keys need to be defined for each table, and relations among the tables need 
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to be established through foreign keys. The logical structure of a relational data-
base is represented in the schema that illustrates tables, fields, and their relations. 
The schema of the Magnetic Petrology Database we are developing is shown in 
Figure 1.

The database consists of 6 interrelated tables. Logically, the central unit of the 
schema is the table SAMPLE_DESCRIPTION. Each sample for which magnetic 
petrology data are stored in the database is identified by a unique sample number, 
which serves as a foreign key throughout the database and links sample metadata 
in tables such as TECTONICS and REFERENCE to the measured data. All meas-
ured data are stored in two tables PETROPHYSICAL_DATA and 
PETROCHEMICAL_DATA. Metadata on satellite magnetic anomalies are 
planned to be included into database and stored in the tables Satel-
lite_Magnetic_Anomaly. 

Fig. 1. The Schema of Magnetic Petrology Database. 
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3  Database management and WEB presentation 

The schema is the conceptual structure of a database. In order to build a working 
database version, the physical structure of the database needs to be created with a 
Relational Database Management System (RDBMS). The database then needs to 
be populated with data, and finally interfaces have to be developed to allow users 
to work with the data. We have successfully implemented the database in MySQL 
database management system under LINUX operation system. MPDB main page 
includes clickable map for 89 magnetic petrology data locations.

Data entry forms and applications are essential to facilitate the complex process 
of loading data into the tables while ensuring the uniqueness of primary keys, data 
integrity, and correct referencing of primary keys by foreign keys.  

Submission data entry forms have been developed and can be found at: 
http://core2.gsfc.nasa.gov/research/terr_mag/php/MPDB/doc.html  Access to the 
database for searching, viewing, and downloading data is best provided over the 
Internet in order to make it independent of computer platforms and locations. For 
the current applications, Web interfaces have been developed using PHP and CGI 
scripts. The interfaces allow the user to select samples and data by means of 
graphical tools such as frames. menus, scrollable lists, or buttons that generate and 
submit dynamic SQL statements to the database (see 
http://core2.gsfc.nasa.gov/research/terr_mag/php/MPDB/frames.html query data-
base section).

Fig. 2. Clickable Map for Magnetic Petrology Data Locations. 
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4  Statistics

Submitted and included into database data are shown in Table 1. 

ROCKS TECTONIC STRUCTURE # OF SAMPLES 
Iron Quartzites (BIF) Ukrainian Shield 10000
Sedimentary and BIF Krivoy Rog BoreHole      303 
Serpentinites, gabbro,
sedimentary, volcanic 

Baltic Shield Kola Deep BoreHole     400 

Continental Serpentinites worldwide     210  
Oceanic Serpentinites worldwide     460 
Xenoliths worldwide   2000 
Basalts Kamchatka     800 
Ferrobasalts Iceland    2000 
Granulites Urals Mountains      900 
Archean Crustal Sections worldwide      480 

Table 1. Data included into Magnetic Petrology DataBase.

5  Database applications 

MPDB is a research oriented database and several database applications have been 
developed. (1) Magnetic data on Kola and Krivoy Rog BoreHoles were compared. 
Extremely high values of remanent magnetization (NRM), magnetic susceptibility 
(K) and Konigsberger ratio (Qn) are found at approximately the same depths of 
about 2000 m for both boreholes. Highly magnetic serpentinized peridotites and 
sedimentary rocks affected by sulfide mineralization were recovered at the Kola 
borehole for a depth interval of 1540-1940 m. The Krivoy Rog borehole recovered 
highly magnetic iron quartzites of Band Iron Formations at depths of 1853-2040 
m. There is no obvious reason why high magnetizations should occur in two bore-
holes with different lithologies at the same depth. Magnetic surveys and surface 
sampling in the nearby Krivoy Rog and Kursk Magnetic Anomaly areas have re-
vealed iron quartzites with high magnetization, similar to values given here. AF 
demagnetization tests suggest that hard and stable NRM component which is 
caused by hematite occurred in iron quartzites in different forms and grain sizes 
ranges. (2) Recent magnetic model (Maus et al., 2002) revealed quite intense posi-
tive lithospheric magnetic anomaly (> 5 nT) over Iceland. Magnetic data for about 
2000 Icelandic rocks were analyzed and we concluded that ferrobasalts (NRM 
aver =8.8 A/M and K aver= 0.054 SI) are most likely the source of satellite mag-
netic anomaly over Iceland. (3) Petrological data for basalts from Kamchatka 
(content of Fe and Ti oxides) were used to assign the level of basalts magnetiza-
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tion. These values were utilized for interpretation the results of balloon geomag-
netic survey in this area.

6  Status of development  

- Magnetic Petrology Database (MPDB) contains data about rocks from all 
around the world (about 17,000 samples) 

- MPDB is successfully designed, managed and presented on WEB. 
- MPDB is a research oriented database and several database applications were 

developed. 
- MPDB is expected to be the part of the system of existing geomagnetic and pa-

leomagnetic databases under National Geophysical Data Center umbrella and 
will be used for more reasonable interpretation of high altitude magnetic sur-
vey products including satellite, stratospheric and aeromagnetic surveys and 
constructing more realistic magnetic models. 
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Summary. A stratospheric balloon flight at 30 km altitude measured the geomagnetic field 
intensity along a 6000 km track extending from Kamchatka to near the Ural Mountains. 
When the CM model was used to remove the main and external fields from the observed 
data, magnetic anomalies of several 100 nT amplitude and 250 to 750 km wavelength are 
observed. In the eastern part of the track these anomalies appear to be due to the bodies of 
up to 5 km depth and magnetizations of 0.12 SI (0.01 cgs).  

Key words: Geomagnetism, balloon, lithosphere, stratosphere 

1  Introduction

Magnetic measurements by stratospheric balloons provide wavelengths intermedi-
ate between those registered by aeromagnetic and satellite magnetic surveys. 
Aeromagnetic profiles provide information about anomalies whose shortest wave-
length is comparable to the distance from the source, namely from few hundred 
meters to a few kilometers. Although aeromagnetic profiles also provide informa-
tion about long wavelengths these long wavelengths are usually discarded in mak-
ing aeromagnetic maps. Large geologic structures, with dimensions of a few hun-
dred kilometers, cannot always be inferred from their shorter wavelength surface 
expression.  

On the other hand present day lithospheric models of the geomagnetic field de-
rived from satellite magnetic data at the altitude about 400 km do not have resolu-
tion to show magnetic features with wavelength shorter than about 1000 kilome-
ters. These long wavelength anomalies are considered to be caused by the sources 
located in the deep crust and upper mantle both in continental and oceanic areas.  

Stratospheric balloons which fly at the altitude of about 30 km: (a) register 
magnetic signal from the whole thickness of the earth’s crust, (b) fill the gap be-
tween aeromagnetic and satellite magnetic data, (c) using vertical gradient meas-
urements allow reliable separation of the external and internal components of the 
Earth’s magnetic field, (d) provide long term coverage of hard to access areas, (e) 
allow identification of large and significant tectonic structures.  

There have been relatively few geomagnetic field measurements at strato-
spheric altitudes.  However, in recent years, there have been several stratospheric 
balloon flights by France (Cohen et al., 1986; Achache et al., 1991) and Japan 
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(Tohyama et al., 1992). One of the longest and most successful of these, made by 
Russian scientists is reported here.  

2  Balloon magnetic survey 

In July 1996 the total intensity of the geomagnetic field was measured at an alti-
tude of approximately 30 km by a balloon flight from Kamchatka (56.29N, 
159.75E) on the east to the Caspian Sea covering the Sea of Okhotsk, the Central 
Siberian Platform, the West Siberian Plains and Urals Mountains (54.00N, 50.5E). 
This 6000 km traverse was made at latitude of about 550N in 6 days. The meas-
urements were made with a scalar proton precession magnetometer suspended 
1 km below the gondola with accuracy about 0.2 nT. All readings were recorded 
each 8 minutes, providing a complete record of 990 readings. The altitude fluctua-
tions were similar day by day for the whole flight. At 5 am local time the altitude 
rose from 27 km to a maximum average altitude about 33 km.  It leveled off at a 
maximum altitude a few hours later. In the late afternoon it fell to the lower alti-
tude again. Therefore for present purposes we will consider the altitude to be a 
constant 30 km. No attempt was made to adjust the magnetic readings for time 
variations of the geomagnetic field strength. A typical amplitude for the diurnal 
variation in the total field in 1996 in the area surveyed by the balloon was about 
50 nT as observed at Novosibirsk (Klyuchi) geomagnetic observatory located at 
55oN, 82.9oE. Over a limited portion of the track a second proton precession mag-
netometer was suspended 1 km below the first magnetometer to provide meas-
urements of the vertical geomagnetic field gradient. Results of gradient study are 
not discussed here. 

3  Aeromagnetic survey

In 1979 the Ministry of Geology of the USSR issued aeromagnetic anomaly maps 
of geomagnetic field intensity (Z.A. Makarova, editor). These 18 maps were digi-
tized by the US Naval Oceanographic Office and edited by Conoco. The digital 
data is deposited at the National Geophysical Data Center (NGDC). We analyzed 
digital aeromagnetic anomaly maps and came to conclusion that long wavelength 
anomalies were lost during compilation when local magnetic maps were consoli-
dated into larger regional maps. The balloon track covers the easternmost of these 
aeromagnetic maps and over the central Sea of Okhotsk aeromagnetic data is 
missing (Fig. 1). 
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Fig. 1. Orthographic map showing balloon track (black line) and aeromagnetic map cover-
age.

4  Isolation of the Anomaly Field 

Because of its altitude this survey is different from other geomagnetic field mea-
surements and provides unique data.  It does not show the short wavelength 
anomalies of near surface surveys but it does show wavelengths too short to be in-
cluded in global models of the geomagnetic field. The track is the first over land 
which shows these intermediate wavelength anomalies which are common in oce-
anic areas. The track of the balloon passed near one of the highs on global maps of 
geomagnetic field intensity, but south of the region dominated by time varying 
field aligned currents. Geomagnetic field models show long wavelength anomalies 
which are thought due to the Earth’s main with sources deep within the earth. The 
models also show shorter wavelength anomalies (n>14 in spherical harmonic ex-
pansion series) which are thought to be due to crustal sources. Figure 2 shows re-
gional crustal anomalies of the CM3e model at the altitude of 30 km. (Sabaka et 
al., 2002). CM3e is a magnetic reference model able to represent not only main 
and crustal magnetic fields but also the ionospheric and magnetospheric (primary 
and induced) fields. A distinct magnetic low near the eastern end of the track over 
the Sea of Okhotsk was observed.   

Ravat et al., (2003) clearly showed the advantage of CM magnetic model (Sa-
baka et al., 2002) relative to IGRF in the processing of aeromagnetic data in the 
central US (Kansas area). In the area of balloon track there are few ground mag-
netic observatories and, since ground magnetic observatory data is integrated into 
the models, there have been some difficulties with models here in the past.  Total  
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Fig. 2. Contours of crustal anomalies of CM3e (Sabaka et al., 2002) at the altitude of 
30 km. Black line is the track of balloon. 

field maps made from the IGRF show a maximum for this region in the northern 
hemisphere. Only the CM model compensate for magnetic disturbances, which are 
part of quiet daily variations. If one subtracts the main field components of CM3e 
(n<15) from the observed data one obtains the profile shown in Figure 3. For illus-
trative purposes the data is also shown with a best fit straight line removed. 
Anomalies of length 5 to 15 degrees of longitude (250 to 750 km) stand out.  

Fig. 3. Magnetic profile with CM3e (n<15) removed from observed data (grey line) and 
with CM3e (n<15) and straight line fit removed from observed data (black line) versus lon-
gitude and time.



Balloon Geomagnetic Survey at Stratospheric Altitudes      277 

5  Magnetic modeling of balloon lithospheric anomalies 

To understand what crustal bodies might cause the anomalies observed by the bal-
loon, we used a forward modeling technique. Since we have only a one-
dimensional survey, rather than an area survey we used a 2D modeling technique 
(Heirtzler et al., 1964). This assumes that the anomalies are linear for a length 
equal to about the height of the survey (30 km). The Russian aeromagnetic survey 
in other parts of Siberia suggests that this may be approximately true. For this 
model study we chose the large amplitude anomaly on the eastern end of the track 
covering western Kamchatka and the Sea of Okhotsk. Figure 4 shows the ob-
served anomaly (measured anomaly minus main field from CM3e) and the calcu-
lated anomaly for the body shown. This body has a deep root of about 5 km and a 
strong magnetization of 0.12 SI (0.01 cgs). The topographic data show the deep 
root is under the western side of Kamchatka and the root to be less deep under the 
eastern side of the Sea of Okhotsk. In this calculation we assumed the body to 
strike north-south, the magnetization to be induced and the inducing field direction 
to be like that of the present geomagnetic field.   

Preliminary checks on 2D models for other anomalies along the profile show 
that there are other deep rooted bodies of high magnetization. A correlation with 
major tectonic or structural features in Siberia is planned.  

Fig. 4. Observed and calculated magnetic anomalies for bodies whose cross sections are 
shown. The bodies are assumed to be two dimensional, striking north-south with a suscep-
tibility 0.12 SI (~0.01 CGS). 
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6  Conclusions 

Magnetic measurements on a stratospheric balloon flight shows that there are 
many magnetic bodies with dimensions of 250 to 750 km in Siberia. Bodies of this 
size cannot be identified with present satellite geomagnetic field models and have 
not been identified from surface surveys. 
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Summary. To determine the effect of crustal thickness variation on satellite-altitude 
geopotential anomalies we compared two regions of Europe with vastly different values, 
South and Central Finland and the Pannonian Basin. Crustal thickness exceeds 44 km in 
Finland and is less than 26 km in the Pannonian Basin.  Heat-flow data indicate that the 
crust of the Pannonian Basin has a value nearly three times that of the Finnish Svecofennian 
Province. A positive CHAMP gravity anomaly (~4 mGal) is quasi-coincidental with the 
CHAMP magnetic anomaly across the Pannonian Basin. CHAMP gravity data indicates a 
minimum of 3 mGal in southwest Finland. CHAMP magnetic data reveal elongated semi-
circular negative anomalies for both regions with South-Central Finland having larger 
amplitude (<-6 nT) than that over the Pannonian Basin, Hungary (<-5 nT). In this latter 
region subducted oceanic lithosphere has been proposed as the anomalous body. In the 
former the central part of the negative gravity anomaly covers the northern part of the 
Baltic Sea basin and Gulf of Finland and underlying two rapakivi provinces plus it 
coincides with an area of lower crustal thickness. The magnetic anomaly directly correlates 
with the crustal thickness and inversely with the heat flow and, hence, may be caused either 
by variation of concentration of magnetite or by the elevated Curie-isotherm of magnetite in 
the lower crust - upper mantle region.   

Key words: Comparing satellite magnetic anomalies, Pannonian Basin and South and 
Central Finland, crustal magnetization, crustal thickness. 

1  Introduction 

Crustal magnetic anomalies are proposed to be the result of both horizontal and 
vertical contrasts in magnetization.  To evaluate this concept we have chosen two 
continental regions of Europe, South-Central Finland (Fig 1a) and the Pannonian 
Basin (Fig 1b), with very different crustal thickness.  For the former the crust is 
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42-46 km thick and extends down to 62 km in its deepest parts (Bock et al., 2001; 
Fig 1c) while the latter has a thickness of <25 km (Fig 1d). Crustal gravity (Fig. 1e 
and 1f) and magnetics (Fig 2a and 2b) anomalies from the CHAMP mission, com-
puted at 400 km, were used together with regional geologic/tectonic and heat flow 
data (Fig 2e and f). Geologically South and Central Finland belong to the exposed 
Precambrian area of the NW Europe (Fennoscandian Shield).  Together with the 
Ukrainian Shield and East European platform this basement establishes the Fenno-
sarmatian Shield, bordered to the southwest by Törnquist-Teisseyre fault zone, on 
the east by Ural Mountains and by North Atlantic and Barents Sea on the west and 
north. The eldest dated rocks in the Fennoscandian Shield are 3500 Ma old (Muta-
nen and Huhma 2003). The core of the Shield was established by plate collisions 
of both Archaean and juvenile material during the Svekofennian orogeny 1900-
1800 Ma ago. New material was subsequently added to the western part of the 
Shield. Vertical neotectonic processes are active in the Fennoscandian Shield due 
to postglacial rebound. The Pannonian basin is bordered on the north, east, and 
southeast by the Carpathian Mountains, west and southwest by the Eastern and 
Dinaric Alps.  Pre−Neogene Pannonian basement consists of sedimentary, igneous 
and metamorphic complexes and is represented by two megatectonic units, Pel-
sonia Composite and Tisia Terranes (Kovács et al. 2000, Fig 1b). Present geologi-
cal structures developed mainly in the Neogene and are represented by the Carpa-
thian fold and trust belt formed during the Cretaceous–Miocene collision of the 
African and Eurasian plates (Horváth 1993; Horváth and Cloetingh 1966). These 
geodynamic processes have produced a thin crust and lithosphere. Crustal (Fig 1d) 
and lithospheric thickness maps of the central part Pannonian basin (Horváth 
1993; Lenkey 1999) show a below average 22−26 km thick crust. The lithosphere 
thins below the Pannonian basin with present crustal and lithospheric structures 
the probable result of Neogene evolution. 

2  CHAMP Geopotential Data Processing and Presentation 

CHAMP gravity field anomaly data were obtained from the global gravity model, 
degree and order 75.  Negative CHAMP gravity anomalies (<-2 mGals) in South 
and Central Finland are semi-circular, with a radius of some 700 km and centered 
near 60o N latitude and 23o E longitude in the Svecofennian geological province 
(Fig 1e).  However, the gravity field in this region may be dominated by the effect 
of the last de-glaciation (Olesen and Skilbrei 2003). CHAMP positive gravity 
anomalies cross the Pannonian Basin are in the shape of a northwest-southeast 
trending trough (~900 km long and 660 km wide) and open to the southeast with 
the maximum value (4-5 mGals) at the southeastern end (Fig 1f). 

CHAMP magnetic data were processed using the method of Alsdorf et al. 
(1998).  A total of 96 orbits were selected for the region of South and Central 
Finland while 90 were used over the Pannonian Basin. Magnetic anomalies in 
South and Central Finland are dominated by an enclosed oblong shaped low of  
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Fig. 1. a) Tectonic Map of Eastern Scandinavia (Hjelt and Daly 1996)  
b) Tectonic/terrane sketch of the Pannonian Basin and its surroundings (Kovács et 

al. 2000) 
c) Crustal thickness map of South and Central Finland (Bock et al. 2001, Repro-

duced by permission of American Geophysical Union) 
d) Crustal thickness map of the Pannonian Basin region (Reprinted from Horváth, 

F (1993) page 338 with permission from Elsevier) 
e) CHAMP gravity anomaly map of South and Central Finland.  
f) CHAMP gravity anomaly map of the region of the Pannonian Basin 

d)c)

e) f)

b)a)
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some –6 nT coincident with and center on the Gulf of Finland at latitude 60o N 
and longitude 25o E and extends some 660 km in an east-west direction and 200 
km in the North-South (Fig 2a).  At 63o N and to the southwest the field is in-
creases to >+10 nT north of 68o latitude.  The crust is thinnest (40-46 km) in the 
region of these geopotential anomalies. The greater Pannonian Basin region, cen-
tered mainly on Hungary and northern Romania is also dominated by an elongated 
negative magnetic anomaly some 670 km by 400 km and oriented in a northwest-
southeast direction and centered at 46o N latitude, 20o E longitude with the largest 
(<-5 nT) component running north south along the 20o-21o E meridian from 45o to 
47o N latitude where the crust is thinnest (<22.5 km, Fig 2b). 

3  Heat Flow  

The Svekofennian rocks of the Northern coast of Gulf of Finland are associated 
with a high crustal heat production resulting in high crustal heat flow >60mW/m2

(Fig 2e). The Curie isotherm may be high in the Gulf of Finland where there is a 
magnetic anomaly low and there may be relative negative density contrast in the 
upper lithosphere associated with the negative gravity anomaly. High heat flow in 
the Pannonian Basin is between 50 and 130 mW/m2, average 90 mW/m2   (Fig 2f). 
There is, however, an excellent correlation between the magnetic anomaly and 
heat flow data particularly in the region of central Hungary and northern Romania. 
These anomalies lie on the axis of the basins thinnest crust (Fig 1d).  The correla-
tion between high-heat flow, thin crust and CHAMP magnetic anomalies no doubt 
reflects the dynamics of the plate collision between the Dinarides and Carpathians 
Mountains in this region and/or mantle diapiric upwelling (Konecny et at. 2002). 

4  Interpretation 

We considered the correlation between geology, crustal thickness and CHAMP 
anomalies in South and Central Finland. In this region the background crustal 
thickness varies between 42 and 46 km. Anomalously thick crust (48 to 62 km), 
however, is associated with a high velocity zone overlying the upper mantle.  The 
upper surface of this high velocity zone is sub-horizontal, dividing the lower crust 
in two parts. The high velocity zone is absent in background crustal thickness ar-
eas (Korja et al. 1993; Heikkinen et al. 2003).  This thickest crust is located 500 
km to the NE of the negative CHAMP gravity anomaly and 400 km to north of the 
negative magnetic anomaly associated with the Shield.  This thick crust is every-
where overlain by partly allocthonous Svekofennian crust. In deeper levels it cor-
responds to both Proterozoic and Archaean crustal blocks, however, and the thick-
est part is located under the Achaean craton.  Both negative gravity and magnetic 
anomalies are associated with relatively thinner crust (40-46 km). The gravity and 
magnetic anomalies are centered with the younger (1550 Ma) and older (1650 Ma)  
Rapakivi granite provinces respectively. This gravity anomaly is on the deeper
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Fig. 2. a) CHAMP magnetic anomaly map of South and Central Finland 
b) CHAMP magnetic anomaly map of the region of the Pannonian Basin 
c) Model of the anomaly in figure 2 a.), details given in text. 
d) Model of the anomaly in figure 2 b.), details given in text. 
e) Apparent heat-flow map of Finland based on rock heat production (Reprinted 

from Kukkonen (1993) page 7, with permission from Elsevier) 
f) Heat flow map of the Pannonian Basin (Dövényi 2003 and Dövényi et al. 

2003).

a) b)

c)
d)

f)e)



284      Patrick T. Taylor et al.

Baltic Sea and the magnetic anomaly on the shallower Gulf of Finland. 
In the Pannonian basin the CHAMP gravity high strikes NW–SE and probably 

reflects subducted higher density oceanic lithosphere from the East and astheno-
spheric upwelling (Konecny et al. 2002) below the Dinarides. The low in the 
northern part of the region most likely indicates subduction of the Eurasian plate 
caused by the collision with the Adriatic plate. Due to crustal thinning and high 
heat flow in the Pannonian basin the crust is thin relative to the adjacent areas.  
However, our modeling of the CHAMP magnetic anomalies show that contrasting 
crustal thickness alone is insufficient to reproduce this low magnetic anomaly and 
that the anomalous body is required to have a remanent and reverse magnetization. 

Models of these CHAMP satellite altitude magnetic data, from both regions 
were computed using vertically sided, uniformly magnetized, irregular shaped 
prisms at an altitude of 400 km (Fig 2c and 2d).  The surrounding area is consid-
ered to have zero magnetization.  The method of Plouff (1976) was used.   Body 
parameters for the South and Central Finland-Northern Europe block: Depth 0 to 
50 km; Magnetization, Dip 90 deg, Dec 0 deg, -1.0 A/m (reversed, Fig 2c). Our 
observed anomalies may be explained by variations in Moho or Curie-isotherm re-
lief. Considering a magnetization contrast of 3 A/m at the relief, we obtain a 
height of ca. 17 km for it. This is comparable to the known Moho relief between 
the anomaly area and surroundings.  Pannonian Basin: Depth 0 to 25 km; Mag-
netization, Dip 90 deg, Dec 50 deg., -1.5 A/m (reversed, Fig 2d). The assumptions 
used in our modeling method are, obviously, a greatly over simplified representa-
tion of the magnetization of the crust. Unsuccessful attempts were made to model 
these data with positively magnetized bodies surrounded by regions of zero mag-
netization. Reversed magnetization, however; was the easiest way of reproducing 
significant negative anomalies at relatively high latitudes, due to the non-
uniqueness of geopotential fields alternative models not requiring reverse mag-
netization may be possible. You will note that, at least to a first order, these mod-
els are representative of the anomalously thin and thick crusts of our study re-
gions. In both regions the heat flow is anomalous high for the crustal ages, 
therefore the thickness of our models may be too large and require higher mag-
netizations. There is a strong inverse correlation between largest negative 
CHAMP magnetic anomalies (<-6 nT) with the largest heat flow values (>110 
mW/m2) in the region of the Pannonian Basin-Makó trough (46o N and 20o E). 
These results suggest that satellite magnetic anomaly data not only reflect the 
thickness of the magnetized crust but the geothermal environment as well, espe-
cially where this crust is anomalously thick or thin and the two parameters are re-
lated.   

5  Conclusions 

While the object of this study was to determine if regions having significantly dif-
ferent crustal thickness would display different magnetic anomaly values at satel-
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lite altitude, our results were unable to completely establish this result.  We did, 
however, find that both regions displayed significantly higher than normal (world 
average) heat flow values.  The CHAMP gravity anomalies for South and Central 
Finland and northern Baltic Sea were associated with a relatively thinner part of 
the crust but the positive gravity anomaly over the Pannonian Basin was correlated 
with the negative magnetic anomaly. Simple model studies suggest that both nega-
tive magnetic anomalies result from negative magnetization contrast with respect 
to the background and may be the result of reversely magnetized lower crust. In 
the Pannonian Basin Tertiary subduction of the Eurasian plate produced the 
crustal thinning with greatest amount in the central part of this basin.  The anoma-
lously high-density body resulted from east-west compression with subsequent 
lithospheric mantle upwelling. 

Acknowledgements. The Hungarian part of this research was supported by the OTKA 
(Hungarian Scientific Research Fund) Project No. T 038008. The award of the project is 
highly acknowledged.  

References 

Alsdorf D, Taylor P, von Frese R., Langel R., and Frawley J. (1998) Arctic and Asia litho-
spheric satellite magnetic anomalies. Physics of the Earth and Planetary Interiors 108:
81-99.

Bock B. et al. (2001) Seismic Probing of Fennoscandian Lithosphere. Transactions of the 
AGU EOS 82: 621-628-9. 

Dövényi P (2003) Private communication.   
Dövényi P, Horváth F, Drahos D (2002) Heat–flow density of Hungary. In: Hurter S, 

.Haenel R (eds) Atlas of Geothermal Resources in Europe. Leibniz Institute for Ap-
plied Geosciences Hanover, Germany 

Heikkinen P, Kukkonen I T, Ekdahl E, Korja A. Lahtinen R, Hjelt S-E, Yliniemi J, Berzin 
R and FIRE Working Group (2003) Alakuoren rakenne FIRE-1 linjalla heijastavuuden 
ja nopeusjakautuman perusteella. In (Hyvönen, E and Sandgren, E. eds) Abstracts of 
Sovelletun Geofysiikan XIV Neuvottelupäivät, Rovaniemi 4-5-11 Vuorimiesyhdistys, 
Rovaniemi

Hjelt S-E and Daly S (1996) SVEKALAPKO. Europrobe Newsletter 9 
Horváth F (1993) Towards a mechanical model for the evolution of the Pannonian basin. 

Tectonophysics 226: 333–357 
Horváth F, Cloetingh SAPI (1996) Stress-induced late stage subsidence anomalies in the 

Pannonian basin. Tectonophysics 266: 287–300 
Konecny V, Kovac M, Lexa J, Sefara J (2002) Neogene evolution of the Carpatho-

Pannonian region: and interplay of subjuction and back-arc diapiric uprise in the man-
tle. European Geosciences Union Stephan Mueller Special Publication Series 1: 105-
123.

Korja A, Korja T, Luosto U, Heikkinen P (1993) Seismic and geoelectirc evidence for col-
lisional and extensional events in the Fennoscandian Shield-implications fro Precam-
brian crustal evolution. Tectonophyscis 219: 129-152  



286      Patrick T. Taylor et al.

Kovács S, Haas J, Császar G, Szederkényi T, Buda Gy, Nagymarosy A (2000) Tec-
tonostratigraphic terranes in the pre–Neogene basement of the Hungarian part of the 
Pannonian area. Acta Geologica Hungarica 43: 225–328  

Kukkonen I T (1993) Heat flow map of northern and central parts of the Fennoscandian 
Shield based on geochemical surveys of heat producing elements. In: V.Cermák (ed) 
Heat flow and the strucuture of the lithosphere, Tectonophysics 225; 3-13  

Lenkey L (1999) Geotermics of the Pannonian basin and its bearing on the tectonics of ba-
sin evolution. Ph.D. thesis, Vrije Universiteit 

Mutanen T and Huhma (2003) The 3.5 Ga Siurua trondhjemite gneiss in the Archaean Pu-
dasjärvi granulite belt in Northern Finland. Bulletin of the Geological Society of 
Finland 75: 51-68 

Olesen O and Skilbrei JR (2003) Isostatic Compensation of the Scandinavian Mountains. 
EGS Geophysical Research Abstracts 5: 12711 

Plouff D (1976) Gravity and magnetic fields of polygonal prisms and application to mag-
netic terrain corrections, Geophysics 41: 727-741. 











Reliability of CHAMP Anomaly Continuations  291 

Fig. 3. Magnetic anomaly predictions in nT for the Maude Rise region of Antarctica from
the inversion of regional ADMAP and Ørsted data at respective altitudes of 5 and 700 km. 

over Sveshjfella (SF) that dies out at altitudes of nearly 200 km and higher.  By 
then, however, the SF anomaly appears to connect with a positive anomaly over 
western Enderby Land (EL) that may reflect an Archean shield or platform [13]. 
The EL anomaly is weakly expressed in the near-surface data, but becomes in-
creasingly prominent with altitude. 

The anomaly behavior in Figure 3 suggested by the joint inversion clearly
would not be revealed in the simple downward continuation of the satellite altitude
data nor in the upward continuation of the near-surface magnetic data.  Unfortu-
nately, like for any inversion, these results are not unique.  Thus, they do not obvi-
ate the need for supplemental magnetic measurements, especially at the interven-
ing altitudes that may be accessed by high-altitude aircraft, balloons, and space
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Summary. Models of the main and external field play a key role in the analysis
and interpretation of satellite, airborne, marine and ground magnetic data. Here, we
introduce a series of main field models with several new features: (1) External fields
are parametrised in SM and GSM coordinate systems, accounting for the geometry
of the ring current, the magnetosphere and the solar wind. (2) We use vector data
globally, instead of the usual approach of using vector data at low latitudes and
scalar data at high latitudes. (3) The angles between CHAMP’s star camera and
its vector magnetometer are co-estimated in a joint inversion with Ørsted data. (4)
The model includes 2nd time derivatives of the magnetic field to account for the
non-negligible secular acceleration in the current period of new magnetic satellite
data. As inferred from the degree spectrum of the current version POMME-1.4, the
secular variation is stable to degree 11 and the secular acceleration to degree 6.

Key words: geomagnetic field, field models, main field

1 Introduction

Analysis of geomagnetic data usually starts with subtracting a main field
model in order to uncover weaker contributions to the magnetic field, such
as from mantle induction [2], crustal magnetisation [8], ocean dynamo [11],
ionospheric [5] and magnetospheric currents [3]. Main field models thus play
a key role in the analysis and interpretation of geomagnetic data. Popular
recent models include the comprehensive model CM3 [10], the Ørsted field
models [9] and the first official CHAMP main field model CO2 [4]. In view of
the general importance of accurate main field models and motivated by the
call for candidate models for the 9th generation IGRF, we have developed
a new series of main field models which are available at http://www.gfz-
potsdam.de/pb2/pb23/SatMag/pomme.html and shall be updated regularly.

2 Model details

The POMME model includes a parametrisation of the internal field, external
static magnetospheric field, ring current field (including induced part) and
co-estimated corrections for the angles between the CHAMP star camera and
vector magnetometer reference systems.
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2.1 Internal field

The internal field is parametrised in the usual way as

V (r, ϑ, ϕ) = a
∞∑

�=1

(a

r

)�+1 �∑
m=−�

gm
� Y m

� (ϑ, ϕ), (1)

with the scalar potential V of the magnetic field, B = −∇V , colatitude ϑ,
longitude ϕ, degree �, order m, reference radius a = 6371.2 km, and Gauss
coefficients gm

� , where coefficients with negative order are often called h in
geomagnetism. Finally, Y m

� are Schmidt quasi-normalised spherical harmonics
[1].

Accounting for the rapid change of the core field, each Gauss coefficient is
given as a truncated Taylor expansion

g(t) = g + tg′ + 0.5t2g′′. (2)

For the current version (POMME-1.4), g and g′ are given to degree and order
15, while the secular acceleration g′′ extends to degree and order 10 (Figure 1).

2.2 Static magnetospheric field

In all existing geomagnetic field models the magnetospheric fields are given
in Earth fixed coordinates. Hence, they are assumed to co-rotate with the
Earth. This means, in particular, that daily and seasonal variations have to
be introduced in order to be able to describe static magnetospheric fields. This
reminds of the pre-Kepler practice of describing the movement of planets in
an Earth fixed coordinate system. In order to describe magnetospheric fields
in the natural coordinate systems of their source currents, POMME forsees
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Fig. 1. Power spectra of the POMME-1.4 core field, its secular variation and the
secular acceleration. The secular variation was damped for degrees 12-15, and the
secular acceleration was damped for degrees 7-10.
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contributions in Geocentric Solar Magnetospheric (GSM) and Solar Magnetic
(SM) coordinates, which are the natural coordinate systems of the magneto-
sphere and the ring current, respectively. The current version (POMME-1.4)
includes a static degree-2 field in GSM. This GSM field appears as an annu-
ally, semi-annually and daily varying external field in Earth fixed coordinates
(Figure 2). Furthermore, an axisymmetric ring current field is given in SM.

2.3 Ring current field

In main field modelling it is common practice to co-estimate the coupling
coefficients between the Dst index and the ring current field. However, since
low Dst values are a data selection criterion, this co-estimation does not work
very well. We therefore estimate the coupling coefficients from a data set
including high Dst and then regard these coefficients as fixed. We find the
optimum values for the external (q0

1) and internal (g0
1) dipoles in SM to be

q0
1(t) = 0.76 · Dst(t) (3)

g0
1(t) = 0.76 · 0.32 · Dst(t) (4)

Figure 3 shows these values in comparison with typical values given by previ-
ous field models. Future versions of POMME will include non-symmetric ring
current contributions in SM, consistent with the local time dependence found
by Schwarte (personal communication).
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Fig. 2. Annually varying magnetospheric field (without ring current field) predicted
by two field models for an observer at 0◦ longitude and 30◦ latitude. While the CO2
field model[4] explicitly contains annual and semi-annual coefficients in an Earth
fixed reference frame, the model POMME has a static external field in magneto-
spheric (GSM) coordinates and the annual variations are merely a consequence of
the seasonal orientation of the Earth axis in the GSM reference frame.
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Fig. 3. Usually, the coupling coefficients of the Dst index to the external (q0
1) and

induced (g0
1) ring current field are co-estimated with the field model coefficients.

However, since data are selected for low Dst, the coupling coefficients tend to be
biased to small values. For POMME, the coupling coefficients were determined by
a visual best fit to a large data set of q0

1 and g0
1 estimates. Shown here is only q0

1 .

2.4 Star camera re-calibration for CHAMP

Accurate vector measurements require very accurate knowledge of the satellite
orientation (attitude). Attitude uncertainty is the largest source of error in
Magsat, Ørsted and CHAMP data. For CHAMP, with its stable attitude,
an additional difficulty arises in the calibration of the angles between the
star camera and magnetometer reference systems. Due to thermo-mechanical
instabilities, these angles vary with time and have to be co-estimated in the
inversion for the model parameters. Luckily, the angles appear to be rather
stable over time spans of months. ¿From the visual inspection of field residuals,
we identified 6 stable time intervals for POMME-1.4. For each interval, three
rotation angles are given as a correction of the field vector orientation with
respect to the CHAMP satellite. These correction angles should be used in
the analysis of CHAMP data. Furthermore it is foreseen that these angles
will be used as corrections in producing the final level-3 CHAMP vector data
product.

2.5 Data selection for POMME-1.4

In geomagnetic field modelling it is general practice to use vector data at mid
latitude and scalar data at high latitudes in order to avoid contamination
by field aligned currents. However, the work on the crustal field model MF2
showed that the inclusion of vector data at high latitudes is very well possible
if only the quietest tracks are selected by their RMS against an initial field
model. Our primary motivation for using vector data at high latitudes for es-
timating the POMME coefficients is the following: If vector data are available
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Fig. 4. Data residuals, averaged over 2000 seconds, for the vertical component of
the magnetic field against POMME-1.4. During the long empty interval in the year
2000, Ørsted was outside of the 0-6 LT window, which was used here as a data
selection criterion. The same LT requirement was applied to the CHAMP data.
Hence, not all of the CHAMP data displayed here were actually used. Trends in the
residuals may either be local time effects or indicate gradual changes in the angle
between the star camera and magnetometer reference systems.

over the entire sphere, internal and external potential fields can be unam-
biguously separated from toroidal fields [1]. While we are not co-estimating
toroidal fields, attitude errors are known to look like toroidal fields and vice
versa. Thus, it may be difficult to co-estimate attitude angle corrections if
there are no vector data at the high latitudes. For POMME-1.4 we therefore
used only vector data, with CHAMP data from 15-May-2001 to 30-Sep-2002
and Ørsted vector data from 21-Apr-1999 to 30-Sep-2002. Due to the occur-
rence of F-Region currents in the pre-midnight hours [6] which are associated
with the diamagnetic effect of ionospheric plasma [7], we used only data in the
0-6 local time (LT) window. Only for the 1999 Ørsted measurements we also
included data at 22-24 LT. An earlier POMME version, which was the basis
for our DGRF-1995 candidate model, also included observatory annual means.
Observatory data help to stabilise secular variation and will again be included
in the upcoming versions. Data residuals (Figure 4) are centered around zero.
This indicates that the Taylor series to degree-2 for the temporal variation of
the Gauss coefficients is adequate for the currently considered time span of 4
years.

3 Conclusion

With POMME we introduce a series of field models for the accurate descrip-
tion of the main and external field. New features include the parametrisation
of magnetospheric fields in magnetospheric (instead of Earth fixed) coordi-
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nates, the imposing of realistic, fixed coupling coefficients between the Dst
index and the ring current field, and the co-estimation of attitude corrections.
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Summary. A better parameterisation of the field generated by the large-scale 
magnetospheric current systems is required to avoid the need for further filtering of the data 
when modelling the crustal magnetic field. Using Ørsted and observatory data for year 
2001, we investigate new parameterisations where internal and external degree one Gauss 
coefficients are computed daily. These models are compared with models where the 
external field is parameterised with a linear dependence on the Dst index. For both types of 
model the overall fits to the data are similar but the rapid variations in the magnetospheric 
currents and their induced counterparts are better captured using the new parameterisations. 

Key words: Geomagnetic field modelling, magnetospheric currents 

Introduction 

The large-scale magnetospheric current systems such as the ring current, 
magnetopause current and tail current, are always present and their magnetic sig-
nals are a constituent part of the magnetic field observed on and near the Earth’s 
surface. When deriving models of the quiet night-time Earth’s magnetic field it is 
therefore necessary to include parameters which characterise the sum total of these 
current systems. The usual approach is to include parameters which depend on the 
hourly Dst index [e.g. Sabaka et al, 2002]. However, there are some uncertainties 
with the Dst index. In particular the “preliminary” values (which are the only val-
ues available for about one year after the date of interest) can be noisy and contain 
baseline shifts. In this paper the usual approach is compared with three other 
parameterisations, namely (1) modelling the daily average magnetospheric field 
and its induced counterpart using degree one spherical harmonics, (2) same as (1) 
but including Dst dependence for the faster variations during each day, (3) same as 
(1) but imposing continuity in time through the use of cubic spline functions with 
the knot interval set at one day.  
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Data selection 

In order to have as even a coverage in time and space of suitable satellite and ob-
servatory data as possible, the year 2001 was chosen. During this year Ørsted pro-
vided almost continuous data on the night-side of the Earth and more than 100 ob-
servatories had submitted their final data to INTERMAGNET or the World Data 
Centre in Copenhagen. Night-side is defined as local time 23:00-06:00 and where 
the ionosphere is in darkness up to a height of 250 km. Data collected during quiet 
to moderately disturbed conditions are used, defined by the final hourly Dst index 
–60 nT to +20 nT. Every 20th Ørsted vector and scalar data point and all observa-
tory hourly mean values were selected using these criteria. Only scalar satellite 
data were used at high latitudes, defined as greater than geomagnetic latitude 60°, 
in order to reduce the effects of field-aligned currents. Vector observatory data at 
high latitudes were only used to determine the crustal biases at these locations. 
Observatory data collected during days when there were less than 60 observatories 
providing valid data, were not included. 

Model parameterisations and determinations 

Four models were derived. The parameters in each model are summarised in Table 
1. The basis functions in space are internal or external spherical harmonics from 
minimum to maximum degree m to n (SHm/n) and in time they are polynomials of 
degree k (POk), cubic B-splines with knots at daily intervals (S), or periodic func-
tions with period t years (PEt). If the dataset is split up into days in order to deter-
mine these basis functions this is tabulated as SHm/n-day, otherwise the whole 
dataset is used.  

For the external spherical harmonics there may also be a linear dependence on 
the final hourly Dst index (SHm/n-Dst). This rapidly varying external field is  

 classic with Dst 
dependence 

daily 
dipole

daily dipole with 
Dst dependence 

spline

internal SH1/10-PO2 
SH11/20
SH1/1-Dst-I
SH1/2-PE0.5-I
SH1/2-PE1.0-I
O306

SH1/1-day 
SH2/10-PO2
SH11/20
SH2/2-PE0.5-I
SH2/2-PE1.0-I
O306

SH1/1-Dst-day 
SH2/10-PO2
SH11/20
SH2/2-PE0.5-I
SH2/2-PE1.0-I
O306

SH1/1-S
SH2/10-PO2
SH11/20
SH2/2-PE0.5-I
SH2/2-PE1.0-I
O306

external SH1/1-Dst 
SH1/2-PE0.5
SH1/2-PE1.0

SH1/1-day 
SH2/2-PE0.5
SH2/2-PE1.0

SH1/1-Dst-day 
SH2/2-PE0.5
SH2/2-PE1.0

SH1/1-S
SH2/2-PE0.5
SH2/2-PE1.0

Table 1.  Summary of models computed. SHm/n-spherical harmonic degrees m to n, POk-
polynomial in time of degree k, PEt-periodic function in time with period t, I-induced 
terms, Op-the p observatory biases. 
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assumed to induce an internal field with a linear dependence factor of 0.27 [Olsen 
et al, 2002] and this is tabulated as SHm/n-Dst-I. For the more slowly varying ex-
ternal field (PEt) there is also a corresponding induced internal field but a pre-set 
value for the dependence factor is not assumed. This is tabulated as SHn-PEt-I. 
The remaining parameters are the p biases for the observatories to account for the 
local crustal fields (Op). 

The model parameters are determined by iterative least squares. At each itera-
tion the parameter set is changed – this is necessary because some of the data are 
non-linear functions of the parameters and therefore must be linearised using an 
initial parameter set. The assigned uncertainty for low-latitude data is 2 nT and for 
high-latitude data is 5 nT. Satellite and observatory data are weighted (separately) 
according to the number of data in the equal-area tessera the data point lies within. 
The equal-area tesserae are equivalent to 5° latitude by 5° longitude boxes at the 
equator. The Ørsted star camera pointing uncertainty is assumed to be 10" and the 
rotation uncertainty, 40". These anisotropic uncertainties lead to off-diagonal 
terms in the data covariance matrix used in the least squares analysis. 

Analysis of results 

The overall weighted misfits are shown in Table 2. Daily average coefficients and 
corresponding uncertainties for spherical harmonic degree 1 terms can be com-
puted for the “classic with Dst dependence” model using the relevant coefficients, 
Dst and standard deviations. These are compared with those output directly from 
the “daily dipole” model solution in Figure 1. The same patterns are seen in both 
sets of uncertainties, e.g. the increase towards the end of the year when there is a 
poorer spatial distribution of data and the increases at the equinoxes resulting from 
increased magnetic activity at these times. 

Fig. 1. Daily standard deviation estimates (SDE) for “classic with Dst dependence” model 
(red) and “daily dipole” model (blue) for first internal (G10) and external (Q10) spherical 
harmonic coefficients. 
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 classic with
Dst dependence 

daily 
dipole

daily dipole with 
 Dst dependence 

spline 

misfit (nT) 2.43 2.59 2.22 2.48

Table 2. Overall weighted misfits for models in Table 1. 

Fig. 2. The first three internal and external coefficients from the “classic with Dst depend-
ence” model (red) and the “daily dipole” model (blue dots and spline line fitted to blue 
dots).
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Fig. 3. Mean daily field directions from degree 1 spherical harmonic external coefficients 
from “classic with Dst dependence” model (red) and “daily dipole” model (blue). 

The magnitude and direction of the daily external dipole from the “daily di-
pole” model can be analysed further. The magnitude, as determined from the first 
three external spherical harmonic coefficients, not surprisingly shows a high cor-
relation with the Dst index but there is an offset of approximately 20 nT. This pro-
vides confirmation that the quiet-time level of the Dst index is non-zero. The di-
rection, however, is highly variable and in Figures 2 and 3 we show the daily 
internal and external dipole coefficients and directions from both the “classic with 
Dst dependence” and “daily dipole” models. 

For the internal dipole one can see drift, presumably associated with fluid flows 
in the core, and induced annual and semi-annual signals. For the external dipole 
one can see annual and semi-annual signals. There is considerably more scatter in 
the directions determined from the “daily dipole” model, particularly in longitude. 
Even when the more rapid variations are parameterised, as in the “daily dipole 
with Dst dependence” model, this scatter is not significantly reduced.  

This scatter is very probably real signal. The “classic with Dst dependence” 
model cannot generate the rapidly varying signal in the Y component seen at ob-
servatories located on the magnetic meridian. This is because there are constraints 
imposed on the short-term magnetic field directions in this model. However, the 
other models all fit the rapid variations in the Y component at observatories, par-
ticularly those on the magnetic meridian, better than the “classic with Dst depend-
ence” model. We note that the large deviations of the daily dipole directions do 
not coincide with large Dst values. 

Finally, CHAMP vector and scalar data collected in 2001 and 2002 were se-
lected in a similar way as the Ørsted data, and used to determine a “daily dipole” 
model, without observatory biases. However, this model could not be fitted be-
cause of calibration difficulties with the CHAMP vector data. 
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Conclusions

• Models with rapidly varying spherical harmonic degree 1 terms included, fit 
Ørsted and observatory data well. 

• The magnitude of the external field is correlated with the Dst index but there is 
an offset of ~20 nT. 

• The external field is not necessarily aligned with the internal field, especially 
at quiet times. 
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1 Introduction

Over the two decades between 1980 to 2000, the secular variation of the
Earth’s magnetic field demonstrates rich behavior. Three geomagnetic jerks
(sharp changes in the slope of the first time derivative of the geomagnetic
field) were detected within this period: 1983 only seen at the southern hemi-
sphere [Dowson et al., 1988; Kotzé et al., 1991], 1991 [Macmillan, 1996] and
around 2000 [Mandea et al., 2000] most clearly seen in the first time derivative
of the East component, dY/dt, at European observatories. The non–global
extent of the jerks raises questions about the processes which cause it. In
this study we developed models for the secular variation and core–surface
flows over this period. These models were derived from magnetic observatory
quietest monthly means and satellite data. Our resulting models reveal small
scale secular variation structure.

2 Data

For secular variation modelling we use observatory quietest monthly means;
if not available, annual means are used instead. This gives us ≈ 100 monthly
measurement locations and ≈ 175 annual measurement locations. Also repeat
survey data are included.
These data are used as modelling input, and are processed in the following
ways. Monthly means are treated by n-step difference filter

e. g. dX/dt = X(t + n/2) − X(t − n/2), n = 12.

Annual means are treated using,

e. g. dX/dt = X(t) − X(t − 1).
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We refer these as secular variation estimates. Using secular variation esti-
mates the contaminations due to static crustal and external field sources are
generally reduced [Gubbins and Tomlinson, 1986]. However, the influence of
the solar cycle variations could remain as the leading source of noise (work
on this topic is going to be published by Wardinski & Mandea).

3 Secular Variation Modelling

Our method is based on an approach proposed by [Bloxham and Jackson,
1992]: a decomposition of the magnetic potential V (r, θ, φ, t) into spherical
harmonics up to degree and order 13

V = a
∑
l,m

(a

r

)l+1

(gm
l cos mφ + hm

l sin mφ) · Pm
l (cos θ) (1)

and an expantion of each harmonic coefficient gmn
l on a basis of cubic B–

Splines Mn(t) in time.

gmn
l (t) =

N∑
n=1

gm
l Mn(t) , hmn

l (t) =
N∑

n=1

hm
l Mn(t) (2)

where the knot separation is 1 year.

Like Bloxham and Jackson [1992] we seek the smoothest models for a given
fit to the data by seeking the model vector m = [gmn

l , hmn
l ] that minimizes

the misfit to the data, two model norms (measuring the spatial and tem-
poral roughness). The essential new feature of our method is the use of
main field models as constraints for the field at the endpoints, 1980 and
2000 [Wardinski and Holme, 2002]. The a priori main field models for 1980.0
and 2000.0 are derived from high quality satellite vector data (MAGSAT,
CHAMP and ØRSTED) rather than using satellite data directly in the in-
version.
The final model is archived in an iteratively re-weighting scheme. At the first
step data are weighted equally to gain an initial model, than the data of each
observation site are re-weighted by its misfit to the first model to get a second
model. Finally we discard data which are outside 2 standard deviation from
second model to earn a final model.

4 Core–surface flow modelling

Models of core-surface flow are usually computed by using some approxima-
tion of the radial component of the diffusion-less magnetic induction equation
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∂tBr = −∇h · (v Br) . (3)

Br is the radial component of the magnetic field at the core-mantle boundary
(CMB), ∇h the horizontal divergence operator. The apparent simplicity of
eq. 3 is misleading, Backus [1968] showed that solutions for the flow velocity
v are non–unique. The ambiguity is resulting from the use of one equation
to determine two orthogonal components of the flow, namely vφ and vθ. To
reduce the non–uniqueness one has to make assumption about the nature of
the flow [Bloxham and Jackson, 1991, and ref. therein].
If the flow is assumed to be steady, or the same at three timestamps of a
given interval, than eq. 3 is fully determined.
The geostrophic assumption bases on the hypothesis that the Coriolis force
dominates the Lorentz and the viscous force in the core fluid near the CMB.
This leads to the geostrophic constraint

∇h · (vh cos(θ)) = 0. (4)

In this study we derive flow models, which are not time–dependent, for sin-
gle epochs (e.g. for each year) assuming the flow to be either steady or
geostrophic. The flows are computed using the time–dependent secular vari-
ation model and are not constrained to fit decadal variation of the length of
day.

5 Results and Discussion

Our time–dependent model shows good conformity with the globally observed
secular variation. In figure 1 we show fits of the model to the secular variation
estimates at five permanent magnetic observatories. The jerks occurred in
1991 and around 2000 are well reshaped by our model, as one can see in the
graph for dY/dt for Chambon la Forêt. The latter is also visible in dY/dt for
Resolute Bay (more clearly in fig. 2). The jerk of 1983, observed only in the
southern hemisphere, is visible in dY/dt for Hermanus and to some extent in
dY/dt for Scott Base observatory (but with different sign than in Hermanus,
more clearly in fig. 2). Furthermore, the model reveals rapid secular variation
on a sub-decadal time scale, easiest seen in figure 2, where a comparison
of the time–dependent modeled secular variation and flow–predicted secular
variation is given for the same sites as in fig. 1. Secular variation predicted
from geostrophic motion agrees well with the secular variation model, whereas
steady flow is incapable of fitting the temporal complexity of observed secular
variation. This finding is not new [Jackson, 1997].
We believe that the short term variations observed in figure 2 are of internal
origin as: 1,) by using quietest monthly means and how we determine the
secular variation estimates, external contributions (e. g., semi–annual and
annual variations) are filtered out, 2,) applying a further weighting scheme
to minimize the anisotropic error of the residuals [Holme and Bloxham, 1996].



308 Ingo Wardinski and Richard Holme

-40
-20

0
20
40
60
80

100
120
140

1980 1985 1990 1995 2000

d
X

/d
t 
[n

T
/Y

e
a
r]

RES
obs(x)

mod(x)

-40

-30

-20

-10

0

10

20

1980 1985 1990 1995 2000

d
Y

/d
t 

[n
T

/Y
e

a
r]

RES
obs(y)

mod(y)

-100

-80

-60

-40

-20

0

20

40

1980 1985 1990 1995 2000

d
Z

/d
t 
[n

T
/Y

e
a
r]

RES
obs(z)

mod(z)

-30

-20

-10

0

10

20

30

40

1980 1985 1990 1995 2000

d
X

/d
t 

[n
T

/Y
e

a
r]

CLF
obs(x)

mod(x)

25

30

35

40

45

50

55

60

1980 1985 1990 1995 2000

d
Y

/d
t 
[n

T
/Y

e
a
r]

CLF
obs(y)

mod(y)

-5
0
5

10
15
20
25
30
35
40
45

1980 1985 1990 1995 2000

d
Z

/d
t 

[n
T

/Y
e

a
r]

CLF
obs(z)

mod(z)

-50
-40
-30
-20
-10

0
10
20
30
40

1980 1985 1990 1995 2000

d
X

/d
t 

[n
T

/Y
e

a
r]

GUA
mod(x)

obs

-25

-20

-15

-10

-5

0

5

10

1980 1985 1990 1995 2000

d
Y

/d
t 
[n

T
/Y

e
a
r]

GUA
obs(y)

mod(y)

-40

-20

0

20

40

60

80

1980 1985 1990 1995 2000

d
Z

/d
t 
[n

T
/Y

e
a
r]

GUA
obs(z)

mod(z)

-80

-70

-60

-50

-40

-30

-20

-10

0

1980 1985 1990 1995 2000

d
X

/d
t 

[n
T

/Y
e

a
r]

HER
obs(x)

mod(x)

-20

-10

0

10

20

30

40

50

1980 1985 1990 1995 2000

d
Y

/d
t 

[n
T

/Y
e

a
r]

HER
obs(y)

mod(y)

50

60

70

80

90

100

110

1980 1985 1990 1995 2000

d
Z

/d
t 

[n
T

/Y
e

a
r]

HER
obs(z)

mod(z)

-70
-60
-50
-40
-30
-20
-10

0
10
20
30
40

1980 1985 1990 1995 2000

d
X

/d
t 

[n
T

/Y
e

a
r]

time

SBA
obs(x)

mod(x)

-40

-20

0

20

40

60

80

100

120

1980 1985 1990 1995 2000

d
Y

/d
t 
[n

T
/Y

e
a
r]

time

SBA
obs(y)

mod(y)

-20

0

20

40

60

80

100

120

1980 1985 1990 1995 2000

d
Z

/d
t 
[n

T
/Y

e
a
r]

time

SBA
obs(z)

mod(z)

Fig. 1. Comparison of modeled secular variation (solid line) to the secular
variation estimates at selected permanent observatories. From left to right:
dX dt dY dt dZ dt. From top to bottom: Resolute Bay (Canada), Chambon
la Forêt (France), Guam (Pacific region), Hermanus (South Africa), Scott Base
(Antarctica).
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Fig. 2. Comparison of modeled secular variation (solid line) to flow–predicted sec-
ular variation, from a geostrophic tangentially flow (dashed line) and from a steady
flow (dotted line) same components and observatories as in Figure 1.
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Geomagnetic Field. In: Reigber C, Lühr H, Schwintzer P (eds) 1st CHAMP
Mission Results for Gravity, Magnetic and Atmospheric Studies, Springer: 226–
232.



Time Structure of the 1991 Magnetic Jerk in
the Core-Mantle Boundary Zone by Inverting
Global Magnetic Data Supported by Satellite
Measurements

Ludwig Ballani, Ingo Wardinski, Dietrich Stromeyer, and Hans Greiner-Mai

GeoForschungsZentrum Potsdam, Telegrafenberg, D-14473 Potsdam, Germany,
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Summary. New global magnetic data - Gauss coefficients up to degree and order
5, monthly values from 1980 to 2000, fitted to global data and partly based on high-
quality satellite vector data of Magsat and CHAMP/ØRSTED - are processed with
a recent non-harmonic downward continuation method (Ballani et al. 2002). Using
a weakly conducting mantle and the highly conducting fluid in the outer core we
investigate the temporal structure of the 1991 jerk below some geomagnetic stations
calculating the component dY/dt at the core-mantle boundary and underneath
in different depths of the fluid outer core assuming fluid velocity there. The jerk
structure dissolves and differs considerably in magnitude and in phase from the
harmonically downward continued component.

Key words: CHAMP, Magsat, ØRSTED, geomagnetic jerk, Gauss coefficients,
downward continuation, core-mantle boundary, fluid outer core

1 Introduction

Geomagnetic jerks are rapid changes in the secular variation of the Earth’s
magnetic field and are most easily seen in the first time derivative of the East
component Y (Courtillot et al. 1978, Macmillan 1996). New global model data
(Gauss coefficients) are the prerequisite for applying a recently developed
rigorous inverse approach for downward continuation of the poloidal field to
the core-mantle boundary (CMB). This approach facilitates to investigate
the jerk morphology at the CMB and the region beneath and provides a new
view of the features of the field near to the sources, if a passive layer or a
simple-structured velocity distribution is assumed there.

2 Global model data

The input quantities for the non-harmonic downward continuation method
(Ballani et al. 2002) are the Gauss coefficients gnm(t),hnm(t). Their calcula-
tion is done in a separate modelling process (Wardinski & Holme 2003). As
geomagnetic data we use observatory quiet monthly means, if not available
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Table 1. Conductivity (σ) values for different shells and velocity ω in the upper
core layer (RE = 6370 km, Rσ = 5480 km, Rc = 3485 km (CMB))

shell σ [Ω−1m−1] ω [10−3 rad/year]

RE ≥ r > Rσ 0 0

Rσ ≥ r > Rc + 2 km 10 ∗ (Rc/r)5 0
Rc + 2 km ≥ r ≥ Rc 1 ∗ 105 0

Rc > r ≥ Rc − 20 km 2 ∗ 105 -1.745

annual means are used instead. With these data first–differences (‘secular
variations’) are formed : Monthly means are treated by the n-step difference
filter dY/dt = Y(t + n/2) − Y(t − n/2), n = 12. Annual means are treated
using dY/dt = Y(t) − Y(t − 1). The geomagnetic potential is decomposed
to spherical harmonics up to degree and order 5 and expanded in time by a
basis of cubic B–splines with a knot separation of 1 year (Bloxham & Jackson
1992). The model is fitted to the data in the linear least squares sense, where
we minimize the misfit between data and model, the spatial and temporal
roughness and the deviation from a priori models at 1980 (Magsat) and 2000
(CHAMP and ØRSTED) using special norms and damping parameters. The
final model is achieved by an iteratively re-weighting scheme (for more details
see Wardinski & Holme in this volume).
Further input quantities (see table 1) are the core radius Rc, Rσ as assumed
upper bound for the conducting mantle shell and conductivity values, which
are based on laboratory experiments for Rσ ≥ r > Rc + 2 km (Shankland et
al. 1993) while the value in Rc + 2 km ≥ r ≥ Rc is suggested by D” theories
and electromagnetic core-mantle coupling (Buffett 1992, Holme 1998). The
angular velocity ω in the layer beneath the CMB was selected corresponding
to the mean westward drift as major part of the secular variation.

3 Downward continuation theory

We apply the theory, presented in detail in (Ballani et al. 2002) and in ex-
tended form for a rotating fluid upper core layer with prescribed velocity
in (Greiner-Mai et al. 2004), for the downward continuation of the quantity
dY/dt. The vectorial induction equation (B magnetic flux, µ0 permeability
of vacuum, σ = σ(r) electrical conductivity, v velocity field)

− ∇× ( 1/(µ0 σ) ∇ × B ) + ∇ × ( v × B ) = Ḃ, ∇· B = 0 (1)

is decomposed to poloidal and toroidal parts by B = Bp + Bt =
= ∇× (∇× rS)+∇× rT with scalar functions S and T . Only the poloidal
part represented by the function S expanded into spherical harmonics
S(r, ϑ, ϕ, t) =

∑
n,m (Sc

nm(r, t) cos mϕ + Ss
nm(r, t) sin mϕ) Pnm(cos ϑ) is con-

sidered here. Strictly, the downward continuation problem is an initial-
boundary value problem with two boundary conditions, both at the same
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(outer) radius, here Rσ (see table 1). Prescribing v = (0, 0, ω(r)) × r
and σ(r) we search the solution at Roc in the complex form
U(r, t) := Sc

nm(r, t) + i Ss
nm(r, t), Roc ≤ r ≤ Rσ, 0 ≤ t ≤ T, from

Urr + (2/r) Ur + (−n(n + 1)/r2 + imµ0σ(r)ω(r) ) U = µ0σ(r) Ut

U(Rσ, t) = φ(t) , Ur(Rσ, t) + ((n + 1)/Rσ)U(Rσ, t) = 0, U(r, 0) = ψ(r) ,

where Ur := ∂U/∂r etc. The input function φ(t) is derived from Gauss coef-
ficients. By the output functions Sc,s

nm(Roc, t), Roc ≤ Rc, all field components
of Bp at the CMB (taking ω(r) ≡ 0) and beneath, in the fluid outer core up-
per layer, can be calculated. For the jerk studies we first compute Y = Bϕ

with the spherical coordinates (ϑ, ϕ) for the corresponding observatory

Y =
1
r

N∑
n=1

n∑
m=0

(
(

∂

∂r
(r Ss

nm) cos mϕ − ∂

∂r
(r Sc

nm) sin mϕ) m
Pnm(cos ϑ)

sin ϑ

)

Finally, the derivative dY/dt is realized by the n-step difference filter.

4 Time structure of dY/dt at the CMB – the 1991 jerk

Results for dY/dt at four geomagnetic stations can be seen in the figs. 1 and
2. In (a), the secular variation at the Earth’s surface predicted by the model
are compared with the observatory data to see the ability to reproduce the
jerk or in general the low-frequency course of the model data between 1985
and 1995. Their limited degree 5 guarantees that the visible effect mainly
originates from the deep earth interior. Figs. 1 and 2 (b) compare the non-
harmonic downward continuation to the CMB and the application of the
often used harmonic downward continuation which ignores any mantle con-
ductivity. The high sensibility of the conductivity on dY/dt can be seen in
the clearly differing order of magnitudes and the phase shifts which is in ad-
dition based on a different weighting of the single degree and order parts.
As an application of the extended non-harmonic downward continuation the-
ory to the outer core upper layer figs. 1 and 2 (c) give the possible jerk
component for three depths. High conductivity combined with an assumed
velocity (for the first 20 km ω = const is sufficient) changes the amplitude to
higher scales of magnitude. These results can be considered as an illustrative
numerical experiment possibly near to the “sources” of jerks and therefore
useful for further modelling. It can be observed that the difference in the jerk
data of relatively near stations, as Niemegk and Chambon-la-Foret, disap-
pears nearer to the supposed source region where the calculated curves get a
greater similarity.
By fig. 3 we show some synthetic single oscillation results to capture the
“spectral characteristic” of a jerk: value of amplitude and phase shift. This
feature is two-faced: the jerk can be understood as a “longperiodic” trend
changing process and, on the other hand, concerning the decadal variations
as a very short periodic event most visible in the dY/dt component. Fig. 3
compares related oscillations with periods between 3 years and 100 years.
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Fig. 1. Component dY/dt at the stations Niemegk and Chambon-la-Foret:
(a) Derived from observatory data (dashed line) and global model data derived from
Gauss coefficients (n, m ≤ 5) at the earth surface (solid line) (b) Harmonic (dashed
line, right scale) and non-harmonic (solid line, left scale) downward continuation
of the global model data to the CMB (c) Non-harmonic downward continuation
of global model data to three depths below the CMB.
(note the different vertical scales)

5 Conclusions

The dY/dt component (Ḃϕ) derived from the Gauss coefficients has the typ-
ical jerk structure at geomagnetic observatories. We obtained the jerk struc-
ture by a spherical harmonic expansion limited to degree and order n=m=5
from globally distributed observatory data. This indicates that the origin of
this signal is coming with the utmost probability from the deep Earth’s in-
terior.
Secondly, we apply the method of non-harmonic downward continuation to
calculate the poloidal part of Ḃϕ at the CMB in a rigorous inverse way. This
creates a basis for a geophysically founded study of the magnetic jerk of 1991
and can contribute to finding the causing mechanism. Compared with the
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Fig. 2. Component dY/dt at the stations Hermanus and Memambetsu: (a) Derived
from observatory data (dashed line) and global model data derived from Gauss
coefficients (n, m ≤ 5) at the earth surface (solid line) (b) Harmonic (dashed line,
right scale) and non-harmonic (solid line, left scale) downward continuation of the
global model data to the CMB (c) Non-harmonic downward continuation of global
model data to three depths below the CMB. (note the different vertical scales)

harmonically downward continued jerk there is a completely other weighting
of the degree portions by the non-harmonic procedure which, in addition,
allows more realistic geophysical assumptions to be included. Thus, the re-
sults for the sensitive Ḃϕ component are much larger changes in the order of
magnitude combined with significant phase shifts. Moreover, the initial jerk
structure dissolves and vanishes completely, so that no simple function type
can be assigned to it, and some earlier speculations about its morphology in
the CMB region and/or physical causes should be reconceived.
Although some basic assumptions (about σ(r) and ω) are not proven yet,
our study of the jerk in different depths of a fluid outer core upper layer can
be considered as a first numerical experiment giving indications for a better
understanding of the jerk phenomenon.
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Fig. 3. dY/dt set up as a single oscillation: Amplitude and phase for periods of
3, 10 and 100 years in depths around the CMB, normalized at RE by 1 and 0,
respectively.
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Summary. Champ total field measurements have been used to develop the new version of 
the Antarctic geomagnetic Reference Model (ARM). The model was conceived as a tool to 
evaluate the main field in Antarctica, facilitating the merging of different magnetic surveys 
carried on in the region from 1960 onwards. Spherical cap harmonic analysis was used to 
produce the model. Together with data coming from POGO, Magsat, and Ørsted satellite 
missions, a suitable selection of Champ data based on different criteria was performed to 
minimise the effect of external fields. The comparison of ARM and other global models 
with regard to real data demonstrates the validity of our regional model, specially for the 
representation of the secular variation of the geomagnetic field. Since Champ satellite 
tracks cover the Geographical South Pole better than other satellite missions, this fact 
contributed to improve the model in the central region of the cap. 

Key words: regional modeling, main geomagnetic field, spherical cap harmonic analysis 

1  Introduction 

The beginning of the new millennium coincided with the launch of two satellite 
missions that opened new sights for the development of global magnetic reference 
models, the Danish Ørsted and the German Champ. The most clear example is the 
Comprehensive Model by Sabaka et al. (2002), which gives account of the main 
and the crustal fields up to degree 65, but also of the ionospheric and magneto-
spheric (primary and induced) fields. Nevertheless regional models can still be 
considered a good approach when we try to reproduce the geomagnetic field for 
those epochs in which no satellite missions were in course (between Ørsted and 
the previous Magsat magnetic mission there exists a 20 years gap), and especially 
in those regions devoid of magnetic observatories, like Antarctica and the sur-
rounding seas. 

In this paper we present the updating of the Antarctic geomagnetic Reference 
Model (ARM). The first version of this regional model (De Santis et al. 2002) was 
developed as an answer to the request of the Antarctic Digital Magnetic Anomaly 
Project (Chiappini et al. 1998) for a more accurate model than the International 
Geomagnetic Reference Model (IGRF) to reduce the magnetic surveys carried on 
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in Antarctica during the last forty years odd. Satellite data have played an impor-
tant role in this new version of the model. 

2  Data used 

The amount of observatory data used has been highly increased with respect to the 
previous secular variation model (Torta et al. 2002), and even with respect to the 
first complete version (main field plus secular variation) of the ARM (De Santis et 
al. 2002), which already included satellite data as well.. A total of 500 annual 
means for X, Y, and Z magnetic components from 25 Antarctic observatories have 
been used, with a temporal coverage from 1960 to nowadays (we refer the reader 
to figure 1 in Torta et al. (2002) for the details about the location of the observato-
ries). The new ground data used correspond to the latest annual means sent to the 
World Data Center for Geomagnetism in Edinburgh by each observatory, whereas 
some old data have been also revisited and disagreements corrected. 

The novelty with regard to the satellite data has been the use of total intensity 
values F from six different missions, in contrast to the few measurements from 
Ørsted satellite used in the previous version of ARM. Data from OGO-2, OGO-4, 
OGO-6 (in flight from 1965 to 1971), Magsat (1980), Ørsted, and Champ (from 
2000 to present) missions have been considered. A detailed description of the first 
four missions can be found in Langel and Hinze (1998). The criteria used for the 
satellite data selection was based on the indices of external magnetic activity (see 
for example Mayaud 1980). The Kp index was chosen to be lower or equal to 1- 
for the time of observation and to 2o for the previous interval, as proposed by 
Coles (1985) for polar areas, a more restrictive criteria than the one (Kp ≤ 1+) 
used by Olsen et al. (2000). The maximum absolute value of Dst index was fixed 
in 10 nT with a maximum temporal variation of 3 nT/h. The AE index value, a 
more accurate parameter to describe the activity in auroral regions, was chosen 
less than 50 nT (Ravat et al. 1995). Since AE values were not available from 2002 
onwards, a final selection was applied based on the PC index (Troshichev et al. 
1979), given that there exits a good correlation between both PC and AE indices 
(Vennerstrøm et al., 1991). The threshold value chosen by us was equal to 0.3 for 
the Ørsted and Champ data. Finally, data were limited to a maximum altitude of 
900 km. Table 1 shows the number of data coming from each mission after the 
progressive application of these criteria, and figure 1 represents the spatial distri-
bution of the data. 

Satellite Years Altitude Data Satellite Years Altitude Data 
OGO-2 1966-67 430-900 72 Magsat 1980 330-460 341 
OGO-4 1967-70 420-900 1116 Ørsted 2000- 650-870 2076 
OGO-6 1969-71 400-900 3414 Champ 2000- 400-500 2274 

Table 1. Number of data used to develop the ARM together with information for each sat-
ellite mission (altitude in km above Earth’s surface). 
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Figure 1. Spatial distribution of the satellite data used in the model. The figures correspond 
to: a) OGO-2; b) OGO-4; c) OGO-6; d) Magsat; e) Ørsted; and f) Champ missions. 

3  Model 

Spherical cap harmonic analysis (SCHA, Haines 1985) was applied to obtain the 
reference model. The magnetic potential due to internal sources over a spherical 
cap in spherical coordinates is given as solution of Laplace’s equation in terms of 
a harmonic expansion similar to that one of the global case, but with the main dif-
ference that the associated Legendre functions present an integer order m but a 
generally non-integer degree nk, being k the index used to sort the different de-
grees for a given order. The expansion is developed for a maximum spatial K and 
temporal L indices. The coefficients were obtained using the main field differ-
ences method proposed by Haines (1993). This method seems to provide better re-
sults for the modelling of the secular variation when the input data series present 
many discontinuities, like in the Antarctic observatory database case. The reader 
can refer for example to De Santis et al. (2002) for details. 

The non-linearity of the total field in the coefficients introduced by the inclu-
sion of the scalar satellite data was surpassed applying an iterative linearization 
(Cain et al. 1965); in our case, the value of the IGRF2000 at the epoch of each 
measurement provided the starting value for the iteration, which continued until 
the change in the model coefficients was negligible. 

Each data set was weighted differently according to the reciprocal of the ex-
pected crustal field and the error contained in the measurements (Haines and 
Newitt 1997). For the observatory data set, the crustal anomaly was set to 
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σc=200 nT and the measurement error to σm=10 nT. For the satellite missions, the 
values chosen were 0 nT for σc (except for Magsat and Champ, where σc=5 nT 
was chosen because of their lower altitude), whereas σm fluctuated between 10 nT 
for the newest missions and 25 nT for the oldest. 

The maximum spatial index was fixed in K=8. For a 30 degrees half angle cap, 
this choice represents a maximum degree nk for the expansion approximately 
equal to global spherical harmonic degree 25 (IGRF model goes up to degree 10). 
It means that the minimum wavelengths that the ARM model is theoretically able 
to represent are about 1600 km. Cosine functions were chosen to represent the 
temporal variation of the model, since these functions have a derivative equal to 
zero at the borders of the temporal interval of the model, reducing the problems 
related to extrapolation. A variable maximum temporal order was decided depend-
ing on the value of the spatial index. In this way, L=4 was assigned for K=0 to 4, 
L=1 for K=5 to 7, and L=0 was given to the functions with spatial index K=8. In 
this way, the temporal variation of the higher degree harmonics was avoided. Af-
ter applying a statistical stepwise regression procedure (Haines and Torta 1994), 
the number of coefficients that define the model was 123.  

4  Results and discussion 

The utility of the ARM can be demonstrated comparing the fit to the real data with 
that given by other global models. Table 2 shows the fit to the observatory annual 
mean values for ARM, IGRF, and for CM3, the latest version of the Comprehen-
sive Model by Sabaka et al. (2002). For this last model only the main field and 
crustal contributions (up to degree 65) have been considered. All three models 
present more or less the same behavior. ARM fits better than the other models X, 
Z, and F magnetic elements, whereas it is slightly worst with regard to the Y com-
ponent. The big residuals found can be explained due to the high biases presented 
by the Antarctic observatories. The biases modeled by the CM3 model for the ob-
servatories used in this study are similar to the residuals between the real annual 
means and the values predicted by the ARM (result not shown in this paper). Ma-
jor discrepancies are found for those observatories which only present data for few 
years or that are located in poorly covered regions. 

MODEL X Y Z F 
IGRF 691 599 1363 1401 
CM3 686 611 1350 1389 
ARM 680 616 1345 1384 

Table 2. RMS fit (in nT) of IGRF, CM3, and ARM models to observatory annual means. 

A look at table 3 gives an idea about the importance of a model like ARM. The 
root mean square fits for IGRF and ARM to the observatory differences relative to 
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the means over all data, shows an improvement of the regional model with regard 
to the global one that is about 45% for X and Y components, reaching 70% for the 
Z component. Taking into account that IGRF has been the model traditionally 
used to reduce magnetic surveys to a same epoch for the isolation of the crustal 
field, it can be said that ARM represents an improved tool for these studies. 

MODEL X Y Z 
IGRF 42.6 55.3 121.8 
ARM 23.9 28.5 35.2 

Table 3. RMS fit (in nT/year) of IGRF and ARM to observatory differences with respect to 
the respective mean values. 

On the other hand, ARM fits also better the satellite data than IGRF and CM3 
when only the internal contributions for the latter one are considered, as can be 
seen in table 4. CM3 is superior when it is allowed to take into account the exter-
nal field through the (previously known) values of Dst and f10.7 indices. The in-
clusion of external field contributions has not been considered in our model. In 
any case, the comparison of the magnetic field values predicted by all three mod-
els for a given satellite track (figure 2) shows that differences between ARM and 
CM3 (including internal and external contributions) are much less than between 
IGRF and the Comprehensive Model. 

Satellite OGO-2 OGO-4 OGO-6 Magsat Ørsted Champ 
IGRF 21.9 21.7 22.5 14.7 27.2 27.2 
CM3internal 16.6 22.3 22.2 21.4 24.5 24.8 
CM3internal+external 6.3 5.8 5.3 3.7 3.3 4.6 
ARM 10.1 8.7 7.7 9.5 6.9 6.8 

Table 4. RMS fit (in nT) of IGRF, CM3, and ARM to satellite data. 

Figure 2. Residuals (right) of IGRF, CM3, and ARM models with respect to a Champ sat-
ellite track for May 19th, 2002 (left). 
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The quality of the ARM fits to the real data allows us to affirm that the Antarc-
tic geomagnetic Regional Model can be considered a useful tool to develop mag-
netic studies in Antarctica. The choice of a low maximum spatial index assures 
avoiding overfitting, so the behavior of the model is expected to be good for ep-
ochs (from 1960 onwards) or regions (below 60 degrees South latitude) in which 
magnetic data were not available. The future work will be focused in demonstrat-
ing the validity of the ARM to reduce magnetic surveys carried on in Antarctica 
for the last forty years. Once the fit to the real ground data used in the model has 
shown that ARM presents a better behavior than IGRF, it is expected that the iso-
lation of the Antarctic anomaly field will be improved through the use of the re-
gional reference model.  
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Summary. Two methods of utilizing data from magnetic satellites for the secular variation 
modelling are proposed. Both methods are based on the parametric expansion in time, 
where natural orthogonal components are used as parameters. As data for such expansion 
are used time series of coefficients of spherical harmonic models, developed from satellite 
data for each day.  
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Introduction 

Modern harmonic models of the geomagnetic field include the coefficients of the 
main field, the secular variation, Dst-variation and sometimes the annual variation 
(for example, [Olsen et al., 2002]). The misfit of such approximation is 3-5 nT and 
can be considered as sufficient for the main field description. But errors of the sat-
ellite models of SV are relative high.  

That is the reason to search an alternative approach to SV determination from 
satellite data, which is based upon an idea of representation of the measured field 
with a sum of the fields of different origins. These fields are to be uncorrelated 
both in space and in time. Earlier we have investigated daily data from magnetic 
observatory network and succeeded in a similar separation of the measured field 
by means of expanding in a series of numerical natural orthogonal functions 
[Golovkov and Zvereva, 1998]. The first term of such the expansion describes the 
secular variation, the second term the Dst-variation and the third one the annual 
variation. The next components describe a white noise. The study of different 2-
year intervals corresponding to different levels of solar activity showed that only 
these three field components of expansion are significant and approximate the 
field with enough good accuracy.  

The main aim of this paper is to apply similar approach for the satellite survey 
data analysis, and to estimate the accuracy of models, obtained in such way. 



324      Vadim P. Golovkov et al.

Data and modelling 

We have used daily data X and Z from 01-January-2002 to 31-December-2002. 
From all observatories available for this interval we have taken 16 more or less 
uniformly distributed on the globe. Our former research has shown that this num-
ber is enough for precise separation of the field [Golovkov and Zvereva, 1998].
The global CHAMP satellite 1 second vector data (without averaging) were used  
(all 365 days). Every day consisted of about 85000 (±1000) measurements. 

Combinations of two methods of the determination of the secular variation 
were used. The first was the method of expansion of the data on series of natural 
orthogonal components. The second was the well-known method of spherical 
harmonic analysis. These two methods are briefly described below. 

The natural orthogonal component analysis [Faynberg, 1975; Langel, 1987]. If 
we have a number of temporal series of data that can be described by a rectangular 
matrix, in which each line  j∈ [1,J] contains elements  ]),1[( IiHij ∈ ,  they can be 

represented as 
                                           ⋅=

k
kikjij TCH                                                       (1) 

where numerical functions Ckj do not depend on time and numerical functions Tki
do not depend on the point position. Main quality of obtained Tki and Ckj is their 
full orthogonality on the data set. 

Hence, as it follows from (1), a variation of the field in some point  j  is repre-
sented by means of linear combination of  k  temporal functions Tki with coeffi-
cients Ckj. These temporal functions are common for all observation points and do 
not correlate one with others.  

Taking into account that the condition of the orthogonality is satisfied we can 
say that the method NOC permits to separatee the observed variations of the geo-
magnetic field into parts, each of which has particular structure and varies inde-
pendently in time.  

The commonly used spherical harmonic expansion of the potential can be writ-
ten in the form: 
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Fig. 1. Three temporal orthogonal components NOC1, NOC2, NOC3, received from NOC-
analysis of the daily mean values of X- and Z-components of the magnetic field in observa-
tories in 2002. The NOC2 and NOC3 curves are set off by -500 and -1000 units respec-
tively.  

Therefore we can use some numerical functions describing Tki as well as ana-
lytical ones, traditionally used, to describe the temporal changes of g hn

m
n
m, . Re-

quirements of these numerical functions are the same as to analytical ones. They 
must (i) be orthogonal to each other on the whole time interval, (ii) approximate 
the observed series with the required accuracy, (iii) be the rapidly converging se-
ries of expansion terms. 

Models

Model SV_1.  The model was obtained as follows. At the first stage we used the 
daily data X, Z of 16 observatories. The data of these observatories were proc-
essed by the method NOC. The result is demonstrated in Fig. 1. The first term of 
the NOC-expansion describes the secular variation, the second term the Dst-
variation and the third one the annual variation. 
At the second stage the data of the satellite CHAMP for each day of the year 2002 
were used. Daily spherical harmonic models up to n=m=8 were constructed. For 
all coefficients  m

ng , m
nh  of these 365 models the average values for 2002 m

ng  and  
m
nh  were found. According to results of a stage 1 difference m

n
m
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Fig. 2. Maps of X and Z of the secular variation for model SV_1. Contour intervals are 
10 T/yr(X) and 20 nT/yr(Z).  

)i(h),i(g m
3n

m
3n  for each n, m. The first set of coefficients  )i(h),i(g m

1n
m
1n   is the 

spherical harmonic model of the secular variation for the year 2002.5 (model 
SV_1). The maps of X and Z of this model are presented in Fig. 2. 

Model SV_2.  The one-year interval from January 2002 to December 2002 was 
selected. In each month the most geomagnetically quiet day was selected on kp 2.
Therefore 12 independent collections of the SH-coefficients were obtained. They 
were used for processing by NOC method. The matrix for this method was com-
posed as follows: the columns of the matrix were the sets of obtained SH-
coefficients. In equation (1), 

kj
C  corresponds in the given NOC-expansion to one 

m
ng  or m

nh , so that each  j  reflects a unique combination (n, m, g, h).  The result 
of NOC-analysis, namely the secular variation received as the first orthogonal 
component, is presented in Fig. 3. 
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Fig. 3. The secular variation is received as the first orthogonal component in the expansion 
by NOC-analysis on CHAMP data. 
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Thus we received the sets of the spherical harmonic coefficients for the secular 
variation. The pseudo-energy spectrum from spherical coefficients of secular 
variation of the model SV_2 shows, that significant part of this spectrum is limited 
by n=7. Higher degrees reflect rather errors of obtained coefficients than any 
physical phenomenon.  

Fig. 4. Differences of the secular variation Z for models SV_1, SV_2 and "IGRF candidate 
model 0005_4" are presented. Contour intervals are 5 nT/yr (the first and third maps) and 
2 nT/yr (the second map). 
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In Fig. 4 are presented differences Z of the secular variation for models SV_1, 
SV_2 and "IGRF candidate model 0005_4" [Maus, Lühr et al.].

Conclusion

Two presented methods applied natural orthogonal components as basic functions 
for an expansion on time series of the SH coefficients. Comparing results of these 
methods as well as both of them with the secular variation from IGRF candidate 
model 005_4, obtained by [Maus, Lühr et al.] we have found, that the differences 
between the models are of the order of 10% of the mean global SV. Consequently 
the suggested methods of SV determination are equally accurate. Their accuracy is 
comparable with the accuracy of SV models offered as prognostic ones for epoch 
2002.5 in spite of method used. Model SV_1 is based on data of all local times, 
geographical location and geomagnetic activity. Model SV_2 was created using 
only limited set of quiet day data. The method 1 does not demand a selection of 
the initial data. Because of the averaging of data within a day we use in SHA all 
satellite data: both the day and night sides of the orbit. Only use observatory an-
nual means could fulfill a function of the choice.  
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Summary. New satellite data have led to increased resolution models of the geo-
magnetic secular variation (SV). Simple plots of the spectra of these models suggest
an unphysical source depth above the core-mantle boundary (CMB). By taking a
ratio of the main field and SV spectra, we argue that this result comes from the
chosen spectral definition. The models are consistent with a CMB source for SV.
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tion

1 Introduction

Magnetic spectra provide a useful diagnostic tool for examining the geomag-
netic field. The most commonly used such spectrum is motivated by the
calculation of the mean square field over a spherical surface, radius r:

< B2 >=
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where a is the radius of the Earth, and {gm
l , hm

l } are the Gauss coefficients
of spherical harmonic degree l, order m which parameterise the magnetic
field model [5]. A spectrum is defined by plotting individual contributions
to < B2 > from each spherical harmonic degree l. As an example, Figure 1
gives such a spectrum plotted at r = a for a main field model obtained from
Magsat data [2]. The “depth to source” is interpreted as the depth r at which
spectrum is “white” (power approximately independent of harmonic degree).
The broad interpretation is that degrees 1-13 arise from a source near the
CMB (the core field), degrees 15-40 have a source depth near the Earth’s
surface (the magnetised lithosphere), and degrees 41+ from above the Earth,
consistent with random errors in satellite data.

In this paper, we use power spectra to investigate the SV derived from
high-quality data obtained by the Ørsted and CHAMP satellites.

2 New Field Models

We name the model considered here CO2003. The modelling methodology
follows that of [8]. We use Ørsted scalar and vector data spanning almost 4.5
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Fig. 1. The power spectrum of a field model derived from Magsat data, with simple
division into parts from the core, lithosphere and data errors.

years (March 1999 - July 2003), and CHAMP scalar data spanning 3 years
(August 2000 - July 2003). We restrict attention to night-side data, with
local times between 19:00 and 07:00, to reduce contributions from ionospheric
currents at middle and low latitudes. We select data by magnetic activity
indices, requiring Kp ≤ 1+ (as well as Kp ≤ 2 for previous 3 hour interval),
|Dst| < 10nT, |d(Dst)/dt| < 3nT/hr, and IMF |By| < 3nT for data within
the polar caps (|latdip| > 75◦). We use Ørsted vector data at low latitudes, for
|latdip| < 60◦, with scalar data at high latitudes, or if no attitude information
is available. Data are sampled every 120 s (to limit serial correlation) and
weighted ∝ sin(colatitude) (to simulate an equal area distribution). Unlike
in [8], we do not use observatory data. The model is parameterised as a
truncated spherical harmonic expansion of the static field {gm

l , hm
l } up to

l = 40, SV {ġm
l , ḣm

l } up to l = 16, and secular acceleration {g̈m
l , ḧm

l } up to
l = 8, giving time dependent Gauss coefficients

gm
l = gm

l |t=t0 + ġm
l (t − t0) +

1
2
g̈m

l (t − t0)2 (2)

We include external field contributions up to lmax = 2, allowing annual and
semi-annual periodicity of coefficients q0

1 , q0
2 , and a Dst-dependence for l = 1

terms with an a priori ratio of induced/external coefficients of Q1 = 0.28.
Data covariance estimates allow for attitude errors [4] and unmodelled sources
in sunlit areas. Iteratively Reweighted Least Squares (with Huber weights) is
used to account for non-Gaussian data errors.
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Fig. 2. Secular variation spectra at (a) Earth’s surface and (b) CMB for various
field models

3 Secular Variation Spectrum

We define a SV power spectrum analagous to Eq. (1), plotting

(a

r

)2l+4

(l + 1)
l∑

m=0

(
(ġm

l )2 + (ḣm
l )2

)
against l (3)

We consider six field models:

1. ufm (1980) [1], a good quality pre-CHAMP/Ørsted model.
2. A new model from CHAMP/Ørsted data, calculated as described above,

but without solving for secular acceleration (no g̈m
l , ḧm

l terms).
3,4 As model 2, but using only the first and second halves of the data set

respectively.
5 As model 2, but with secular acceleration terms.
6 A regularised version of model 5: the SV is damped at the CMB r = c.

In Figure 2(a), we plot the spectra at the Earth’s surface r = a. ufm (1980)
follows power law behaviour to l ≈ 7, above which the spectrum falls off. This
is due to model regularisation, or more specifically, shows that the data used
to derive the model were of insufficient quality to resolve SV above l = 7. The
new model shows power law behaviour to l ≈ 12, then levels off, consistent
with data errors dominating the spectrum at l = 13 and above. The peak
at degree 14 is due to ġ14

14 , ḣ14
14, and so may be related to the Backus effect

(perpendicular error). The spectra of the two half-period models level off at
only l = 10: as they are calculated with fewer data, the effect of errors is seen
at longer wavelength. Including the secular acceleration terms reduces the
SV power only very slightly. Regularisation controls noisy high-degree SV,
supressing the levelling off of the spectrum.

In Figure 2(b), we plot the SV spectra at the CMB (r = c) for models
1,5,6. Again ufm (1980) falls off above degree 7, while the spectrum of the new
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model rises after degree 12, again consistent with sources of error dominating
the spectrum at these wavelengths. Plotting at r = c emphasises additional
interesting details, for example “steps” in the spectra: they show a sharp
increase from l = odd to l = even, and are flat or decrease from l = even
to l = odd. Most obviously, however, the spectra are “blue” – their power
increases with degree. A simple interpretation of this based on “white noise”
sources would suggest a SV source depth above CMB – the prediction from
the CO2003 model is a depth of 0.66a (in middle of lower mantle). There is
no obvious physical explanation for this.

The < Ḃ2 > spectrum (Eqn. 3) we have considered is convenient, but not
strongly physically motivated. Many other spectra are possible, for example

(a

r

)2l+4 l + 1
2l + 1

1
ln

l∑
m=0

(
(ġm

l )2 + (ḣm
l )2

)
(4)

Division by (2l + 1) is motivated to give power per degree of freedom (spher-
ical harmonics order m per degree l), while n is arbitrary. More physically
motivated spectra are provided in [6, 7, 9]. Choosing n = 2 results in a source
depth below the CMB, but such a choice is highly arbitrary.

How may we avoid this arbitrary choice of spectrum? In common with
[6, 7, 9, 3], we consider the ratio of the main field and SV spectra. We take
the ratio of < Ḃ2 > to < B2 > term by term, plotting

R(l) =

∑l
m=0

(
(ġm

l )2 + (ḣm
l )2

)
∑l

m=0 ((gm
l )2 + (hm

l )2)
against l (5)

This function is independent of definition of spectrum, and has the further
advantage of having no free depth parameter. Degrees 1 and 2 are known to
be anomalous in both the main field power spectrum and the SV spectrum [9],
whilst degree 13-14 are affected by errors, and controlled by regularisation.
We fit the remaining degrees (l = 3-12) with two different functions. First,
we fit an exponential curve R = AeBl, which would be consistent with fitting
a different source depth for the main field and SV; the source depth ratio
would be exp[B/2]. Secondly, we fit a power law R = AlB , which would be
consistent with a different spectral definition for the main field and SV. The
results of this fit are presented in Figure 3. The power law curve fits the
model better than the exponential curve, and in addition predicts the dipole
term (l = 1) much better. The exponent of this curve is B = 2.9. From this
we conclude that there is no reason to assume a different source depth for
the SV and main field, but instead their spectra take different forms.

Why should this be? A different spectral form for field and SV has been
proposed before: in particular a difference ∼ l4 has been derived from theoret-
ical considerations [7, 9], and the difference has also been discussed in terms
of time scales [3]. We choose to take a simpler approach. Secular variation is
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Fig. 3. Fit to ratio of spectral power in SV and main field. Exponent for power
law fit is B = 2.9

generated by the advection and diffusion of the field at the CMB. The radial
component of the induction equation gives

Ḃr + ∇H(uBr) =
η

r
∇2(rBr) (6)

where Br is the radial field component, u the flow at the top of the core, and
η the magnetic diffusivity. If horizontal and radial length scales are similar
then scaling analysis would suggest that for diffusion ∇2 ∼ l(l + 1) leading
to R ∼ l4, whilst for advection ∇H ∼ l, suggesting R ∼ l2f(l) where f(l)
would be a complicated function depending on field/flow interactions, and
in particular the evaluation of Gaunt and Elsasser integrals. Despite this
uncertainty, a power law relation for R between l2 and l4 seems plausible.

4 Conclusion:

We conclude that the SV spectrum is consistent with a source depth of close
to the CMB, as might be expected. However, we caution against overinter-
pretation of the value of the exponent that we obtained. A preliminary field
model, from only slightly fewer data than the model used here, predicted an
exponent of B = 3.4. Thus, the value of this coefficient appears uncertain.
More detailed analysis should await detailed field models from longer data
series. Even with better models, it is unclear whether small differences in the
power law (of order l0.5) will be robust.
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Geomagnetic Induction Modeling Based on CHAMP 
Magnetic Vector Data 
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Summary. Using an induction method developed by Martinec et al., (2003) which was 
refined by Martinec and McCreadie (submitted) to include satellite data, calculations of the 
magnetic effect of induced currents at CHAMP satellite heights for a region over the 
Pacific Ocean are shown. The method generally reproduces the data for the northern 
hemisphere but underestimates the inductive effect in the southern hemisphere. This 
suggests that other known inductive currents should be incorporated and/or a more complex 
conductivity structure than the 5-layer 1-D model used here should be implemented for this 
region.

Key words: electromagnetic induction, electrical conductivity of mantle, Dst variation 

Introduction 

The CHAMP satellite orbits the globe every 90 minutes. It shifts longitude by 
11.75 degrees west every orbit. Therefore almost full coverage of the globe occurs 
every 24 hours. A 3-component vector magnetometer on board the satellite meas-
ures the Earth’s magnetic field.  Assuming that the Z-component of the magnetic 
induction field is used to measure the signatures from inductive currents, a method 
of computing the Z-component using the X-component at ground level was estab-
lished by Martinec et al., (2003). Modifying this method to satellite height is 
shown in Martinec and McCreadie (submitted). Here, the first results of this calcu-
lation are shown for a region over the Pacific Ocean. 

The Induction Method 

The method, TISFEM, which is shown in Martinec et al., (2003), was modified to 
include a response of magnetic induction of the Earth from the Ring Current exci-
tation at satellite height in Martinec and McCreadie (submitted). The theory is de-
scribed in detail in the two papers. The method of computing the induced field re-
quires an input that is the expansion coefficients of the X component of the 
magnetic field from one track of CHAMP in terms of the series of Legendre De-
rivatives, a conductivity structure for the Earth (from Pecova and Pec 1982) and 
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the time from the onset of the excitation function. The output is the Z-component 
of the magnetic field at satellite height. 

Method of extracting the usable part of a track 

The method of computing the induced field requires an input of an excitation 
function which is, the amplitudes of the derivatives of the long wavelength har-
monics in the X-component of a satellite track, and the time since the initial induc-
ing current began. It is well known that the magnitude of the Dst index is an excel-
lent indicator of a magnetic storm and that the major component of this index is 
the contribution of the equatorial ring current. It is assumed that the inducing cur-
rent flows in the vicinity and/or in the equatorial plane. Thus, the choice of tracks 
was dependent upon the magnitude of the Dst index for each track over a consecu-
tive time period. A small magnetic storm with a highly variable Dst index oc-
curred in the time September 25 to October 7, 2001. 

Fig. 1 is a plot of a night-time satellite pass. The model oer05m02-MF1 up to 
degree 65 was used to remove the main and lithospheric fields (Olsen, 2002, and 
Maus, et al., 2002). Large oscillations in the X component at high latitudes indi-
cate the presence of polar currents. The signatures of the polar currents mask any 
contributions from near-equatorial currents making the signatures of the near-
equatorial currents indistinguishable in this region. If it is assumed that the field 
due to the polar currents doesn’t encroach upon the field produced by the near- 
equatorial  currents,  then  the  part of a track from [40,140] colatitude should only

Fig. 1. Top graph shows a full night-time track (dashed grey) and part of track (grey line). 
Bottom graph shows the linearly extrapolated base of part track (grey line) and track com-
puted from Associated Legendre functions with cut-off degree Ν′ =25 (black line). 
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have signatures contributed by the near-equatorial currents. However, data from 0° 
to 180° colatitude is required in order to perform a spherical harmonic analysis 
correctly. If the colatitude base is linearly extended from [40,140] to [0,180], the 
Legendre coefficients up to degree Ν′  of this new track can be computed. Choos-
ing Ν′ =25 at the cut-off degree was arbitrary. It filters very high frequency sig-
nals that cannot penetrate the Earth’s crust. These coefficients are transformed 
back into the original base [40,140] and in the same step converted to Associated 
Legendre coefficients (The input required by the induction program). The follow-
ing equations show this transformation. 

 (1) 

 (2) 

,140,40,180,0where ∈∈′ θθ  and α  and β are the linear transformation 

coefficients. Ν′ is the number of coefficients needed to map the X track using the 
Legendre Polynomials ( )'θkΥ .

The left hand side of equation (1) contains the derivatives of the Legendre 
polynomials mapped for the intervalθ . Using the orthonormal property of the 
spherical harmonics yields equation (2), where the only unknowns are the ampli-
tudes of the coefficients )(ΧΚ j .

Using this method, the cut-off degree (N) can be arbitrarily chosen. The problem 
is that when the energy spread between the coefficients is unbalanced spurious 
amplitudes develop in the polar regions. To reduce this effect a method was de-
veloped, called the Minimum Energy Method. Fig. 2 displays the power spectrum 
in the right hand column for increasing cut-off degrees N.  The power for each an-
gular degree is given by  

 (3) 

When the power spectrum of the coefficients of a particular cut-off degree is 
not monotonically decreasing then the previous cut-off degree is chosen. In the 
example shown here a cut-off degree of N=5 is chosen.  

Results for a track which is mostly over land 

Fig. 3 shows the results of the TISFEM method shown in Martinec and McCreadie 
(submitted) using a 5-layer 1-D conductivity profile displayed in table 1 for the 
night side (local time near 2200 hours) CHAMP track with number 6863.  The Dst 
index for this pass is -174. The filtered X-track (solid grey line) has a cut-off de-

( )( )( )ΧΚ=Α jj abs10log
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gree of 3. The derived Z-component (solid black line) and the CHAMP Z-
component (dashed black line) are in good agreement. Differences occur for the 
short wavelengths seen in the southern hemisphere. These wavelengths were not 
input into the model and so cannot be resolved using this method. For CHAMP 
tracks that cover land-based regions the derived Z-data and the CHAMP Z-data 
are in good agreement. 

Results for a region in the Pacific Ocean 

Plots of Z CHAMP tracks and the computed Z-tracks using the 5-layer conductiv-
ity model for tracks centered on 190° longitude (±10°) are shown in figure 4.  
These were chosen because the upper mantle conductivity over this area is be-
lieved to be more complex than most areas of the globe. The tracks range in Dst so 
the input excitation function for the model (i.e. the long wavelength X compo-
nents) varies considerably, thereby, testing the sensitivity of the model. The 
dashed line is the Z CHAMP track and the solid line is the Z calculated from the 
model. Note the change in range of the axis as the Dst (shown in the upper right 
hand corner of each track) increases. 

The model generally recreates the original data in the northern hemisphere. 
However, in the southern hemisphere the track is always more positive than the 
model. A possible reason for the differences between the Z-data and the model 
over the Pacific region may include the exclusion of ionospheric currents from the 

Fig. 2. Left graph contains the usable part of a track (grey) and the full track recreated from 
the Associated Legendre polynomials with cut-off degree shown on the far right. Right 
graph is the corresponding power spectrum. 
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Fig. 3. Tracks (dashed lines), Computed tracks (solid lines), X-component (grey), Z-
component (black). Line across the picture of the Earth shows longitude of track. 

Depth (km) 0 70 420 670 2891 till centre 
Conductivity (S/m) 0.001 0.01 0.1 1.0 10 

Table 1. 5-layer 1-D conductivity profile.  Depth shown is the initial depth where the con-
ductivity changes. Hence, a conductivity of 0.001 is from 0 km until 70 km (from Pecova 
and Pec, 1982). 

Fig. 4. Pacific Region Z-tracks computed from the model. Z-CHAMP track (dashed line), 
computed track (solid line). 
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model. The ionospheric currents in the day are well known and have wavelengths 
comparable to the Dst effect currents. Little is understood about the night-time 
ionospheric currents. However, the contributions from these currents are consid-
ered insignificant at the ground level. Perhaps this isn’t so at satellite heights. Also 
not accounted for in the model are oceanic currents. However, the induced effects 
from the currents are considered insignificant at satellite altitudes (Weiss and 
Everett, 1998). Recently, Everett et al. 2003 suggested that near surface conduc-
tance may contribute significantly to induced currents at satellite altitudes when a 
resistive upper mantle is present. Hence, a more complex upper mantle conductiv-
ity structure below the South Pacific is required.  

Conclusion

The model reproduces the long wavelengths in the Z CHAMP vector data for re-
gions over land. It generally reproduces the Z CHAMP vector data for the region 
chosen over the Pacific Ocean. However, other known inductive currents must be 
incorporated. Also, a more complex conductivity structure should be imple-
mented. Clearly, this is only the initial stages of the analysis. 

Acknowledgments. We are grateful for the support of the CHAMP project at GFZ-Potsdam 
who supplied the data and funding for this study.  
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Jakub Veĺımský and Mark E. Everett

Department of Geology and Geophysics, Texas A&M University, College Station,
TX 77843, USA. velimsky@geo.tamu.edu

Summary. We have created a database consisting of hourly means of the geo-
magnetic field components observed on quiet days in years 2001–2002 on ground
observatories, and Ørsted and CHAMP satellite measurements covering the same
time intervals. In the first part of our study, we use the potential method to estimate
the model of external inducing field. Following 3-D simulations are used to evaluate
the effect of heterogeneous surface conductance map on Ørsted and CHAMP satel-
lite measurements and to compare the results with observations. Improvement of
up to 15% with respect to the best 1-D model was observed in surface observatory
data as well as in the Ørsted and CHAMP measurements.

Key words: electromagnetic induction, solar-quiet variations

1 Introduction

Effect of distribution of resistive continents and conductive oceans on elec-
tromagnetic induction in the Earth induced by daily variations of ionospheric
currents (Sq) has been targeted by recent studies. Detailed study of the coast-
line effect on surface observatories was done in [3]. Authors of [1, 2] estimated
the influence of near-surface heterogeneities at satellite altitudes. In the first
part of our study, we use the potential method to estimate the model of
external inducing field on selected quiet days in years 2001–2002. Following
3-D simulations are used to evaluate the EM induction signal on Ørsted and
CHAMP satellites and compare the results with observations.

2 Data selection

Our study is based on data from three sources. The first dataset consists of
the hourly mean values of magnetic induction vector from 126 permanent
observatories provided by the World Data Center in Kyoto. The two other
sources are the magnetic vector measurements by the CHAMP and Ørsted
satellites sampled approximately at 1 s. Following the discussion in [5], we
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limit ourselves to the Q∗ quiet days. A day is denoted by Q∗ when the sum
of eight ap indices on this day, four ap indices on previous half-day, and four
ap indices on following half-day does not exceed 60. There are 52 Q∗ days in
the period of interest 2001–2002.

Data from polar and equatorial observatories whose geomagnetic latitude
is outside of the interval 5◦ ≤ |λm| ≤ 60◦ are excluded, since they are possibly
affected by polar and equatorial jets. Data from the CHAMP and Ørsted satel-
lites are resampled at 30 s, polar and equatorial data points are excluded using
the same criterion as in the case of surface observatories. We use the Ørsted
model of geomagnetic field and its secular variation (OSVM, [4]) to remove
the main field, the crustal field, the contribution of annual and semi-annual
variations, and that of the magnetospheric ring current from the observatory
and satellite data.

3 Harmonic analysis and 1-D inversion

The potential method is used to determine the inductive responses. We use
the parameterization of magnetic potential by partial sums of products of
spherical and time harmonics [5]. Namely,

U1(r, ϑ, ϕ; t) = 2 aR
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where R denotes the real part, r, ϑ, and ϕ are respectively the geocentric
radius, colatitude, and longitude, a = 6371.2 km is the Earth’s radius, Pjm are
the associated Legendre polynomials, and ωp = 2π p rad/day are the angular
frequencies corresponding to the 1 day period and its harmonics. The limits
of summation in (2) are the same as in (1). The ionosphere is assumed to be
a thin layer of horizontal currents at altitude h = 110 km above the surface.
Therefore the magnetic field is expressed as BS = − grad U1|r=a at the surface
observatories and BØ,C = −grad U2 at the Ørsted and CHAMP satellites.
Note that potential U and the radial component of magnetic induction vector
Br change continuously across r = a + h. The series are truncated at P = 6,
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M = 1, and J = 4, yielding 72 complex coefficients of the external and
internal field G

(e)
jm,p and G

(i)
jm,p, respectively. The most stable terms are the

principal terms
{

G
(e,i)
jm,p

∣∣∣ j = p + 1, m = p
}

which represent the largest part
of local-time daily variations.

The initial intent was to find the harmonic coefficients G
(e,i)
jm,p by fitting

into the surface and the satellite data. However, preliminary results showed
that the OSVM model failed to remove the non-Sq components of the field
satisfactorily, leaving constant, or long-periodic baselines of amplitudes up to
several hundreds nT on surface observatories. Similar results were obtained
with the IGRF 2000 and CHAMP (CO2) models. Following [5], we removed
the baselines from the surface data using the local midnight value for each
Q∗ day and each observatory. However, similar procedure is not possible with
data observed by a moving satellite. Therefore we decided to use only the
surface observatories in the spatio-temporal harmonic analysis. The satellite
data are used in the next section for comparison of 3-D forward modeling
results.

For each quiet day k = 1, . . . , 52 in our database, we determined G
(e,i)
jm,p,k

by minimizing the misfit,

χ2
k

(
G

(e,i)
jm,p,k

)
=

∑
l∈Mk

24∑
n=1

∣∣∣BS,ln + gradU1(G
(e,i)
jm,p,k; a, ϑl, ϕl; tn)

∣∣∣2 , (3)

where index l runs through the set Mk of observatories available on the k-
th day, BS,ln is the n-th hourly value observed at the l-th observatory, and
tn = (n − 1/2) h UTC. The problem of minimization is solved using the
singular-value decomposition technique.

Using the univariate linear regression analysis,

G
(i)
jm,p,k = qjm,p G

(e)
jm,p,k + δG

(i)
jm,p,k, k = 1, . . . , 52, (4)

we find the response functions qjm,p [6]. Assuming spherically symmetric con-
ductivity, and taking into account only the principal terms of the harmonic
expansion, we invert the observatory-based responses qjm,p in terms of a layer
of resistivity ρ∗ and thickness z∗ above a perfect conductor, see Fig. 1. The
same responses are also inverted using a three-layer model, which creates the
basis for following 3-D modeling.

4 3-D forward modeling

In order to investigate the sensitivity of satellite data to the lateral conduc-
tivity heterogeneities in Sq-driven EM induction, we overlay the three-layer
model derived in the previous section by the surface conductance map by
[1]. Then, using the time-domain spherical harmonic-finite element approach
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Fig. 1. Results of the 1-D inversion of observatory-based response functions. Crosses
show the results of the inversion of principal spherical harmonic terms for time
harmonics p = 1, . . . , 6 in terms of a layer of resistivity ρ∗ and thickness z∗ above a
perfect conductor. Error bars correspond to 68% level of confidence. The best-fitting
three-layer model is shown by solid line.

[7], we excite the model by the external field coefficients G
(e)
jm,p,k introduced

above, and for each day we compute the time series of B on surface observa-
tories and along the Ørsted and CHAMP trajectories. This is done separately
for conductivity model without and with the conductance map, referenced
respectively as 1-D and 3-D from now on.

Figure 2 shows the effect of the heterogeneous surface conductance map
on observatories. We evaluate the total χ2 misfit between the observed and

-15 -10 -5 0 5 10

100% x (χ2
3-D - χ2

1-D)/χ2
1-D

Surface observatories

Fig. 2. Relative improvement of the total misfit of data on surface observatories
due to the surface conductance map.
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Fig. 3. Relative improvement of the residua due to the conductance map observed
by the Ørsted and CHAMP satellites. The relative changes in residua are evaluated
along the satellites paths and binned into 3◦ × 3◦ bins.

modeled field over all 52 Q∗ days at each station, separately for 1-D and 3-
D models. The conductance map yields significantly better, up to 15% lower
misfit on some coastal observatories, e.g. St. Johns (Newfoundland), Canberra
(Australia), and most of the Japanese stations. On the other hand, some of
the stations on the western African coast, San Juan in the Caribbean, and
Trelew in South America, yield better results without the conductance map.
As expected, most of the continental stations in Eurasia are insensitive to the
distant conductivity jumps across the coastlines.

Similar comparison is done using the satellite data. Local r2 residua be-
tween observed and modeled 3-D and 1-D data are evaluated point-by-point
along the satellite paths. Relative differences in residua are binned into 3◦×3◦

bins and shown in Fig. 3 separately for Ørsted and CHAMP satellites. The
results are similar to the surface observatories. Conductance map improves
the fit to the data above the oceans by up to 15%. Smaller differences are
observed above the continents far from the coastlines.

5 Conclusions

In the first part of our study we used the potential method [5, 6] with ob-
servatory data from period 2001–2002 and obtained similar results in terms
of ρ∗(z∗) (see Fig. 1 in [6]). The problem of removal of non-Sq signals from
the satellite data prevented their use in the derivation of external Sq currents
model. Further research to avoid this obstacle is highly desirable. The surface
observatory-based, day-by-day model of ionospheric currents was used as in-
put for 3-D modeling studying the influence of large conductance contrasts
between oceans, continents and coastal shelves on surface observatory and
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satellite data. Our results confirm the importance of heterogeneous surface
conductance in the EM induction modeling. Improvement of up to 15% with
respect to the best 1-D model was observed in surface observatory data as well
as in the Ørsted and CHAMP measurements. Satellite data acquired above
oceans and coastal areas are highly sensitive to the conductance map. The
differences between 1-D and 3-D solutions are much smaller above continents.
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GeoForschungsZentrum Potsdam, Section 2.3, Potsdam, Germany
gbalasis@gfz-potsdam.de

Summary. Wavelet spectral analysis permits quantitative monitoring of the sig-
nal evolution by decomposing a time-series into a linear superposition of predefined
mathematical waveforms, each with finite duration and narrow frequency content.
Thus, the frequency range of the analyzing wavelets corresponds to the spectral
content of time-series components. We present a wavelet analysis of 3 years of vec-
tor magnetic data from the CHAMP satellite mission. We have detected, identified
and classified not only artificial noise sources (e.g. instrument problems and pre-
processing errors) but also high frequency natural signals of external fields (e.g.
F-region instabilities and pulsations). The results of this analysis will be used for:
(a) consequent correction and flagging of the data, (b) derivation of a clean (undis-
turbed) dataset suitable for the purposes of crustal and main field modeling, and,
(c) study of natural signals (e.g. F-region instabilities, pulsations) contained in the
data.

Key words: Wavelets, CHAMP FGM Data, Noise, F-region instabilities, Pulsa-
tions

1 Introduction

Wavelet transforms began to be used in geophysics in the early 1980s for the
analysis of seismic signals. In geophysics the power of wavelets for analysis of
nonstationary processes that contain multiscale features, detection of singu-
larities, analysis of transient phenomena, fractal and multifractal processes
and signal compression is nowadays being exploited for the study of several
mechanisms [1]. Wavelet analysis is becoming a common tool for analyzing
localized variations of power within a time-series. By decomposing a time-
series into time-frequency space, one is able to determine both the dominant
modes of variability and how those modes vary in time [4]. Unfortunately,
many studies using time-frequency analysis have suffered from an apparent
lack of quantitative results. The wavelet transform has been regarded by
many as an interesting diversion that produces colorful pictures, yet purely
qualitative results. This misconception is in some sense the fault of wavelet
analysis itself, as it involves a transform from a one-dimensional time-series
to a diffuse two-dimensional time-frequency image.

The advantage of analyzing a signal with wavelets as the analyzing kernels,
is that it enables one to study features of the signal locally with a detail
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Fig. 1. Orbit with pre-processing error (2 s pulse): variation of the total vector
magnetic field with latitude and the associated fingerprint in the wavelet power
spectrum. The top diagram zooms in on the 2 s feature. (In all figures the power
of the spectrum is given in a log2 scale.)

matched to their scale. Owing to its unique time-frequency localization [1],
wavelet analysis is especially useful for signals that are non-stationary, have
short-lived transient components, have features at different scales, or have
singularities. The lack of this property makes Fourier transforms inapplicable
to the characterization of time-varying signals. Wavelet transforms allow us
to identify time-varying frequency content, while Fourier transforms imply a
constant frequency content of a time-series.

2 Data and appropriate wavelet basis selection

We performed a time-frequency analysis of the magnetic field magnitude
data derived from the CHAMP 1 Hz Flux Gate Magnetometer (FGM)
measurements, which were collected from August 2000 to May 2003. From
all the CHAMP 1 Hz FGM measurements we selected night time (22:00–
06:00 local time, LT), and quiet (Kp<2) orbits. This gave a dataset of
∼5000 orbits from which the latitude range from -60◦ to +60◦ was consid-
ered. The total field was computed from the three vector components. Prior
to the analysis, the GFZ main field model POMME-1.4 (http://www.gfz-
potsdam.de/pb2/pb23/index e.html) and crustal field model MF2 were sub-
tracted from the data [3].

Wavelet transforms enable us to obtain orthonormal base, as well as
non-orthogonal expansions of a signal using time-frequency kernels called
“wavelets” that have good properties of localization in time and frequency
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Fig. 2. Orbit with instrument problem (missing torquer correction): variation of
the total vector magnetic field with latitude and the corresponding signature in the
wavelet power spectrum. The bottom diagram shows that there are no significant
variations in the ion density.

domains. The basic idea can be understood as a time-frequency plane that
indicates the frequency content of a signal at every time. In any such de-
composition the time-frequency plane is layered with cells, called Heisenberg
cells, whose minimum area is determined by the uncertainty principle [1].
Heisenberg’s uncertainty principle dictates that one cannot measure simul-
taneously with arbitrarily high resolution in both time and frequency space.
The decomposition pattern of the time-frequency plane is predetermined by
the choice of the basis function.

In our case, we have used the continuous wavelet transform [4] with the
Morlet wavelet as the basis function. Our results were, however, checked
for consistency using the Paul and DOG mother functions, as well. Next,
we have classified the disturbed segments into orbits: (a) with instrument
problems and pre-processing errors, (b) with F-region instabilities, and, (c)
with pulsations.

3 Artificial source noise

The wavelet transform can be used to analyze time-series that contain nonsta-
tionary power at many different frequencies. For the purposes of our analysis
we have focused on the period range between 2 and 32 s. In Fig. 1 we see the
fingerpint of an abrupt 2 s pulse in the time-frequency domain. It is depicted
as a narrow column of maximum power that dominates all shown frequencies
and corresponds to a peak in the time-series at the part of the orbit where
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Fig. 3. Orbit with F-region instabilities: total vector magnetic field and its finger-
print in the time-frequency domain. Note that in this and in the following cases the
instability is accompanied by a perturbation in the ion density.
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Fig. 4. Orbit with F-region instabilities: this instability region crosses the equator
and has an extent of -20◦ to +20◦.

the sudden change occurs in the wavelet power spectrum. The signature of
a missing torquer correction looks quite different, from the first case, in the
time-frequency space (Fig. 2): it is a zone of maximum power symmetrically
located at a 20 s period, almost along the whole orbit. The forms of these two
wavelet power spectra directly imply that they cannot be results of physical
processes.
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Fig. 5. Orbit with a Pc3 pulsation: total vector magnetic field and its signature in
the wavelet power spectrum. The bottom diagram represents the same orbit after
applying a 32 s running mean filter.

4 Natural source signals

The CHAMP satellite in its polar, low Earth orbit (below 450 km altitude) is
a suitable platform for observing ionospheric instabilities in the F-region [2].
Based on half a year of CHAMP scalar magnetic data it has been suggested
that F-region instabilities events are mainly confined in LT to before mid-
night. Our wavelet analysis of 3 years of vector magnetic data reveals that
in principle there is an appreciable occurence rate of F-region instabilities
in the LT sector from 22 to 06 (Table 1). These instabilities are generally
accompanied by local depletions of the electron density.

In comparison with the artificial signals fingerprints in the time-frequency
domain of Sec. 3, we observe physically plausible dispersion in the maximum
power regions of the corresponding wavelet power spectra that are signatures
of F-region instabilities (Figs. 3–4). These instabilities can be associated with
the formation of plasma bubbles [5] that are visible in the Planar Langmuir
Probe (PLP) density measurements.

The CHAMP satellite is also capable of monitoring ultra-low-frequency
(ULF) magnetospheric waves, called geomagnetic pulsations. In Fig. 5 we
observe the wavelet power spectrum of such an event. The form of the max-
imum power region of this pulsation is somehow similar to the case of the
missing torquer correction. However, the frequency that is observed is differ-
ent (∼30 s instead of 20 s for the artificial signal) and the physically expected
dispersion is evident in the shape of the highest energy part of the spectrum.
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Table 1. Statistics of the examined orbits.

Description Number of orbits

Total 5078
F-region instabilities 914
Pulsations 105
Pre-processing errors 91
Instrument problems 54

5 Conclusions

We have examined 5078 orbits of FGM (22:00–06:00 LT) data and found
1164 orbits (�23%) contaminated by different kinds of artificial (instrument
problems, pre-processing errors) and natural sources (F-region instabilities
and pulsations) signal. We have managed to derive a clean dataset suitable
for users and modellers of the CHAMP vector magnetic data. We have also
established a large dataset of ∼900 orbits dominated by F-region instabilities.
This promissing sample will provide a basis for a better understanding of this
external, ionospheric effect, in subsequent work.

Acknowledgement. This work was supported by DFG’s research grant MA 2117/3,
as part of the Priority Program: “Geomagnetic Variations: Spatio-temporal struc-
ture, processes and effects on system Earth”, SPP 1097.
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Summary. Recently Olsen & Kuvshinov (2003) presented an approach for mod-
elling the ocean effect of geomagnetic storms by solving the induction equation given
the conductivity distribution of the Earth’s interior and the time-space structure of
the storm. The results for several major storms show much better agreement be-
tween the observed and the simulated magnetic vertical component at coastal sites
if the oceans are considered and contributions from spherical harmonics other than
P 0

1 are included. In that paper we report on the results for selected ground observa-
tories. Here we investigate the time-space distribution of the anomalous induction
(ocean) effect of geomagnetic storms at ground as well as at satellite altitudes in
order to answer the following question: Where and during which phase of the storm
can we expect to observe the ocean effect from ground and from satellite altitudes,
and what is the expected amplitude? Our simulations show that during the main
phase of major geomagnetic storms the ocean effect in the radial component, Br,
and in the scalar field, dF , should be clearly visible at CHAMP and Ørsted altitudes
and might reach magnitudes of tens of nT. The effect is especially prominent near
the Pacific coast of North America, and near the southern edges of Africa, Australia
and South America.

Key words: ocean effect, magnetic field variations, electromagnetic induction

1 An approach for modelling the ocean effect of
geomagnetic storms

We used the following procedure to model the ocean effect in time domain
(Olsen & Kuvshinov, 2003):

(1) For a specific geomagnetic storm time series of hourly mean values of
the horizontal components, Xobs(t) and Y obs(t), at worldwide distributed ob-
servatories equatorward of ±60o geomagnetic latitude are used (distribution
shown in Figure 1), and a time segment of 10 days length for each component
and each observatory is Fourier transformed after subtracting the baseline.

(2) A robust spherical harmonic analysis (cf. Olsen, 2002) of Xobs(ωi) and
Y obs(ωi) is performed for each frequency ωi, using the 1-D conductivity model
of Schmucker (1985) (but with 3×10−4 S/m for the upper 100 km), to separate
external and induced contributions. As a result, the expansion coefficients
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Fig. 1. Conductance of the surface shell and locations of the used observatories
(redrawn from (Olsen & Kuvshinov, 2003)).

εm
n (ωi) of the external potential for n,m ≤ 3 are estimated for 120 frequencies

between 1/240 hrs−1 and 1/2 hrs−1.

(3) For each frequency ωi, electromagnetic (EM) induction simulations are
performed, using a three-dimensional (3-D) conductivity model that consists
of a thin shell of conductance S(ϑ, ϕ) (cf. Figure 1) and the 1-D conductivity
σ(r) (the same as in Step 2) underneath. The inducing external field is given by
εm
n (ωi) found in Step 2. Maxwell’s equations are solved numerically according

to the integral equation scheme presented in Kuvshinov et al. (1999, 2002) on
a mesh of 1o × 1o in longitude and colatitude. For each of the 120 frequencies
we thus obtain the components of the geomagnetic field Xmod(ωi), Y mod(ωi)
and Zmod(ωi) at ground for the adopted mesh.

(4) At each frequency these magnetic field components are upward continued
to CHAMP and Ørsted altitudes.

(5) Finally, in each cell of the mesh and at ground as well as at satellite
altitudes, the results are Fourier transformed to the time domain to obtain
synthetic time series Xmod(t), Y mod(t) and Zmod(t).

2 Results for observatory data

Figure 2 presents time series of observed (black) and modelled X(left) and
Z(right) at selected observatories for the storm of 15-16 July, 2000. 3-D model
results are shown in red, 1-D results in blue, and values based on the Dst-index
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Fig. 2. Time series of observed and modelled X and Z at selected observatories for
the storm of July 15-16, 2000. t=0 corresponds to July 13, 2000, 00:00 UT (redrawn
from (Olsen & Kuvshinov, 2003)).

in green. Here the 1-D results stand for the case of a 1-D conductivity without
oceans. 3-D and 1-D results are very similar in the horizontal component
and agree with the observed values rather well, confirming the use of a 1-D
model when obtaining εm

n in Step 2 of the previous section. However, there
are considerable differences between the 1-D and 3-D results in Z for most
of the displayed observatories, and much closer agreement between the 3-D
results and the observations.

3 Space-time structure of the ocean effect at ground and
satellite altitudes

Fig. 3 shows global maps (hour by hour) of the anomalous vertical geomag-
netic field at ground for the storm of 15-16, July, 2000. Here we determine
as anomalous field at a specific location the difference between the field ob-
tained using 3-D modelling and the local normal field defined as that we
would get using a 1-D model with the conductivity profile of that location. It
is clearly seen that the effect is especially prominent during the peak in Dst
(21:30 and 22:30 UT). As expected, the effect is strongest near the coasts,
and reaches magnitudes of 140 nT. The largest amplitudes are found near
the coasts of South Africa and South Australia. Fig. 4 presents in a similar
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Fig. 3. The anomalous Br (in nT) at ground for the 6 hours between 19:30 UT on
July 15 until 00:30 UT on July 16, 2000.

way the anomalous effect in Br at CHAMP (h=400 km; upper panel; 60 nT
maximum amplitude) and Ørsted (h=800 km; lower panel; 30 nT maximum
amplitude) altitudes. The effect in dF at CHAMP altitude is of the same or-
der as in Br (cf. Fig. 5). Fig. 6 shows the anomalous effect in dF at CHAMP
altitude for another strong storm of 6-7 April, 2000. The space structure of
the effect remains rather similar, whereas amplitudes are smaller compared
to the storm of 15-16 July, 2000.
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Fig. 4. The anomalous Br (in nT) at CHAMP altitude (upper panel) and at Ørsted
altitude (lower panel) for the storm of 15-16 July, 2000.

4 Conclusion

During the main phase of major geomagnetic storms the ocean effect in the
radial component, Br, and in the scalar field, dF , should be clearly visible
at CHAMP and Ørsted altitudes and might reach magnitudes of tens of nT.
The effect is especially prominent near the Pacific coast of North America,
and near the southern edges of Africa, Australia and South America.
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Fig. 5. The anomalous scalar field dF (in nT) at CHAMP altitude for the storm
of 15-16 July, 2000.
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Fig. 6. The anomalous scalar field dF (in nT) at CHAMP altitude for the storm
of 6-7 April, 2000.
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3-D Modelling of the Magnetic Fields Due to Ocean 
Tidal Flow 
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Summary. Recently Tyler et al. (2003) demonstrated that the magnetic fields generated by 
the lunar semidiurnal (M2) ocean flow can be clearly identified in magnetic satellite 
observations. They compared their numerical simulations of magnetic fields due to the M2
tide with CHAMP observations and found close agreement between observations and 
predictions. Their three-dimensional (3-D) conductivity model consists of a surface thin 
shell of variable conductance and an insulating mantle underneath. Some discrepancies 
between observations and predictions have been addressed to the absence of a coupling 
between the surface shell and the mantle. Here we performed model studies of the magnetic 
signals due to ocean tidal flow in order to answer the following questions. (1) How does the 
inclusion of a conducting mantle affect the magnetic signals of the M2 tide at CHAMP 
altitude? (2) Are magnetic signals from other tidal components detectable at CHAMP 
altitude? (3) What amplitude has the magnetic M2 tide at Ørsted altitude? The 3-D 
conductivity model that we consider incorporates a thin shell and either a radially 
symmetric or a 3-D mantle underneath. Our model studies demonstrate that including a 
conducting mantle yields significant changes of the magnetic M2 oceanic signals, with 
peak-to-peak values at CHAMP altitude of order 3 nT.  The magnetic signals due to other 
prominent ocean tidal modes (like K1 and O1) are below 0.5 nT at CHAMP altitude. The 
M2 peak-to-peak magnetic signal at Ørsted altitude is of order 1 nT. 

Key words: ocean tides, magnetic fields variation, electromagnetic induction, three-
dimensional modellings  

1 Modelling approach 

To calculate the magnetic fields due to global ocean tides we used the numerical 
solution of Kuvshinov et al. (2002a), but with the modifications introduced by 
Avdeev et al. (2002). The solution is based on a volume integral equation (IE) ap-
proach and allows simulating the electromagnetic (EM) fields, excited by arbitrary 
sources in three-dimensional (3D) spherical models of electric conductivity. These 
3-D models consist of a number of anomalies of conductivity 3 ( , , )σ ϑ ϕD r , em-
bedded in a host section of conductivity ( )σ b r . Here ,ϑ ϕ  and r  are co-
latitude, longitude and the distance from the Earth’s centre, respectively. In IE so-
lution discussed, the frequency domain Maxwell’s equations  
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                                     extσ∇ × = +H E j  , (1) 

oiωµ∇ × =E H ,                                       (2) 

are reduced,  in accordance with the modified iterative-dissipative method (Singer, 
1995), to a scattering equation of specific type (cf. Pankratov et al., 1997) 

mod
o

V

( ) K( , )R( ( )dv ( )′ ′ ′ ′− =r r r r ) r rχ χ χ , (3) 

which is solved by the generalized bi-conjugate gradient method (Zhang, 1997).
Here extj  is the exciting current density, the time-harmonic dependency is i te ω− ,

oµ  is the magnetic permeability of free space, i= 1- , 2 /Tω π= is the angu-
lar frequency, is the period of variations, σ ( )r  is the model conductivity dis-

tribution, ϑ ϕ ϑ ϕ′ ′ ′ ′r = ( , , ) ,  r  = ( , , )r r , modV is the modelling region and  
o

o

,R σ σ
σ σ

−=
+

 (4) 

o o o( , ) ( ) 2 ( ) ( , ) ( )δ σ σ′ ′ ′ ′= − +r r r r r reK I r G r , (5) 

mod

o s
o

oV

( )
( , ) ( ) ,

( ) ( )
σ

σ σ
′

′ ′ ′=
′ ′+

r r j r
r

r
K dv

r
χ  (6) 

s s
o

o

1 (( ) )
2

σ σ
σ

= + +E jχ , (7) 

s o
o( )σ σ= −j E , (8) 

ext

o ext
o

V

( , ) ( )′ ′ ′=E r r j reG dv , (9) 

where ( )δ ′−r r is Dirac’s delta function, I is the identity operator, extV  is the 
volume occupied by exciting current density, extj , s o-E = E E  is the scattered 
electric field, o

eG  is the 3×3 Green’s tensor of the 1-D reference conductivity 
o ( )σ r . Note that, in order to provide optimum efficiency of scattering equation 

solution, o ( )σ r  is chosen in a special way (cf. Singer, 1995) and generally differs 
from ( )b rσ  at depths where the anomalies are located.  

Once χ  is determined from the solution of (3), the scattered electric field, sE ,
is obtained from (7) and the magnetic field, H , at the observation points, 

obsV∈r , is calculated as  

mod

ext q
o o

V V

( , ) ( ) ( , ) ( )′ ′ ′ ′ ′ ′= +H r r j r r r j r
ext

h hG dv G dv , (10) 

with   
q o s

o( )( )σ σ= − +j E E . (11) 
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The explicit expressions to calculate the elements of Green’s tensors o
eG  and o

hG
are presented in Appendix of Kuvshinov et al. (2002a). For our problem the excit-
ing current density, extj , is calculated as 

ext m )wσ= ×j (V B , (12) 

where “×” denotes the vector product, wσ = 3.2 S/m is the sea water conductiv-
ity, V  is the water transport (depth integrated velocity) due to ocean tides, taken 
from the TPXO6.1 global tidal model of Egbert & Erofeeva (2002), and mB  is the 
main magnetic field taken from IGRF 2000.  

2 Comparison of two solutions 

To check our IE solution we compare it against the finite difference solution of 
Tyler et al. (2003). In both cases the conductivity model consists of a surface thin 
shell and an insulating mantle underneath. A realistic distribution of the shell con-
ductance is obtained by considering contributions from sea water and from sedi-
ments as described in Kuvshinov et al. (2002b).  Fig. 1 presents the vertical com-
ponent of the magnetic field, rB , due to the M2 tide (period = 12.42 hours) at 
ground, as given by Tyler et al. (2003) (upper panel) and by IE solution (lower 
panel). Tyler’s results are for a mesh of 2°×2° resolution, while our results are for 
a mesh of 1°×1° resolution. The good agreement between the two results verifies 
both approaches. 

Fig. 1. rB (nT) at the ground from M2 tide obtained by Tyler et al. (2003) (upper panels) 
and with our  IE solution (lower panels). The results are for an insulating mantle. 
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3 Simulations with conducting mantle 

In order to investigate how the inclusion of a conducting mantle affects the mag-
netic signal of the M2-tide at CHAMP altitude we performed simulations using a 
conductivity model that consists of a laterally inhomogeneous surface shell (same 
as in previous section) and a 1-D mantle section underneath. Fig. 2 presents the 
M2 tide scalar anomalies dF at CHAMP altitude (430 km); model resolution is 
1°×1°. The upper panels show the results obtained for an insulating mantle, 
whereas the lower ones show those for a 1-D conducting mantle which is based on 
the 3-layer model of Schmucker (1985), but with a 100 km lithosphere of 3000 
Ωm. Comparing the results it is seen that in general the pattern remains the same, 
but the magnitude of the signals decreases when a conducting mantle is incorpo-
rated in the model.  

Next were carried out simulations for two other prominent tidal components. 
Fig. 3 shows the scalar anomalies dF at CHAMP altitude due to the diurnal tides 
K1 (period = 23.9 hours; upper panel) and O1 (period = 25.8 hours; lower panel) 
for a conducting mantle. One can see that the magnetic signals due to these tides 
are below 0.5 nT at CHAMP altitude. 

Finally we calculated the M2 tide scalar anomalies dF at Ørsted altitude (800 
km) for the same conductivity model. As it is expected (see Fig. 4) the magnitude 
of the signal is decreased and becomes smoother compared with that at CHAMP 
altitude.  

Fig. 2. M2 tide scalar magnetic field dF  (nT) at h = 430 km altitude for the models with 
insulating (upper panels) and conducting (lower panels) mantle, respectively. 
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Fig. 3. Scalar anomaly dF (nT) at h = 430 km altitude due to the 1K  (upper panels) and 
1O  (lower panels) tidal modes. 

Fig. 4. M2  tide scalar magnetic field dF (nT) at h = 800 km altitude. 

4 Comparison with CHAMP observations 

Fig. 5 shows the amplitudes of high-pass filtered modelled magnetic M2 scalar 
anomaly, averaged over all latitudes between –60° and +60°, in dependence on 
longitude. These results are for different mantle conductivity models beneath the 
surface shell. For the “nonuniform lithosphere” model, the resistivity of the up-
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permost 100 km is set to 300 Ωm beneath the oceans, whereas that beneath the 
continents is set to 3000 Ωm. The largest difference in the magnetic field at 
CHAMP altitude is found when comparing the results for an insulating with that 
of a realistic (conducting) mantle. Also shown are the CHAMP results by Tyler et 
al. (2003). Note that they have been derived using a slightly different filtering ap-
proach. 

Fig. 5. Meridionally averaged magnetic signal amplitudes (nT) at CHAMP alti-
tude, calculated for various mantle conductivity models. Also shown are observa-
tional results, obtained from CHAMP scalar data by Tyler et al. (2003).

5 Conclusions 

We presented the results of 3-D simulations of the magnetic field variations 
caused by global ocean tidal flow. Our model studies demonstrate that considering 
a conducting mantle yields significant changes of the M2 magnetic signals, with 
peak-to-peak values at CHAMP altitude of order 3 nT.  The magnetic signals due 
to other prominent ocean tidal modes (like K1 and O1) are below 0.5 nT at 
CHAMP altitude. The M2 peak-to-peak magnetic signal at Ørsted altitude is of or-
der 1 nT.  

-180 -90 0 90 180
0

0.1

0.2

0.3

0.4

0.5

0.6

A
ve

ra
ge

 a
m

pl
itu

de
 o

f M
2 

si
gn

al
 [n

T]

Longitude [deg]

no mantle
1-D mantle with 3000 Ohm-m lithosphere
1-D mantle with  300 Ohm-m lithosphere
1-D mantle with nonuniform lithosphere
CHAMP observation (Tyler et al. 2003)



3-D Modelling of the Magnetic Fields Due to Ocean Tidal Flow      365 

Acknowledgements. We would like to thank Stefan Maus and Rob Tyler for providing us 
with data for the study comparisons.  

References 

Avdeev D, Kuvshinov A, Pankratov O, Newman G (2002) Three-dimensional induction 
logging problems, Part I: An integral equation solution and model comparisons. Geo-
physics 67: 413-426.  

Egbert G, Erofeeva S (2002) Efficient inverse modeling of barotropic ocean tides. J of Oce-
anic and Atmosph. Technol. 19: 183-204 

Kuvshinov A, Avdeev D, Pankratov O, Golyshev S, Olsen N (2002a) Modelling electro-
magnetic fields in 3D spherical Earth using fast integral equation approach. 3D Elec-
tromagnetics, Elsevier, Chapter 3: 43-54.  

Kuvshinov A, Olsen N, Avdeev D, Pankratov O (2002b) Electromagnetic induction in the 
oceans and the anomalous behaviour of coastal C-responses for periods up to 20 days. 
Geophys Res Lett 29: 2001GL014409.  

Pankratov O, Kuvshinov A, Avdeev D (1997) High-performance three-dimensional elec-
tromagnetic modeling using modified Neumann series. Anisotropic case. J Geomagn 
Geoelectr 49: 1541-1547.  

Schmucker U (1985) Magnetic and electric fields due to electromagnetic induction by ex-
ternal sources, electrical properties of the earth interior. Landolt-Boernstein New Se-
ries Group, 5/2b, Springer Verlag, Berlin. 

Singer B (1995) Method for solution of Maxwell's equations in non-uniform media. Geo-
phys J Int 120: 590-598.  

Tyler R, Maus S, Lühr H (2003) Satellite observations of magnetic field due to ocean tidal 
flow. Science 299: 239-241. 

Zhang S-L (1997) GPBi-CG: generalized product-type methods based on Bi-CG for solving 
non symmetric linear systems. SIAM J Sci Comput 18: 537-551. 



The Enhancement of the Thermospheric
Density During the Sept. 25–26, 2001
Magnetic Storm
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Summary. The CHAMP satellite observed large enhancement of the neutral atmo-
spheric density in the southern auroral region during the Sept. 25–26, 2001 magnetic
storm. This enhancement was accompanied by intense auroral electrojets and strong
small-scale field-aligned currents. Joule heating rate and the heating rate by these
small-scale field-aligned currents are compared. Results show that the heating rate
by small-scale field-aligned currents is about 2∼3 orders of magnitude higher than
that by the Joule heating, indicating its importance as a heating source.

Key words: Thermosphere, magnetospheric storm, Joule heating, small-scale field-
aligned current

1 Introduction

Neutral atmospheric density increases during geomagnetic storms were first
noted by Jacchia (1959) [1] from satellite drag studies. The density enhance-
ment has been interpreted as being caused by global atmospheric heating.
Joule heating produced by the Pedersen component of the auroral electro-
jet has been considered to be the main heating source. Field-aligned current
(FAC) is normally regarded to be less important due to large field-aligned
conductivity. Small-scale field-aligned currents, however, have so far not been
considered. This is partly due to the lack of observation of these currents. The
CHAMP satellite [3] provides continues simultaneous data of neutral density
and ionospheric currents with high time and spatial resolution, thus make it
possible to examine quantitatively the heating produced by different currents.

In this paper, we present the observations during the Sept. 25-26, 2001
magnetic storm. Large enhancements of the thermospheric density occurred
shortly after the onset of the magnetic storm [2]. These enhancements were
accompanied by increase of the auroral electrojets and the small-scale field-
aligned currents. A comparison shows that the heating rate produced by small-
scale field-aligned currents can be considerably larger than the Joule heating
rate, indicating its importance as a heating source.
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2 Observations

2.1 Geomagnetic Conditions

The Sept. 25-26, 2001 geomagnetic storm started at 2025 UT with a storm
sudden commencement (SSC). The Dst index reached a minimum of -101 nT
at 0200 UT on Sept. 26, 2001. The maximum value of AE was about 1,500 nT.
Figure 1 shows the IMF and the solar wind data from WIND satellite between
1800 UT and 2400 UT on Sept. 25, 2001. A time delay between 10–15 minutes
should be taken into account for comparison with ground observations.

2.2 The Thermospheric Density and Ionospheric Electric Currents

The satellite CHAMP with its sensitive accelerometer on board provides the
opportunity to investigate the thermospheric dynamics in great detail. The
neutral atmospheric density observed by CHAMP satellite on Sept. 25, 2001
is shown in Fig. 2 for three consecutive orbits 6742, 6743 and 6744. The data
are normalized to an altitude of ∼430 km. The vertical line indicates the
magnetic storm onset, which occurred in orbit 6743 at 2025 UT on Sept.
25, 2001. The air density showed large enhancements in polar regions during
subsequent orbits 6743 and 6744. Particularly in the southern hemisphere, the
density is doubled to prestorm condition, reaching 1.8 × 10−11 kgm−3. Note
that the density enhancement in orbit 6743 followed the storm onset very
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Fig. 1. The IMF and the solar wind data from WIND satellite during 1800–2400
UT on Sept. 25, 2001. A time delay about 10–15 min should be taken into account
for comparison with ground observations.
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Fig. 2. The neutral atmospheric density observed by CHAMP on Sept. 25, 2001.
The x-axis is geomagnetic latitude, where the equator is at 0, the north pole at 90,
and the south pole at 270.

closely (a few minutes). A comparison of Orbit 6743 and 6744 clearly shows
an equatorward propagation of the density enhancement. This propagation
is an important feature of the thermospheric response to magnetic storms.
However, this feature is not the focus of the present paper, and therefore will
not be discussed further.

The ionospheric Hall and FAC currents were derived from the CHAMP
magnetometer data [4]. Figure 3 presents the results during period of 2205–
2225 UT (in orbit 6744), when the largest density enhancement occurred.
The third and fourth panels show the current density of the small-scale (50
Hz) and large-scale FACs, respectively. It is clear that both the Hall and
FAC currents were enhanced during periods of high neutral density. The Hall
current density increased to more than 1.2 Am−1. The small-scale FAC density
was particularly large, reaching 300 µAm−2 around 2044 UT and almost 1
mAm−2 around 2211 UT.

3 Heating

In this section, we briefly compare different heating rate produced by Pedersen
currents, large and small-scale field-aligned currents.

The heating rate produced by the Pedersen and FAC currents can be
calculated using Eq. (1). The 1st term of Eq. (1) is the Joule heating rate. The
2nd and 3rd terms are respectively the transverse and field-aligned heating
rate produced by the small-scale FAC. Here σp and σ‖ are the Pedersen and the
parallel ionospheric conductivity, respectively. And ΣH and ΣP are the height-
integrated Hall and Pedersen conductivity. Here JH is the hight-integrated



Thermospheric Density Enhancement During Magnetic Storms 369

5

10

15

20

N
eu

tr
al

 D
en

si
ty

 (
10

−
12

 k
gm

−
3 ) Orbit 06744  SH

−1.5

−1

−0.5

0

0.5

1

1.5

H
al

l C
ur

re
nt

 (
A

/m
)

−1000

−600

−200

200

600

1000

F
A

C
 (

50
 H

z)
 (µ

A
/m

2 )

 UT 22: 9:20 22:13:20 22:17:20 22:21:20 22:25:20
−30

−20

−10

0

10

20

30

F
A

C
 (µ

A
/m

2 )

MLAT           −60.67            −71.77              −72.20              −63.77           −54.43
MLT              12.89               14.99               18.43               20.40             21.28

Fig. 3. Simultaneous measurements of the neutral density, Hall and FAC currents
during 2205–2225 UT. The third and fourth panels show the small-scale (50 Hz)
and large-scale field-aligned current, respectively.

Hall current density, which is about 1.24 Am−1 around 2212 UT on Sept. 25,
2001. J‖ is the horizontally-integrated field-aligned current density, is about
12.98 Am−1. It is calculated from the small-scale field-aligned currents (j‖)
using Eq. (2), where x1 and x2 are the starting and ending point of the
enhanced small-scale FACs, N is the number of these FAC filaments along
the satellite track. As the ratio of ΣH and ΣP is normally between 1 and
10, the second term is therefore 2∼3 orders of magnitude higher than the
first term. This means that the heating rate by the small-scale field-aligned
currents dominated the Joule heating rate for our case.
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=
1

2N

N∑
i=1

|j‖i|N∆x

=
1

2N

N∑
i=1

|j‖i|(x2 − x1), (2)

4 Concluding Remarks

The neutral atmospheric density increases in response to excess heating in
the auroral zone during disturbed periods. A comparison of different heat-
ing rate shows that the heating rate by small-scale field-aligned currents is
2 to 3 orders of magnitude higher than the Joule heating rate in the Sept.
25-26, 2001 magnetic storm. However, as the small-scale FAC is normally en-
hanced in a very narrow region, the total heating it produced is not necessarily
higher. Nevertheless, heating produced by small-scale FACs should be taken
into account when heating sources are concerned.
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Summary. The comprehensive data from Ørsted and CHAMP adding to the data
base from the earlier Magsat magnetometry mission have made it possible to develop
sophisticated models for the high-latitude field-aligned currents (FAC) relating to
solar wind and magnetospheric parameters. However, there are still large uncertain-
ties involved in using the new models primarily due to the lack of precise knowledge
of the temporal and spatial development of the currents in relation to the highly
variable solar wind parameters and the still unpredictable effects of magnetospheric
substorms. A further problem is the lack of proper account of fine-structure cur-
rents in the statistical models. By considering separately the upward and downward
FAC intensities the paper presents some first attempts to examine the possible di-
minishing effects on modelled FAC magnitudes from averaging oppositely directed
currents.

Key words: field-aligned currents, FAC modelling, polar ionosphere

1 Introduction

In many recent works the abundance of high-quality magnetic data from
Ørsted and CHAMP satellites have been added to the data base available
from the Magsat mission. Using appropriate binning of IMF and other pa-
rameters, the magnetic perturbation vectors have been derived for a number
of polar passes to serve as a data base for FAC calculations at a variety of
conditions. The methods used to calculate FAC distributions from observed
geomagnetic data are derivatives of the Ampère-Maxwells law, µ0I=∇×B.
Usually the stationary main field components given by a precise model are
first subtracted from the measured values and only the magnetic field pertur-
bations B are considered. We distinguish:

- Gradient BT method for current sheets. (e.g., [3])
- Curl of bivariately interpolated 2-D B-field. (e.g., [2])
- Curl of Spherical Harmonics 2-D B-field. (e.g., [1])
- Surface Laplacian on Magnetic Euler Potential of 2-D B-field. ([4])
An example of bivariate interpolation to provide a continuous 2-D pertur-

bation vector field over the polar cap is shown in Fig. 1 (left) for the NBZ
case: +5< BZ <+10 nT. The FAC distribution (right) is then derived from
taking the curl of the vector field.
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Fig. 1. Left: Example of using bivariate interpolation to derive the 2-D vector field
of geomagnetic perturbations over the polar cap during NBZ conditions. Right:
resulting FAC distribution.

In Fig. 1 the NBZ FAC regions are the two rounded regions at latitudes
of around 84◦located at local magnetic times of 08-11 MLT for the upward
current (yellow-red) and 13-16 MLT for the downward current (blue) respec-
tively. The R1 currents in the morning sector (blue) and in the evening sector
(yellow-red) are clearly visible. The oppositely directed R2 currents further
equatorward are just discernible.

Rather than using interpolation a spherical harmonics (SH) functional
representation of the magnetic perturbation vector field can be derived for
each specific bin of the data base. The FAC distribution is then found ana-
lytically from the curl of the magnetic vector functions (e.g., [1]). Recently, a
new technique has been developed [4] for mapping the distribution of polar
FAC and ionospheric currents using satellite magnetometer data to derive the
magnetic Euler potential distribution from spherical cap harmonic analysis
(SCHA). The FAC distribution is now derived from the surface Laplacian of
the Euler potentials.

2 Reliability of statistically averaged FAC distributions

Statistical FAC models now derived on basis of Magsat, Ørsted and CHAMP
satellite data use some kind of averaging over space and time and over many
cases. Even in the large-scale structures the FAC’s most often occur in the
form of pairs of oppositely directed currents. Hence there is an obvious risk
that the averaging diminishes the resulting current intensities if the spatial av-
eraging is made over pairs of oppositely directed FAC sheets or if the selected
cases alternately have oppositely directed currents at the same location.

These problems are amplified if one considers the fine-scale variations
where oppositely directed currents of up to more than 1000 µA/m2 are en-
countered at distances of only a few hundred m corresponding to a few ms
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Fig. 2. FAC distribution over
the northern polar cap for
the case: -5<IMF BX <+5,
+2< BY <+5 nT, -5< BZ <-
2 nT, 300< SW <600 km/s,
3< DSW <10 p/ccm, summer.

flight time. It is clear that the alternating closely spaced upward and down-
ward currents will not be represented at all in any of the available statistical
models.

Fig. 2 presents a typical case of FAC mapped over the northern polar cap.
IMF BY is weakly positive and BZ is weakly negative. Solar wind density
and velocity have moderate values. The FAC distribution has been derived by
using the interpolated perturbation field method (e.g., [2]).

From largely the same data set but now from using the field gradients
(2-sec averages) measured during near-polar passes we have derived the FAC
distribution separately for upward and downward currents. From the results
presented in Fig. 3 it is clear, that there are strong FAC not accounted for in
the average distribution presented in Fig. 2.

This is particularly the case for the FAC currents near local magnetic
noon. In this region and for IMF BY >0 the FAC currents usually comprise
a downward directed current sheet equatorward of the cusp region and an
upward directed current sheet poleward of the cusp (e.g., [3]). These currents
sheets are closely spaced and at the same time their positions depend on past

Fig. 3. Separate distributions for the downward (left diagram) and upward (right
diagram) FAC intensities derived for the same case as that of Fig. 2.
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history and present values of the IMF BZ component as well as solar wind
dynamic pressure. Hence the averaging will tend to make part of these FAC
currents cancel each other such that the resulting distribution, contrary to
reality, indicates fairly weak currents in the noon region like in Fig. 2.

3 Discussions and conclusions

The results presented strongly argue for making separate models for the up-
ward and downward FAC in order to derive representative distributions in
statistical FAC models. This is a simple task when using the gradient-BT

method. The 2-D methods will need strong modifications. The presently used
FAC models are bound to produce diminished FAC intensities in regions where
the upward and downward currents may shift positions within the binning
constraints. This problem will, in particular, pose difficulties for the proper
modelling of the IMF BY -related FAC at the dayside and for the substorm-
related FAC in the nightside high-latitude regions. A further problem area is
the description of the fine-scale FAC where upward and downward currents
at intensities up to several hundred µA/m2 may alternate at distances of only
few hundred m. Such fine-scale currents are particularly intense in the cusp
regions. These currents should be described either in unipolar distributions
like the example in Fig. 3 or in terms of their AC characteristics, for instance,
through the distribution of their rms intensities. Among the consequences
from underestimating the FAC intensities are corresponding underestimates
of related ionospheric Pedersen currents causing heating of the atmosphere
and Hall currents responsible for the major part of magnetic perturbations
observed at ground level in polar regions.
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the ACE Science Center at Caltech and WIND satellite data from the National
Space Science Data Center. The Ørsted satellite is operated by Terma A/S and the
Danish Meteorological Institute (DMI).
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Summary. The first SIRCUS campaign covered the days February 16–22, 2002.
It involved the CHAMP and Ørsted LEO satellites and the EISCAT (Tromsø,
Svalbard) and Sondrestrom incoherent scatter radars. The primary data set was
supplemented by DMSP-F13 and -F14 particle flux and ACE solar wind measure-
ments. On February 21 all instruments were operated in campaign mode and de-
livered usable data. We identify the low-altitude cusp based on signatures in our
multi-instrument data set and derive a consistent time-dependent mapping of the
cusp in terms of magnetic local time and latitude. We demonstrate that small-scale
variations of the magnetic field resp. field-aligned currents (spatial scales of several
hundred meters) can be used to identify the cusp. However, their general ability as
cusp signature has not yet been proven. An extended analysis of several SIRCUS
campaigns is expected to give a qualified answer.

Key words: high-latitude ionosphere, low-altitude cusp, field-aligned currents

1 Introduction

The acronym SIRCUS (Satellite and Incoherent scatter Radar CUsp Studies)
identifies a research program which is built upon a sequence of observational
campaigns of a few days each. The campaigns were initiated by K. Schlegel
and H. Lühr and are coordinated efforts to get the best data return from the
CHAMP and Ørsted satellites and to benefit from temporal and spatial co-
incidence with operation of the EISCAT and Sondrestrom incoherent scatter
radars (ISR). The object of investigation is the low-altitude magnetospheric
cusp and its footpoint in the ionosphere. Ionospheric cusp signatures and
dynamics have not yet been reliably and comprehensively established. More
information on SIRCUS, its objectives, activities and future plans are found
in [7]. One winter and one summer campaign have been conducted so far, and
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we focus here on February 21, 2002, the winter campaign day with the most
complete observational coverage by participating facilities and instruments.

The Ørsted and CHAMP satellites offer the chance to record magnetic
field variations at sampling rates of 50 Hz (CHAMP) and of 25 and 100 Hz
(Ørsted). In consequence, investigations into the spatio-temporal distribu-
tion of small-scale field-aligned currents (FAC) have been initiated. Recent
statistical results ([8] and subsequently [3]) indicate that small-scale FAC are
particularly intense in the nominal cusp region but exist also in other regions.

2 Geophysical Conditions

Solar wind conditions were largely ”normal”. Velocity and density fluctu-
ated around 450 km/s and 5 H+cm−3, respectively. The total interplanetary
magnetic field (IMF) strength was around 10 nT, with a predominantly neg-
ative (eastward) By component and a Bz component hovering around zero
(Fig. 1). Campaign hours (09–15 UT) are highlighted in dark orange and
yellow. Because of the time needed for the solar wind to propagate from the
ACE location (L1 point) to the bow shock, ACE measurements considered
relevant to the campaign interval are those taken from about 0730 UT until
1400 UT (highlighted in light and dark orange).

Although the interplanetary medium parameters were in general rela-
tively steady, some moderate variations of the IMF-By and -Bz components
observed by ACE were expected to result in moderate spatial shifts of the
cusp location in terms of magnetic local time and magnetic latitude in accor-
dance with established statistical results [4] [5] [1]. Under the given conditions
(slightly negative By and approximately zero Bz components of the IMF) we
expect the low-altitude cusp most likely to be centered around 11 MLT (mag-
netic local time) with its equatorward boundary near 76◦ corrected magnetic
latitude (we use AACGM for reference), see [5] and [1].

Fig. 1. IMF and solar
wind variations recorded
by the ACE spacecraft on
2002-02-21 (level 2 data
kindly provided by the
ACE Science Data Center).
Hours relevant to the
SIRCUS winter campaign
are highlighted, starting with
light orange 1.5 hrs prior to
campaign start, turning dark
orange at campaign start
and yellow 1.0 hrs prior to
campaign end.
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3 Incoherent Scatter Radar Observations

Cusp particle precipitation is characterized by intense 0.2–2 keV ion and
low-energy electron fluxes [5] [1]. Such fluxes, in particular the electrons, lead
to local electron heating in the upper atmosphere at time scales of seconds
(to a lesser degree also to ion heating) and sometimes but not always to a
measurable increase of the plasma density (at time scales of minutes). The
250–450 km altitude range is typically most affected. This kind of cusp par-
ticle energy deposition has been observed and tracked with the Sondrestrom
ISR [10] [6] [2]. Ion outflow is an additional cusp signature observed by the
ISR [6]. However, ISR cusp signatures are sometimes ambiguous because elec-
tron flux intensities and spectral characteristics similar to cusp particles are
occasionally found to occur in the open low latitude boundary layer [9] [2].

The EISCAT Svalbard Radar (ESR) 42-m dish – which is always pointing
up along the local magnetic field – observed a cusp-typical signature (strongly
elevated electron and slightly elevated ion temperatures and intense ion out-
flow) for a brief period of time around 09 UT (11.8 MLT), see Fig. 2.

The Sondrestrom ISR performed 60◦ azimuth scans at 30◦ antenna eleva-
tion and observed between 1320 and 1340 UT (≈11.3 MLT) in the northwest-
most section of the scan area electron temperature elevation coincident with
persistently high electron density and a large electron/ion temperature ratio
(Fig. 3). This observation coincided spatially and temporally with a DMSP-
F14 cusp identification. High plasma density was also observed in other scan
sectors and at other times but not accompanied by elevated temperatures.

Fig. 2. ESR measurements
of prime parameters made
along the local magnetic
field line on Feb 21, 2002,
08–13 UT. The thin vertical
line segments between the
panels (at 0850 UT � 11.8
MLT) mark a short period of
elevated electron temperature
(second panel) and ion
outflow (bottom panel). They
are characteristic though
ambiguous signatures of the
cusp footpoint.
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Fig. 3. Left: Electron temperature (top), electron density (middle) and electron/ion
temperature ratio (bottom) measured by the Sondrestrom ISR. Right: Electron
temperature and density from a single azimuth scan at 30◦ antenna elevation (at
the time marked by a vertical line in the left panel). A typical cusp signature,
namely elevated electron temperature on a background of high electron density,
is seen in the leftmost (green) part of the scan area (see arrow marker) between
250 km and 500 km ground distance (200–400 km altitude).

4 Synoptic View from LEO Satellites and ISR

We have combined cusp signatures observed with the ESR-42m and the
Sondrestrom ISR with small-scale (1–50 Hz) FAC densities inferred from
high-resolution CHAMP magnetometer measurements and absolute values
of small-scale (0.5–25 Hz) magnetic field variations recorded by the Ørsted
magnetometer. The results are shown in a semi-quantitative way in Fig. 4.
Observations ordered according to Universal Time progress, generally speak-
ing, from east to west (right to left). MLT numbers refer to the equatorward
boundary of the observed signatures.

The first set of coincident observations (marked ©1 ) comprises the DMSP-
F13 particle cusp detection (green bar) at 10.8 MLT, the ESR ionospheric
cusp signature (cyan circle) at 11.8 MLT and the locally enhanced small-scale
FAC density along the CHAMP trajectory (broadened red line) at 11.8 MLT,
all approximately at the same UT. They are consistent with the nominal cusp
location expected to be around 11 MLT and poleward of ≈76◦ CGML.

100 min later (marked ©2 ) we find again the DMSP-F13 particle cusp,
now at 11.0 MLT, and CHAMP enhanced small-scale FAC density at 12.3
MLT. Both are shifted to higher magnetic latitudes. At the same UT we have
the first Ørsted pass of this sequence (rightmost blue line) which shows no
signs of enhanced small-scale magnetic field perturbations in the cusp region.
Ørsted crossed the 75◦ CGML contour at 14.0 MLT which is probably too
far into the afternoon sector and outside the cusp.

Another 100 min later (marked ©3 ) CHAMP observes locally enhanced
FAC densities at 11.7 MLT and Ørsted records magnetic field perturbations
near 13.5 MLT. However an expected DMSP particle cusp signature is absent.
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Fig. 4. Synoptic view of LEO satellite and ISR measurements suggested to mark
the cusp: DMSP particle cusp (green bars), ISR ionospheric plasma parameters
(cyan areas), CHAMP small-scale FAC (broadened red segments), Ørsted small-
scale magnetic field variations (broadened blue segments)

One hour later (marked ©4 ) DMSP-F14 finds the particle cusp (green bar) at
11.3 MLT and poleward of 75◦ CGML, coincident with Sondrestrom ISR ob-
servations of an F region cusp signature (cyan four-cornered fan-shaped seg-
ment). Shortly after, (marked ©5 ) the third Ørsted pass reveals intense small-
scale magnetic field perturbation at 12.2 MLT, poleward of ≈75◦ CGML.

We have thus followed a sequence of observations all of which show signa-
tures of the low-altitude cusp: precipitating particle characteristics (DMSP),
ionospheric plasma parameters (ISR), enhanced small-scale FAC densities
(CHAMP) and small-scale magnetic field perturbations (Ørsted). The signa-
tures extend over the 10.8–13.5 MLT interval, and the equatorward boundary,
initially at 75◦ CGML, moves poleward up to 77◦ CGML and returns to 75◦

CGML. The motion occurs over a time span of ≈5 hrs, probably in response
to IMF variations.
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5 Conclusion

We have examined an event when signatures from different ground-based and
space borne instruments provide a consistent view of the cusp and allow map-
ping it in time and latitude. However, a synoptic view was able to provide this
information. ISR signatures are sometimes ambiguous, one expected DMSP
particle cusp detection was missing, and the general validity of small-scale
magnetic field perturbations resp. FAC densities as cusp signatures has not
yet been demonstrated. Further investigations will establish the potential for
such small-scale magnetic variations to serve as a reliable cusp signature.
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Summary. The Ørsted high-precision magnetic measurements made at high tem-
poral resolution of 25 and occasionally 100 samples/sec corresponding to spatial
resolutions down to less than 100 m have demonstrated the occurrences of highly
structured field-aligned currents (FAC) in the low-altitude Cusp region. The ob-
served magnetic perturbations indicate structures of very intense but thin sheets
or narrow filaments of mixed up- and downward currents up to several hundreds of
µA/m2 embedded in large-scale FAC structures of only up to a few µA/m2. The
intensities and locations of fine-scale FAC structures are closely related to solar
wind conditions.
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1 Introduction

Satellite-based observations of magnetic perturbations in space have provided
a comprehensive picture of the quasi-steady magnetosphere-ionosphere field-
aligned (FAC) coupling currents systems (e.g., [3, 4]). These observations
have revealed the existence of the so-called ”Region 1” (R1) and ”Region
2” (R2) oppositely directed FAC systems which appear in the morning and
evening sectors of the auroral regions at the border of the polar caps. The R1
and R2 FAC intensities depend strongly on the direction and magnitude of
the interplanetary magnetic field (IMF) and on the solar wind (SW) velocity.

During strong positive (northward) IMF BZ (NBZ) conditions strong FAC
currents may be observed in the central dayside polar cap (e.g., [6, 13]). In
the noon sector at high latitudes a further FAC system is often observed
to form oppositely directed pairs of east-west oriented current sheets. The

Fig. 1. Distribution of fine-
scale FAC intensities over the
polar cap mapped in magnetic
latitude-local time coordinates.
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intensity and the direction of these currents are related to the magnitude
and sign of the IMF BY component, while the latitude of the currents is
strongly influenced by the sign and magnitude of the IMF BZ component
(e.g., [4], [5], [12], [14]). The more equatorward FAC region appears to be
the continuation across magnetic local noon of either dawn or dusk dayside
R1 FAC. The more poleward currents were termed ”Region 0” (R0) or ”cusp
currents” in [4].

These large-scale quasi-static FAC systems have typical intensities of
around one or a few µA/m2. However, it is clear from many observations
that the high-latitude FAC occurrences display highly complex and variable
structures where the current densities may vary from a few to several hun-
dred µA/m2 [11]. An example of the spatial distribution of fine-structure
FAC is displayed in Fig.1. The diagram is based on a selection of northern
polar passes that represents all-year seasonal and average solar wind plasma
and IMF conditions. The intensity parameter used here is the RMS value
calculated at each second of the sample-to-sample magnetic vector variations
|∆B|. The coordinates are magnetic latitude and local time.

2 Instrumentation, observations and data analysis

The Ørsted satellite was launched on 23 February 1999 into a near-polar orbit
with an inclination of 96◦ , perigee at 640 km and apogee at 860 km. Its or-
bit drifts slowly in local time. The principal aim of the satellite is the precise
mapping of the Earths magnetic field [9]. The most recent data included here
are from October 2002. The Compact Spherical Coil (CSC) satellite vector
magnetometer is normally sampled at 25 s−1, occasionally at 100 s−1. This
temporal resolution corresponds to spatial resolution of around 300 and 70
m, respectively, along the orbit. In this work the position of the Ørsted satel-
lite is defined in standard altitude adjusted corrected geomagnetic (aacgm)
coordinates and magnetic local time.

We use a special version of Ampère-Maxwells law, µ0I=∇×B, to calculate
FAC intensities from the varying magnetic perturbations observed along the
orbit. The magnetic perturbations are found by subtracting Oersted (10c/99)
reference field model values [9] from the measured data. In addition to the
internal source terms, the contributions from the magnetospheric ring current
have been included through Dst-dependent terms.

The FAC current density J is now found from applying an Ampère’s inte-
gral over a differential parallelogram with sides formed by the orbit increment
∆r and a homogeneity vector h in the direction along assumed current sheets.

J =
h · ∆B1

µ0b · ∆r × h
, (1)
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In eq.(1) ∆B1 is the increment in B1 corresponding to ∆r while b is a unit
vector along the total field direction B. The direction of h is determined for
each segment of the orbit as the direction of maximum variance in the pro-
jected magnetic perturbations. It is usually (but not always) near magnetic
east-west direction.

Data from the ACE satellite stationed upstream in the solar wind at the
L1 point and from the orbiting WIND satellite have been used to define
solar wind magnetic field and plasma parameters used for the analyses. The
timing of IMF and SW data samples have been adjusted corresponding to the
translation with solar wind velocity from the actual satellite positions to a
reference position at 12RE in front of the Earth. The delay of FAC intensities
observed in the polar ionosphere relating to the IMF and SW parameters at
the reference location is considered to be around 10 min (e.g., [12]).

The relevant IMF parameters to characterize the conditions are now de-
fined to be the average values of the 12RE reference data taken over an
interval from T0-25 min to T0-10 min where T0 is the time of the central
north polar (N) or south polar (S) Ørsted pass. In order to specify limits
for IMF variability we have also calculated the corresponding values for the
preceding interval from T0-40 to T0-25 min and the RMS variations during
the entire interval from T0-40 to T0-10 min.

3 Example case of fine-scale FAC

In this study we have focused on data obtained during Ørsted passes through
the northern and southern low altitude cusp regions. These regions are located
close to local noon at magnetic latitudes of around +75 and - 75◦ . In Figs.2
and 3 we show an example of the observed magnetic field variations along the
orbit projection during a cusp pass. Fig.2 shows the orbit in a polar sector
plot in aacgm latitude and magnetic local time. The orbit passes over the
northern polar cusp at around 0415 UT on 30 March 2002. The horizontal
magnetic perturbations derived from subtracting the reference field from the
observed values are plotted as vectors extending from the track every 5 s.
A signature for the fine-scale FAC intensities is plotted as bars extending
perpendicular from the trace. Their length corresponds to the 1-sec RMS
value of |∆B|/∆t. At the crossing of 75◦ latitude close to noon (cusp region)
a marked increase in the RMS signature is seen. Fig.3 displays the magnetic
observations plotted against UT in seconds after the start of the pass. The top
panel of Fig. 3 presents the observed magnetic variations in the meridional
(upper trace), zonal (middle) and parallel component (lower trace) referred
to the local geomagnetic coordinate system.

The black squares in the upper field of Fig.3 represent the rotation from
the zonal direction to a homogeneity direction derived from variance analysis.
The second panel from the top presents the average FAC intensities. The
FAC data have been smoothed using a Gaussian weighting function with a
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Fig. 2. (above) Magnetic 5-s perturba-
tion vectors and signature for fine-scale
FAC intensities plotted along the track
during the northern cusp passage of or-
bit 16296 on 30 March 2002.
Fig.3. (right) Magnetic variations and
derived FAC intensities during the
cusp passage on 30 March 2002 start-
ing 04:12:55 UT. IMF B: (1.8,-4.2,-
11.3nT); SW: 23.4 p/cm3, 452.3 km/s

window width of 5 s. The next lower panel displays the FAC values derived
by applying eq. (1) to each step of the 25 c/s data. It is evident that there
is a region with extent of around 70s (i.e. 500 km along the track) with
strong and variable small-scale FAC structures. Outside the narrow region of
disturbances the FAC trace is smooth and the values are very small.

In the bottom panel the variations have been plotted on a more detailed
time scale. One may note several FAC peaks of 100-300 µA/m2. The large
peak to the left reaches up to over +600 µA/m2 and the peak in the middle
extends down below -700 µA/m2. The width of the current-carrying region
in the strong FAC peaks ranges from less than a tenth to a few tenths of a
second, that is, from a few hundred m to a few km.

4 Statistical analysis of fine-scale FAC

In the present database the sample-to-sample magnetic vector variations |∆B|
have been calculated for around 5000 Ørsted orbits in data sets spanning from
September 1999 to October 2002. For each polar pass the related IMF and
SW parameters have been derived using the procedure outlined above. Now
it is possible to study the effect of each parameter from appropriate selections
of passes.

Fig.4 displays the north polar distributions of RMS fine-scale FAC inten-
sities for cases selected to present the variations with IMF B, the BY and
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Fig. 4. Variation in the north polar distribution of RMS values of fine-scale FAC
intensities from Ørsted data. Leftmost: variations with IMF B; middle left: vari-
ations with BY ; middle right: variations with BZ ; rightmost: variations with SW
density.

the BZ components and with the solar wind density. The color scale is the
same as that used in Fig.1. The pixel size corresponds to 1 degree in latitude.
¿From the left column of Fig.4 it is clear that the fine-structure FAC inten-
sities are stronger and more focused in the cusp region for stronger B (lower
panel) than for smaller values of IMF B (upper panel). The next left column
displays the variation from positive BY (upper panel) to negative IMF BY

(lower panel). The main difference is the ”tail” of events swinging dawnward
for positive BY and duskward for negative BY values. The core of events
remains at noon.

The FAC variations specifically with the sign of IMF BZ are displayed in
the middle right column of Fig.4. It is clear that the intensities are stronger
for negative (lower panel) than for positive (upper panel) values of IMF BZ .
The strongly negative IMF BZ cases enhance the fine-scale structures of R1
and substorm FAC current systems seen at local MLT away from noon.

The middle right column, furthermore, displays the latitude variation in
fine-scale FAC intensities with BZ . The average latitude for the high-intensity
structures in the upper panel (positive IMF BZ) is around 78◦ while it is
around 73◦ for the structures in the lower field (negative BZ). The rightmost
column of Fig.4 illustrates that the intensity of fine-scale FAC increases and is
more concentrated within the assumed cusp region in response to increasing
solar wind density going from the upper to the lower panel.

The variation of the intensity of fine-scale FAC structures against the
transverse component BT of IMF is illustrated in the upper left panel of Fig.5.
For each polar pass (north or south) the maximum intensity of fine-structure
FAC variations is derived as the maximum running average value of 1-sec
RMS samples taken over 1 min. This value is marked by a small dot against
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Fig. 5. Top left: Variation of max-
imum RMS FAC variability with
IMF BT for cusp passes. Top right:
Variation with solar wind density,
DSW . Left: Variation in average
latitude of max. RMS fine-scale
FAC intensities with IMF BZ .

the actual IMF BT value. For groups of passes within intervals spanning 2
nT in BT value a large dot has been placed to mark the average value. The
corresponding dependence on solar wind density, DSW , is illustrated in the
upper right panel of Fig. 5. The heavy dots, again, represent averages of
values taken over intervals of DSW .

The variations in latitude of the location of maximum 1-min running
average intensity of fine-structure FAC with the IMF BZ component are
clearly depicted in the bottom field of Fig.5. The dashed line in the diagram
indicates the latitude of the equatorward boundary of the cusp region for
negative or small positive values of IMF BZ according to [8]. It is seen that
the fine-structure FAC intensities maximize just poleward of this boundary,
that is, within the cusp. For the large positive values of IMF BZ the latitude
remains almost constant between 78◦ and 80◦ magnetic latitude. This is also
in agreement with the cusp boundary variations reported in [8].

5 Discussions

The FAC current structures observed in the cusp region are hardly ever in
a stationary state. From single satellite observations is not possible to pre-
cisely define the persistence and the possible motions of the sheet-like or
filamentary structures involved. In the example displayed in Fig.2 we cannot
tell directly whether the observed structure relates to a sequence of quasi-
steady current sheets or whether the observed variations arise from temporal
intensity variations in larger current sheet.
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The high-intensity fine-scale structures are most likely the consequences
of patchy and transient processes in the dynamic interactions of the solar
wind and the magnetosphere. Likely generators of fine-scale FAC are pro-
cesses associated with compression, twisting or bending of geomagnetic field
lines (e.g., [10]), with the braking of intruding solar wind plasma [2] or with
merging processes between the IMF and the geomagnetic field (e.g., [7]). FAC
patches generated by these processes may travel away from the interaction
or reconnection region as Alfven wave packets propagating along cusp field
lines toward the ionosphere. At the arrival to the ionosphere the waves are
partly reflected and partly dissipated through the transfer of energy to local
Joule heating processes and convective motions in the ionospheric plasma.

Possible effects of the strongly variable and filamentary FAC currents in
the cusp region comprise the generation of patches of large ionospheric electric
fields, strongly varying convection velocities and localized strong Joule heat-
ing of the atmosphere at altitudes between approximately 100 and 200 km.
The large electric fields may create E-region two-stream instabilities whenever
the horizontal field exceeds around 25 mV/m needed to generate ion drift in
excess of the ion-acoustic velocity. Such plasma instabilities cause backscatter
of radio waves. The occurrence of patchy backscatter and strong convection
variability in the cusp region have been documented, among other, through
analyses of SuperDARN coherent scatter radar observations (e.g., [1]).

6 Conclusions

The observations of fine-structure FAC systems have revealed thin sheets or
narrow filaments of very strong field-aligned currents. Current intensities up
to 1 mA/m2 within structures of apparent width down to 200 m have been
deduced from the high-precision magnetic observations made from the Ørsted
satellite. These currents form multiple mixed up- and downward oriented FAC
structures of localized intensities larger by one or two orders of magnitude
than their average large-scale values.

- The high-intensity, fine-scale structures have highest occurrence proba-
bility at noon in magnetic local time. The magnetic latitude of the fine-scale
FAC varies systematically with the IMF BZ component with a preferred lo-
cation at or a little poleward of the cusp equatorward boundary depending
on IMF BZ as defined by [8]. Hence they are considered part of cusp charac-
teristics.

- The intensity of the fine-structure FAC was found to increase with in-
creasing solar wind density and velocity and with increasing magnitude of
the IMF. The fine-scale FAC intensities were found to be markedly stronger,
more widespread in MLT and displaced toward lower latitudes for negative
compared to positive values of the IMF BZ component.

- The possible consequences of the high and variable FAC intensities in
terms of high ionospheric electric fields and strong localized currents have
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been experimentally verified through observations of cusp region features
like patchy HF backscatter from ionospheric plasma instabilities and highly
variable convection velocities
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Summary. We present initial results of a comparative study of Pi2 pulsations observed by 
the CHAMP satellite and at the Sutherland ground station [32o 24’ S, 20o 40’ E].  Times 
when a Pi2 pulsation was observed on the ground (predominantly during night-time) and 
when CHAMP was located within 30° of longitude of Sutherland and at latitudes less than 
50° N and S were selected for study.  Following pre-processing and inspection to exclude 
unsuitable events, the satellite vector magnetic field data were rotated into a field aligned 
coordinate system and band-pass filtered in the Pi2 frequency band (typically .005 - .05 
Hz). 

Key words: Pi2 pulsations, cavity modes, ULF waves, vector magnetometer data

1  Introduction 

Using data from CHAMP, Sutcliffe and Lühr [2003] for the first time observed 
and reported clearly resolved Pi2 pulsations in vector magnetometer data at low 
Earth orbit (LEO).  Previously, the difficulty has been to extract the relatively 
small pulsation perturbation from the relatively large background field due to the 
limited digitisation step size of the satellite magnetometer and to the environ-
mental noise.  The magnetic field measurements from CHAMP are of unprece-
dented accuracy and resolution, thus making it possible to extract and clearly re-
solve Pi2 pulsations.  In this paper we describe the method used to extract the Pi2 
pulsations from the satellite magnetometer data and then briefly describe the ini-
tial results of a comparison of Pi2 pulsations observed at LEO by CHAMP and on 
the ground in South Africa. 

2  Data Set and Processing Techniques 

The satellite data that were used for this study are the pre-processed (Level 2) 
fluxgate vector magnetometer data from CHAMP, transformed into the North-
East-Center (NEC) coordinate system (product identifier: CH-ME-2-FGM-NEC).  
These are publicly available through the CHAMP Data Center (ISDC) 
[http://isdc.gfz-potsdam.de/champ/].  The ground based data used were the induc-
tion magnetometer data recorded at the Hermanus Magnetic Observatory’s geo-
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magnetic pulsation field station at Sutherland (32o 24’ S, 20o 40’ E) [Sutcliffe et 
al., 2002].  Both data sets were sampled at 1 sec intervals. 

Data selection commenced by determining times when CHAMP was located 
within 30° of longitude of Sutherland and at latitudes less than 50° N and S; the 
latter condition was specifically applied to exclude times when the satellite was 
crossing current systems associated with the auroral electrojets.  The Sutherland 
data for these times were then scanned for suitable Pi2 pulsation events.  The sat-
ellite data for the times spanning the ground station Pi2 events were then in-
spected.  For reasons of quality, measurements were only utilised if both star cam-
eras were operational; this ensured low attitude-related noise of the vector 
readings.  The data were then further processed to determine whether Pi2 pulsa-
tions were present and observable. 

The supplemental processing of the satellite data involved four stages.  The first 
step was to initially subtract a main field model from the observed data in order to 
inspect the residual field. For this purpose the CO2 (CHAMP, Ørsted, Ørsted2) 
model [Holme et al., 2003] was used, which is available through the ISDC.  The 
reason for inspecting the residual field was to ensure that the interval did not con-
tain disturbances (of tens of nT amplitude), which when filtered may have leaked 
into the Pi2 band and which could be erroneously interpreted as Pi2 pulsations.  
Examples of one type of disturbance that we wished to avoid are the night-time F-
region currents, which Lühr et al. [2002] identified to occur in the near-equatorial 
region and which show up in the CHAMP data.  Unfortunately, these currents oc-
cur with maximum probability during evening hours when the clearest Pi2 pulsa-
tions are typically observed at low latitudes. 

The second step in processing was to subtract a lithospheric magnetic field 
anomaly model.  Consideration of the scale size of lithospheric magnetic anoma-
lies and the rate at which these are traversed by CHAMP, suggests that they will 
result in variations falling within the Pi2 band of frequencies.  Tests using the 
spherical harmonic coefficients of the magnetic anomaly model MF1 determined 
from CHAMP observations [Maus et al., 2002] confirmed this to be the case.  A 
contour plot of the lithospheric magnetic field anomaly model for the southern Af-
rica region determined from the MF1 coefficients is shown in Figure 1.  The thick 
line along the 35° E meridian indicates the satellite track during the 10-minute in-
terval when a Pi2 pulsation was observed at Sutherland on 17 May 2002 with on-
set shortly after 2248 UT.  Figure 2 shows the components of the lithospheric 
magnetic field anomaly model along this satellite track, filtered in the Pi2 fre-
quency band.  Oscillations in the Pi2 frequency band and of similar amplitude are 
clearly observable.  The top panel in Figure 3 shows the H component of the Pi2 
pulsation observed at Sutherland.  The centre and bottom panels in Figure 3 show 
the compressional component of the same pulsation observed by CHAMP for 
which no correction and a correction respectively have been applied for the litho-
spheric anomaly field.  It is seen that the correction for the lithospheric field im-
proves the correlation between H and the compressional component, a correlation 
that one would expect if the oscillations are due to a cavity mode resonance. 
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Fig. 1. Contour plot of lithospheric magnetic field 
anomaly model for southern Africa.  The Suther-
land ground station and the satellite track during 
the time of occurrence of a Pi2 pulsation are also 
shown.

Fig. 2. Components of the litho-
spheric magnetic field anomaly 
model filtered in the Pi2 frequency 
band.

Fig. 3. The top panel shows the H component of a Pi2 pulsation observed at Sutherland on 
17 May 2002. The centre and bottom panels show the compressional component of the 
same pulsation observed by CHAMP for which no correction and a correction respectively 
have been applied for the lithospheric anomaly field. 

The third step of the supplemental processing was to rotate the data from the 
NEC frame into a field aligned coordinate system.  We refer to the three orthogo-
nal coordinates as the compressional, toroidal, and poloidal components, which 
are respectively parallel to the field line, perpendicular to the field line and di-
rected azimuthally eastward, and perpendicular to the field line and directed in-
ward.  The coordinate transformation to execute this rotation was determined from 
the background field obtained by low-pass filtering (.0008 Hz) the observed data.  
Finally, the data were band-pass filtered in the Pi2 frequency band (typically .005 
- .05 Hz).  The ground station data were filtered with the same frequency band-
pass.
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3  Observations 

The results for some of the events presented by Sutcliffe and Lühr [2003] are pre-
sented here in somewhat more detail by the addition of spectra and complex de-
modulates.  The compressional, poloidal, and toroidal components of the 17 May 
2002 Pi2 pulsation as observed onboard CHAMP are plotted in the upper three 
panels in Figure 4 as solid curves.  The satellite’s geocentric latitude is plotted in 
the bottom panel, which shows that it was located in the southern hemisphere dur-
ing this event and travelled from approximately 60° to 20° S during the 10-minute 
interval.  It is seen that the compressional and poloidal component oscillations are 
similar and in phase.  The Sutherland H component is plotted as a dashed curve 
over the compressional and poloidal components and the D component over the 
toroidal component.  It is seen that the H component oscillation on the ground is 
similar to the compressional and poloidal oscillations at CHAMP, that is, closely 
in phase but with larger and lesser amplitudes respectively.  The amplitude spectra 
are plotted in Figure 5 in the same order as the component data in Figure 4.  This 
figure confirms that the compressional, poloidal, and H components all oscillate at 
the same frequency and makes the relative amplitude relationships clear.  The 
complex demodulates of the Pi2 are plotted in Figure 6.  The poloidal component 
observed by CHAMP and H component on the ground are plotted in the upper 
panel, while the second and third panels show the amplitudes and relative phases 
of these oscillations as functions of time; the curves in the latter panel confirm that 
these signals are closely in phase. 

The other event that we consider, shown in Figure 7, occurred on 2 February 
2002 with onset shortly after 2310 UT.  During this event CHAMP was located in 
the  northern  hemisphere  and  travelling  southward.  The top panel again shows  

Fig. 4. The panels from top to bottom show the compressional, poloidal, and toroidal com-
ponents of the Pi2 pulsation and the satellite latitude on 17 May 2002 (solid curves).  The H 
(upper two panels) and D (third panel) components at Sutherland are over-plotted (dashed 
curves). 

-3

0

3

B
co

m
 (

nT
)

-3

0

3

B
po

l (
nT

)

-3

0

3

B
to

r 
(n

T
)

2248 2253 2258
UNIVERSAL TIME

-60

-40

-20

G
cL

at
 (

de
g)



Geomagnetic Pi2 Pulsations Observed by CHAMP and on the Ground      393 

Fig. 5. Amplitude spectra of the Pi2 pulsa-
tion observed on 17 May 2002 onboard 
CHAMP (solid line) and at Sutherland 
(dashed line) plotted in the same ordes as 
the component data in Figure 4. 

Fig. 6. Complex demodulates of the Pi2 pul-
sation poloidal component observed onboard 
CHAMP (solid line) and H component at 
Sutherland (dashed line) on 17 May 2002. 

Fig. 7. Same as Figure 4, except that the 
inverse of the H component is plotted in 
the second panel, for a Pi2 pulsation ob-
served on 2 February 2002. 

Fig. 8. Complex demodulates of the Pi2 pul-
sation poloidal component observed onboard 
CHAMP (solid line) and at Sutherland 
(dashed line) on 2 February 2002. 

a reasonable in-phase correlation between the compressional and H components.  
In the second panel the dashed curve is the inverted H component, which appears 
correlated with the poloidal component, indicating that these two components are 
oscillating in anti-phase.  There does not appear to be any correlation between the 
toroidal and D components.  The complex demodulates of this Pi2 are plotted in 
Figure 8.  The poloidal component observed by CHAMP and H component on the 
ground are plotted in the upper panel, while the second and third panels again 
show the amplitudes and relative phases of these oscillations as functions of time; 
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the curves in the latter panel confirm that in this case the poloidal and H compo-
nents oscillate in anti-phase. 

4  Conclusions 

It has for the first time been possible to extract and clearly resolve Pi2 pulsations 
from low Earth orbit satellite data due to the unprecedented accuracy and resolu-
tion of the CHAMP magnetic field measurements.  The data have been used to 
make an initial comparative study of Pi2 pulsations observed by CHAMP at LEO 
and at the Sutherland ground station in South Africa.  Initial findings to date are 
the following: 

• An important new finding is that the correlation between satellite and 
ground Pi2s is improved if a lithospheric magnetic field anomaly model is 
subtracted from the satellite data. 

• The H-component of the Pi2 pulsation on the ground is well correlated with 
the compressional and poloidal components above the ionosphere. 

• Typical H-component amplitudes on the ground are 0.5 to 2 nT, while at 
CHAMP the compressional and poloidal component amplitudes are 
roughly 0.7 and 1.4 times this respectively. 

• In the southern hemisphere the compressional and poloidal components os-
cillate in phase with H; however, in the northern hemisphere the poloidal 
component appears to oscillate in anti-phase with the compressional and H 
components. 
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Summary. We present the analysis of a Pc 3 geomagnetic pulsation event observed 
simultaneously by CHAMP and by the South European GeoMagnetic Array SEGMA (1.56 
< L < 1.88) during the conjunction of July 6, 2002. Both compressional and transverse 
oscillations were identified in CHAMP magnetic measurements. A close correspondence 
between the compressional component and the ground signals is observed. At the same 
time the joint analysis of space and ground observations clearly indicates the occurrence of 
a field line resonance at L ≅ 1.6. A direct confirmation of the well known 90° rotation of the 
ULF wave polarization ellipse through the ionosphere is also provided.

Key words: Magnetosphere/ionosphere interaction, ULF waves, field line resonance 

1 Introduction 

ULF magnetohydrodynamic waves are an intrinsic signature of different processes 
taking place in the Earth’s magnetosphere. Their observation and interpretation is 
therefore very important in the global context of the magnetospheric dynamics. 
For an unambiguous interpretation of the observations, simultaneous measure-
ments in space and on a ground array are needed. So far, direct space-ground 
comparisons of ULF wave events in the frequency range 2-100 mHz (Pc 3-5 geo-
magnetic pulsations) have been conducted using data from near equatorial space-
craft (either with geosynchronous or eccentric orbit) and from magnetically linked 
ground sites, i.e. from very distant measurement points. This may cause low co-
herency between space and ground signals [1, 2]. Such combination of space and 
ground measurements has been also used to determine the effect of the transmis-
sion through the ionosphere with controversial results [3]. In this sense the use of 
a low-altitude satellite like CHAMP would be preferable although its polar orbit 



396      Massimo Velante et al.

causes a rapid movement across different L-shells. Nevertheless, a ground-space 
comparison for Pc 3 pulsations in the plasmasphere can still be conducted. For in-
stance, for a pulsation with a frequency of 50 mHz, CHAMP covers in one wave 
period a latitudinal range of ~1.5°, which is not a too dramatic variation. In addi-
tion, the use of an array of meridionally distributed ground stations may help to 
improve the situation. In the present study we used the South European GeoMag-
netic Array (SEGMA, 1.56 < L < 1.88) and found indeed that very interesting re-
sults can be obtained from the direct combination of magnetic measurements from 
a ground array and a low-altitude satellite for Pc 3 wave phenomena.  

2 Instrumentation and data 

SEGMA is a latitudinal magnetometer array recently established in southern 
Europe for continuous measurements of geomagnetic field variations in the ULF 
band. All stations are equipped with high sensitivity triaxial fluxgate magnetome-
ters, recording the geomagnetic northward (H), eastward (D), and vertically 
downward (Z) components of the geomagnetic field variations. After low-pass 
data filtering, data are recorded at a sampling rate of 1 Hz. Precise timing is pro-
vided by a GPS receiver. For more details about instrumentation and data acquisi-
tion, see [4]. 

The CHAMP data used in this study are the pre-processed (Level 2) fluxgate 
vector magnetometer data. This instrument samples the magnetic field at a rate of 
50 Hz at a resolution of 0.1 nT. In the standard processing the data are averaged to 
1 Hz samples. The data are transformed into the Mean-Field-Aligned (MFA) co-
ordinate system. This is well suited for studying wave phenomena. In this frame 
the azimuthal component, B , points to magnetic east, the compressional compo-
nent, Bµ, is aligned with the ambient field, and the poloidal component, B , com-
pletes the triad, pointing outward. A model magnetic field consisting of the main 
field (Ørsted_05m02 [5]) and of the crustal part (MF1 [6]) is subtracted from the 
compressional component and subsequently all components are high-pass filtered 
with a cutoff frequency of 16 mHz to remove long-period variations. 

3 Observations 

During June-July 2002, CHAMP passed approximately every second day close to 
SEGMA during daytime hours. For some of these short time conjunctions clear 
Pc3 geomagnetic pulsations were simultaneously observed both in space and on 
ground. A representative event occurring on July 6 is presented here. Figure 1 
shows the satellite track mapped down along the field lines to the E-layer and the 
locations of the SEGMA stations, both in corrected geomagnetic coordinates. As 
shown in the figure, CHAMP needs about 1.5 min to traverse the latitudinal range 
of the SEGMA array. At the closest approach, the longitudinal difference is less 
than 4° and the CHAMP altitude is 415 km.  
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Fig. 1. CHAMP track mapped down along the field lines to the E-layer and the locations of 
the SEGMA stations for the event of July 6, 2002. 

Figure 2 shows the time series of the different signals, filtered in the frequency 
band 20-100 mHz. As can be seen, the CHAMP signals contain a mixture of fre-
quencies and show a low coherence between the different components. The azi-
muthal component exhibits the largest amplitude oscillations (as large as 5-6 nT 
peak-to-peak). The parallel component, although of much smaller amplitude (less 
than 0.5 nT peak-to-peak) shows, even outside the conjunction interval (shaded 
region), the best correspondence with the ground signals: note for example the al-
most in-phase relation with the NCK H-signal in the time interval 0805:30 – 
0809:30 UT. The ground signals are in general more monochromatic and highly 
coherent between different stations. The maximum amplitude (about 3 nT peak-to-
peak) is observed in the H-component at NCK in the time interval 0807 – 0808 
UT. A dynamic spectral analysis of the different signals (figure not shown) con-
firms that several spectral features of the compressional component find a good 
correspondence on the ground while this is not true for the transverse components. 
This is a consequence of the rapid movement of CHAMP across field lines with 
different resonance responses (which affects mainly the transverse components). 

An interesting behaviour of the azimuthal component can be noted when 
CHAMP is in between the RNC and AQU L-shells: the appearance of higher fre-
quency oscillations with enhanced amplitude. At the same time, the H-ground sig-
nal maximizes just at RNC and AQU. This might be an indication of a field line 
resonance occurring at an L-shell between RNC and AQU. Note, however, that the 
frequency of the oscillations at both stations is lower than that of B . In particular 
the dominant frequencies of the different signals (as provided by a spectral analy-
sis) are: ∼65 mHz for B , ∼55 mHz for Bµ, and ∼50-55 mHz for all ground stations 
(both H and D components).  The higher frequency of  B  can be explained by the 
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Fig. 2. Magnetic field data from CHAMP and SEGMA array. The data are filtered in the 
frequency band 20-100 mHz. The shaded region indicates the time interval of the CHAMP-
SEGMA conjunction. The crosses indicate the conjunction to each ground station. 

expected rapid phase increase of the azimuthal signal (by 180°) experienced when 
moving equatorward across the resonance region [7]. We can get an idea of the 
importance of this effect by comparing the CHAMP velocity (Vsat = 7.6 km/s, di-
rected equatorward) and the apparent meridional phase velocity (Vphase, directed
poleward). From the theoretical expression of the latitudinal structure of the azi-
muthal component [8] we obtain, at the resonant location, the following expres-
sion Vphase = 2π f ε, where f is the frequency and ε is the resonance width at the 
ionospheric altitude. Using f = 55 mHz and for ε a reasonable value of 80 km, we 
get Vphase ≅ 30 km/s which is only ∼4 times larger than Vsat. Therefore a significant 
Doppler shift is expected which can well account for the observed difference in 
frequency.  

It is also worth to mention that the interplanetary magnetic field magnitude 
BIMF prevailing during this event was ∼10 nT (as obtained from the ACE satellite, 
taking into account the propagation delay from ACE to the magnetopause). Ac-
cording to the empirical relationship fUW (mHz) ≅ 6 BIMF (nT) [9], the expected 
frequency (fUW)  of upstream waves  in the  Earth’s foreshock would be  ∼60 mHz, 
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Fig. 3. Wave hodograms for CHAMP and SEGMA stations for two consecutive 20-s time 
intervals. The data are filtered in the frequency band 40-70 mHz. In each hodogram the first 
measurement is marked. 

which is very close to the frequency of the compressional signal observed by 
CHAMP. It confirms previous observations that the upstream waves are the main 
candidate for the source of daytime Pc 3 geomagnetic pulsations [10]. 

We also performed an analysis of the polarization characteristics of the space 
and ground signals. Such a comparison can be very useful to test theoretical mod-
els on the ULF wave transmission through the ionosphere. In Figure 3 we show 
the wave hodograms in the ν-ϕ plane (for CHAMP measurements) and in the H-D
plane (on the ground) for two consecutive 20-sec time intervals during the 
CHAMP–SEGMA conjunction. Data are filtered in the frequency band 40-70 
mHz. It is worth to note the approximate 90° rotation of the polarization ellipse 
between CHAMP and the ground station at the closest conjunction (CST in the 
first interval, RNC in the second). This is a well known effect produced by the in-
duced currents in the ionosphere as predicted by theoretical models [11]. Note also 
a reversal of the polarization sense, being clockwise (CW) at CHAMP position 
and counterclockwise (CCW) on the ground. From well established theoretical 
and experimental results we expect in the morning hours a CCW polarization, ex-
cept in a more or less extended region poleward of the resonant line [12]. The nu-
merical model by [13] predicts however that, because of a spatial integration ef-
fect, such polarization reversal can get lost on the ground. Our results seem to 
support, at least in this case, such a picture. 
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4 Conclusions 

We have shown that the CHAMP mission provides an interesting opportunity for a 
close comparison between space and ground ULF wave magnetic measurements. 
This first analysis of a Pc 3 event observed simultaneously by CHAMP and the 
low-latitude SEGMA array has indeed provided an unprecedented direct test of 
theoretical predictions about the field line resonance phenomenon and the effects 
produced by the ionosphere on the transmission of ULF signals to the ground. 
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Summary. The equatorial electrojet signal recorded on the Overhauser Magnetometer 
(OVM) on board CHAMP can be divided into four classes: the classical electrojet (EEJ), 
the counter electrojet (CEJ), no electrojet (NEJ) and a new term, formation of the electrojet 
(FEJ). A statistical study on the location, period and corresponding magnetic events shows 
that at longitudes near 60°, 165°, 255° and 345° the morning events are CEJ, 
which then slowly form into FEJ near noon, and finally, as local time increases, 
the full EEJ is realized. All other longitude zones have only EEJ events. The reason 
for the occurrence of these events at certain longitudes is as yet unclear.

Key words: equatorial electrojet, ionosphere, geomagnetism  

Introduction 

Each day the CHAMP satellite passes over a current in the ionosphere called the 
equatorial electrojet. This current is in a narrow belt at approximately 108km 
above the surface of the Earth and generally flows in an eastward direction. The 
Overhauser Magnetometer (OVM) on board CHAMP records a signal from this 
current for each pass.  The usual signal has an inverted bell shape with the peak in 
the height of the bell occurring near midday. However, the OVM also records 
other signals for some passes. A description of each type of event and a statistical 
analysis of location, period and corresponding magnetic events is described. 

Description of filter 

The long wavelength daytime magnetic field variation at mid and equatorial lati-
tudes is mainly comprised of effects from the equatorial ring current (RC), and the 
daily variation (Sq). It has been suggested that the equatorial electrojet (EJ) is part 
of the Sq system (Stening, 1995). Keeping this in mind, a method of extracting 
only the RC component was found. Generally, when using ground-based data to 
study ionospheric currents the effect of the RC is removed by using the Dst index 
(Hutton and Oyinloye, 1970). A similar technique can be employed using satellite 
data.
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Fig. 1. A typical satellite pass showing a track with the main and lithospheric fields re-
moved (grey) .  Dashed lines are the computed track using Legendre Polynomials up to cut-
off degree shown above each plot.  The black lines are the filtered track.. 

Figure 1 is a plot of the day-time mid-latitude part of a satellite pass. The model 
oer05m02-MF1 up to degree 65 was used to remove the main and lithospheric 
fields (Olsen, 2002, and Maus, et.al., 2002). Shown in each window is the pass 
(grey line) with a Legendre polynomial of differing cut-off degree (dashed line). 
The residual between the two lines is the filtered data and is shown in black. The 
obvious problem is the amplitudes of the side lobes are affected by the type of fil-
ter. The plot on the right shows that when the wavelength of the filter is smaller 
than the width of electrojet signal the entire signal is affected. Therefore, a filter is 
required which will remove effects from currents that are not ionospheric and will 
not introduce spurious effects into the side lobes. 

The choice of filter was dependent on the association of the amplitude of the 
angular degree and geomagnetic indices, and the cut-off degree. The correlation 
coefficient (R) between the amplitudes of the angular coefficients (n) for a satellite 
track and the associated Dst index when the cut-off degree is 2 are; (n=0, R=0.4), 
(n=1,R=-0.05), and (n=2, R=-0.6). The Tnull for each set was zero. The angular 
degree n=2 correlates very well with the Dst index. No other angular degree corre-
lates as significantly with the Dst index and this correlation maximizes when the 
cut-off degree is 2. The n=0 angular degree corresponds to the field level and it is 
well known that an increase in the absolute Dst coincides with an increase in the 
ambient field level, as seen here. The amplitude of the n=1 angular degree shows 
no correlation with the aa index (R=0.05, Tnull=0.01) and Kp (R= 0.05, Tnull=0) 
which suggests no dependency on Sq effects. This angular degree does not corre-
late with Dst. However, it was included in the filter because it is clearly not line-
arly dependent on ionospheric effects either. 

Description of Events 

As the CHAMP satellite passes over the area of the dip equator the OVM records 
four possible configurations described in Table 1 and shown in Figure 2. Each
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Name Code Simple
description Classification Criteria 

Classical 
Electrojet EEJ Inverted bell 

shape 

One minimum lies within two degrees of the quasi-
dip equator and one maximum sits directly either 
side. These maximums must lie between ±10° of 
the quasi-dip equator. The resulting amplitude must 
be the maximum amplitude in the pass of this con-
figuration.

Counter
Electrojet CEJ Bell shape One maximum lies within 4° of the quasi-dip equa-

tor and one minimum sits directly either side. 

Formation
Electrojet FEJ Combination of 

EEJ and CEJ 

A minimum with a maximum on either side occurs 
near the quasi-dip equator but it may not have the 
largest amplitude in the pass. 

No
Electrojet NEJ None of the 

above None of the above. 

Table 1. Classification criteria of equatorial electrojet events.

configuration has been labeled with events recorded in the review by Forbes, 
1981.  The  classical  electrojet  (EEJ),  counter  electrojet  (CEJ)  and no electrojet 
(NEJ) events are well known. However, it is necessary to introduce a new event 
labeled the Formation Electrojet (FEJ). These events have similar characteristics 
to EEJ events except that the amplitude is much smaller and the local time of oc-
currence of the events is distinctive (see later section).  

Statistical Analysis of Events 

Data were averaged into bins centered on each hour, both in local time (LT) and 
universal time (UT). This is plotted in figure 3a for each event type. Graphs of this 
sort show the Earth in a certain configuration with respect to the Sun. For exam-
ple, a UT of 2400 means that the longitude of 180° is facing the Sun. The EEJ is 
always a maximum at local noon so these graphs allow the configuration of the 
EEJ to be shown for each UT bin. Plotting LT versus UT realizes both a spatial 
and a temporal aspect since longitude can easily be determined by {LT – UT}x15 
(The most interesting longitudes are shown in the graphs by dashed grey lines) . 
Including a month versus UT graph (figure 3b) also realizes a seasonal aspect. Us-
ing two graphs we are able to determine spatial, daily-temporal and seasonal 
variations.

Figure 3a-4 shows that most NEJ events occur near 345° longitude at 1000, 
1100, and 1500 LT.  Figure 3b-4 shows that the occurrences of NEJ events in the 
early local times are independent of season, whilst, the number of afternoon events 
peak in September.  The fact that most of these events occur in one longitude zone 
suggests a local phenomenon not accounted for. Closer inspection of individual  
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Fig. 2. Examples of classification of the equatorial electrojet observed using the Overhauser 
Magnetometer on board CHAMP.  CD = Amplitude, AB = Width, AB  = Gradient, |A| & 
|B| = Magnitude of side lobes, |C| = Magnitude of centre,  E & G = positions of side lobes, 
F = position of centre. 

tracks revealed that EEJ, CEJ and FEJ signatures are present in some NEJ tracks 
but the long wavelength sinusoidal feature seen in Fig. 2 (NEJ) obfuscates the sig-
nals. Clearly, for this longitude zone more analysis is required. 

Figure 3a-2 shows that most CEJ events occur near longitudes 60°, 165° and 
300° and the peak occurrences are in the morning and afternoon. Figure 3b-2 
shows that the morning CEJ events occur only in July, whilst, the afternoon events 
are in December. Some events occur at midday in June near longitude 150°.  

FEJ events (figure 3a-2 and 3b-2) and CEJ events have similar occurrence rates 
with longitude. The peak occurrence of FEJ events is midday in June and is cen-
tered on longitude 50°. FEJ events occur in all months where data is available with 
no propensity towards any one month. 

Figure 3a-1 shows that all longitudes record EEJ events. The occurrence peaks 
at midday. Please note that the number of satellite passes between LT 0900 and 
1500 are low in March so the lack events in this month is not an indication of no 
events. There just isn’t enough available data to resolve this month.  The occur-
rence of EEJ events peaks in May and September. Please also note that the total 
number of passes for each longitude bin is approximately equal, indicating a 
common total Earth coverage. 
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Fig. 3. The occurrence of each type of event using UT for the absicssae and LT for the or-
dinate (a) Season for the ordinate (b). Grey scale indicates number of events. Triangles 
point to the label of longitude, indicated by the dashed grey lines 
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Conclusion

Each satellite pass gives us a snapshot of the equatorial electrojet at a longitude, 
local time and season. It is clear that at longitudes near 60°, 165° and 300° the 
morning events are CEJ, which then slowly form into FEJ near 1000LT and noon, 
and finally as local time increases full EEJ is realized. All other longitude zones 
have only EEJ events.  

There is no correlation between the occurrence of any of these equatorial elec-
trojet events and Dst index, aa-index, Kp or PCN. This suggests that the source of 
these events is not related to external current systems. The reason for the occur-
rence of these events at certain longitudes is as yet unclear. Clearly this is only the 
tip of the iceberg. More analysis is required. 
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Summary. ESPERIA is an equatorial space mission mainly concerned with detecting any 
tectonic and preseismic related signals. More in general, it has been proposed for defining 
the near-Earth electromagnetic, plasma, and particle environment, and for studying 
perturbations and instabilities in the ionosphere-magnetosphere transition region. The same 
multi-instrument payload also allows anthropogenic electromagnetic emissions to be 
investigated. To study earthquake preparation processes and anthropogenic impacts in the 
Earth’s surface, a phase A study has been realized for the Italian Space Agency. Within this 
framework also the ARINA particle experiment is in progress. 

Key words: geomagnetic field, earthquakes, magnetosphere, plasma, radiation belts. 

1 Introduction 

Earthquake prediction is a very fascinating tool in geophysics but the possibility to 
determine the space and time occurrence, and the magnitude of a forthcoming 
earthquake is still a good way from a solution. Also relevant is the possibility to 
investigate lithosphere-atmosphere-ionosphere-magnetosphere coupling mecha-
nisms in the near-Earth space. In recent years it has been observed that both earth-
quakes and near-Earth space phenomena have a privileged and sensitive zone of 
investigation constituted by the ionosphere-magnetosphere transition region at al-
titudes ranging around 600÷1000 km. Sun and cosmic rays as well as Earth’s inte-
rior processes, anthropogenic electromagnetic emissions and thunderstorm activ-
ity, influence the structure and dynamical behavior of the zone. These external and 
internal contributions play an important role in defining the particle and electro-
magnetic (EM) field character of the region, both in steady-state and perturbed-
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state conditions. A suitable monitoring of the ionosphere-magnetosphere transition 
zone may also give an help mapping the geomagnetic field and studying many 
important physical phenomena as earthquakes, anthropogenic EM emissions 
(EME), solar wind and flares, etc. 

ESPERIA is an equatorial mission planned with a Low-Earth-Orbit (LEO) 
small-satellite and a multi-instrument payload ideally conceived to define the 
steady-state near-Earth EM, plasma, and particle environment, and to investigate 
perturbations and instabilities in the ionosphere-magnetosphere transition region. 
The ESPERIA Phase A study has been performed by an International Consortium 
lead by the University Roma Tre (Sgrigna, 2001), within the Earth observation 
program for small scientific missions of the Italian Space Agency (ASI). The 
ARINA particle experiment, has been realized within the PAMELA mission (Pi-
cozza, 2003). Specific ASI constrains restricted the above mentioned original sci-
entific objectives of the ESPERIA project, but contacts with other missions and 
science teams give indications to reconcile the project to its original aims. 

2 The ESPERIA mission 

The scientific objectives of the mission are to detect tectonic, anthropogenic, and 
preseismic related EM signals. The scientific program is planned with strong em-
phasis on coordinated, continuous, and simultaneous space and ground-based ob-
servations, as well as on mutual data comparison with other missions of similar 
quality.

Fig. 1. Seismic EME-waves generation, propagation and interaction with ionospheric 
plasma and magnetospheric trapped particles. 
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Science background 

Preseismic ground mechanical, electric and electromagnetic fields have been ob-
served as well as ULF-HF EME-waves in the ionosphere and magnetosphere over 
seismic regions. At present it doesn’t exist an exhaustive physical model to justify 
these seismo-associated phenomena. For a review on the subject see Hayakawa 
(1999); Sgrigna and Malvezzi (2003); Aleksandrin et al., (2003). A qualitative 
representation of the phenomenology, as suggested by several authors, is shown in 
figure 1. Observation of EME-waves generated by anthropogenic activities at the 
Earth’s surface revealed that sources of these waves are power line harmonic ra-
diation, VLF and HF transmitters (Parrot and Zaslavski, 1996). 

ESPERIA main features 

1. ORBIT CHARACTERISTICS
• Ground track repetition with accuracy of 10 km  
• Revisit time ≤ 24 h; geosynchronous orbit: 14 orbits / day  
• Altitude=813km; inclination=11°.5, eccentricity=0; Orbit period:110’  
• Orbit knowledge and time resolution ≈ 100 m and 1s, respectively 
• Field of view: ± 38.5°
• Maximum oscillation around the magnetic equator: ± 23°  

2. SPACECRAFT
• Platform MITA with Nadir pointing 
• FEEP thrusters applied to the platform (constant altitude) 

3. MISSION DURATION ≥ 2 years  
4. PAYLOAD INSTRUMENTS

Electric Field Analyser (EFA) 
                  • frequency range: ~DC ÷ 10 MHz  
                  • accuracy: 300 nV/m 
                  • dynamic range: 120 dB 

Magnetic Field Analyser (MAFA) 
           FLUX – GATE: 
                  • frequency range: ~DC ÷ 10 Hz              
                  • accuracy: a few (6-8) pT;  resolution: 24 bit 
           SEARCH – COIL:  
                  • frequency range: ~10 Hz ÷ 100 kHz  
                  • sensitivity:10-2 pT /(Hz)½ (at 1 kHz) 

Langmuir Probe & Retarding Potential Analyser (LP&RPA) 
 LP :  electron temperature: 300÷15000K and density:102÷107cm-3

 RPA:  ionic temperature: 300÷10000K and density: 102÷107cm-3

Particle Detector Analyser (PDA) 
− Energy range: 300 KeV ÷ 2GeV  
− Pitch angle precision < 4° with particle identification  
− Geometry: 5 silicon strip telescope + 1 calorimeter  

                         1 silicon strip telescope + 1 calorimeter 
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Fig. 2. Overview of the ESPERIA equatorial satellite. 

An overview of the satellite is given in figure 2. At the topside of the satellite 
are located PDA, LP, and RPA instruments. Each MAFA sensor system is at one 
different end of the two primary expanding booms (of ≈5m), so that search-coils 
are separated by about 10m from flux-gate sensors and each sensor system is at a 
distance of about 5m from the satellite body. Electric probes with preamplifiers 
inside are located at the end of secondary booms (of ≈2m), so that each electric 
sensor system is about 2m from the nearest magnetic sensor system. Instead of 
magnetic torques, the attitude control is implemented by 3 reactions wheels (of 
known EM spectra). In this way, magnetic disturbances are less than 2pT at a dis-
tance of 5m (deployed booms/magnetic probes accommodation), that is magnetic 
disturbances are less than instrumental sensitivity. 

All probes will be switched off during the desaturation of reaction wheels or 
when (for short periods) FEEP will be active. To build a "quiet" spacecraft we also 
planned a surface plating and a special solar panels design in order to ensure the 
equipotentiality of external satellite surfaces. This requires uniform electrical and 
optical characteristics of the external surfaces of the satellite and equal to that of 
areas of electric EFA probes. The velocity vector of the satellite is perpendicular 
to the direction of primary booms. 

The ARINA Experiment 

The ARINA experiment consists of a proton-electron telescope to be installed on 
board the polar LEO Russian satellite RESURS-DK1, which launch is scheduled 
for mid-2004. The orbit will be elliptic with altitude ranging from 300 km to 600 
km and inclination 70.4°. The duration of the mission will be ≥ 3 years. The scien-
tific objective of the experiment is to detect fluxes of high-energy charged parti-
cles (3÷100 MeV), from the inner radiation belt and correlate them with seismic 
activity. So, ARINA may be considered as a preliminary test of the ESPERIA pro-
ject.
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Relation with other missions and science teams 

ARINA and DEMETER (Parrot, 2002) are two simultaneous polar missions 
which allow comparisons of particle data. ESPERIA may be considered as a sec-
ond generation of the DEMETER concept and can profit by the information from 
previous missions. But the equatorial character of the ESPERIA mission and some 
augmentation or changes in its payload allow to extend the original scientific ob-
jectives of this mission for geo-electric and magnetic field mapping, for studying 
sun activity and cosmic rays, and investigating structure and dynamics of the 
magnetospheric cavity. In this sense, four proposals for adding experiments to be 
carried out on board of ESPERIA have been suggested by the scientific commu-
nity. They are listed below:  
1. Atmospheric and ionospheric structure and dynamics (pressure and temperature 

profile, ionospheric electron density profile, TEC). A blackjack limbsounding 
and reflections GPS receiver for occultation measurement is requested1.

2. Geomagnetic equatorial measurements. ESPERIA may be considered as an 
equatorial complement to polar missions as SWARM. A scalar magnetometer 
and an attitude star imager are requested2.

3. Luminous emissions (Sprites, Blue Jets, etc.) during thunderstorm activity. An 
Imaging Camera is requested3.

4. Equatorial electrojet4.

3 Conclusions and Outlook 

The ESPERIA space mission has been proposed and the ARINA experiment is in 
progress for defining the near-Earth electromagnetic, plasma, and particle envi-
ronment, and for investigating perturbations and instabilities caused by seismicity 
and anthropogenic EME in the ionosphere-magnetosphere transition region. There 
is a fruitful collaboration between ESPERIA, ARINA, and DEMETER science 
teams. The ESPERIA equatorial mission could also be used as a complement to 
polar Earth’s magnetic field mapping missions, like SWARM, and to study rele-
vant phenomena caused by external sources (sun and cosmic rays) or generated in-
side the magnetospheric cavity. 

                                                          
1 J. LaBrecque (NASA/SENH), A. Farrington and A. Mannucci (JPL),  Personal

communication, 2003. 
2 E. Christensen and F. Primdhal (DSRI/DTU) and P. Taylor (NASA/GSFC), Personal

communication, 2003. 
3 E. Christensen (DSRI), Personal communication, 2003. 
4 R. Singh (IITK), Personal communication, 2003.  
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Status of the CHAMP ME Data Processing

Martin Rother1, Sungchan Choi1, Wolfgang Mai1, Hermann Lühr1 and
David Cooke2
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Summary. The routine processing of the CHAMP data has started in May 2001.
Since then calibrated data, (science quality) Level-2 products, are made available
to the community through our data centre ISDC. The gained experience with the
behaviour of the instruments prompted some small adjustments of the processing
codes. Also feedbacks from the users were considered when appropriate. Here we will
report on the availability and quality of the data on an instrument-by-instrument
base. Within the Magnetic and Electric field (ME) group we process the scalar and
vector magnetic field data, evaluate the star camera readings and the ion drift-meter
measurements. For a complete cross-calibration between the scalar and vector mag-
netometers two dedicated attitude manoeuvres have been performed. A modified
processing of the star camera readings has reduced the attitude noise during peri-
ods of single head solutions. As a rather recent product, we make the local electron
density available. It is planned to estimate also the electron temperature. Both
quantities are derived from the Planar Langmuir Probe.

Key words: magnetometer, cross-calibration, calibration parameter history, star
camera, common reference frame, jumps.

1 Long Time Behaviour of Sensor Parameter

The main parameters of the vector magnetometers (FGM), scale factors, off-
sets and misalignment angle of the sensor, are checked routinely every 15 days
in a calibration procedure, which is based on the measurements of the ab-
solute scalar magnetometer. Fig. 1 and Fig. 2 are summarising the obtained

Fig. 1. Offset and Misalignment FGM-1. Saw tooth curve shows the local time of
the orbit plane.
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Fig. 2. Sensitivity FGM-1

sensor-parameters sets for FGM-1. Offset and Misalignment in Fig. 1 are in
good correlation with the Local Time. The vertical lines in Fig. 2 are indi-
cating attitude manoeuvres where the satellite was turned by 90◦ about the
yaw axis to check the sensitivity value of the Y-axis. At the first manoeuvre
the jump in the Y-component sensitivity shows the result of this additional
information while the second manoeuvre forces no significant improvement.
The slope of all three axis (the bias is removed in this graph) seems to be
very similar for the considered period (May 2000 - Jul 2003) where the public
data are available), the value of the slope is very much in the expected range.
Even the residuals to the fitted line show a signal correlated with the local
time. The reason for the correlation is probably the local time dependent
temperature variation.

Fig. 3. Time Shift Calibrations. In a two-dimensional fit the time delay between
sensor temperature and signal response, as well as the time shift between the FGM
and OVM are varied to find the point of minimum residuals.
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2 Time Shift Corrections

Fig. 3 shows two Single Time Delay Calibrations for FGM-1, scanning both
the phase shift of the sensor temperature signal and the delta t between FGM
and OVM signal. The latter exhibits and shows the unexpected variability of
these shifts. The time shift value of the T(CSC) signal is absolute, the other
is relative to the a priori setting.

The right part of Fig. 4 shows an overview of the History of Time Shifts
of the temperature signal and the time difference between OVM and FGM-1.
This variability is consequently also visible in the selected processing parame-
ter values, which are usually valid for a 15 day period. Here is shown a longer
period from start of the publicly available data set.

The more recent period and calibration run for the Temp(CSC) and
OVM/FGM-1, displayed in the left part of Fig. 4, illustrates the some times
quite rapid change of the calibrated time delay. The standard procedure is
to check both parameters simultaneously in a five-day raster.

3 Electron Density (PLP) Data

Data from the Planar Langmuir Probe is available starting from 2001-05-26
as a public data product with a resolution in time of 15s. The format is a
simple ASCII listing with a simple header. Because of the diamagnetic effect,

Fig. 4. History of used time-shifts (right panel) and a time-shift history detail of a
recent calibration attempt (left panel). The time interval of the detailed 2-D fitting
attempt is marked in the right panel with blue horizontal bars.
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Fig. 5. Electron
density example.

it is strongly recommended to involve this PLP data in the interpretation of
the magnetic field readings. For first results see [1].

The example in the Fig. 5, showing the Electron Density on logarithmic
scale versus magnetic latitude, visualises the measured variability of about
three decades close to the magnetic equator.

4 Star Camera, Attitude and Transformations

The knowledge of the spacecraft (S/C) attitude is an important parameter
for the interpretation of the high resolution data of Fluxgate Magnetometers
(FGM), which can be fully used only, if the attitude is known to an arc-
second accuracy. For this purpose two star cameras are mounted together
with the FGM sensors on an optical bench in the middle of the boom. For
the convenience of the attitude control system on CHAMP, a quartet of
quaternions are describing the attitude in the S/C frame. The quaternions
can equivalently be presented as Euler angles of a 3-2-3 rotation matrix,
where the angles describes the Right Ascension, Declination and Rotation
about the boresight direction.
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Fig. 6. Dual/single mode cross-over event.
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Fig. 7. Adjusted dual/single mode cross-over event.

5 Star Camera Preprocessing

The first processing step is to perform a 3-1-3 rotation from the S/C frame
back into the camera head system (DC CHU1 and 2) by using the direction
cosine (DC) matrix. To calculate the DC matrix in the Common Reference
frame (DC CR DUAL) from the associated two matrices, we perform the
Dual vector operation. If attitude data is available from one head only, the
transformation into the Common Reference frame is using the matrix M1 for
DC CHU1 and M2 for DC CHU2 respectively. The required M1 and M2 can
be computed as:

M1 = DC CR DUAL · DC CHU1T

M2 = DC CR DUAL · DC CHU2T .

Finally, for the level-2 format, the attitude data in CR frame are produced
after polynomial filtering over 20 s (usually of degree 3) and resampled to
the time stamps of the FGM readings.

6 Star Camera Data Continuity

As shown in Fig. 6, in the cross-over area (e.g. at second 1695 in upper Fig.)
from the Dual to the Single mode and (at second 1770) from the Single to
the Dual mode, a remarkable data discontinuity is observed, which means
that the obtained matrices M1 and M2 are not appropriate in general. The
up-shifted Single Mode data in Fig. 6 caused unexpected jumps in the vector
magnetometer data in MFA frame of about 30 nT in the X component and
of about 5 nT in the Y component (dashed line in Fig. 8). To correct the
Single Mode Data in order to get continuity in these areas, we at first rotate
the attitude into the single head frame and determine there the differences
(D1 and D2 in Fig. 6) at the interfaces of Dual and Single mode in following
way:
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Fig. 8. Dual/single mode cross over event for magnetometer data, in MFA frame.

D1 = DC1T · DC CHU1

where DC1 = M1T · DC CR
DC CHU1 = M1T · DC1 CR

DC1 is the Dual Head and DC CHU1 the Single Head matrix in the camera
frame. The next step is to shift the uncertain Roll angle by the following
method: Hereby DC CR is Dual Head Data in camera direction and

Yi = (Ti · slope) + D1, where slope = (D2 - D1)/(T2 - T1)

As a result the ASC data is continuous in the cross-over areas between two
Modes (see dots in Fig. 6), which makes the updated MFA data free of jumps
(dashed line in Fig. 8).
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Atmospheric and Ocean Sensing with GNSS 

Thomas P. Yunck and George A. Hajj 

Jet Propulsion Laboratory, California Institute of Technology 

Summary. The 1980s and 1990s saw the Global Positioning System (GPS) transform 
space geodesy from an elite national enterprise to one open to the individual researcher. By 
adapting the tools from that endeavor we are learning to probe the atmosphere and the 
ocean surface in novel ways, including ground-based sensing of atmospheric moisture; 
space-based profiling of atmospheric refractivity by active limb sounding; and global ocean 
altimetry with reflected signals. Ground-based GPS moisture sensing is already being tested 
for weather prediction. Limb sounding is less mature but offers a variety of attractions, 
including high accuracy, stability, and resolution; all-weather operation, and low cost.  GPS 
“reflectometry” is least advanced but shows promise for a number of niche applications. 

Key words: GPS, GNSS, occultation, limb-sounding, bi-static radar, reflectometry 

1  Introduction 

GPS atmospheric sounding first arose as a necessary element of ground-based 
GPS geodesy.  It had been recognized from the earliest days that the effects of at-
mospheric moisture would ultimately limit the accuracy of space geodesy [e.g., 
Davis et al., 1985].  A good deal of attention was therefore given to possible cali-
bration techniques. One of the most effective strategies involved modeling the ze-
nith delay as a random walk and estimating a delay correction at every time step – 
typically every few minutes [Lichten and Border, 1987].  

Although zenith delay estimates were at first treated as “nuisance” parameters, 
it was soon found that with reliable surface pressure data to calibrate the “dry” de-
lay, these estimates provided measurements of the wet delay as accurate as any 
known [Elgered et al., 2003].  The wet delay solutions can be readily converted to 
estimates of precipitable water (PW) for use in weather and climate modeling. Al-
ternatively, the delay estimates can be assimilated directly into weather models 
[Ha et al., 2003; Ridal and Gustafsson, 2003]. It quickly became evident that GPS 
networks could provide a windfall of atmospheric moisture data – one of the most 
critical quantities for numerical weather prediction (NWP). 

2  Atmospheric Sounding from Space 

In the late 1980s a few groups began to consider the possibility of atmospheric 
limb sounding from Earth orbit by active radio occultation, using GNSS signals as 
sources.  This was inspired by the success of planetary radio occultation over the 
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To GPSLEO Receiver Signal Raypath

Fig. 1. Observing geometry for atmospheric limb sounding by GPS radio occultation. 

previous 25 years, beginning with the 1964 Mariner IV mission to Mars [Fjeldbo, 
1964; Kliore et al., 1964].  Although Earth radio occultation was suggested in the 
1960s, the first practical GNSS technique did not appear until Yunck et al. [1988].  
The first GPS occultation flight experiment was GPS/MET, led by the University 
Corporation for Atmospheric Research (UCAR) in Boulder [Rocken et al., 1997].  

Figure 1 illustrates the GNSS occultation geometry.  A low Earth orbiter (LEO) 
tracks GNSS signals as they rise and set through the atmosphere, measuring the 
changing carrier phase at both L-band frequencies.  The atmosphere acts as a lens, 
bending and retarding the signals, inducing an additional path delay that leads to 
additional accumulated phase and a Doppler shift.  Depending on the observing 
geometry, it may take a minute or more for the observed signal to pass from the 
top of the atmosphere (~100 km altitude) to the surface, or vice versa.  Since the 
changing geometry is dominated by the rapid motion of the LEO, most soundings 
occur within ±45° of the forward and reverse velocity directions. 

Radio occultation differs fundamentally from ground-based zenith delay esti-
mation.  Because we are looking at (usually) a single ray traversing the atmos-
phere horizontally, we obtain extremely high vertical resolution – of the order of 
100 m from the surface to the stratosphere. Moreover, the technique yields a di-
versity of atmospheric parameters distributed evenly around the globe, enabling a 
broader variety of applications [Anthes et al., 2000].  In addition, from the pre-
cisely known observing geometry we can compute the effective absolute height of 
each measurement to better than 10 m, enabling the computation of precise pres-
sure gradients, contour maps, and such derived products as geostrophic wind 
fields in the troposphere and stratosphere.  This ability to recover precise “geopo-
tential heights” is unique among spaceborne sensors.   

2.1 Performance 

A geodetic receiver can measure the instantaneous carrier phase rate to a few 
mm/sec.  With GNSS-based precise LEO orbit determination, we can isolate the 
atmospheric Doppler shift to better than 0.1 mm/sec.  At 70 km altitude the excess 
atmosphere path delay is negligible; at the surface, it can reach 2.5 km, with rates 
exceeding 100 m/sec, or nearly a million times the measurement precision.  The 
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standard occultation analysis assumptions – local spherical symmetry, hydrostatic 
equilibrium, mixing ratios of atmospheric constituents – while imperfect, are good 
in most instances and result in relatively small refractivity errors. 

Extensive studies [Kursinski et al., 1997; Hajj et al., 2002] suggest that because 
the major errors tend to be random or quasi-random, averaging of multiple profiles 
for long-term climate studies could yield an effective temperature error of less 
than 0.1 K.  That assessment includes expected long-term bias variations; that is, 
the averaged profiles may be absolutely accurate, independent of the instrument 
used or the time flown, to better than 0.1 K over a sizable altitude range, an im-
provement by a factor of anywhere from 10 to 40 over current global techniques. 

2.2 Climate Signal Detection 

Perhaps the greatest concern in Earth science today is global climate change.  A 
central question is whether Earth has entered a period of accelerated warming and, 
if so, to what extent this may result from human activity [e.g., Mann et al., 2003]. 
To discern the effects of various drivers we require precise data from all levels of 
the atmosphere, something that at present is extremely difficult to obtain globally.   

Human-induced global warming may be in the range of 0.1-0.3 K per decade at 
the surface [Houghton et al., 1990], and even subtler (or reversed) in upper strata.  
To identify such faint signals we require great precision and long-term stability in 
our sensors – a level of 0.1 K/decade or better.  Current spaceborne sensors fall 
well short of this.  The sensor suite is dominated by passive radiometers, primarily 
IR and microwave, including MODIS, MISR, AIRS/AMSU, MLS, and AVIRIS. 
Although great ingenuity is employed in the design and operation of these instru-
ments to maintain precise calibration, on the scale of a decade or more this is ex-
tremely difficult to achieve.  Sensor aging and replacement with new designs un-
dermine stability. Over a decade or more, the best that can reasonably be achieved 
with these systems is ~1 K absolute stability.  

In an open solicitation released in 2002, NASA declared:  “Perhaps the greatest 
roadblock to our understanding of climate variability and change is the lack of ro-
bust and unbiased long-term global observations.” They went on to say that for 
climate monitoring “the focus is on…construction of consistent datasets from 
multi-instrument, multi-platform, and…multi-year observations with careful atten-
tion to calibration…over the lifetime of the measurement” [NASA, 2002]. 

With GNSS occultation each profile is largely self-calibrating and virtually in-
dependent of the particular instrument used or when in its lifetime the profile is 
acquired.  One can argue that the only evolution will be further improvement in 
the already exceptional accuracy as retrieval techniques and instrument character-
istics are refined, and GNSS signal strength is boosted. Equally important, GNSS 
occultation will provide absolute calibration data that will normalize and stabilize 
atmospheric products from sensors now in place.
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2.3 Early Experimental Results 

Establishing average temperature accuracies of 0.1 K or better over an extended 
altitude range is difficult at best. The primary standards to date have been of two 
types:  radiosonde data and climate analyses generated by the US National Center 
for Environmental Predictions (NCEP) and by the European Center for Medium-
Range Weather Forecasting (ECMWF), derived by assimilating radiosonde and 
space data into numerical models. In neither case can we expect better than about 
1 K accuracy from the comparison data. 

Figure 2 summarizes more than 4000 CHAMP refractivity profiles from May 
and June 2001, compared with ECMWF daily analyses [Beyerle et al., 2003]. The 
GFZ team has used two different techniques:  standard “geometric optics” as de-
scribed above (blue), and a “canonical transform” technique (red) developed by 
Gorbunov [2002], which offers several practical advantages.  The solid curves are 
for the whole earth while the dashed curves are for the northern hemisphere, for 
which, owing to more abundant data, the analyses are expected to be somewhat 
better.  Mean offsets (left) and sigmas (r) correspond roughly to temperature mean 
offsets of 0.5 K and sigmas of 1-2 K, above 2-3 km.  See also Hajj et al. [2003]. 

2.4 CHAMP/SAC-C Comparisons 

Analysis prospects improved markedly when the Argentine SAC-C spacecraft car-
rying a second BlackJack occultation receiver was launched into a quite different 
orbit in November 2000.  For the first time we could directly compare data from 
two occultation instruments, provided they occasionally observed the same region 
at about the same time.  Such coincidences are rare but not unknown.  Of more 
than 60,000 soundings acquired from 10 July 2001 to 9 June 2002, sixty pairs oc-
curred within 200 km and 30 min of one another.  Of those, fewer than 30 pairs 
were within 100 km and 30 min of one another. As these coincidences are not 
exact there are in fact real differences of ~0.1K between pairs. 

Fig. 2. Summary of 4,043 CHAMP refractivity profiles made with geometric optics (blue) 
and canonical transform techniques, differenced with ECMWF analyses.  Standard devia-
tions (right) and mean offsets (left) are similar to those of GPS/MET. (Beyerle et al., 2003). 
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Full Profiles

Fig. 3. Coincident profile pair from CHAMP and SAC-C plotted against NCEP and 
ECMWF analyses at each profile location (left); and the average differences of several 
dozen coincident pairs at five different maximum separations (right). (Hajj et al., 2003) 

Figure 3 compares CHAMP and SAC-C occultations. The left panel shows a 
typical coincident pair (solid red and green) plotted together with standard NCEP 
and ECMWF analyses for the locations and times of the two profiles. What stands 
out is the closeness of the occultation profiles despite their differences in space, 
time, and observing angle. Both differ noticeably from the analyses, which are 
similar to one another but lack fine vertical detail. As the weather analyses involve 
a fair degree of smoothing, they cannot reliably capture such sharp features as the 
tropopause at ~9.5 km shown in the occultations.  That two occultations acquired 
from different angles agree so exactly in this detail is compelling. 

Figure 3 also shows the mean differences and sigmas for all occultation pairs 
coincident within 30 min, for maximum separations ranging from 100 to 300 km.  
Between 5 and 25 km altitude the average differences fall within or near 0.1 K. 
Compare this with Fig. 2 showing differences with the weather analyses, in which 
the mean offsets are ~5 times greater.  For the closest pairs, the sigmas (which rep-
resent the combined errors of two profiles) are near 0.5 K at 20 km and below.  
These increase for wider separations, presumably because of actual differences be-
tween the sampled locations. For further discussion see Hajj et al. [2003]. 

These results are far from conclusive; there could well be common biases or 
trends in the occultation profiles not revealed in the comparisons. Indeed, we 
know that at higher altitudes where the bending is small and the retrieval is initial-
ized (above 30 km), and also near the surface where the observations can become 
corrupted by complex atmospheric effects, biases can creep in. The causes of such 
biases, however, are well understood and refined techniques are now in develop-
ment that promise to reduce them considerably. 

Perhaps the greatest appeal of GNSS occultation is its potential for improving 
weather forecasts.  As yet, with the still meager volumes of high quality data, little 
has been accomplished in the way of data assimilation and impact studies. But 
what has been done is encouraging.  Preliminary assimilation studies have been 
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reported by Zou et al. [2003], Healy et al. [2003], Kuo et al. [2003], and Aoyama 
et al. [2003]. Despite the sparseness of the data sets, all four report improvements 
in forecasts of various kinds – some going out 4 or 5 days – when occultation data 
were included.  Healy, who typically assimilated only 40 profiles at once, com-
ments that the “results are very encouraging [and] support the case for assimilating 
RO measurements operationally.”  

Despite these successes GNSS occultation science is still in its infancy.  The 
gulf between the tens of daily profiles available today and a future of tens of thou-
sands is beyond our power to bridge by intuition. In the box below we tabulate 
seven key attractions – the seven cardinal virtues – of GNSS limb sounding. Soon, 
this simple trick of radio metrology may offer a key to one of the most vexing 
problems in Earth science:  discerning the faint signatures of global climate 
change.  Its potential for comprehensive real-time monitoring of the global tropo-
sphere has equally profound implications for weather prediction. 

Principal Attractions of GNSS Occultation
• Offers order-of-magnitude improvement in accuracy and long-term stability; 
• Operates undiminished in all weather, day or night; 
• Offers near-uniform global coverage from the stratopause to the surface; 
• Provides unrivalled vertical resolution, to better than 100 m near the surface; 
• Yields absolute geopotential heights to <10 m, permitting derivation of global 

pressure contours and non-equatorial geostrophic wind fields; 
• Exploits different physical principles from other atmospheric sensors, remote 

or in situ, presenting an independent comparison and calibration standard; 
• Requires only a palm-sized digital module costing less than 1 % of the tens to 

hundreds of M$ of many of today’s passive sensors. 

3. GNSS Surface Reflection 

Traditional radar altimetry (e.g., Jason-1) observes vertically, obtaining one nadir 
height at a time.  Bistatic GNSS, by contrast, can track a dozen or more reflections 
from many angles at once with one LEO receiver.  This offers the prospect of 
higher temporal and spatial resolution for discerning finer scale, short-lived fea-
tures, such as mesoscale eddies [Treuhaft et al., 2003], which play an important 
role in the transport of momentum, heat, salt, nutrients, and chemicals within the 
ocean. Hajj and Zuffada [2003] show that eight orbiters acquiring GPS and Gali-
leo reflections could provide global 3-cm ocean heights in 1 day at 200-km spatial 
scales, or sub-decimeter heights in 4 days over 25-50 km scales.  

While the technical feasibility of bistatic GNSS is clear, it remains to be seen 
whether the technique will offer practical advantages over alternative approaches, 
such as wide-swath altimetry [e.g., Rodriguez, 2001] or simply flying multiple na-
dir altimeters [Raney, 2001]. Here we consider some basic requirements and con-
figurations for a practical bistatic GNSS system. 
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Fig. 4. Hypothetical cross-corre-
lations of a GPS reflection with a 
model signal at many different 
lags, for four different surface 
wind speeds. 

3.1 Basic Principles 

Because the ocean is rough, a GNSS signal reflects to an orbiting receiver from an 
extended portion of the surface.  A given wavefront will arrive first from the 
specular reflection point; decreasing energy will then come in from surrounding 
points, with greater delays.  By cross-correlating the received signal against a 
model signal at many different delays, one can precisely map the returned energy 
vs delay.  The function rises abruptly then decays gradually as weaker outlying re-
flections trail in, as illustrated in Fig. 4.  The detailed shape of this function con-
tains a good deal of information about the ocean surface.  

The sharp leading edge of the correlation function permits precise determina-
tion of the arrival time – and hence total delay – of the reflection from the specular 
point; from that delay, along with other geometrical modeling information, one 
can derive an estimate of the ocean height at that point.  Detailed analysis of the 
shape of the correlation tail can reveal information about the surface roughness, 
significant wave height, and wind speed. 

Among the challenges in making such measurements are the weakness of the 
reflected signals at orbital altitude and the rapid signal de-coherence due to ocean 
roughness.  The latter implies that under most ocean conditions and viewing ge-
ometries we cannot acquire the continuous GNSS precise phase observable. 

3.2  Occultation / Reflection Synergy 

There are, however, reasons for optimism. For a given delay measurement preci-
sion, the greatest sensitivity to ocean height occurs at nadir. Reflected signal qual-
ity, however, is poorest at nadir, owing both to lower returned signal strength and 
greater decoherence.  Moreover, for a given solid angle the number of reflections 
to be seen is least at nadir. At the horizon, the average number of reflections per 
unit solid angle is fully two orders of magnitude greater than at nadir.  

Figure 5 illustrates the distinct geometries for nadir and near-limb reflection 
sensing.  The Rayleigh criterion tells us that for GNSS nadir reflections the ocean 
scatters coherently only for wave heights h <2 cm; near the horizon, however, this 
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Fig. 5. The differing 
geometries of reflec-
tions acquired near na-
dir and at the horizon. 

occurs for h <1 m.  The former condition is almost never satisfied while the latter 
is satisfied much of the time, offering the prospect of precise off-nadir altimetry. 

As it turns out, this is more than just a prospect.  One of the bigger surprises of 
CHAMP and SAC-C atmospheric analysis was the discovery of glancing reflec-
tions at the horizon in a high percentage of occultation profiles.  

The CHAMP science team at GeoForschungsZentrum (GFZ) in Potsdam has 
done a thorough study of these reflections, with promising results [Beyerle et al, 
2002].  Figure 6 shows all occultations acquired by CHAMP over a 4-week period 
in the spring of 2001 (blue dots) together with all detected reflections (red circles).  
The first thing we notice is the relative absence of reflections in the tropics.  This 
is presumed to owe to the combination of dense tropical moisture, which inhibits 
the penetration of all signals; the attenuation from the PN code offset; and the less 
frequent penetration of tropical occultations sufficiently close to the surface to 
yield the required small delay offsets.  With coming refinements in “open-loop” 
signal acquisition [Sokolovskiy, 2002] and onboard modeling of the reflections, 
this shortfall should be alleviated. 

Also evident in Fig. 6 is the presence at high latitudes of reflections in almost 
equal densities from water and ice, offering the possibility of cryosphere as well as 
ocean sensing.  In fact, at high latitudes nearly all occultations occurring over wa-
ter or ice are accompanied by a detectable reflection. We are thus seeing an unex-
pected convergence of GNSS occultation and reflectometry. 

Fig. 6. Occultations acquired 
by CHAMP over 4 weeks in 
2001 (blue dots) and accom-
panying reflections (red cir-
cles). Circle size indicates rel-
ative signal strength. (From 
Beyerle et al., 2002)
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Beyerle et al. show that the reflected Doppler shift depends on the height of the 
reflecting surface, its slope (when ice), and the moisture density of the atmos-
phere, and argue that in different circumstances the signal may be used to estimate 
each of these. It is, however, too early to tell whether these serendipitous signals 
will provide information of real science value. 

4  Future Prospects 

The question arises, how many sensors are enough?  Much is expected for atmos-
pheric science from the first six or eight.  For ocean reflections, we’ve seen that a 
dozen or so could be of value.  A hint of an upper limit on useful numbers comes 
from a science panel convened by NASA in 1997 in Easton, Pennsylvania.  Their 
charter was to assess the scope of Earth remote sensing data needed in the next 10-
15 years to address NASA’s Earth science agenda. The panel endorsed an occulta-
tion constellation providing global profiles with an average horizontal spacing of 
50 km, twice per day, to initialize numerical weather models. That converts to 
about 400,000 profiles per day.  Achieving such numbers with a 60-satellite GNSS 
constellation will require 250-300 LEO sensors.  A constellation of six or eight 
occultation receivers will no doubt be incomparably superior to none. But in view 
of the rich history of GNSS-based science we have little doubt that the dividends 
will grow steadily with larger numbers, even into the hundreds. 

Acknowledgment. Work described in this paper was performed in part by the Jet Propulsion 
Laboratory under contract with the National Aeronautics and Space Administration. 
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Summary. We showed that the amplitude of GPS occultation signal is important indicator 
of the ionospheric activity. Amplitude is more sensitive to small-scale ionospheric 
disturbances than the phase of the radio occultation (RO) signals. Local mechanism of 
strong ionospheric influence on the amplitude and phase of RO GPS signals is described. 
Critical points (tangent points) in the ionosphere, where the gradient of the electron density 
is perpendicular to the RO ray trajectory, strongly influence on the amplitude and phase of 
RO signals, and introduce multi-RO ionospheric effect in the experimental RO data. 
Positions of the critical points depend on the structure of the ionospheric disturbances. 
Analytical model for description of multi-RO ionospheric effect is introduced. Model 
accounts for the horizontal gradients in the ionosphere and gives analytical expressions for 
the phase path excess and refraction attenuation of the radio wave propagating through the 
disturbed ionosphere. Analytical model and analysis of the CHAMP RO data indicated that 
the centers of strong ionospheric influence on RO signals can exist, for example, in the 
sporadic E-layers inclined by 3-6 degrees relative to the local horizontal direction. In this 
case one can observe simultaneously with atmospheric RO the appending ROs in the 
ionospheric layers. Multi- RO effect can be a cause of the ionospheric interference in the 
communication and RO signals. Multi- RO effect can be used to study the structure of the 
ionospheric disturbances using the amplitude variations in RO signals. Multi- RO effect 
allows introducing a classification of the ionospheric influence on RO signals using the 
amplitude data. This indicates a possibility for separating the regular and random parts in 
the ionospheric contribution in the RO signals. 

Key words: ionosphere, electron density, sporadic E-layer, radio occultation 

1  Introduction 

High-precision radio signals of global positioning satellite system (GPS) are effec-
tive tool for global RO studies of the atmosphere and ionosphere of the Earth. The 
radio signals emitted at two GPS frequencies f1=1575.42 and f2=1227.63 MHz by 
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a GPS radio navigational satellite and received by a small satellite installed on a 
low earth orbit (LEO) are used for the RO investigations (Melbourne et al., 1994, 
Kursinski et al., 1997, Hajj and Romans, 1998, Steiner et al.,1999, Wickert et al., 
2004). During a RO experiment the ray linking LEO receiver to a GPS satellite 
(marked by point L and G in Figure 1, respectively) immerses sequentially into the 
ionosphere and atmosphere. The main contribution to the amplitude and phase 
data of the RO signal is introduced by relatively small area along the ray GTL 
with center at the tangent point T (Figure 1). In this area the direction angle of the 
ray trajectory is near zero relative to the local gradient of the refractivity. 

The amplitude and phase variations of the RO signal are functions of minimal 
ray height h above the Earth surface (Fig. 1) and satellites positions and velocities. 
These functions can be utilized to determine the height dependence of the refrac-
tion angle if precise orbital data are given (Melbourne et al., 1994, Hocke et al., 
1999). Then Abel transform is used to obtain the vertical profiles of the electron 
density in the ionosphere and refractivity in the atmosphere (Vorob´ev et al., 1999, 
Steiner et al., 1999, Igarashi et al., 2000, Wickert, 2001, Gorbunov, 2002). Ampli-
tude data can be used also to obtain independently the vertical gradients of the 
electron density in the ionosphere and refractivity in the atmosphere (Pavelyev et 
al., 2002, Liou et al., 2002).  

Physical changes in the near-Earth space environment in response to variations 
in solar radiation, solar plasma ejection, and the electromagnetic status of the in-
terplanetary medium produce disturbances in the ionosphere. The disturbed iono-
sphere changes the amplitude and phase of RO signal. Strong amplitude and phase 
frequency dependent variations of the RO signals are often observed in the heights 
interval 40-100 km. Emerging of strong oscillations in the amplitude and phase of 
the RO signal may be connected with developing critical (tangent) points at the 
ionospheric part of the ray trajectory. The tangent points 1, 2 (Fig. 1) can originate 
because influence of the regular horizontal gradients in the E- and F-layer. The 
regular horizontal gradients can exist in the ionosphere at the boundary day-night  

Fig. 1. RO measurements in the atmosphere can be disturbed by ionospheric contribution 
because propagation of the RO signal through parts 1 and 2 of the ionosphere. The addi-
tional tangent points 1 and (or) 2 in the ionosphere can be a cause of oscillations in the am-
plitude and phase of the RO signal. 
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owing to diurnal motion of the sub- solar point. Also the horizontal gradients can 
emerge because difference in the electron density concentration between the polar 
and equatorial regions.  

The aim of this paper consists in demonstrating multi-RO effect by means of 
analysis of the CHAMP RO experimental data (Wickert et al., 2004), and intro-
ducing classification of the ionospheric influence on the amplitude of RO signals.  

2  Multi-RO effect 

The most important case for practice is one- ray propagation with several tangent 
points along the RO ray. In this case we can combine the contributions of different 
tangent points disposed in different locally spherical symmetric media. The cen-
ters of local spherical symmetry associated with a ray path in the ionosphere and 
atmosphere are located at different points O1, O2, O (Fig. 1) corresponding to the 
three parts of the ray trajectory G1T (the ionosphere between transmitter and at-
mosphere), 1T2 (atmospheric part), and T2L (the ionosphere between the receiver 
and atmosphere). The phase path excess Φ corresponding to the ray G1T2L (Fig. 
1) can be presented as a sum: 

Φ=Φ1 +Φ2 +Φ3 −[(R1
2−ps

2)1/2+(R2
2−ps

2)1/2] (1) 

where Φ1, Φ2, Φ3 are the phase changes corresponding to three parts of the ray 
trajectory, R1, R2 are the distances OL, OG, respectively (Fig. 1), ps is the impact 
parameter corresponding to propagation in free space along the path GL (Fig. 1). 
The refraction attenuation XL at the path G1T2L is equal to  

XL = X1X2X3, (2) 

where X1 is the refraction attenuation at the ray path G1, X2 is the refraction at-
tenuation at the ray path in the atmosphere, X3 is the refraction attenuation perti-
nent to the ray path 2L (Fig. 1).  

Equations (1), (2) can be easily generalized for the case of arbitrary M locally 
spherical symmetric medium disposed along the RO signal trajectory. The phase 
and amplitude of the GPS occultation signal is a superposition of the phase 
changes and result of multiplication of the refraction attenuation variations, re-
spectively, occurred in each medium. In any spherical symmetric medium RO 
event can be developed and effects the amplitude and phase of GPS occultation 
signal. The corresponding variations in the amplitude and phase will be associated 
with influence of the atmospheric tangent point T on the straight line OT (Fig. 1). 
For example, the amplitude and phase variations, associated with an inclined spo-
radic E-layer disposed at the heights 95-110 km in the mesosphere, will be pro-
jected along the trajectory GTL (Fig. 1) to the height hp in the interval 40-90 km. 
The height hp depends on the inclination of the ionization layer relative to the local 
vertical direction. In result one can observe strong amplitude and phase variations 
in the height interval 40-90 km, which is unusual both for atmospheric and iono-
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spheric contributions expected for the spherically symmetric atmosphere and 
ionosphere. The inclination of the sporadic E-layer δ respective to the local hori-
zontal direction and its displacement d can be evaluated using relationships 

δ=(2∆h/a)1/2,  d=(2∆ha)1/2 (3) 

where ∆h is the apparent deflection in height of the ionospheric response as seen 
in the RO signal, and a is the Earth radius. The second equation (3) gives the dis-
placement of the layer measured as a horizontal distance d between the atmos-
pheric and ionospheric tangent points.  

The influence of the two parts of the ionosphere in the RO experiments can be 
significant if the two necessary and sufficient conditions are fulfilled: 1) the corre-
sponding part of the ionosphere contains a tangent point on the ray trajectory; 2) 
there is a refractivity layer with sharp vertical gradient in the essential vicinity of 
the tangent point.  

The importance of the contribution of the critical points to the phase and ampli-
tude variations of the RO signal has been noted early by Igarashi et al., 2001. As 
they showed, the influence of the ionospheric layers depends on the length Lc of 
coherent interaction with RO signal. The length L of coherent interaction with the 
locally spherical symmetric layered ionospheric irregularity having the vertical 
correlation radius lc depends on the elevation angle ε between the local horizon 
and ray trajectory: L≈ lc/sin ε. In the vicinity of the tangent point of the ray trajec-
tory the angle ε is near to zero. Due to this effect the contribution of the iono-
spheric irregularities to the phase and amplitude variations is diminished by the 
factors Wp,a, respectively, in comparison with the amplitude and phase changes 
caused by a layered structure having the vertical size Ld at the critical point T. Ac-
cording to Igarashi et al., 2001, one may obtain the next relations for the factors 
Wp,a:

Wp≈∆NdLc sinε/( lc∆Nf)M; Wa≈( lc/Ld)2Wp; Lc ≈2(2rcLf )1/2;
M=(2D/lc)1/2

(4) 

where rc is the distance from the critical point to the center of the local spherical 
symmetry, ∆Nd, ∆Nf are, respectively, the refractivity perturbations near the tan-
gent point T (Fig. 1) and in the ionospheric irregularity, Lf is the size of the Fres-
nel zone, Ld is the vertical correlation radius of the layered irregularity near the 
tangent point, D is the vertical size of the part of the ionosphere having the eleva-
tion angle ε. Factor M (4) describes a summation effect of the contributions of the 
2D/lc independent ionospheric irregularities. The amplitude factor Wa includes the 
ratio (lc/Ld)2 because the amplitude depends on the second derivative  of the main 
part of the phase excess on the impact parameter (Pavelyev, 1998). Now the factor 
Wp,a, may be estimated. For Lf ≈ 0.7 km, rc= 6400 km, L≈ 200 km, sin ε ≈ 0.25; 
lc~ 10 km, Ld ≈ 0.5 km, D ~ 200 km, M ~ 6.4; Wp ≈ 32∆Nd/∆Nf , Wa ≈
12800∆Nd/∆Nf. This estimation demonstrates: (1) high sensitivity of the amplitude 
(in comparison with the phase) to variations of the refractivity near the critical 
point, and (2) relatively small level of the contribution of the ionospheric irregu-
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larities (about 40-50 db below the contribution of the atmospheric critical point T) 
during quiet conditions in the ionosphere. 

To estimate dependence of the length of coherent interaction of a critical point 
Lc on the RO ray on the horizontal Λh and the vertical wavelength Λv of wave 
structure in the spatial refractivity field (caused, for example, by internal wave in 
the atmosphere or in the ionosphere). In the case of spherical symmetry the main 
contribution to the RO signal is introduced by relatively small essential area with 
center at the ray tangent point T (Fig. 1). At this point the direction angle α of the 
ray trajectory relative to the local vertical is zero and radio waves propagate nearly 
along the layer (Igarashi et al., 2001). Because the ray inside the essential zone is 
nearly perpendicular to the vertical gradient of the refractivity dN(r)/dr it is evi-
dent that Lc = ⏐ξ(p)n(r)/[dN(r)/dr]⏐, where ξ(p) is the refraction angle, p is the ray 
impact parameter, n(r) is the refraction index at point T (Fig. 1). Using analytical 
expressions for ξ(p) and N(r) given in the radio- physical model (Pavelyev et al., 
1996, Pavelyev, 1998), one can estimate the value Lc =(2πrH)1/2/Md, for the case 
of the standard atmosphere with effective height H, where r is the distance from 
the tangent point T to the center of spherical symmetry O (Fig. 1), Md=M′r(r)/n(r), 
M(r)=n(r)r is the modified refraction index in the atmosphere. For the case of in-
ternal wave model gives Lc=(rΛv)1/2/Md. One obtains for H=8 km, Λv= 1 km, 
r=6400 km, Lc= 580 km, and Lc = 80 km, respectively. Thus for internal waves 
with vertical period Λv in the interval 1–16 km the length Lc is changing in the 
range 80 – 320 km. One can estimate the lower limit of the length of the essential 
area Lc and the value α at its boundary. The angle α is connected with Lc: α= 0.5 
Lc/r. For coherent interaction of the wave with the layered structure at T the dif-
ference α−ξ(α)=α(1−dξ/dα)=αMd must not exceed the angular size of the Fresnel 
zone at the point T (Fig. 1), and one obtains α≤ (λX/Lc)1/2/Md. At the boundary of 
the essential area both values are equal, and one can find Lc and α:
α=2−1/3(λX/r)1/3Md

−2/3, Lc=22/3r2/3λ1/3X1/3Md
−2/3. For X=1, λ=20 cm, Md≈1, r=6400 

km, Lc≈32 km. The Fresnel’s zone radius ∆h corresponding to Lc is equal to ∆h =
40 m. Thus the RO method is sensitive to the wave structures with horizontal and 
vertical wavelength greater than 32 km and 40 m, respectively. It follows from 
this analysis, that the lower diffraction limit of the intrinsic horizontal resolution 
of the RO method depends on the wavelength of radio waves λ, radius of curva-
ture of the layered structure in the atmosphere r, vertical gradient of the modified 
refraction index Md, and does not depend on the vertical wavelength of the inter-
nal wave Λv. When Md≈0, the length of coherent interaction can be high, this cor-
responds to the phenomenon of the wave guide propagation and strong diffraction 
effect. In usual conditions the physical optics formulas for the intrinsic horizontal 
resolution Lc=(rΛv)1/2/Md and vertical resolution ∆h=[λX/(4Md)]1/2(rΛv)1/4 are 
valid, which indicates dependence of Lc and ∆h on the vertical wavelength Λv of 
internal wave as ~ Λv

1/2 and Λv
1/4, respectively. One can obtain expression for the 

critical value of the vertical wavelength Λvc when the coherent length Lc found 
from the physical optics and diffraction limit coincide Λvc=24/3r1/3λ2/3X2/3Md

2/3 

≈160 m for X=Md=1, λ=20 cm, r=6400 km. This analysis makes the local charac-
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ter of the RO method clear, and indicates the values of the physically realizable 
resolution in the RO investigation of the internal waves in the atmosphere and 
ionosphere.     

3  Classification of ionospheric influence on the amplitude and 
phase of CHAMP RO signal 

In the case of CHAMP RO experiment the quiet ionospheric conditions have come 
to light in the form of smooth dependence of the amplitude in the height interval 
40-100 km  

σ2=<(A(t)−<A>)2>/<A>2 (5) 

where <A> is the average amplitude of RO signal corresponding to propagation in 
the free space. Examples of quiet and noisy ionospheric conditions observed dur-
ing CHAMP RO experiment is shown in Fig. 2. The amplitude curve have rela-
tively high number of intersections with level 1, M=447, indicating noise origin of 
fluctuations, and a low level of the amplitude variations rms=(σ2)1/2=0.0107. The 
phase path excesses Φ1(t), Φ2(t) at the frequencies f1, f2 are shown in Fig. 2 by 
curves F1, F2. The curves F1, F2 have been obtained after subtracting of the sec-
ond power Lagrange polynomial approximating a phase trend connecting with the 

Fig. 2. Right panel: the amplitude and phase of CHAMP RO signal (event No. 0207, May, 
14, 2001). The insert indicates the time of event, coordinates of the atmospheric tangent 
point T, coordinates of the intersection of the ionosphere at the height 280 km from the site 
of LEO satellite (letters “LI”) and GPS satellite (letters “GI”). The rms of the amplitude 
variations rms=(σ2)1/2 multiplied by 10000 is shown and the number M of the intersections 
of level A=1 by the amplitude curve A is given. Left panel: the same as in the right panel 
for noisy CHAMP event (No. 0060, May 14, 2001) with high amplitude variations 
(rms=0.0919, M=270) in the equatorial region at local evening. 
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F-layer influence. The curve F0 relates to the combined frequency F0, obtained 
from the ionospheric correction formula: 

Φ(p)=[f1
2 Φ1(t) −f2

2Φ2(t)]/[ f1
2− f2

2] (6) 

The quiet ionospheric conditions have been observed during 81% of CHAMP 
events of data base analyzed (Doy 134-160, 2001; Doy 96/97 2001). An example 
of CHAMP event with high amplitude variations (rms=0.0919, M=270) is shown 
in Fig. 2 (left panel). This event can be classified as a typical case, relevant to the 
noisy ionospheric contribution caused by intense ionospheric irregularities in the 
equatorial region after sunset at 22 h LT. The main part of the amplitude varia-
tions is limited to the interval 0.75≤A≤1.25. The phase variations are relatively 
small and indicated only slow changes in the TEC which may be connected with 
moving long-scale bubbles in the fountain region of the ionosphere. The isolated 
quasi-regular event with influence of the sporadic E-layer is shown in Fig. 3 (left 
panel). The fine structures corresponding to an inclined sporadic E-layer have 
been projected to the heights 75-80 km. Owing to the projection rule the phase and 
amplitude vertical distributions corresponds to an inclined sporadic E-layers dis 
posed at the height about 93-103 km in the evening ionosphere. Using the data 
shown in Fig. 3 one can find from (3) the position of the ionospheric tangent 
point. For ∆h≈20 km, one can obtain from (3) δ≈2o, d≈250 km. The sporadic E-
layer declined by 2o and disposed at the distance 250 km away from the atmos-
pheric tangent point. 

Fig. 3. Left panel: the same as in Fig. 2 for the CHAMP RO event No. 0086 (May 14, 
2001, mid-latitude day-time ionosphere) with isolated quasi-regular amplitude and phase 
variations connected with inclined by 2o sporadic E-layer, which influence has been pro-
jected to the height interval 75-80 km. Right panel: the same as in Fig. 2 for CHAMP RO 
event No. 0184 (June 05, 2001). The amplitude and phase data indicate diffraction of radio 
waves on sharp gradients of the electron density in an inclined by 4o sporadic E- layer of 
the ionosphere. 
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The strong ionospheric event with diffraction structures in the RO signal is 
demonstrated in Fig. 3 (right panel). The diffraction pattern connected with inter-
section of the caustic boundary is seen at the heights 60 and 62.5 km.  

The electron density distribution and its gradient in the inclined ionospheric 
layers can be restored by appropriate inversion algorithms for type 2 and 3 of the 
ionospheric disturbances  

4  Example of recovering the refractivity perturbations in the 
inclined ionospheric layer from the CHAMP RO signal

Below we will analyze the data of CHAMP RO event provided on May 20, 2001 
in the equatorial region. In this event the ionospheric impact can be seen as an in-
fluence of a weak inclined sporadic E-layer. The results of the refractivity restora-
tion from the phase and amplitude data are presented in Fig. 4. The refractivity 
profile (rough top curve in Fig. 4 (right panel)) indicates quasi-regular structures 
associated with ionospheric influence at the heights between 51 and 55 km. The 
smooth curve in Fig. 4 (right panel) shows the regular exponential diminishing of 
the refractivity connected with neutral gas from 0.78 [N-unit] at h=40 km up to 
0.02 [N-unit] at h=85 km. Rms of the perturbations of the refractivity is 0.024 [N-
unit]. In Fig. 4 (left panel) the smoothed perturbations in the refractivity and its 
gradient recovered on the amplitude (the second and third top curves) and phase 
data (top curve) are shown. The time interval for smoothing was equal to 0.38 
seconds (19 samples). For comparison the two bottom curves in  

Fig. 4. Left panel: Abel‘s retrievals of the refractivity distribution (smooth and rough top 
curves) in comparison with the phase path excess at frequency F0 (curve in bottom, dis-
placed by 20 cm). Right panel: results of restoration of the refractivity perturbations on the 
phase and amplitude data (upper two curves), vertical gradient of the refractivity (middle 
curve) in comparison with the amplitude variations and the phase path residuals (bottom 
curves). 
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Fig. 4 (left panel) show the amplitude and phase path excess variations. Some cor-
respondence is seen between the refractivity perturbations obtained from the phase 
and amplitude data (e.g., sharp maximum in Fig. 4 (left panel) in the height inter-
val 70-85 km. Small-scale structure of the refractivity perturbations and its gradi-
ent is better seen in the amplitude than in phase retrievals. For example, the ampli-
tude retrievals revealed fine structure in the height interval 51-55 km, which is 
associated with corresponding feature in the amplitude variations (Fig. 4 (left 
panel), the second and third bottom curves). In this feature the vertical gradient of 
the refractivity changes in the interval ±0.07 [N-units/km], with corresponding 
variations in the vertical gradient of the electron density ±4⋅103 [el/(cm3km)] in the 
inclined by 5o sporadic E-layer. This reveals high sensitivity of the amplitude data 
to small-scale variations in the refractivity. The phase data are more appropriate 
for retrieval of large-scale variations, however they are needed in the preliminary 
ionospheric correction. 

Conclusions

Multi-RO effect is detected in the CHAMP RO data. The effect is observed as 
strong quasi-regular variations in the amplitude of RO signal in the height interval 
40-80 km. Effect is connected with emerging additional tangent points in the in-
clined ionospheric layers with sharp gradients of the electron density. Analysis of 
CHAMP RO data indicated importance of the amplitude channels for classifica-
tion of the ionospheric influence on the RO signals. Preliminary analysis revealed 
five types of the ionospheric influence on the CHAMP RO data: (1) quiet events; 
(2) isolated quasi-regular flashes (connected with influence of inclined sporadic E-
layers) in the amplitude and phase of RO signal; (3) events with quasi-periodical 
changes of the amplitude and phase of RO signal (possible source – wave struc-
tures in the electron density); (4) diffractive events with clearly seen diffraction 
pattern in the amplitude and phase of RO signal; (5) events with noisy contribu-
tion of the ionospheric disturbances to the amplitude of the RO signal. Analysis of 
the CHAMP RO data indicated a possibility to evaluate the electron density distri-
bution and its gradient in the inclined ionospheric layers. This reveals a possibility 
of simultaneous observations of the ionospheric and atmospheric structures by the 
RO method. 
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Summary. The GPS radio occultation technique onboard LEO satellites such as CHAMP is 
a rather simple and relatively inexpensive tool for profiling the ionospheric electron density 
from satellite orbit heights down to the bottomside. The paper addresses capabilities of the 
ionospheric radio occultation (IRO) technique for globally monitoring the ionosphere on a 
routine basis to derive value added data products and study various ionospheric processes 
including perturbations. A model assisted retrieval technique, operational data processing 
and validation of vertical electron density profiles are also discussed. These profiles may 
not only be used to validate ionospheric models, they provide also a good data basis for 
developing new models of key ionospheric parameters such as the critical frequency foF2, 
the peak height hmF2 and the scale height Hs. Such models are helpful to improve retrieval 
procedures and tomographic reconstruction techniques. Due to the operational data 
processing capabilities the data products may contribute to space weather monitoring.  

Key words: Ionosphere, GPS, radio occultation, electron density, total electron content 

1  Introduction 

Low Earth Orbiting (LEO) satellites are capable of monitoring the ionospheric 
ionization on a global scale. This has been demonstrated already by several 
satellites such as Microlab-1 with the GPS/MET experiment (e.g. Hajj and 
Romans, 1998, Schreiner et al., 1999), Oerstedt, CHAMP (Reigber et al., 2000, 
Jakowski et al., 2002) or SAC-C. In this paper we review the capabilities of 
Ionospheric Radio Occultation (IRO) measurements onboard GPS equipped LEO 
satellites for probing the ionosphere. This is illustrated by presenting results 
obtained from analysis of CHAMP data providing electron density profiles. 

2  Observations and Data Processing 

After receiving the CHAMP GPS data in the DLR Remote Sensing Data Center 
Neustrelitz they are immediately processed by an operational data processing 
system (Wehrenpfennig et al., 2001). For retrieving the vertical electron density 
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profiles (EDP) from IRO measurements a model assisted technique is applied 
(Jakowski et al., 2002). According to the requirements of potential users in science 
and space weather applications the deduced EDPs are available within 3 hours 
after data dump. Subsequently, the computed ionospheric radio occultation (IRO) 
data products are submitted to the international science community via the 
Information and Science Data Center (ISDC) of GFZ Potsdam. From about 200 
IRO measurements onboard CHAMP, about 150 EDPs are successfully retrieved 
every day. More than 80000 profiles have been collected so far, forming a 
powerful data base for more detailed studies. In parallel with these first studies, 
validation work has to be continued to gain more detailed knowledge on the 
accuracy and reliability of IRO data ( Jakowski et al., 2004a). 

3  Global Monitoring of Ionospheric Key Parameters 

LEO satellites in near polar orbits may provide all parameters on a global scale. 
This is a big advantage compared with other techniques that provide only local 
(ionosondes) or regional (incoherent scatter) information of the vertical electron 
density  structure. Key ionospheric parameters are the peak electron density NmF2 
and the corresponding height hmF2. NmF2 is correlated with the critical 
frequency (foF2) via the relation NmF2 = 0.0124×(foF2)2 in SI units. Fig. 2 
clearly indicates the strong latitudinal dependence of the ionospheric ionization 
and the so-called seasonal anomaly in the peak density as well as in the 
ionospheric total electron content (ITEC). ITEC is the integrated electron density 
profile calculated up to 1000 km height taking into account that the densities 
above the CHAMP altitude contribute via the adjusted model used in the retrieval 
technique.

Fig. 1. Cumulative number of observations (upper curve) and EDP retrievals (lower curve) 
from 11 April 2001 till 25 June 2003. 
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Fig. 2. Latitudinal dependence of the peak density NmF2 (top left), ITEC (top right), 
Hs(425) (bottom left), and bottomside equivalent slab thickness τb (bottom right) during 
north summer (DOY:121-222). Local time and longitude dependencies are ignored. 

Whereas seasons were separated in Fig. 2, local time and longitude dependencies 
are not considered. It is interesting that, independently from  season, the northern 
crest is much more pronounced than the southern one. This observation needs 
further investigation for possible local time and longitude dependencies.  

The knowledge of the vertical electron density distribution enables us to extract 
the plasma scale height Hs describing the EDP shape as a function of the plasma 
temperature in diffusive equilibrium conditions. To get a first-order estimation of 
the plasma scale height, we extracted the scale height at 425 km height being 
aware that a certain influence of the adjusted topside ionospheric model still 
exists. More accurate estimations of the scale height will be obtained at a later 
stage after more comprehensive validation. Nevertheless, these preliminary 
estimations will help us to improve the retrieval process. The scale height at 425 
km altitude, Hs(425), is plotted in Fig. 2 in comparison with the equivalent slab 
thickness τb = TEC(hmF2)/NmF2 of the bottom side electron density profile. 
What is apparently seen is a slight increase of the scale height and the slab 
thickness towards the summer hemisphere. This fact can easily be explained by 
enhanced plasma temperatures due to higher solar energy input at the summer 
hemisphere. The similar behaviour of the bottomside slab thickness τb and the 
topside scale height is probably the reason why it is possible to extrapolate 
bottomside scale height to the topside for estimating the EDP above the F2 layer 
height (Belehaki and Tsagouri, 2002). 
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4  Ionospheric Perturbations 

Ionospheric perturbations are far from being understood in detail. IRO 
measurements are able to provide valuable information on the vertical distribution 
of ionization perturbations driven by highly dynamical forces such as neutral 
winds and electric fields. The left panel in Fig. 3 indicates pronounced wavelike 
structures in the IRO TEC data. Because the retrieval algorithm greatly smoothes 
out the structures, we prefer studying these phenomena by analyzing the TEC data 
derived from differential GPS carrier phases. The right panel in Fig. 3 shows the 
global distribution of wavelike structures similar to the ones shown in the left 
panel. The strength of these structures is evaluated by an arbitrary scale indicating 
high dynamics at high scale values. Considering the observations during northern 
summer (May–July 2002), we find a strong enhancement at southern high 
latitudes i.e. during winter. In addition, enhanced traveling ionospheric 
disturbances (TID) activity is also observed close to the geomagnetic equator as 
expected.  

The observed pronounced activity in winter at high latitudes indicates 
eventually a tracing of  atmospheric gravity waves (AGW’s) coming from lower 
atmosphere layers. Lower temperatures during winter may modify the atmospheric 
filter function in such a way that AGWs may penetrate upwards more favorably 
than under summer conditions. 

Fig. 3. Left panel: Relative TEC data (not calibrated) as observed during an individual 
occultation event (here with GPS satellite PRN 8). Right panel: Map of the global TID 
distribution during northern summer, May- July 2002. 

TID activity[a.u.]TID activity[a.u.]



Potential of GPS Radio Occultation Measurements      445 

5  Development and validation of models

The continuously growing number of observation data is an excellent basis for 
evaluating and developing ionospheric models (Jakowski et al., 2004b). By 
averaging electron density profiles under certain geophysical conditions such as 
season, local time, latitude or longitude, one gets information about the 
ionospheric climatological behaviour as described in models. To support such 
activities, the computation of value added products is foreseen. Fig. 4 gives an 
impression of such a product that includes averaged electron density profiles as a 
function of geographic latitude at 15°E (coincidence radius 10°). In nighttime 
conditions, there is an indication of a strong latitudinal dependence not only in the 
ionization as expected from Fig. 2, but also in the profile shape. These preliminary 
results shall not be overestimated but what can be seen clearly, is a strong 
geographical asymmetry of the profile shape at 15°E indicating a significant 
northward shift of the geomagnetic equator and  the corresponding low latitude 
crest. Getting global information on vertical EDPs is an advantage of the IRO 
method. If validation is good, such studies may indeed lead to new findings in 
ionospheric physics, e.g. the global development of vertical redistribution of 
storm-time ionospheric plasma may be studied in a new more effective way. 

Fig. 4. Averaged night-time EDPs obtained from January–March 2003 along the 15°E 
meridian choosing a coincidence radius of 10 degrees. 
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6  Conclusions 

It has been shown that the reception of GNSS signals onboard LEO satellites 
provides a powerful tool for sounding the vertical structure of the ionosphere on a 
global scale (for CHAMP - about 150 EDPs per satellite and day). Ionospheric 
parameters such as NmF2 (foF2), hmF2, and ITEC may easily be monitored 
globally. The same is valid for the EDP shape parameters scale height and slab 
thickness. Although the validation work is not yet finished, it can be concluded 
that CHAMP IRO data clearly indicate the winter anomaly effect of the F2 layer at 
high solar activity conditions. Since the vertical structure of TIDs may be detected 
and analysed, there is a good potential for new findings in our understanding of 
the perturbation mechanisms. Value added data products contribute for developing 
and testing ionospheric models. Furthermore, it is evident that IRO observations 
provide valuable information for ionospheric tomography. 
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Summary. Ionospheric radio occultation (IRO) measurements have a big potential for 
monitoring the ionospheric behavior on global scale for now- and forecasting the 
ionospheric impact on radio systems. In this article we validate the retrieved vertical 
electron density profiles (EDPs) derived from IRO measurements onboard CHAMP by 
using vertical sounding measurements at five European vertical sounding stations - Athens, 
Dourbes, Juliusruh, Rome and Tortosa. Since first IRO measurement onboard CHAMP in 
April 2001, more than 70000 electron density profiles have been retrieved by a model 
assisted technique so far. The comparison of IRO retrieved EDPs with ionosonde profiles 
obtained from the above mentioned stations will be discussed.

Key words: Ionosphere, radio occultation, ionosonde, electron density, validation 

1  Introduction

Vertical electron density profiles (EDPs) from GPS ionospheric radio occultation 
(IRO) measurements onboard of Low Earth Orbiting (LEO) satellites present a 
rather new data type (e.g. Jakowski et al, 2002). In view of further application for 
ionospheric monitoring and research these data need validation to investigate their 
capacities and restrictions. 

In this paper we report preliminary validation results of EDP retrievals based 
on GPS IRO measurements from CHAMP (Reigber et al., 2000). For this purpose 
EDPs acquired by vertical sounding (VS) at 5 European ionosonde stations (Ath-
ens, Dourbes, Juliusruh, Rome and Tortosa) have been compared with coinciding 
CHAMP EDPs. To support these activities, a special validation group has been 
formed last year within the European COST 271 action (www.cost271.rl.ac.uk). 
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Fig. 1. Geographic positions of vertical sounding stations used for IRO EDP vali-
dation. 

2  Data Analysis and Results 

The data base of the CHAMP IRO electron density profiles includes more than 
70,000 with a sampling period between April, 2001 up to now. However, only 470 
of them were found to coincide with the considered ionosonde observations. Coin-
cidence conditions are set spatially within 8°, and temporally within a 15 min time 
window. The main validation point is based on a statistical analysis over all sam-
ples. Therefore, their mean deviation from each other (systematic bias) and corre-
sponding RMS are calculated for electron densities (Ne) and for plasma frequen-
cies (fp) derived from both methods. The two characteristics are handled 
separately due to their non-linear dependence on each other. 

The comparisons were performed in 95–400 km altitude range, in steps of 
5 km. Results of the statistical analysis are shown in Fig. 2. The centered line in 
each panel represents the mean bias surrounded by two lines indicating 
1σ deviation. The comparisons indicate a good general agreement over the whole 
height range, with a systematic positive bias for the IRO profiles of 0.4–0.5 MHz 
fp and 0.7x1011 m-3 Ne, respectively. RMS dispersion is uniform over almost all 
altitude ranges (about 1 MHz fp or 1–2.5x1011m-3 Ne). 

Fig. 3 illustrates typical deviations of VS and coinciding IRO profiles. Some-
times topside profiles may deviate strongly whereas bottomside profiles are almost 
identical. This deviation can be attributed either to numerical models used in the 
ionosonde software (e.g. Huang and Reinisch, 2001) or to the model used to esti-
mate the upper ionosphere density in IRO retrieval algorithms (e.g. Jakowski et 
al., 2002), but considering Fig. 2, these deviations are not statistically significant. 
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Fig. 2. Statistical comparison of IRO and coinciding VS EDPs (474 profiles, Athens, Dour-
bes, Juliusruh, Rome, Tortosa, Jan. 2002–Mar. 2003). Left: electron density. Right: plasma 
frequency. 

Fig. 3. IRO and VS EDP comparison for Juliusruh, Mar. 25, 2002. Very good agreement 
(left panel) and typical topside deviation (right panel). 
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Fig. 4. Statistical comparison of IRO and VS profiles from Juliusruh (Jan.2002–Mar.2003, 
261 profiles). Left: electron density. Right: plasma frequency. 

Fig. 5. Same as Fig. 4 but for Dourbes station (48 profiles). 
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Fig. 6. Same as Fig. 4 but for Tortosa station (50 profiles). 

Fig. 7. Same as Fig. 4 but for Athens station (93 profiles). 



452      Norbert Jakowski et al.

Figs. 4–7 show comparison of the profiles for some ground stations separately. 
The difference between them is somewhat surprising – from excellent agreement 
with Juliusruh profiles to greater deviations from Athens and Tortosa data to even 
greater difference of 2–3 MHz with Dourbes station. Notice that the greatest dif-
ference with Dourbes data is at the level of the F2 maximum and higher. 

3  Conclusions

Although the validation work is far from being finished, we believe that this report 
can contribute to get a certain understanding of the relationships between averaged 
IRO derived vertical electron density profiles and local profiles obtained from 
ground based ionosondes. One has to be aware that these are different data types 
that cannot fit perfect. 

All samples clearly indicate a slight overestimation of the IRO derived data that 
should be in the order of about 0.5 MHz or even less throughout the entire vertical 
electron density profile. Though results of comparisons between radio-occultation 
method results and the classic technique of vertical sounding are rather ambigu-
ous, there are definite signs that discrepancies really are about 1 MHz or even less.  

Reasons of high discrepancies of IRO data with some ionosonde station data 
need more discussion in future work. Comprehensive validation of IRO data has 
to be confirmed on global scale in particular at high (e.g. Stolle et al., 2003) and 
low latitudes using a more extended data basis. 
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References

Huang X, Reinisch BW (2001) Vertical total electron content from ionograms in real time. 
Radio Science 36(2): 335-342. 

Jakowski N, Wehrenpfennig A, Heise S, Reigber Ch, Lühr H, Grunwaldt L, Meehan T 
(2002) GPS Radio Occultation Measurements of the Ionosphere from CHAMP: Early 
Results. Geophys Res Lett 29: No. 10, 10.1029/2001GL014364.  

Reigber Ch, Lühr H, Schwintzer P (2000) CHAMP mission status and perspectives. Suppl 
to EOS, Transactions, AGU 81: 48, F307.  

Stolle C, Jakowski N, Schlegel K, Rietveld M (2003) Comparison of high latitude electron 
density profiles obtained with the GPS radio occultation technique and EISCAT meas-
urements. Subm. to Ann Geophys.  



Ionospheric Tomography with GPS Data from
CHAMP and SAC-C
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Summary. Abel inversion offers a straightforward way to obtain the vertical distri-
bution of electron density with low computational load. Nevertheless the treatment
of the electron density above the LEO orbit must not be neglected, specially for
satellites with very low orbit such as CHAMP. This work extends previous results
obtained by inverting real GPS data from LEO data, coming from satellites such as
CHAMP or SAC-C. In this work, the topside ionosphere is modelled using positive
elevation data. To overcome the spherical symmetry assumption, occultations are
processed with the aid of Vertical Total Electron Content, estimated from ground
GPS data or models. The resulting electron density profiles are compared with exter-
nal real data consisting basically on basic parameters or true-height vertical profiles
obtained from ionosonde measurements.

Key words: GPS, LEO, Electron density, Occultations, Abel transform, Separa-
bility hypothesis

1 Introduction

As it is known, Abel inversion techniques are used to obtain high vertical
resolution electron density profiles ([3],[4],[9]) which performance may vary
between 10% and 20% for foF2 estimations. The assumption of spherical sym-
metry is not realistic in general, and in particular for occultations where high
Vertical Total Electron Content (VTEC) gradients take place. For Low Earth
Orbiters (LEO) such as GPS/MET or SAC-C (with nominal orbits of 700km
approximately), an exponential extrapolation may be enough to account for
the electron content above the LEO [7]. Nevertheless, a more accurate model-
ing for LEOs at very low orbit such as CHAMP (approx. 400km) is required
in order to avoid this assumption leading to incorrect vertical profiles. There-
fore, other approaches should be considered. For instance, a modelling of the
topside ionosphere with an external model [8]. This work proposes to extend
the performance study of two modifications on the classical approach in order
to, first, overcome the assumption of spherical symmetry by using horizon-
tal VTEC gradients and, second, model the electron content above the LEO
satellite, which becomes crucial for LEOs such as CHAMP, by using LEO
GPS observations associated to positive elevation.
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The classical approach of Abel inversion assumes spherical symmetry (i.e.
electron density only dependent on height) and neglects the electron content
above the LEO receiver. Considering that each ray of a radio occultation
defines a spherical shell of the atmosphere, the Slant Total Electron Content
(STEC) seen by the LEO can be modelled using a discrete form as shown
in Eq. 1. Therefore the electron density can be computed in a recursive way
starting from the outer ray (the one with greatest distance between ray and
earth surface)

STEC(pi) =
i∑

j=1

2 · lij · Ne(pj) (1)

where lij and Ne(pj) stand for the ray path length crossing the j-th layer
when the i-th observation is carried out and the electron density value at the
j-th layer, respectively. In order to overcome the limitations of the assumption
of spherical symmetry, an alternative formulation was introduced in [7] and
further developed in [2] stating the separability hypothesis expressed in Eq. 2.

Ne(LT, LAT, H) = V TEC(LT, LAT ) · F (H) (2)

The vertical profile can be expressed as the product between a VTEC func-
tion depending on the latitude, longitude and universal time and a height
(H) dependent shape function F, the unknown to be determined through the
iterative process of Abel inversion. Moreover, an extra unknown is added to
the STEC in order to account for the electron content above the LEO, Fp.
Therefore, taking into account the STEC expression and the upper ionosphere
and plasmasphere contribution, the LI ≡ L1 − L2 (GPS geometric free com-
bination) can be expressed as:

LI(pi) = bI + α · lp · V TEC(LTip, LATip) · Fp+
α ·

∑i
j=1 lij · [V TEC(LTij , LATij) + V TEC(LT ′

ij , LAT ′
ij)] · F (pj)

(3)

where α = 1.05mLI
/1017e/m2, LTip and LATip are the slab plasmaspheric

pearce point coordinates and lp the corresponding length, V TEC(LTij , LATij)
and V TEC(LT ′

ij , LAT ′
ij) are the VTECs at the two locations of the j-th

spherical layer illuminated by the i-th ray. The information about the VTEC
gradients has been obtained by means of a data driven model provided by the
Technical University of Catalonia (UPC) in IONEX format ([1] and [6], using
the GPS ground receiver network of the Interational GPS Service (IGS). In
the data pre-processing a cycle-slip detection is performed, nevertheless a car-
rier phase ambiguity estimation is required. The extra unknown bI accounts
for the carrier phase ambiguities and clock biases. If the occultation shows
large number of cycle slips in the negative elevation observations, it is not
possible to estimate all ambiguities and the inverted profile is likely to be
unrealistic. Therefore, a manual check of the profiles is required as well as a
previous step to validation with ionosondes.
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2 Results with Separability Hypothesis

2.1 Scenario

The study performed comprises a period of 16 days, from the 1st to the
16th of November 2002. Abel inverted estimations of electron densities and
heights are carried out for CHAMP and SAC-C data for these days. In order
to evaluate them, the occultations have been checked with the measured pa-
rameters provided by ionosondes that are mainly placed in mid latitudes (the
ionosonde data, basically autoscaled for the period of this dataset, has been
obtained from the SPIDR web server). As a general procedure for comparison,
it has been considered that for a single occultation and ionosonde the valid
comparisons were those made with the ionosonde measurements comprising
an interval of 1 hour centered at the epoch that the occultation took place.
Moreover, the maximum co-location distance between an ionosonde and the
occultation has been set to 2000km.

The separability hypothesis requires a constant slab thickness during the
occultation (τ = V TEC/NmF2, with NmF2 as the electron density peak over
the ionosonde location), that is a proportional relationship between the NmF2
and VTEC. Therefore, the dispersion of the slab thickness as a function of
the local time has been studied for checking the consistency of the measured
values of peak density of the ionosondes and VTEC computed from the GPS
ground data. A statistical filter of τ (bias and standard deviation, σ, for local
time) has been designed and outliers (values outside 3σ) have been discarded.
This filter basically rejects extremely large/low values of slabthickness and
peaks in its temporal variation. Around 10% of measurements are discarded
by this filter. Note that the shape function at the peak of the profile is in fact
the inverse of the slab thickness. When the slab thickness does not show a
constant behaviour, the VTEC will not be able to describe the variations of
the electron density, leading to an increase of the error in the estimation.

2.2 foF2 estimation

Table 1 summarizes the performance regarding the comparison of critical fre-
quencies of the F2 layer (i.e. foF2) provided by the ionosondes with spherical
symmetry and separability hypothesis Abel transforms of CHAMP and SAC-
C data. These results are distinguished through three moments along the day:
Day, Dawn/Dusk (D&D) and Night. This distinction is necessary because the
D&D period is characterized for a high variability in the profile (both in den-
sity and height). For both satellites, the results show that the performance
with respect to ionosonde measurements significantly improve under the sep-
arability assumption in all cases (about 40%). It is remarkable that under
both assumptions, the worst results are obtained at night time, when the
foF2 maximum decreases. During this period, as well as during D&D, the
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Fig. 1. Effect of the collocation distance to the absolute RMS error of foF2 esti-
mation with respect to Ionosonde measurements: CHAMP vs Ionosondes (left) and
SAC-C vs Ionosondes (right). The large absolute error at small distance (in the left
plot) is explained by a comparison with high error, while the number of comparisons
is still low. As distance increases, the number of comparisons increases as well and
the effect of this occultation is mitigated and masked by the effect of the co-location
distance.

Table 1. CHAMP and SAC-C results for foF2 estimation

nr. Abs. Err. [MHz] Rel. Err. [%] Rel. Err. [%]
compar. Separability Separability Classic Abel

CHAMP Day 1966 1.40 14.4 24.3
vs Dawn/dusk 189 1.14 21.5 42.0
Ionos. Night 879 1.55 28.4 54.6

SAC-C Day 5868 1.29 12.5 19.6
vs Dawn/dusk 529 0.97 18.1 27.6
Ionos. Night 1946 1.29 25.4 41.4

CHAMP Day 286 13.6 22.0
vs Dawn/dusk 26 23.6 52.0
SAC-C Night 143 23.2 39.6

slab thickness variations can be coped with to a certain extend by the separa-
bility hypothesis, thus providing better results than from spherical symmetry.
Notice that the relative error for CHAMP is greater than for SAC-C at any of
the day time periods. This is due to the difficulty of modelling the ionosphere
above the LEO. Moreover, the increase of distance between the ionosonde
and the occultation becomes a source of error, as shown in Fig. 1, being more
important in the case of classical Abel inversion.

2.3 Upper ionosphere and plasmasphere estimation

In order to account for the electron density above the LEO, the proposed
method includes an extra unknown of the shape function (Fp) as shown in
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Fig. 2. Electron content estimation above LEO orbit: comparison between voxel
model (top) and the independent estimates performed in each occultation (bottom).

Eq. 3. To check the validity of the approach, the upper ionosphere and plas-
masphere estimation has been compared to a voxel model [5]. Fig. 2 shows
the electron content over CHAMP and SAC-C for the 29th of October 2002
estimated with the voxel model using all Precise Orbit Determination (POD)
antenna data simultaneously (with an elevation mask of 10o, upper plot), and
computed as an extra unknown with no aprioris where occultations have been
processed separately (bottom plot). It can be seen that the estimations using
both approaches are compatible.

3 Summary and Conclusions

This study has been focused on the implementation of shape functions us-
ing the CHAMP and SAC-C data set which take into account the height
dependency in the electron density expression. This approach is an improve-
ment over the classical spherical symmetry assumption. From comparing with
ionosondes and intercomparison between CHAMP and SAC-C, it has been
shown that the error due to co-location is significantly reduced by estimat-
ing the electron density profile using shape functions, as a consequence, the
frequency estimation performance is better (average value 30%). With the
proposed method, the upper ionosphere contribution does not affect signifi-
cantly the electron density estimates.
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2. Garćıa-Fernández M, Hernandez-Pajares M, Juan JM, Sanz J (2003) Improve-
ment of ionospheric electron density estimation with GPSMET occultations us-
ing Abel inversion and VTEC information. J Geophys Res 108(A9): 1338.

3. Hardy K, Hajj GA, Kursinski E, and Ibañez-Meier R (1993) Accuracies of atmo-
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Summary. Presented are first results in retrieving, analysing, and modelling the topside 
plasma scale height by using CHAMP ionospheric radio occultation observations. The 
plasma scale height value in the region situated immediately above the ionospheric F2-layer 
density peak, is very important for the TEC calculation and plasma density reconstruction 
procedures based on GPS radio occultation measurements. Based on the year-long time 
series data accumulated so far, obtained were latitudinal, diurnal, and seasonal variations of 
the topside plasma scale height. Considering the growing CHAMP measurement data base, 
it is possible to develop a new empirical model to be used for improving the process of 
electron density profile retrieval by delivering an improved initial guess of the topside 
electron density profile.  

Key words: Scale Height, Occultation Method, Empirical Modelling 

1  Introduction 

One of the most important characteristics of the ionosphere-plasmasphere system 
is the plasma scale height, defined as HP=kTP/mig , where TP=0.5(Ti+Te) is the 
plasma temperature, Ti and Te – ion and electron temperatures, k – Boltzmann’s 
constant, mi – ion mass, and g – acceleration due to gravity. Considering its de-
pendence on the plasma temperature and composition, obviously HP varies with 
altitude. The initial assessment of the topside ionosphere plasma scale height and 
its intrinsic connection with the topside electron density profile (EDP) is of crucial 
importance for the reliability of various GPS TEC calculation and plasma density 
reconstruction techniques (Heise et al., 2002; Stankov et al., 2003). The CHAMP 
satellite (Reigber et al., 2003), orbiting the Earth in the altitude region from 450 
km down to about 300 km, provides excellent opportunities for observation of the 
topside ionosphere on a global scale, including the plasma scale height.  

Based on CHAMP ionospheric radio occultation (IRO) measurements (Ja-
kowski et al., 2002), presented here are first results in retrieving, analysing, and 
modelling the topside plasma scale height value. Latitudinal, diurnal, and seasonal 
variations of the plasma scale height have been already obtained. Considering the 
steady growing CHAMP measurement data base, it will be possible to develop a 
new empirical model of the plasma scale height to be used in several applications 
such as IRO-based EDP retrieval by delivering an improved initial guess or vari-
ous studies of the ionosphere-plasmasphere composition and dynamics. 
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2  Scale Height Retrieval 

The GPS ionospheric radio occultation (IRO) measurements, carried out onboard 
CHAMP, started on 11 April 2001. The dual frequency carrier phases of the GPS 
signals are used to compute the total electron content (TEC) along the 1 Hz sam-
pled occultation ray paths. To enable consideration of the horizontal gradients, 
particularly during ionospheric storms and/or near the crest region, a tomographic 
approach (Jakowski et al., 2002) is utilised for retrieving the vertical electron den-
sity profile instead of the widely used Abel inversion technique.  

An occultation event is defined by a series of TEC measurements along ray 
paths traversing the ionosphere with tangential heights of these ray paths decreas-
ing to the bottom of the ionosphere. Constructed is a system of linear equations for 
the electron density in the different shells. If the electron density distribution 
above the top shell (traversed by the first ray of the occultation event) is available 
a priori (first guess), e.g. from a model, then the electron density in this top shell 
can be deduced. Hence, starting from the top shell, the electron density in each 
shell below can be successively determined. Finally, the solution of the above-
mentioned system provides the IRO-based vertical electron density profile.  
 Considering the CHAMP decaying orbit from 454 km at the beginning of the 
mission down to approximately 300 km at the end of the projected 5 year lifetime, 
special care is required when determining the upper boundary condition (at the 
CHAMP altitude). This is due to the fact that the above-lying ionosphere and 
plasmasphere can contribute with up to estimated 50% of the TEC. To overcome 
this problem, the inversion is assisted by an adaptive electron density model of the 
topside ionosphere and plasmasphere (TIP): 

Ne(h)  =  NmF2 exp ( 0.5 ( 1 - z - exp ( -z ) ) )   +  NP0 exp (- h / HPP)
where h is the altitude, Ne(h) is the electron density, z = ( h - hmF2) / HPI , NmF2
and hmF2 are the peak electron density and height,  HPI is the plasma scale height 
in the topside ionosphere, HPP is the plasma scale height (fixed at a constant value 
of 10000 km) in the plasmasphere, and NP0 is the electron density at the plasma-
sphere basis. In the occultation retrieval, the free parameters NmF2, hmF2 and HPI
are adjusted iteratively, starting from some plausible values. The iteration process 
deliver a ‘smooth’ transition from TIP electron densities to the values computed 
from IRO data. This procedure yields directly the plasma scale height at the upper 
boundary of the retrieved electron density profile. A comparison between meas-
urements of NmF2 and hmF2 deduced from IRO-based profiles and from ground 
ionosondes shows standard deviations of  18% and 13% respectively.  

3  Scale Height Behaviour 

Using observations from the period April 2002 – March 2003, an important in-
sight into the plasma scale height behaviour has been acquired for various latitude, 
local time, and season conditions. Three seasons are considered - winter, equinox, 
and summer, defined as 91 day periods centred on the 356, 81 and 264, 173 day of 
year, with respect to the opposite seasons in both hemispheres. Day-time and 
night-time conditions are investigated using data from variable local time ranges 
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(windows) depending on season: larger 10-hour windows are used for extracting 
summer day-time and winter night-time values. Diurnal variations are obtained us-
ing 1-hour windows but results are not yet reliable due to scarcity of data in some 
periods. For easier investigation of the temporal variations, 3 main geomagnetic-
latitude regions are defined (both hemispheres) - low (0°-30°), middle (30°-60°),
and high (60°-90°). In this study we have used only high-quality values of the re-
trieved scale height (internal consistency check applied). To facilitate the analysis, 
plotted (Figures 1-3) are the median values (solid circles) together with the num-
ber of observations on which the corresponding median is based (vertical bars). 

3.1   Latitudinal variations 
To better understand the latitudinal behaviour of the topside plasma scale height, 
the observations have been sorted into 10°-wide latitude bins with respect also to 
the above-defined night-time / day-time conditions and the 3 seasons (Fig. 1).  

During night-time, the plasma scale height tends to increase at higher latitudes. 
The increase is most obvious in summer when the median values range between 
60 km and 74 km. In winter, the maximum seems to occur at about ±60° latitude.  

During day-time, the latitudinal increase is generally preserved but with a few 
exceptions. In equinox, the values increase from 63 km up to 70 km. In summer, 
the scale height is higher – it averages 65 km over the equator and increases up to 
the record 74 km over the poles. An interesting case is the winter day-time distri-
bution – the median values in the equatorial region are around 68 km and are of 
the same magnitude as the median values over the poles. At the same time, a pro-
nounced decrease is observed in the 45°-55° latitude band where the scale heights 
drop even below the 50 km mark. This phenomenon is probably due to the ion 
trough and/or serious violation of the diffusive equilibrium conditions, e.g. when 
strong vertical plasma fluxes occur (Jakowski et al., 1981). 

3.2   Diurnal variations 
Due to correlation with the plasma temperature, the plasma scale height is ex-
pected to be higher during day and lower during night. Although this is true for 
summer-time conditions (Fig. 2, top right), the diurnal behaviour is actually quite 
complex. For example, during winter (Fig. 2, top left), in addition to the mid-day 
peak, two other maxima appear - one in the morning and one in the evening hours.  

The data base is limited in some time intervals, so definitive conclusions is too 
early to make. However, there is an indication of possible correlation between the 
plasma scale height and the equivalent slab thickness (TEC/NmF2) measurements. 
For comparison, median values of the mid-latitude winter-time and summer-time 
scale height are plotted (Fig. 2, upper panels) together with the corresponding slab 
thickness estimates over an ionosonde station in the same latitude band (Fig. 2, 
bottom panels). The correlation is obvious in the winter morning and evening 
hours, despite the fact that the scale height observations are made during high so-
lar activity and the ionosonde observations are gathered during low solar activity. 
Substantial differences are detected between the diurnal behaviour of the scale 
height at different latitudes but additional data are required for a proper analysis.  
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Fig. 1. Topside plasma scale height deduced from IRO measurements – observed latitudinal 
variations in winter (bottom panels), equinox (middle panels), and summer (top panels), 
during night-time (left) and day-time (right) conditions.  

Fig. 2. Comparison between diurnal winter- and summer-time variations of the IRO-
deduced plasma scale height (top panels) and the equivalent slab thickness (bottom panels) 
calculations at the El Arenosillo (37.1°N,6.7°W) ionosonde station. 

3.3   Seasonal (annual) variations
Based on IRO observations from a full year, preliminary estimations of the sea-
sonal scale height behaviour at high solar activity have been obtained. Given here 
are results (Fig. 3) from the Northern hemisphere observations only.  
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Fig. 3. Topside plasma scale height deduced from IRO measurements – observed annual 
variations at low (bottom panels), middle (middle panels), and high (top panels) latitudes, 
during night-time (left) and day-time (right) conditions. 

Night-time, the seasonal differences in the median values are relatively small. 
However, the latitudinal increase is obvious – the median, calculated over a whole 
year, increases from about 64 km at low latitudes up to about 71 km at the high 
latitudes. Day-time, the seasonal differences are larger and much more evident. 
Again, the latitudinal increase is preserved. Strongest seasonal differences are ob-
served at middle latitudes where the winter-time minimum is at 51 km and the 
summer-time maximum is at 74 km, a quite impressive increase of about 45%.  

4  Empirical modelling of the plasma scale height 

Considering that the plasma scale height is important for ionosphere studies and 
many other applications, it is clear that an empirical model would be quite helpful 
and such a model is currently being developed. In this model, the plasma scale 
height is approximated by a multi-variable polynomial delivering the scale height 
values with respect to geomagnetic latitude, local time, and season. The method of 
least-squares fit is applied for determining the polynomial coefficients.  

Based on the year-long measurements and the analysis presented in the previ-
ous parts, a preliminary version of the model has been already prepared and some 
exemplary model calculations are given in Fig. 4. The model is regularly being 
upgraded in step with the growing IRO measurement database. It is envisaged that 
longitude and solar activity dependence will be included as well. 
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SUMMER

Fig. 4. Exemplary model calculations of the plasma scale height for summer conditions: 
latitudinal vs. diurnal variations. 

5  Conclusions 

Presented were first results from retrieving, analysing, and modelling the topside 
plasma scale height using IRO measurements onboard CHAMP. It has been 
shown that it is possible to utilize these observations for acquiring a valuable 
knowledge of the plasma scale height behaviour. Foremost, it has been proved that 
the topside plasma scale height depends strongly on the ionosphere-plasmasphere 
temperature, composition and dynamics. It is clear that the scale height generally 
increases in poleward directions, particularly during equinox and summer. Strong 
seasonal differences are observed at middle latitudes where day-time median val-
ues in summer are about 45% higher than in winter. Diurnal variations appear to 
be very complex and additional data is needed. No significant hemispheric differ-
ences are detected. A new empirical model is being developed, which will be ca-
pable of delivering the scale height with respect to latitude, local time, and season. 
Model results can be directly implemented into the density profile retrieval proce-
dure by delivering an improved initial guess. 
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Summary. The knowledge of the transmitter and receiver differential code biases
(DCB) plays a key role for the calibration of GPS based measurements of total
electron content (TEC). To estimate the DCB of the CHAMP receiver concerning
the zenith looking antenna a model assisted technique has been developed which
takes advantage of the known GPS biases and comparatively low TEC above Low
Earth Orbiter (LEO) altitudes in polar regions and during nighttime intervals.
For assistance the Parameterized Ionospheric Model (PIM) is used. Applying this
method we derived a reliable bias solution for the CHAMP receiver varying within
a spread RMS below 1 TECU for the years 2001 and 2002. The SAC-C receiver
DCB (zenith antenna) could be derived comparatively stable. In this paper we
describe the model assisted calibration technique and present differential code bias
estimations for CHAMP and SAC-C. The model assisted approach has been used to
estimate the CHAMP occultation DCB as well. This bias could also be assessed by
simultaneous GPS observations of the zenith and occultation antenna for selected
intervals in 2001. DCB estimations from both approaches are shown.

Key words: Differential Code Bias, GPS, CHAMP, SAC-C, Ionosphere

1 Introduction

The dispersive propagation properties of the ionosphere for radio waves en-
able ionospheric remote sensing by using differential GPS navigation signals.
Ground based GPS measurements are already well established as a powerful
tool for operational ionospheric monitoring. In this context, pseudorange-
leveled differential carrier phases are widely used to derive TEC information
along the signal ray paths. The so derived TEC is not absolute since it still
includes the receiver and satellite differential code biases.

Starting from the GPS/MET mission, which demonstrated that space
based GPS measurements are a valuable data source for remote sensing of the
Earth’s atmosphere (e.g. [7]), the number of GPS equipped LEO missions like
CHAMP and SAC-C is growing continuously. Such satellite missions provide
a unique GPS data base for ionospheric investigations on global scale.
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While the DCBs of the GPS satellites and ground based receivers are
routinely estimated in a reliable manner (e.g. [4]), there is no well-established
method so far to assess this bias for GPS receivers on board LEO satellites.
On the other hand, the calibration of space based TEC measurements is of
growing interest in terms of ionospheric tomography and data assimilation
(e.g. [3], [6]). In this paper we illustrate a model assisted technique which
has been applied to assess the DCBs of the GPS receivers on board the
LEO satellites CHAMP and SAC-C. We present results concerning the zenith
looking navigation antennas of both satellites and the occultation antenna of
CHAMP.

2 Retrieval technique

GPS ionospheric sounding is based on measurements of the carrier and code
phases (i.e. pseudoranges). Both, differential carrier (L1-L2) as well as dif-
ferential code phases (P2-P1) provide information on the TEC along the ray
path which is assumed to be identical for both GPS frequencies. Pseudorange-
leveled carrier phase differences are widely used to resolve the ambiguities of
the comparatively low-noise differential carrier phases. The resulting relative
TEC (TECrel) still includes satellite and receiver differential code biases. A
detailed description on the estimation of TEC as well as GPS ground receiver
and satellite DCBs is given e.g. by [5].

2.1 Model assisted LEO receiver DCB estimation

The relation between TECrel and the absolute link related TEC measure
TECabs is given by

TECabs = TECrel + DCBGPS + DCBREC (1)

where DCBGPS and DCBREC denote the DCBs of the involved GPS satellite
and receiver, expressed in TEC units (1 TECU = 1016m−2). Since the GPS
DCBs are known from ground station network bias solutions, equation (1)
enables the assessment of the receiver DCBs if an adequate estimation of
TECabs is available. Assuming a sufficient average agreement between the
real ionization state and an ionospheric model on selected radio links with
expected small TEC values (e.g. high latitude nighttime measurements with
high elevation angles), the receiver DCB can be assessed by

DCBREC ≈ 1/n

n∑
i=1

(TECmod(i) − TECrel(i) − DCBGPS) (2)

where TECmod denotes the modeled TEC according to the selected TECrel

ray paths. This approach assumes a stationary receiver DCB at least in a



GPS Receiver DCB in Low Earth Orbit 467

temporal range of one day which is equally supposed for DCBs of ground
receivers and GPS satellites. Since the receiver DCB is mainly influenced
by the hardware temperature, this assumption seems to be valid if the LEO
internal temperature handling is stable like on CHAMP. To calculate the
modeled TEC we used PIM [1] which includes also the Gallagher plasmas-
phere model [2]. The practical applicability of equation (2) is restricted by
the required mean agreement between the model and the real ionization state
along the selected radio links. Especially in case of CHAMP this assumption
is not always well fulfilled due to the low orbit altitude of about 400 km.
Furthermore, the DCB assessment is sensitive to the selection criteria. In
order to reduce the model dependence of the receiver DCB estimation we
followed an approach which does not demand an average agreement between
model and real ionization state but only assumes that all TECabs exceed a
certain minimum value (TECmin) which is estimated by the model accord-
ing to the observation ray paths. By this assumption the receiver DCB can
be derived using a simple iterative procedure which gradually increases a
knowingly underestimated initial receiver DCB. This initial DCB value can
be derived e.g. from equation (2) if we replace TECmod(i) with TECmin.
For the iteration increment we used the median value of all positive differ-
ences TECmin − TECi where TECi denotes TECabs after the ith iteration
step according to equation (1). To reduce the influence of possible inaccura-
cies or outliers of TECrel we stopped the iteration when positive differences
TECmin − TECi occurred for less than three different transmitter receiver
combinations. At first, receiver DCBs have been estimated on a daily basis
but finally they were calculated as sliding averages over 5 days.

2.2 Simultaneous navigation and occultation measurements

Due to higher ionization along occultation ray paths the model assisted es-
timation of DCBs concerning occultation antennas is more difficult than in
the case of zenith looking navigation antennas. If the satellite is equipped
with both kinds of antennas and the zenith antenna bias (DCBtop) is known,
simultaneous TECrel measurements (TECtop and TECocc) from the same
GPS satellite can be used to assess the occultation DCB (DCBocc) according
to DCBocc = 1/n

∑n
i=1(TECtop(i) − TECocc(i) + DCBtop). This procedure

requires occultation antenna measurements with positive elevation angles.

3 Results

The algorithm described in section 2.1 has been used to assess the DCBs
concerning the zenith looking navigation antennas of CHAMP and SAC-C.
As Fig. 1 shows, the DCB estimation has been considerably stable for both
satellites during 2002 but the DCB estimates for SAC-C are generally more
stable than for CHAMP. This difference is considered as a consequence of
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Fig. 1. DCB estimation for 2002 concerning zenith antennas of SAC-C (upper
panel) and CHAMP (lower panel).

the different orbit altitudes of both satellites (about 400 and 700 km for
CHAMP and SAC-C respectively). One should expect that the model based
estimation of TECmin (see section 2.1) is more reliable and stable for SAC-C
due to the lower ionization level which holds lower error sources. In case of
SAC-C the DCB is varying around -7.0 TECU within a spread RMS of only
0.5 TECU. For CHAMP we calculated for 2002 a mean DCB of -19.8 TECU
varying within a spread RMS of 0.9 TECU. The CHAMP results for 2001
(not shown here) look quite similar with a DCB of -20.0 TECU and a RMS
of 0.7 TECU.

Furthermore, the same technique has been applied to assess the CHAMP
occultation DCB for a long period in 2002 (Fig. 2 upper panel). Here the
DCB is varying around 13.1 TECU within a spread RMS of 4.0 TECU. In a
second step we replaced PIM by results of a 3-d electron density assimilation
based on CHAMP zenith antenna TEC [3]. These can be considered as an
improved PIM output. The corresponding results (Fig.2 lower panel) look
similar but show generally less fluctuations (14.4 TECU mean, 2.7 TECU
RMS). Fig. 2 reveals that the CHAMP occultation DCB estimation has been
quite stable during the summer months of 2002 but shows considerable fluc-
tuations around the autumn equinox. This could be explained by generally
increased TECmin values which contain as well increased error sources for
the DCB estimation. Since TECmin values usually occur in the polar regions
they increase if these regions are equally exposed to the ionizing radiation of
the sun.
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Fig. 2. Model assisted estimation of CHAMP occultation DCB for 2002, day of the
year 130 until 365. Upper panel: using PIM. Lower panel: using topside assimilation.

Fig. 3. Estimation of CHAMP occultation DCB based on simultaneous observa-
tions from occultation and zenith antenna for special periods in 2001.

The CHAMP occultation DCB has also been retrieved by simultaneous
navigation and occultation TEC measurements. Results are accessible only
for some short periods in 2001 (Fig. 3) due to the restricted availability of
positive elevated occultation measurements. The bias solution is stable over
the considered time intervals with a mean value of 13.3 TECU.

4 Conclusion

A model (PIM) assisted technique has been developed to estimate the differ-
ential code bias (DCB) of GPS receivers in low earth orbit. Adequate DCB
estimations concerning the navigation antennas of CHAMP and SAC-C have
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been derived using this method. The model assisted approach has also been
applied to estimate the CHAMP occultation DCB. Results are promising for
a long period in 2002 but show special uncertainties during equinox times.
Therefore, 3-d electron density assimilation results based on CHAMP zenith
antenna TEC have been used in place of PIM to assess the CHAMP occul-
tation DCB. The resulting bias estimation occurs more stable and reliable.
For specific periods in 2001 the CHAMP occultation DCB was estimated by
synchronous observations from zenith and occultation antenna. Results show
considerable stability during all selected periods.

Acknowledgments. The authors are grateful to the teams of CHAMP and
SAC-C and to the data providers GFZ/ISDC and JPL for the excellent GPS
data base.
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Summary. Both the CHAMP and SAC-C satellites permanently track several GPS
satellites using dedicated zenith looking antennas for precise orbit determination.
These 0.1 Hz sampled dual frequency navigation measurements provide valuable
information on the ionization state of the upper ionosphere and plasmasphere up
to GPS altitudes on a global scale. After preprocessing and calibration, link re-
lated TEC measurements are derived from the GPS navigation observations. Three-
dimensional electron density information is retrieved by assimilating these TEC data
into the Parameterized Ionospheric Model (PIM). In specific periods CHAMP and
SAC-C circle the earth in nearly the same orbit plane due to their different orbit
properties. We focus on these constellations which are of special interest for the
combined assimilation of TEC measurements from both satellites. Reconstruction
results for selected assimilation examples are presented by means of two dimensional
slices along the respective CHAMP/SAC-C orbit plane. Using electron density mea-
surements from the CHAMP Langmuir Probe we validate our reconstruction results
along the CHAMP path and discuss the impact of the TEC measurements from
SAC-C on the reconstruction result at CHAMP orbit altitudes.
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1 Introduction

Dual frequency GPS observations are well proved and widely used for iono-
spheric monitoring. Information on the link related total electron content
(TEC) can easily be derived from differential GPS phase measurements due
to the frequency dependent ionospheric impact on radio signals. Beside the
well established GPS ground receiver networks, the installation of GPS re-
ceivers on board of LEO (Low Earth Orbiting) satellites like CHAMP and
SAC-C provides a valuable data source for ionospheric remote sensing on
a global scale. Both satellites, CHAMP and SAC-C, were launched in 2000
and carry on board a TRSR2 space receiver (”Black Jack”) for GPS occul-
tation and navigation measurements. For our investigations we used the 0.1
Hz sampled zenith antenna navigation measurements from both satellites. In
the following we briefly describe the observation scenario and data processing
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for the reconstruction of topside ionosphere and plasmasphere electron den-
sity distributions by assimilation of the link related TEC measurements from
CHAMP and SAC-C. We present assimilation and validation results and dis-
cuss comparisons between reconstructions based on TEC measurements from
only one and from both satellites.

2 Observation scenario and data processing

Both CHAMP and SAC-C orbit the earth in nearly polar orbits (inclination:
87.3◦ and 98.2◦ respectively). The orbit time differs slightly (about 93 and
97 minutes) due to the different altitudes of CHAMP (about 400 km) and
SAC-C (about 700 km). But while the SAC-C orbit is sun synchronous and
therefore fixed in local time, the CHAMP orbit plane moves slowly through
all local time sectors. Thus, there are periods when both satellites circle the
earth in nearly the same orbit plane but at different altitudes. These periods
are of special interest for the combined assimilation of CHAMP/SAC-C TEC
data since they promise the strongest interactions between measurements from
both satellites. In this paper we focus on periods when angles between both
orbit planes were less than 15◦. Fig. 1 shows the angle between the CHAMP
and SAC-C orbit plane for 2002. According to this we selected the following
days of 2002 for our investigations: 30-47, 163-176 and 293-309.

The data processing is similar to that which has been applied for the
retrieval of 3-d electron density information using only CHAMP GPS data
(e.g.[4]). It basically consists of 3 parts: preprocessing, calibration and assim-
ilation. During the preprocessing we use an algorithm as described by [1] to
save the GPS data quality concerning outliers and cycle slips. Furthermore,
we derive relative TEC from pseudorange-leveled differential carrier phases
and allocate orbit information to each measured GPS transmitter - LEO re-
ceiver link. To derive absolute TEC the differential code biases (DCB) of the
transmitter and receiver involved respectively are needed. For our calibration
we use transmitter DCB estimations from ground receiver network solutions
(e.g. [7]) and assess the CHAMP and SAC-C receiver DCB by using a model
assisted technique described by [5]. Three-dimensional electron density infor-
mation is retrieved by assimilating the integral TEC measurements into the

Fig. 1. Angle between CHAMP and SAC-C orbit plane for 2002.
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Parameterized Ionospheric Model (PIM, [2]) which includes the Gallagher
model [3] of the plasmasphere. Here we use the assimilation system originally
designed for CHAMP TEC measurements (e.g. [4]) which has been upgraded
for the processing of multi satellite TEC information. For each reconstruction
we apply about 7000 CHAMP/SAC-C TEC measurements from 93 minute
time intervals (one CHAMP revolution). During the assimilation we adapt
the initial model assumption (PIM) to the link related TEC information by
applying multiplicative corrections according to the widely used Multiplica-
tive Algebraic Reconstruction Technique (MART, e.g. [6]). For this purpose,
PIM is discretized on a global voxel structure which covers the ionosphere and
plasmasphere up to GPS altitudes. The validity of the resulting reconstruction
depends of course on the data coverage and the initial model. Nevertheless,
we obtain a physically reasonable reconstruction which represents at least an
improvement over the initial model assumption.

3 Results

The assimilation result is a global 3-dimensional electron density distribution,
covering the region between CHAMP and GPS orbit altitudes. The strongest
assimilation impact is obviously found in the region near the CHAMP/SAC-
C orbit plane while other areas of the voxel structure give the pure initial
model, completely unaffected by the assimilation process. Thus, to present
assimilation results we consider 2-dimensional slices with respect to the com-
mon CHAMP/SAC-C orbit plane. The left panel of Fig. 2 shows such a slice
for a selected assimilation example and gives an impression of the recon-
structed electron density distribution near the orbit plane (from around 22:30
LT in the East to 10:30 LT in the West). Beside the clear difference between
day- and nighttime ionosphere and plasmasphere, Fig. 2 (left panel) reveals a
considerably increased electron density in the nighttime northern hemisphere
plasmapause region. This is also clearly visible in the right panel of Fig. 2
which shows the percentage deviation of the assimilation result from the initial
model assumption. The remarkable deviation in the plasmapause region can
be considered as an assimilation correction of the initial (PIM) plasmapause
position. In this context it is interesting to compare the assimilation result
shown in Fig. 2 with the corresponding reconstruction based on CHAMP TEC
data only. This is shown in Fig. 3 (left panel) and reveals significant differ-
ences to the combined CHAMP/SAC-C reconstruction in the plasmasphere
region. Fig. 3 (right panel) indicates that this difference is not caused by an
absence of data coverage (given in link related TEC measurements per voxel).
Thus, we should expect that TEC data from SAC-C hold additional informa-
tion on the plasmaspheric electron density distribution which are not covered
by the CHAMP TEC measurements. This can be explained by the different
orbit altitudes. While the integral TEC measurements from CHAMP are ob-
viously dominated by the rather high electron densities of the lower topside
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Fig. 2. Meridional slices in orbit plane (along 233◦ E, local time 22:30), assimilation
example for October 27, 2002, beginning of assimilation: 06:13 UT, duration: 93
minutes. Left panel: Reconstruction of ionospheric/plasmaspheric electron density
distribution after assimilation of TEC data from CHAMP and SAC-C (full CHAMP
revolution). Right panel: Percentage deviation of assimilation result from initial
model (PIM).

Fig. 3. Meridional slices in orbit plane, same assimilation example as shown in
Fig. 2 but using only CHAMP TEC data. Left panel: Reconstruction of iono-
spheric/plasmaspheric electron density distribution. Right panel: Corresponding
data coverage.

ionosphere this is not the case for SAC-C which circles the earth far above
the ionospheric electron peak densities.

The in situ electron density measurements from the CHAMP Langmuir
Probe (LP) provide a unique data source to validate the assimilation results
along the CHAMP path and to investigate the impact of the SAC-C TEC
data on the reconstruction result at CHAMP orbit altitudes. For this pur-
pose Fig. 4 (left panel) shows comparisons between LP on the one hand and
CHAMP/SAC-C assimilation, pure CHAMP assimilation and PIM on the
other hand. The comparison between PIM, assimilation and LP reveals a sig-
nificant improvement over the initial model by the assimilation. While PIM co-
incides with LP electron densities within an RMS spread of only 52.4x1010m−3



CHAMP/SAC-C Ionosphere Imaging 475

the assimilation results agree within 37.7x1010m−3 and 34.3x1010m−3 for
CHAMP/SAC-C and pure CHAMP assimilation respectively. Furthermore,
Fig. 4 shows a noticeable improvement of the pure CHAMP assimilation by
additional use of SAC-C TEC data. Showing a similar RMS agreement, the
mean absolute deviation of the pure CHAMP reconstruction is -7.2x1010m−3

while the combined CHAMP/SAC-C assimilation shows a mean deviation of
only -3.6x1010m−3 from the LP electron densities. Beside the comparisons
along the CHAMP path, pure SAC-C reconstructions can be compared with
corresponding CHAMP results and PIM to validate pure CHAMP assimila-
tion results at SAC-C altitudes. Fig. 4 (right panel) reveals a much better
agreement between SAC-C and CHAMP results than between SAC-C and
PIM (12.4x1010m−3 RMS and 3.7x1010m−3 mean absolute deviation in com-
parison to 16.9x1010m−3 RMS and 6.1x1010m−3 mean absolute deviation).
Thus, the assimilation of CHAMP TEC data significantly improves on the
performance of the initial model at SAC-C orbit altitudes.

4 Conclusion

The GPS technique on board LEO satellites is a powerful tool for imaging
large scale structures of the ionosphere and plasmasphere on a global scale.
The assimilation of link related TEC data from CHAMP and SAC-C pro-
vides an estimation of the electron density distributions of the upper iono-
sphere and plasmasphere. Validation with Langmuir Probe measurements in-
dicate a noticeable improvement over pure CHAMP reconstruction results by
the additional assimilation of link related TEC measurements from SAC-C.

Fig. 4. Electron density comparisons for 2002, days of the year 36-47, 166-176, 293-
309. Left panel: Absolute deviation between CHAMP Langmuir Probe (LP) and:
CHAMP/SAC-C assimilation, pure CHAMP assimilation and PIM. Right panel:
Absolute deviation between pure CHAMP and SAC-C assimilation and between
PIM and SAC-C assimilation along SAC-C path.
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The comparison of pure SAC-C reconstructions with corresponding CHAMP
results and PIM shows significant improvements over the initial model at
SAC-C orbit altitudes produced by the assimilation of CHAMP TEC data.
Further improvement of assimilation results can be expected from additional
link related TEC measurements (e.g. GRACE) and improved initial model
assumptions.

Acknowledgement. The authors are grateful to the teams of CHAMP and SAC-C
and to the data providers GFZ/ISDC and JPL.
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Summary. Integrated electron density measurements along GPS signal ray paths
provide a useful data source for 3-dimensional ionospheric reconstruction. Since
a substantial data amount is required for the application of the inverse problem,
ground-based inversions are restricted to regions with high ground receiver density.
The additional incorporation of space-based GPS data from LEO satellites allows
the monitoring in areas less densely covered by ground receivers. We present a case
study of 3-dimensional reconstruction for Nov. 2001 in the North polar region. Input
data are calibrated TEC derived from IGS and CHAMP measurements. The results
show increased electron densities near the geomagnetic pole. The comparison of the
reconstruction results with measurements of the Langmuir Probe onboard CHAMP
shows a good agreement along the CHAMP orbit. The large-scale structure of the
ionospheric observations are closely related to the present geomagnetic conditions.
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1 Introduction

The impact of free ionospheric electrons on L-band radio wave propagation
makes GPS an interesting tool for ionospheric investigations. GPS services
like the International GPS Service (IGS) maintain a network of globally dis-
tributed GPS receivers. Ionospheric GPS based measurements provide in-
formation on the Total Electron Content (TEC) which is electron density
integrated along the signal ray path. The latter two circumstances allow
3-dimensional reconstructions of the electron content by combining several
ionospheric GPS measurements through a tomographic inversion algorithm.
The need for a substantial amount of records inside the area of interest limits
the ground-based calculations to regions of high receiver densities.
In the last decade, the development of space-based GPS measurements on-
board Low Earth Orbiter (LEO) satellites has opened a variety of improved
possibilities for ionospheric research. An advantageous characteristic of this
kind of investigation is global availability. The location of the data solely de-
pends on the location of the LEO and the GPS satellites. Therefore, hardly
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accessible regions are also covered by data, e.g., deserts, oceans, or poles.
In the case of 3-dimensional monitoring of electron density distributions, this
means that the area of interest can be shifted to regions that are not neces-
sarily densely covered by ground-based receivers. In this paper we present a
reconstruction study over the North polar region using IGS data as well as
CHAMP occultation data. The example is situated during the night of Oct.
31st, 2001 and has been chosen due to CHAMP data availability and inter-
esting magnetic observations. This case study should serve as an analysis of
the potential of electron density reconstructions under disturbed conditions.
It is shown that the use of LEO data is helpful for reconstructions in areas
with low ground-based receiver density.

2 Method and data

The applied reconstruction method is one of the widely used Multiplica-
tive Algebraic Reconstruction Techniques (MART) and it is initialised with
a combined IRI/GPCM model. The tomographic procedure has been pre-
sented in detail by [1] with application in the European sector, also including
remarks on validation. However, some modifications have been undertaken
for this study, which should be mentioned. The reconstruction area covers
the entire polar cap from 50◦ northward, with a grid size of 4◦ in latitude
and 10◦ in longitude. Height ranges between 80 km and 1000 km in steps
of 20 km. The lower resolution compared to European applications has been
chosen with respect to the more sparse data and to the wider region. In Eu-
rope data from ≈ 60 IGS stations are available, while in the entire North
polar region only ≈ 25 IGS stations are in use. The iteration stop criterion
is set when real and simulated data reach small differences in its mean or if
the improvement of this difference is very small.
In Fig.1a, an example of the data coverage over the North polar region is pre-
sented. The ray lengths in the height range of 80-1000 km are projected on the
Earth’s surface. The often separately appearing rays are ground-based mea-
surement paths. The black columns in fact consist of many parallel CHAMP
received signal rays.
Before entering the tomographic procedure, TEC data have been corrected
for instrumental biases of the satellite and ground-based receiver ([2]), or of
the CHAMP receiver in occultation mode ([3]), respectively. The occultation
bias has been extrapolated to 13.7 TECU on the base of the available bias re-
sults for 2001 using simultaneous zenith and occultation measurements. The
increased noise level of carrier and code phase of low looking zenith antenna
data has been already mentioned in [4]. Since in our case only carrier phase
enters directly the calculations, the maximal additional noise error of 0.02
TECU is well within the error band of our procedure, which is ≈ 1 TECU.
The night of Nov. 1st, 2001 is accompanied by interesting magnetic observa-
tions. For this date, Kp=5 and Dst=90 reveal only moderate perturbations



GPS Based Ionospheric Tomography 479

(a)

(b)

(c)

Fig. 1. (a): GPS ray data coverage over the North polar region on Nov. 1st, 2001;
(b): Z-component of the IMF plotted over time for days 304-305 of year 2001;
Data comes from the ACE2 satellite. (c): X-component of quasi-longitudinal aligned
ground magnetometer data from stations of the IMAGE network (Ny Ålesund:
78.92◦N → Nurmijärvi: 60.5◦N).

in the global geomagnetic field. In contrast, magnetic observations concern-
ing North polar cap regions show significant deviations from the moderate
state. In Fig.1b a strong negative Z-component (southward) of the Interplan-
etary Magnetic Field (IMF) indicates open geomagnetic field lines, which,
inter alia, may favour solar wind plasma intrusions into the magnetosphere.
Linked to southward IMF, strong electric fields might develop in the iono-
sphere. Corresponding to this theory, high cross polar cap potentials up to
100 kV between midnight and 0100 UT of this day (not shown here) have
been monitored. Fig.1c shows the X-component of the geomagnetic field mea-
sured along a chain of ground magnetometers in Europe from the IMAGE
network (http://www.geo.fmi.fi/image/). The diagram shows signatures of
a well isolated substorm. At first sight, magnetic disturbances are typically
restricted to auroral latitudes. A sudden decrease of the geomagnetic field
is firstly observed around 2100 UT of Oct. 31st, 2001. A second, well pro-
nounced sudden decrease is seen just a few minutes after midnight and finally
a third, weaker one, around 0300 UT of Nov. 1st, 2001.
Near the moment of strongest decrease of the geomagnetic field, around 0100
UT of Nov. 1st, 2001, CHAMP crossed the Northern polar region and 3-
dimensional ionospheric reconstruction could be performed.
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3 Tomographic results

Three-dimensional monitoring has been undertaken for the time interval cen-
tered at 01 UT Nov. 1st, 2001. The results are expressed with averages over
time segments of about ten minutes. This is due to the sampling time of
about five minutes during one ionospheric GPS occultation observed onboard
CHAMP. Two occultations are presented here (see Fig.1a).
In Fig.2a vertical TEC, re-integrated from reconstructed electron density
distributions, is represented. Local noon is situated on the top of the figure
representing expected higher electron densities compared with the night side.
Near the geomagnetic pole (near Thule in Northwest Greenland) high ioni-
sation exceeding 40 TECU, can be recognized. At the same time, a tongue of
high values connects the day side with this local maximum. This tongue is
bounded by lower values at local dawn and dusk.
The thorough interpretation of the physical background of this phenomenon
would exceed the scope of this paper. Nevertheless, the local maximum seems
to be a joint result of substorm activity and advected plasma from the day-
side. The assumptions of magnetic activity effects is clearly supported by
the magnetic data shown in Fig.1c as described in section 2. An advection
pattern across the polar cap can arise for southward directed IMF. In this
case of open magnetic field lines, magnetospheric electric fields may map into
the ionosphere. This is supported by the high cross polar cap potential up
to 100 kV (see section 2). Southward magnetic field and dawn-dusk directed
ionospheric electric field forces large scale antisunward plasma convection via
the E × B drift ([5]).
It is interesting, that reconstructions for the CHAMP paths around 20:20
UT and 23:20 UT of Oct. 31st, 2001 did not reveal such a high ionospheric

(a) (b)

Fig. 2. (a): vertical integrated TEC retrieved from reconstruction results for 01 UT
of Nov. 1st, 2001. (b): electron densities from the same reconstruction at 410 km
height (asterisks) and those from the Langmuir Probe (solid line) onboard CHAMP
in a dawn-dusk cross section.
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signature near the geomagnetic pole, even though geomagnetic data suggest
that and data availability was similar.
When comparing the data distribution in Fig.1a and the result in Fig.2a
an obvious relation between the local maximum near the geomagnetic pole
and dense CHAMP data input is seen. (Note, that the projections of the
CHAMP rays of the concerned occultation hide the high vertical availability
of occultation measurements in this case.) In highly under-determined in-
verse problems, like this one, the question of mis-reconstructions or artefacts
arises.
Fig.2b shows the reconstructed electron densities at 410 km altitude together
with the Langmuir Probe electron densities measured onboard CHAMP.
Reconstructed densities are aligned along a longitudinal cut at 85◦W and
105◦E. The CHAMP path follows nearly continously 76◦W and, after pass-
ing its nearest point to the geographic pole 91◦E longitude, respectively.
Fig.2b indicates a good correspondence between the reconstruction results
and Langmuir Probe data. Especially in the local maximum and therefore
for locations of high data coverage a good agreement is found. This con-
formity encourages us to interprete the result as a physically originated one
rather than mis-reconstructions. Poor agreement is seen toward the dusk side
of the globe. The ensemble of the occultation rays introduced here is widely
horizontally spread, resulting in a reduced vertical distribution. Therefore,
vertical smoothing during the tomographic procedure strongly influences the
result and peak height densities may be displaced to the real height distribu-
tion.
It is not possible to access independent data to validate the entire tomo-
graphic array. To get an impression of the validity of the reconstruction
results over the whole North polar region, polar vertical TEC-maps using
the same GPS ground stations (see http://www.kn.nz.dlr.de/space weather/
npolcap.html) have been subtracted from re-integrated TEC of Fig.2a (not
shown here). Differences range from 4 TECU to -20 TECU and with few
deviating points down to -27 TECU around 50◦− 60◦N at local noon. De-
viations within +/- 4 TECU are distributed over large areas on the dawn
and dusk side connected by a narrow band across the geomagnetic pole. The
mean deviation was calculated by -6 TECU and spatial gradients were mod-
erate. A slight underestimation from tomographic TEC is reasonable since
TEC-maps include the plasmasphere. Nevertheless, the moderate spatial gra-
dients in deviations to TEC-maps and the above mentioned conclusions from
the comparison to the Langmuir probe indicate that the large-scale electron
density distribution is well represented despite the sparse input data.

4 Conclusion

The combination of ground- and space-based GPS TEC measurements allows
3-dimensional reconstruction over areas with low ground receiver density. We



482 Claudia Stolle et al.

presented a case study at 0100 UT on Nov. 1st, 2001 over the North polar
region. To this aim, data from IGS and the CHAMP satellite have been used.
A new approach is the inclusion of calibrated LEO TEC.
The reconstruction revealed a local maximum of electron density near the ge-
omagnetic pole. The local maximum is connected with local noon by a tongue
of increased densities. Magnetic observations suggest that the high values are
a joint result of substorm activity and convected ionospheric plasma from
the day side of the globe. The reconstruction result has been compared with
electron densities measured by the Langmuir Probe onboard CHAMP and
showed good agreement especially where good data coverage were available.
Moderate deviations from vertical TEC-maps indicate the potential of the
reconstruction to rebuild the ionospheric large-scale behaviour.
The results of this study encourage the inclusion of occultation TEC data
from further LEO satellites and promises better reconstructions in interesting
areas like polar and equatorial regions that are less covered by GPS ground
receiver.
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Reigber Ch, Lühr H, Schwintzer P (Eds): First CHAMP Mission Results for
Gravity, Magnetic and Atmospheric Studies, Springer, Berlin: 521–527.

2. Sardón E, Rius A, Zarraoa N (1994) Estimation of the transmitter and receiver
differential biases and the ionospheric total electron content from Global Posi-
tioning System observations. Radio Sci 29(3): 577–586.
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Summary. Vertical electron density profiles (EDP) derived from ionospheric radio 
occultation (IRO) measurements onboard the German CHAMP satellite are calculated by 
the Institute of Communications and Navigation of DLR on a regular basis since 11 April 
2001. In order to validate the ionospheric radio occultation data obtained from this satellite, 
any systematic comparison with independent measurements but also with results from 
ionospheric models should help to get a better feeling about the quality of the data. On the 
other hand, if the IRO data quality is sufficient, the data may contribute to evaluate the 
accuracy of the ionospheric models. In this study we compare CHAMP EDP data derived 
in 2002/03 with the NeQuick model, which is one of the three electron density models 
developed at the Abdus Salam ICTP in Trieste (Italy) and the Institute for Meteorology and 
Geophysics in Graz (Austria). We discuss results of this comparison, showing changes in 
bias and deviation with latitude and local time. The best agreement between both types of 
data was found above a height of 300 km. 

Keywords: Ionosphere, radio occultation, NeQuick, electron density, validation 

1  Introduction 

Low Earth Orbiting satellites carrying a dual frequency GPS receiver onboard of-
fer a unique chance to monitor the actual state of the global ionosphere on a con-
tinuous basis. No other profiling technique unifies profiling through the entire F2-
layer with global coverage.  

The German CHAMP satellite provided first ionospheric radio occultation 
(IRO) measurements on 11 April 2001. Preliminary IRO retrieval and validation 
results are discussed in Jakowski et al. (2002). In this paper we discuss a compari-
son of up to about 50000 CHAMP measurements with corresponding model val-
ues derived from the ionosperic model NeQuick referenced in the following as 
NeQ. 

The NeQ model is one of the three electron density models developed at the 
Abdus Salam ICTP in Trieste and the Institute for Meteorology and Geophysics in 



484      Norbert Jakowski et al.

Graz (Hochegger et al., 2000; Radicella and Leitinger, 2001). All these models are 
based on the DGR “profiler” concept further developed by Radicella and Zhang 
(1995) and provide electron density as a function of solar activity (10.7 cm flux), 
month, Universal Time, geographic latitude, longitude and height. The “quick cal-
culation” model NeQ uses a simple formulation for the topside F-layer, which is 
essentially a semi-Epstein layer with a thickness parameter that increases linearly 
with height. In its general form the model is driven by the ITU-R (former CCIR) 
global coefficients that describe the f0F2 and M3000 ionospheric characteristics. 
The version of the NeQ model used in this study was the one available on Febru-
ary 4, 2003. 

In order to come up with significant conclusions on the comparison between 
the profiles retrieved by the IRO technique and the NeQ model, statistical studies 
were performed taking into account about 50000 electron density profiles. Mean 
values of electron density and plasma frequency differences between NeQ and 
IRO profiles (called biases) at fixed heights have been calculated from 95–400 km 
height with a resolution of 5 km. Because the relationship between plasma fre-
quency (fp) and electron density (Ne) is not linear, both were calculated sepa-
rately.

The dispersion of these differences (RMS) have also been calculated to indicate 
the variability between the model and the observations.

2  Data basis

The CHAMP data are automatically processed in the DLR/Institute of Communi-
cations and Navigation by an operational data processing system (Wehrenpfennig 
et al., 2001). The computed data products are made available to the international 
science community via the Information and Science Data Center (ISDC) of GFZ 
Potsdam.  

For retrieving vertical electron density profiles, a tomographic approach is es-
tablished that uses spherically layered voxels with constant electron density (Ja-
kowski, 1999, Jakowski et al., 2002). The IRO measurements onboard CHAMP 
provide more than 150 vertical EDPs per day (see Jakowski et al., this issue). The 
database for this comparative study (about 50000 profiles, period of May 2002 – 
April 2003) has been processed automatically without additional checking.  

The CHAMP EDP retrievals have been validated from the CHAMP orbit down 
to the E-layer altitude by comparison with vertical sounding data. Jakowski et al. 
(this issue) report corresponding results for the European region, which indicate a 
systematic positive bias of the IRO data in the order of  less than 0.6 MHz plasma 
frequency (fp) or 8x1010 m-3 electron density (Ne) respectively and a standard de-
viation  of less than 1.0 MHz (1.3x1011 m-3) throughout the entire profile.  

When comparing and discussing the IRO data with NeQ values in the following 
section, these validation results can be used as a valuable reference. 
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3  Results and Discussion 

Keeping in mind the validation results of IRO derived EDP for mid-latitudes, the 
comparison with NeQ data might provide valuable information on the quality of 
the NeQ model if deviations exceed the measured bias and the standard deviation 
range. 

Fig. 1 shows the bias and standard deviation between NeQ and IRO data for all 
measurements under consideration. The centered line in each panel represents the 
mean bias, surrounded by two lines indicating 1σ deviation. The comparison indi-
cates quite good agreement in the F2 layer altitude range above 300 km height. 
Ignoring the E-layer, the maximum deviation (underestimation) of –1 MHz fp 
(1.4x1011 m-3 Ne) is observed in the 200–250 km height range. To study the latitu-
dinal and local time dependence of the difference, the data set has been divided 
into three parts representing high (⏐φ⏐ > 60°), medium (30 ⏐φ⏐  60°) and low 
latitude (⏐φ⏐ < 30°) ranges. These data sets are subdivided in 4 groups corre-
sponding to different local times (night, morning, day, evening) as it is shown in 
Fig. 2.  Ignoring the E-layer, the mean deviation of the plasma frequency fp (elec-
tron density Ne) is generally less than 1.2 MHz (1x1011 m-3) at high latitudes and 
less than 1.8 MHz (3x1011 m-3) at mid latitudes under daytime conditions in the 
220–230 km height range. At low latitudes the bias reaches about 1.0 MHz 
(2.5x1011 m-3) that is most pronounced at all day-time conditions in the altitude 
range 200–280 km.  

Fig. 1. Comparison of CHAMP IRO data with corresponding NeQ EDP, according to the 
difference NeQ–IRO (May 2002 – April 2003, 53905 profiles). Left – electron density Ne, 
right – plasma frequency fp. 
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Fig. 2a, b. EDP comparison (NeQ–IRO) at high (upper panel) and mid (lower panel) latitu-
de sectors (May 2002 – April 2003). 

Table 1. Maximum electron density and plasma frequency biases, RMS values and corre-
sponding heights for high, mid and low latitudes (according to NeQ – IRO). 

Electron Density Plasma Frequency 

Latitude Bias
(x1011 m-3) 

RMS
(x1011 m-3)

Height
(km)

Bias
(MHz)

RMS
(MHz)

Height
(km)

High < 1.5 < 2.5 240 < 1.0 < 1.5 230 
Mid < 3.5 < 4.0 240 < 1.6 < 2.0 240 
Low < 2.5 < 6.0 270 < 1.0 < 2.3 260 
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Fig. 2c. Same as 2a, b, but for low latitude. 

It is difficult to comment the low latitude results because entire IRO derived Ne 
profiles have not yet been validated in a systematic way for this latitude range. We 
are aware of the fact that the spherical symmetry assumption in IRO retrievals is 
violated in particular in the crest region due to strong horizontal gradients of the 
electron density distribution and therefore errors cannot be excluded. However, it 
has to be mentioned that the biases are smaller than those obtained for mid-
latitudes. The enhanced absolute dispersion is surely due to the high ionisation at 
low latitudes. 

Considering the fact that the bias is only slightly positive (< 0.4 MHz) through-
out the entire profile at least in mid-latitudes (Jakowski et al., this issue), the un-
derestimation of the electron density in the height range of about 200–300 km is a 
clear finding. Due to the persistence of this feature at all latitude ranges we as-
sume that NeQ generally underestimates the ionospheric ionisation in this height 
range under high solar activity. In order to check the consistency of the results, 
computations have been made separately for the Northern and Southern hemi-
spheres. Comparing bias and dispersion values of corresponding latitude ranges, 
no substantial difference can be found. Excluding the E-layer range, the percent-
age accuracy (∆fp/fp) is generally better than 24%. Although the ∆fp/fp may ex-
ceed 100% in the E-layer range, it is surprising that the agreement is best at low 
latitudes (deviation < 16 % ) where the ionospheric conditions for retrieving the 
EDPs from IRO measurements are not optimal. 

The maximum average deviations of the electron density and plasma frequency 
are summarized in Table 1 together with the corresponding altitudes. In any case, 
further improvements, e.g. the improvement of the topside ionosphere model, are 
planned to enable more accurate observations. 
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4  Summary and Conclusions 

We have reported preliminary results obtained by analyzing GPS radio occulta-
tions through the ionosphere measured onboard the CHAMP satellite in the period 
May 2002–April 2003. The retrieval results obtained by applying a model assisted 
retrieval technique are promising. Because the radio occultation technique is 
rather new, a systematic validation of data products in particular with ionosonde 
and incoherent scatter data is going on. Generally speaking, the comparison with 
ionospheric models is helpful for improving their performance. The comparison of 
IRO data with corresponding NeQ data indicates a systematic  underestimation of 
the electron density in the 200–300 km height range of NeQ compared with the 
IRO data. Future versions of NeQ (here we used the version of February 4, 2003) 
should take into account this fact. It should be underlined that the IRO vertical 
density profiles analyzed here are the direct output of the automatically working 
IRO processing system without further reviewing. Although the number of IRO 
retrieval outliers is rather small (< 1%), their removal would certainly improve the 
agreement between the NeQ model data and the CHAMP IRO measurements. 

Acknowledgments. The authors are very grateful to all colleagues from the international 
CHAMP team who keep CHAMP in operation. 
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Summary. Rising accuracy requirements for attitude and translation control sys-
tems of satellites require better models for the expected disturbance forces. A major
non-conservative disturbance force in Low Earth Orbits (LEO) is the atmospheric
drag. With current atmospheric models an estimation of the drag force can be calcu-
lated, however these atmospheric density models, like the NRLMSISE-00[3] model,
do not include short-term density variations. These density variations can no longer
be disregarded. This paper deals with the development of a model that does include
these short-term density variations.

Key words: short-term density variations, model, CHAMP accelerometer data

1 Introduction

The accuracy requirements for attitude and translation control are rising
continuously for current and future scientific satellites. Missions like Grav-
ity Probe-B, STEP, GOCE, MICROSCOPE and precision pointing missions
like HYPER have to take into account disturbance forces and torques which
were negligible for former satellites.

For control system design, as well as for its verification by simulation,
an accurate model of the disturbances is essential. On one hand disturbance
forces are a precondition for the design, on the other hand they are used for
verification and performance analysis. For Low Earth Orbits, the Earth atmo-
sphere exerts one of the main non-conservative disturbance forces. Especially
the short-term density variations, which a satellite undergoes in its orbit, are
of major importance for the design of a satellite control system.

Current atmospheric models, like the NRLMSISE-00[3] model (Naval Re-
search Laboratory, Mass Spectrometer, Incoherent Scatter Radar Extended
model 2001) do not include these short-term density variations. In this paper
we derive a model for the short-term density variations of the upper atmo-
sphere from the CHAMP[2] accelerometer data.
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2 Preparations

For the purpose of obtaining realistic density time series, use is made of the
drag force measurements of the CHAMP satellite, which is equipped with a
highly accurate accelerometer. Because the atmospheric density is the most
dominant non-conservative disturbance force on this satellite, the standard
formula for the drag force (formula 1) can be used to estimate the local at-
mospheric density

Fd =
1
2
ρ ∗ CD ∗ A ∗ V 2

i = msc ∗ asc (1)

where Fd is the drag force, ρ is the atmospheric density, CD is the experi-
mental drag coefficient (regarded as fitting parameter), A is the surface of the
spacecraft perpendicular to the velocity, and Vi the velocity of the atmosphere
relative to the satellite. Further msc and asc are respectively the mass and
the non-conservative acceleration of the spacecraft in flight direction. This
calculation is made for all the data between July 1st 2001 and January 31st

2002, and will be referred to as the ’CHAMP density time series’.
A matching time series is calculated with the NRLMSISE-00 atmospheric

model, which will be referred to as the ’NRLMSISE-00 time series’.

3 Theory

Comparison of the CHAMP density time series with the NRLMSISE-00 den-
sity time series reveals that the NRLMSISE-00 model is missing the charac-
teristic high frequency content of the real density (see figure 1). A model will
be made (called the Density Variation Model or DVM) to compensate for this.
The DVM does not aim at predicting the density, but aims at reproducing
this typical high frequency content found in real density time series. This high
frequency content is the result of the density fluctuations on short-term, and
on small spatial distances. The frequency spectrum may possibly also reveal
some underlying characteristics. It will for example be possible to find a cell
structure in the thermosphere (as is common in the low atmosphere) if these
cells have a particular size-distribution.

More approaches have been tried to create a model that can produce
density time series that contain a similar high frequency content.

3.1 Frequency domain noise isolation

The DVM must be able to produce time series that are in shape comparable to
the residual of a true density time series. This can also be done by creating a
signal that has a Power Spectral Density (PSD) which is equal to the difference
of the PSDs of the CHAMP density time series and the NRLMSISE-00 density
time series.
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Fig. 2. PSDs for density time series of
January 2002, using Welch’s averaged
modified periodogram method.

By creating a time series of white Gaussian noise, and leading it through
a filter, a time series can be made for which its power spectral density equals
this difference. The filtered time series is the DVM.

The sum of the DVM time series and the NRLMSISE-00 density time
series therefore will have the same PSD as the PSD of the CHAMP density
time series, and can be used as a more realistic density time series for the
purpose of testing drag free control algorithms.

The desired frequency response of the DVM-filter is exactly the difference
between the PSD of the CHAMP derived density measurements and the PSD
of the NRLMSISE-00. To create a smooth PSD estimation for both time
series a Welch’s averaged modified periodogram method [1] is used, which
averages the PSD over the neighboring frequency bands. One must keep in
mind that this method performs badly in the neighborhood of spectral peeks.
Next the desired frequency response (the difference between the two Welch
PSDs) is interpolated onto a dense evenly spaced grid. The filter coefficients
are obtained by applying an inverse fast Fourier transform to the grid and
multiplying it by a Hamming window.

4 Implementation

The DVM is constructed the way described in the previous paragraph, using
the frequency domain noise isolation method.

Figure 1 contains a PSD plot of the CHAMP and NRLMSISE-00 den-
sity time series, calculated with the Thomson multitaper method[1] (MAT-
LAB function ’pmtm’). Because these PSDs have an irregular character,
smoother PSDs are calculated using the Welch’s averaged modified peri-
odogram method, which can be found in figure 2.

Some distinct properties of these plots are:
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– The orbit frequency is the first peak on the left at a frequency of 10−3.75Hz
corresponding to an orbital period of about 1.5 hours (see figure 1). With
a sampling frequency of 0.1Hz, the Nyquist frequency is 0.05Hz and is
positioned outside this figure.

– On the far right of both figures, all the noise bands make a turn to fol-
low a horizontal line. This feature is directly connected to the interpolation
method (interpolation error) used to match the coordinates of the CHAMP
satellite, to the accelerometer measurements. This interpolation had to be
done, because the sampling rate of the accelerometers of CHAMP is much
higher than the sampling rate of the calculated coordinates. The PSD be-
comes unreliable in the neighborhood of the sampling frequency of the co-
ordinates and will therefore be disregarded from there on.

– The discrepancy between the PSDs of the NRLMSISE-00 and the CHAMP
derived density is clearly not evenly distributed over the spectrum. Figure
2 clearly indicates that the frequency content of the NRLMSISE-00 density
time series (PSD MSIS) only matches the PSD of the CHAMP density
time series (PSD CHAMP) for the low frequencies (a couple of times the
orbit frequency). The NRLMSISE-00 model’s PSD lacks on power at higher
frequencies.

– Figure 2 also contains the difference between the smoothened PSDs of
the NRLMSISE-00 and the CHAMP derived density (’PSD DVM’), which
forms the wanted frequency response for the DVM model.

Now a digital filter is made that has an equal frequency response as the
wanted Frequency Response (figure 2, ’PSD DVM’) using the MATLAB ’fir2’
command. This digital filter can now be used to filter white Gaussian noise,
in order to obtain the wanted DVM time series. The ’FR DVM filter’ line in
figure 2 gives the frequency response of the DVM filter. Keep in mind that
the frequencies below 10−3.3Hz are repressed for reasons that will later on be
discussed. The filter is of the form

H(z) =
b(1) + b(2) ∗ z−1 + . . . + b(m + 1) ∗ z−m

a
(2)

where H(z) is the transfer function, b(i) are the filter coefficients with i =
1 . . . m + 1 and a = 1 denominator coefficient. The difference between the
frequency response of the DVM filter and the wanted frequency response
(’PSD DVM’) is very small, which validates the filter.

Looking at the time series found this way, it became clear that the DVM
time series had multiple very slow cyclical signals with a high amplitude in it.
Of course the small difference between the PSDs of the NRLMSISE-00 model
and the CHAMP derived densities for low frequencies was the reason.

The frequency cut-off visible for the NRLMSISE-00 model time series is
obviously caused by the finite length of the polynomial series used in the
model. This cut-off frequency can roughly be estimated by looking again to
figure 2. It is clear that the frequency content of the NRLMSISE-00 model
and the real situation really starts to differ around 10−3Hz.
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For this reason the digital filter has been altered in such a way that the
low frequency signals below 10−3.3Hz (about 1/hour) are filtered out. The
frequency response of the filter clearly indicates this (see figure 2, dotted
line). An example of the resulting time series can be found in figure 3.
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To validate the DVM, the DVM modeling algorithm is applied to different
time periods of data. The resulting DVMs can be seen in figure 4.

The DVMs all look alike, although one typical feature cannot be ignored.
The level of ’noise’ in the DVM time series seems to increase with time. This
is the result of the slowly declining altitude of the CHAMP satellite over time.
It can be concluded that the shape of the PSDs does not change with altitude,
but that a quantitative correction is needed which is linearly related with the
mean density. Nevertheless the frequency responses can be normalized with
the mean atmospheric density sensed over that month.

5 Conclusion & Outlook

The Density Variation Model (DVM) was developed as an add-on to atmo-
spheric standard models in order to model the high frequency density varia-
tions of the upper atmosphere.

The Density Variation Model performed as it was intended, and is therefore
practically applicable for the purpose of testing drag-free control algorithms.

Of course every model can be improved, and a possible direction for this
improvement can be found in making the model dependent on variables like
the local solar time, altitude, latitude and the solar activity.
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Summary. Atmospheric sounding with the German CHAMP (CHAllenging Min-
isatellite Payload) satellite is successfully performed since February 2001. In total
∼145,000 precise globally distributed vertical profiles of refractivity, temperature
and water vapor were provided as of April 2004. The operational occultation infras-
tructure from GFZ allows for the demonstration of Near-Real Time (NRT) data
analysis since February 2003. An average delay of ∼5 hours between each mea-
surement and provision of corresponding analysis results is continuously reached.
A comparison with more than 10,000 radiosonde measurements shows nearly bias-
free refractivity and temperature between ∼7 and ∼30 km. The standard deviation
is ∼1 % and ∼2 K, respectively. Data of the SAC-C (Satelite de Aplicaciones
Cientificas-C) occultation mission are used to prepare for multi-satellite capabil-
ity of the operational data analysis system. Future prospects of the provision of
occultation analysis results at GFZ are given.

Key words: GPS, radio occultation, CHAMP, SAC-C, atmospheric profiling

1 Introduction

Atmospheric profiling aboard the German CHAMP [1] satellite was acti-
vated in February 2001 [2]. The experiment brought significant progress [5]
for the innovative GPS (Global Positioning System) radio occultation tech-
nique [3] in relation to the pioneering GPS/MET (GPS/METeorology) mis-
sion [4]. The main advantages of this calibration-free sounding method are
global coverage, high vertical resolution and all-weather-capability combined
with high accuracy. These properties allow for various applications in atmo-
spheric/ionospheric research, weather forecast and climate change detection
[3, 6, 7].

F



496 Jens Wickert et al.

Fig. 1. Number of daily CHAMP occultations (duration > 20 s) as of April 21,
2004. The total height of the columns corresponds to the number of daily measure-
ments. The black and light grey color indicate occultations with calibration failure
and insufficient data quality, respectively. The height of the dark grey columns cor-
responds to the number of vertical atmospheric profiles provided to the CHAMP
data center at GFZ.

2 Operational data analysis

The occultation measurements aboard CHAMP are performed by the state-
of-the-art GPS receiver ’BlackJack’ provided by the Jet Propulsion Labo-
ratory (JPL). The operational GFZ occultation ground infrastructure al-
lows for demonstration of NRT data analysis and provision. It was installed
within the German GPS Atmosphere Sounding Project (GASP, www.gfz-
potsdam.de/gasp). Details on the infrastructure can be found in [5, 8]. The
current NRT scenario is described by [9]. An average delay of ∼5 hours be-
tween each measurement and provision of corresponding analysis results is
continuously reached since February 2003. This demonstration is an impor-
tant milestone for the future assimilation of GPS radio occultation data in
numerical weather models. A positive impact of the CHAMP data on global
weather forecasts was already shown by [10]. The results are encouraging
while awaiting the future multi-satellite occultation missions as e.g. COS-
MIC [11] or ACE+ [12]. The usefulness of CHAMP data for the possible
detection of global climate trends was demonstrated by [13].

3 Status of the experiment

Occultation measurements were performed during 1,043 days since February
2001 as of April 21, 2004; giving a total of 229,341 recorded events (∼220
daily). The calibration process was successful for ∼75,2 %, thus 172,569 atmo-
spheric excess phases are available (see Fig. 1). Vertical profiles of atmospheric
parameters were derived for 144,394 occultations (∼63.0 %). The yield of the
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profiles in relation to the number of measurements is currently investigated
in more detail within the framework of the Radio Occultation Sensor Evalu-
ation activity (ROSE), jointly initiated by GFZ, JPL and UCAR (University
Corporation for Atmospheric Research) [14, 15]. ROSE is aimed to evalu-
ate and optimize the quality of CHAMP’s analysis results and to improve
the involved occultation processing systems. A similar study (starting at the
atmospheric excess phase level) is performed by GFZ and the University of
Graz [16].

4 Validation of vertical atmospheric profiles

Early CHAMP analysis results were validated by [2, 17], here we focus on
the recent product version (004). The next generation of data products (005),
generated by using more advanced retrieval techniques will be provided as of
spring 2005. A comparison of more than 35,000 dry temperature and refrac-
tivity profiles with ECMWF (European Centre for Medium-Range Weather
Forecasts) between 10 and 35 km shows a temperature bias of <0.5 K and a
mean deviation of the refractivity of <0.5 %. A height dependent standard
deviation of ∼1 K (∼0.6 %) at 10 km and 2 K (∼1 %) at 30 km is observed
in the temperature and refractivity comparison, respectively [5]. A statisti-
cal comparison of ∼10,000 CHAMP measurements with corresponding radio
sonde data confirms these good agreements (see Fig. 2). CHAMP data were
also compared with ENVISAT/MIPAS (Michelson Interferometer for Passive
Atmospheric Sounding) within this height interval [18]. A negative refractiv-
ity bias in relation to meteorological analyses and radio sonde data is found
in the lower troposphere, which is characterized in more detail in [19, 20].
The application of advanced analysis techniques [19] can significantly reduce

Fig. 2. Statistical comparison of CHAMP dry temperatures (left) and refractivities
(middle) with radiosonde (RS) data (CHAMP-RS) for ∼10,000 soundings (∆ t<3 h,
∆ d<300 km). The height dependent number of compared data is shown in the
right panel. The decreasing number with increasing height is caused by missing
radiosonde data.
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Fig. 3. Statistical comparison (SAC-C - ECMWF) between ∼1,200 vertical temper-
ature (left) and refractivity (right) profiles from SAC-C and corresponding analysis
data (between March 12 and 20, 2002).

this bias. However further work is needed to implement these techniques to
the operational occultation data analysis.

5 Initial results of operational SAC-C data analysis

GPS radio occultation measurements are also performed by the Argentinean
SAC-C satellite (launched on November 21, 2000 [21]). The data are provided
by JPL (http://genesis.jpl.nasa.gov) and were used to test the multi-satellite
capability of the GFZ occultation processing system. 56,051 measurements,
recorded during 272 days in 2001 and 2002 were analyzed using the opera-
tional occultation analysis system at GFZ. The 3D accuracy of the SAC-C or-
bits is ∼10 cm [22]. A preliminary validation study, comparing ∼1,200 vertical
temperature and refractivity profiles with corresponding ECMWF data (see
Fig. 3) between 10 and 35 km shows nearly identical results as for CHAMP
(see Chap. 4).

6 Conclusions and outlook

After more than two and a half years of GPS radio occultation with CHAMP
∼230,000 occultation measurements were performed. As the mission is ex-
pected to last until 2007, the first unique long-term data set of GPS occulta-
tion measurements is anticipated. The data and analysis results are available
at the Information system and Data Center (ISDC) at GFZ (http://isdc.gfz-
potsdam.de/champ). A NRT occultation analysis is continuously demon-
strated since February 2003. Currently an average delay of ∼5 hours between
each measurement aboard CHAMP and data product provision is reached.
Recent information on the status of the experiment, the operational data
analysis at GFZ and current validation results can be obtained via WWW
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(http://www.gfz-potsdam.de/gasp). The multi-satellite capability of the GFZ
occultation analysis system was demonstrated using data of the SAC-C satel-
lite. Validation results indicate that upper troposphere and stratospheric tem-
peratures agree well with analyzes and radio sonde observations. Mean tem-
perature deviations are below 1 K and standard deviations fall within the
1-2 K range. The mean refractivity deviation is <0.5 %. A negative refractiv-
ity bias in the lower troposphere is observed. It can be significantly reduced
by using advanced retrieval methods, which are foreseen for the lower tro-
posphere data analysis to provide next version of CHAMP data products.
The CHAMP data and analysis results are in use by more than 40 scien-
tists and research groups all over the world. They are exploited to prepare
and improve analysis centers for future occultation missions, to demonstrate
improvement of global weather forecasts, to show the ability to detect cli-
mate trends, and to improve other satellite based atmosphere sounders. The
successful CHAMP radio occultation experiment is an important milestone
towards operational constellations for continuous and precise monitoring of
the Earth’s atmosphere using the GPS radio occultation technique.
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for the radio sonde data preparation, U. Foelsche and G.B. Larsen for constructive
review of the manuscript.

References

1. Reigber Ch, et al. (2002) CHAMP home page, (www.gfz-potsdam.de/champ)
2. Wickert J, Reigber Ch, Beyerle G, König R, Marquardt C, Schmidt T, Grun-

waldt L, Galas R, Meehan TK, Melbourne WG, and Hocke K (2001) Atmosphere
sounding by GPS radio occultation: First results from CHAMP. Geophys Res
Lett 28 : 3263–3266.

3. Kursinski ER, Hajj GA, Hardy KR, Schofield JT, and Linfield R (1997) Observ-
ing Earth’s atmosphere with radio occultation measurements using the Global
Positioning System. J Geophys Res 102 : 23429–23465.

4. Ware R et al. (1996) GPS Sounding of the atmosphere from low Earth orbit:
Preliminary results. Bull Am Meteorol Soc 77 : 19-40.

5. Wickert J, Schmidt T, Beyerle G, König R, Reigber Ch, and Jakowski N (2004)
The radio occultation experiment aboard CHAMP: Operational data analysis and
validation of vertical atmospheric profiles, J Meteorol Soc Jpn 82(1B): 381–395.

6. Hajj GA, Lee LC, Pi X, Romans LJ , Schreiner WS, Straus PR, and Wang
Ch (2000) COSMIC GPS Ionospheric Sensing and Space Weather. Terrestrial,
Atmospheric and Oceanic Science 11 : 235–272.

7. Kuo YH, Sokolovskiy SV, Anthes RA, and Vandenberghe F (2000) Assimila-
tion of GPS radio occultation data for numerical weather predicition. Terrestrial,
Atmospheric and Oceanic Science 11 : 157–186.



500 Jens Wickert et al.

8. Wickert J (2002) The CHAMP radio occultation experiment: Algorithms, Pro-
cessing system, and First results (in German). Scientific Technical Report 02/07,
GFZ Potsdam, Germany.

9. Schmidt T, Wickert J, Beyerle G, König R, Galas R, and Reigber Ch (2004) The
CHAMP Atmospheric Processing System for Radio Occultation Measurements.
This issue.

10. Healy SB, Jupp AM, and Marquardt C (2003) A forecast impact trial with
CHAMP radio occultation measurements. Abstract EAE03-A-08710, EGS-EUG-
AGU Joint Assembly, Nice, France, April 2003.

11. Rocken C, Kuo Y-H, Schreiner WS, Hunt D, Sokolovskiy S, and McCormick
Ch (2000) COSMIC System description. Terrestrial, Atmospheric and Oceanic
Science 11 : 21–52.

12. Hoeg P, and Kirchengast G (2002) ACE+ Atmosphere and Climate Explorer
based on GPS, GALILEO, and LEO-LEO radio occultation (ESA Earth Explorer
Opportunity Mission, Proposal). Wissenschaftl. Bericht 14, IGAM, University of
Graz, Austria.

13. Schmidt T, Wickert J, Beyerle G, König, and Reigber Ch (2004) Tropopause
parameters derived from GPS radio occultations with CHAMP. This issue.

14. Ao CO, Schreiner WB, and Wickert J (2003) First Report on the CHAMP
Radio Occultation Intercomparison Study. JPL Publication 03-016, Pasadena,
U.S.

15. Wickert J, Ao CO, Schreiner WB, Beyerle G, Schmidt T, König, Reigber Ch,
Hajj GA, Iijima BA, Hunt D, Sokolovskiy S, and Rocken C (2003) GPS radio
occultation with CHAMP: First comparisons of analysis results from GFZ, JPL
and UCAR. Abstract EAE03-A-03096, EGS-EUG-AGU Joint Assembly, Nice,
France, April 2003.

16. Wickert J, Gobiet A, Beyerle G, Steiner AK, Kirchengast G, Foelsche U, and
Schmidt T (2004) GPS radio occultation with CHAMP: Comparison of inversion
results from GFZ Potsdam and IGAM Graz. This issue.
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Summary. We present an Optimal Estimation processing of simulated radio oc-
cultation data. Temperature and water vapor profiles are retrieved from either
bending angle or refractivity measurements. The advantages of one over the other
are assessed. A comparison with idealized calculations shows the potential of ray
tracer calculations.
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1 Introduction

Radio occultation measurements can be converted into a profile of bending
angles. This can be further processed to yield a refractivity profile by applying
an Abel transform [2]. A direct processing of the refractivity profiles allows
to derive temperature information in altitude regions where water vapor is
insignificant; most of the early retrievals were focusing on this approach.
At lower tropospheric altitudes either temperature or water vapor can be
determined with this direct approach, assuming that the other quantity is
well known [6].

More recently the measurement assimilation by variational systems has
been addressed, e.g. [8, 5, 7, 9], allowing for the simultaneous determina-
tion of temperature and water vapor profiles by incorporating a priori in-
formation. Either bending angle or refractivity profiles can be used, where
a forward model simulates the measurement, for example based on a simple
1-dimensional atmosphere, or a ray tracer. A ray tracer allows to properly
address horizontal gradients along the integration path, which are especially
important in the lower troposphere. But the ray tracer approach requires
large computer resources and a 1-dimensional processing might be more de-
sirable.

Within this study, temperature and water vapor profiles are retrieved
from quasi-realistic simulated measurements using an Optimal Estimation
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approach to quantify the potential of radio occultation data especially in the
lower troposphere [10]. Optimal Estimation represents a simplified variational
processing. Additionally, these simulations are compared to idealized retrieval
calculations in order to visualize the potential of ray tracer algorithms.

A simulation approach was used, since this allows us to prescribe the true
state of the atmosphere. This is especially important if only small differences
are present between the bending angle or refractivity retrieval approach, or
between different retrieval setups. Within this study we shall use simulated
measurements made from a single LEO satellite for one particular day in
2001 (May 19, 2001). In total 550 GPS occultation events were found for the
simulated LEO satellite, and a subset of 110, chosen to provide a wide range
of latitude measurements, was used in this study.

2 Setup

Measurements were generated using 2 forward models:

– The End-to-end GNSS Occultation Performance Simulator (EGOPS) is
used to derive quasi-realistic simulations of bending angle and refractivity
profiles [3, 4]. A 3-dimensional ECMWF field is input to a ray tracing
process. The ECMWF horizontal resolution is about 0.351◦, the vertical
varies from about 20 m at the surface to about 250 m at 1 km altitude, and
about 1 km to 3 km in the stratosphere. EGOPS includes a 3-dimensional
ionosphere model, and a full error specification following the future radio
occultation GRAS receiver [1].

– A 1-dimensional forward model, based on the Abel integral for bending
angles and for refractivity on the work of [11] is used within the Opti-
mal Estimation approach. This forward model is also used for the mea-
surement generation in idealized calculations, thus neglecting horizontal
inhomogeneities, ionosphere, and all non-Gaussian error distribution (e.g.
biases). One dimensional ECMWF profiles following the tangent point are
used here.

Measurement errors for bending angle and refractivity are given in Table
1, along with the vertical sampling [1]. These errors are used to fill the differ-
ent error covariance matrices, thus assuming a normal distribution. The setup
for the Optimal Estimation Method is briefly outlined in Table 2. We assume
that there are no correlations in the a priori data and between different mea-
surement levels. The a priori is taken from an ECMWF global field of the
previous day for quasi-realistic and idealized calculations, the assumed error
is in general agreement with a NWP model short range forecast capability
[8].
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Table 1. Sampling grid used for the simulated measurements, along with the cor-
responding bending angle (BA) and refractivity (REF) errors assumed.

Height Sampling dz [km] BA Error [µrad] REF Error [1]

00 ≤ z ≤ 25 0.25 4.0 0.05
25 ≤ z ≤ 40 0.50 2.8 0.036
40 ≤ z ≤ 60 1.00 2.0 0.027

Table 2. Vertical retrieval grid and a priori errors used in the Optimal Estimation.

Species Height [km] Sampling dz [km] A priori error

Temperature 00 ≤ z ≤ 20 0.25 2.5 K
20 ≤ z ≤ 30 0.5 3.6 K
30 ≤ z ≤ 40 1.0 5.8 K
40 ≤ z ≤ 60 2.5 9.0 K
60 ≤ z ≤ 100 10.0 15.6 K

Water Vapor 00 ≤ z ≤ 20 0.25 40 %

3 Results

Figure 1 visualizes the retrieval results for temperature and water vapor from
quasi-realistic simulations. Standard deviations with respect to the true pro-
file (as determined within the ray tracing process at the tangent point) and
improvements (as defined in [8]) over the a priori information are given for
both species. A total of 100 occultations is shown, 10 occultations failed a
quality check, showing strong adjustments in water vapor to compensate for
temperature deviations. These erroneous adjustments are a general feature of
this radio occultation processing using the Optimal Estimation Method and
can also be found in idealized retrievals.

The actual standard deviation of the temperature a priori data is around
2 K to 4 K. Water vapor is provided with a standard deviation of about 50 %
to about 200 % in the lowest 10 km. These values deviate from the assumed a
priori errors just as in a retrieval from real measurements. The improvement
plot for temperature shows that the retrieval from refractivity measurement
works slightly better in the altitude range of 15 km to 35 km, yielding im-
provements over the a priori data of about 85 % to 45 %. Above, bending
angle measurements are slightly better, since the integration of bending an-
gles through all atmospheric layers above the tangent point provides addi-
tional information in an altitude region where the sensitivity for temperature
retrieval decreases.

Improvements in temperature at lower altitudes are only found down to
about 7 km, where water vapor is becoming more important. Retrieved tem-
peratures below can even lead to a decrease of the retrieval quality over the
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Fig. 1. Standard deviation and improvements of temperature (left) and water
vapor (right) wrt true profile, using either bending angles (BA) or refractivity
(REF) measurements. The dry temperature inversion, as given by EGOPS is also
shown for temperature. Note: different altitude ranges.

a priori data. A more rigorous quality processing is necessary to filter out re-
trievals that lead to erroneous temperature results in the lower troposphere.

The direct processing to obtain a dry temperature profile yields higher
improvements over the altitude range of 15 km to 42 km, but a priori data
supports the temperature retrieval of the Optimal Estimation Method above
and below, leading to better results. An optimization of the assumed retrieval
errors will actually lead to similar results for direct and Optimal Estimation
retrievals [12].

Water vapor improvements vary between about 20 % and 40 % for an
altitude range of 1 km to 7 km, results are very similar for bending angle
and refractivity measurements. This similarity does not hold for all locations
on the Earth and is a feature of the horizontal ECMWF resolution and the
averaging over all latitudes. Negative improvements are only found below
1 km, where the retrieved profile is less accurate than the a priori. But only
a few occultations penetrate this layer, thus results are insufficient to draw
conclusions.

A separation of the improvement by latitude band is shown in Fig. 2 for
the refractivity retrievals. Although the number of occultation within each
latitude band is small, some dominant features can also be reproduced for
even smaller datasets.

The temperature retrieval in the lower troposphere is severely affected
by the presence of water vapor. Low latitude temperature retrievals show
improvements up to only about 10 km, while mid and high latitudes reach
further down. This feature is independent of the retrieval simulation. Water
vapor can be retrieved from quasi-realistic simulations with an improvement
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Fig. 2. Improvements of temperature (1. and 3. plot) and water vapor (2. and 4.
plot) for quasi-realistic simulations (left) and for idealized simulations (right). Note:
different altitude ranges.

of about 20 % for high latitudes and 50 % for mid and low latitudes within
the lowest 4 km. Our idealized simulations, which do not include horizontal
variability, show higher improvements in the lower troposphere, especially for
low latitude occultations.

The advantages and disadvantages of bending angle assimilation using a
ray tracer over refractivity assimilation are discussed in [13]. A comparison
of quasi-realistic with the idealized retrievals shows the impact of horizontal
inhomogeneities. Our calculations show that the major potential of a ray
tracing algorithm is found for low and mid latitude water vapor retrieval.

4 Summary

Quasi-realistic simulations of radio occultation measurements have been used
in an Optimal Estimation algorithm to assess the potential of radio occul-
tation data assimilation. A total of 110 measurements were simulated, using
high resolution ECMWF atmospheric fields. Profiles of temperature and wa-
ter vapor were retrieved.

A comparison of refractivity over bending angle assimilation shows gen-
erally small differences, refractivity shows slightly better results in the lower
stratosphere, while bending angles are slightly better in the upper strato-
sphere, lower mesosphere. The two measurement assimilation methods show
almost no differences in the lower troposphere, neither for the water vapor,
nor for the temperature profile retrieval. Refractivity allows faster CPU pro-
cessing and seems therefor in most cases advantageous over bending angle
assimilation.
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Refractivity Bias by Heuristic Sliding Spectral
Methods
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Summary. The canonical transform (CT) and full spectrum inversion (FSI)
method together with their heuristic sliding spectral modifications are validated
using end-to-end simulation data and one week of CHAMP observations. In gen-
eral, we observe a pronounced correlation between small refractivity biases and en-
hanced penetration altitudes. Processing of simulated occultation data shows that
the heuristic methods exhibit smaller retrieval errors vindicating the assertion that
the sliding spectral approaches react less sensitive to receiver tracking errors. The
corresponding mean retrievals errors found in the CHAMP data analysis, however,
are consistent within 0.5%; differences are observed with respect to penetration
altitudes and the retrieval errors’ standard deviations.

Key words: Remote sensing, GPS radio occultation, canonical transform, full
spectrum inversion, refractivity bias

1 Introduction

Since February 2001 the GPS radio occultation instrument aboard CHAMP
(CHAllenging Minisatellite Payload) [12, 13] continuously monitors the at-
mospheric refractive index n in the tropo- and stratosphere. At mid and low
latitudes water vapor may contribute to refractivity N = (n−1)·106 by up to
30%. Inhomogeneous distributions of atmospheric water vapor translate into
strong vertical gradients of the refractivity profile allowing for the occurrence
of multipath signal propagation. Bending angle retrievals based on single ray
propagation, thus, are bound to fail at low latitudes.

To solve the problem of calculating bending angle profiles within multi-
path zones the canonical transform (CT) method [4, 5] and the full spec-
trum inversion (FSI) technique [9] have been introduced. In the upper tropo-
sphere and lower stratosphere good agreements between CT/FSI retrievals
of CHAMP observations and meteorological model analyses are found. In the
lower troposphere, however, validation studies consistently report on a nega-
tive refractivity bias of more than one percent [18, 11, 8, 3]. This bias was first
noticed and discussed by Rocken et al. [14] within the GPS/MET data valida-
tion study. The origin of the lower tropospheric refractivity bias is commonly
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attributed to critical refraction and receiver tracking errors [5, 15, 1, 2, 3].
Here we report on bending angle retrievals using the CT and FSI methods,
as well as their heuristic sliding spectral modifications. The four retrieval
techniques are applied to two data sets: 30 occultation profiles derived from
a forward model simulation and about 1100 CHAMP observations recorded
during the time period 1–7 January 2003.

2 Wave optics retrieval methods

The canonical transform (CT) method was developed to solve the problem
of calculating bending angle α(p) as a function of impact parameter p within
regions of multipath signal propagation [4, 5]. First, the signal observed by
the GPS receiver along the LEO trajectory is backpropagated to an auxiliary
line using the Kirchhoff diffraction integral [7]. Then, interfering rays are
disentangled by transforming the backpropagated field to impact parameter
space. The bending angle α(p) follows from the transformed signal’s phase.
For a detailed description see [4, 5].

End-to-end simulation studies including the receiver signal tracking pro-
cess suggest that bending angles derived by the CT method are sensitive with
respect to receiver-induced phase errors. A heuristic modification of the CT
technique, the canonical transform / sliding spectral (CTss) method, seems
to be more robust against receiver-induced tracking errors at the expense of a
reduced vertical resolution [3]. In the CTss approach a radio occultation sig-
nal is subjected to a CT in a sliding aperture. That aperture position which
provides maximal signal amplitude for a given impact parameter is used for
estimating the bending angle [6]. For details on the CTss approach see [3].

Jensen et al. [9] found an alternative solution to the multipath problem.
The full spectrum inversion (FSI) method takes advantage of the fact that
for circular orbits the Doppler angular frequency occurs at most once during
an occultation. I.e. the arrival time of a particular ray is a single-valued
function of the signal’s Doppler frequency. Deviations of the LEO orbit from
the circular shape are taken care of by adding a phase correction to the
observed signal [9],

u(θ) ≡ a(θ) exp[i φ(θ)] , (1)

and by using the angle θ = � (rG, rL) spanned by the GPS’s and LEO’s
position vectors, rG and rL instead of time t. Jensen et al. [9] show that the
relation between θ and its frequency ω can be obtained from the phase Φ of
the signal’s u(θ) Fourier transform, F [u(θ)] ≡ A(ω) exp(i Φ(ω)), and is found
to be

dΦ(ω)
dω

= −θ̃ ≡ −θ(ω) . (2)

Impact parameter p(ω) is given by [9]
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where rG ≡ |rG|, rL ≡ |rL| and k = 2π/λ denotes the wave vector (λ =
19.03 cm). Finally, the bending angle follows from

α(p(ω)) = θ(ω) − arccos
(

p(ω)
rG

)
− arccos

(
p(ω)
rL

)
(4)

Details are given in [9].
The CTss method originates from the sliding spectral technique [16, 6]

which might be regarded as a heuristic modification of the FSI technique
(in the following denoted by FTss). Again we argue that the noise compo-
nent of Φ(ω) is amplified by the derivative in Eqn. 2; in the sliding spectral
FTss approach this equation is replaced by an algorithm to determine the
relationship between ω and θ from the Fourier transform of u(θ) in a sliding
rectangular window of width ∆θ, i.e.

U(ω, θ) ≡ F [w(θ − θ′)u(θ′)] (5)

where w(θ − θ′) = 1 for θ − ∆θ/2 < θ′ < θ + ∆θ/2 and zero elsewhere,
∆θ ≈ 1 mrad. For each ω the value of θ, that maximizes |U(ω, θ)|, is regarded
as the angle θ̃ that corresponds to ω, i.e.

maxθ(|U(ω, θ)|) = |U(ω, θ = θ̃)| (6)

where the subscript indicates that the maximum is determined in θ space for
a given ω. Again, from θ̃ the impact parameter p = p(ω) is calculated using
Eqn. 3 and the bending angle α follows from Eqn. 4 [16].

3 Analysis and discussion

The four retrieval methods, CT and FSI, together with the corresponding
sliding spectral techniques, are applied to a set of 30 simulated bending angle
profiles. The occultation profiles are calculated using a Multiple Phase Screen
forward model [10, 17], the corresponding refractivity profiles are obtained
from radio sonde observations recorded on the Atlantic ocean between 66◦N
and 37◦S in October/November 1996. First, the simulated signal is sampled at
1 kHz and −20 dB Gaussian noise is added (corresponding to a carrier-power-
to-noise density ratio C/N0 = 47 dB Hz at the beginning of an occultation).
Then, carrier signal tracking is simulated using a receiver model described
by Ao et al. [1] and a second order phase-locked loop with 25 Hz bandwidth.
C/A code and data bit modulation is not taken into account. From bending
angles refractivity profiles are obtained using Abel inversion.
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Fig. 1. Results obtained by four retrieval methods on the basis of 30 simulated
occultations. Left and middle panel show the mean fractional refractivity error and
its 1 σ standard deviation, respectively. Right: the number of retrieved values.

The retrieval error in terms of the fractional refractivity deviation (N −
N0)/N0 is plotted in Fig. 1. Here, N and N0 denote the retrieved and true re-
fractivity, respectively. The mean and standard deviation of (N −N0)/N0 are
shown in the left and middle panel. The number of data points as a function of
altitude is plotted in the right panel. Here, the altitude, at which the number
of processed profiles is reduced to 50%, is denoted as penetration altitude z�.
Profile segments that are affected by critical refraction (dN/dz < −160 km−1)
are excluded from the analysis. Above about 8 km good agreement between
the four retrievals is observed; the FTss result exhibits a small positive bias,
though. Below 8 km, in particular below 2 km, receiver-induced tracking er-
rors lead to significant biases reaching 2.5% in the case of the FSI solution.
We note, however, that the FSI profiles have the smallest penetration alti-
tude with 11 of 30 FSI profiles reaching the surface. Both heuristic methods
exhibit a smaller bias compared to the CT and FSI result.

Retrieval results obtained from the processing of about 1122 CHAMP
occultation profiles recorded during 1–7 January 2003 are shown in Fig. 2.
The retrieved refractivity profiles are compared with corresponding ECMWF
analyses. FSI and CT biases and standard deviations agree within 0.5%.
Below 2 km altitude the CTss solution yields the smallest bias and standard
deviation at the expense of an increase in penetration altitude.

4 Conclusions

Four bending angle retrieval methods, the CT and FSI methods, together
with their heuristic modifications, CTss and FTss, are validated using end-
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Fig. 2. Same as Fig. 1 however showing retrieval errors obtained from 1122
CHAMP observations covering the time period 1–7 January 2003.

to-end simulation data and one week of CHAMP observations. The results
show a pronounced correlation between small refractivity biases and large
penetration altitudes. In general, the heuristic methods exhibit smaller re-
trieval errors in the simulation study. The gain in accuracy, however, comes
at the price of a reduced vertical resolution and loss of refractivity data in
the lower troposphere.
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Summary. Diffractive integrals use a reference signal to derive the field distribution from 
the radio holograms. The phase of reference signal coincides with phase of the Green func-
tion and can be found by solving the scalar wave equation. This property of the reference 
signal demonstrates a fundamental nature of the radio holographic focused synthetic aper-
ture principle (RFSA) specifically in its application to the radio occultation (RO) data 
analysis. The RFSA method has been validated by direct observations of multi-beam 
propagation in the atmosphere and weak reflections from the terrestrial surface, its vertical 
resolution has been estimated early as about 70 m. To compare the Canonical Transform 
(CT), Back Propagation (BP) and RFSA methods a general inverse operator (GIO) is intro-
duced. CT as a partial case of GIO method can resolve physical rays in multi-path situa-
tions under an assumption of the global spherical symmetry of the atmosphere and iono-
sphere. RFSA method can account for the multi-path in the case when the global spherical 
symmetry is absent by using the appropriate model of the refractivity and has a promise to 
be effective for operational data analysis. 

Key words: diffractive integrals, bistatic remote sensing, radio occultation

1  Introduction 

Diffractive integrals connect the electromagnetic field on some interface or curve 
in space with the fields in a medium between the transmitter and receiver. 
Zverev’s transform has been introduced early in [1] to connect the angular spec-
trum of the field measured in some plane with the radio fields of the direct and 
back-propagating waves. A reference signal constructed using a Green function of 
a diffraction boundary problem in a 3-D medium has been employed in [2] to de-
tect the spatial structure of the Saturn’s rings, and spatial resolution about of 1/10 
– 1/100 of the Fresnel’s zone size has been obtained. A scalar diffractive 2-D inte-
gral has been introduced in [3] to heighten the vertical resolution in the RO ex-
periments. RFSA method has been derived in [4]-[7] to obtain radio images of the 
atmosphere and terrestrial surface and to retrieve the vertical profiles of the physi-
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cal parameters in the atmosphere and mesosphere. Vertical resolution ~70 m has 
been demonstrated [6]. Systematic RFSA investigation of the reflected signals in 
the GPS/MET data has been carried out in [8] to measure the humidity in the 
boundary layer of the atmosphere. Recently the CT method has been derived [9] 
using Fourier integral operators to find dependence of the refraction angle on im-
pact parameter for each physical ray in multi-path conditions. Full spectrum inver-
sion (FSI) method established a novel connection between the derivative of the 
phase of a physical ray on the instantaneous frequency in the full Fourier spectrum 
of RO signal and the time of intersection of the physical ray with orbital trajectory 
of LEO satellite [10].  

The aim of this contribution consists in short description of the features of the 
RFSA method, illustration of its capability to compress the angular spectrum of 
RO signal and achieve high vertical resolution. The second aim is to introduce a 
GIO method to obtain the CT and BP transforms and to establish their limitations. 

2  Green function and reference signal for RFSA method  

For the RO case the vector diffractive integral has a form [7]  

E(Pi) = Aoφ(r,t) −i ko (4π)−1
vΕ⋅∇(lnε)∇φ dv  (1) 

∆φ+k2φ = −4πδ(r−r′), k = ko n (2) 

where Ao is the amplitude of a source G (Fig. 1), ε is the electric permittivity, 
E(Pi) is the electric field at observation point Pi(r′) in terms of the values of E in-
side the inhomogeneous part of the volume V, φ(r−r′) is the Green function, r de-
termines the co-ordinates of the integration element dv, δ(r−r′) is a delta-function, 
ko is the free space wave number, and n is the refraction index. At the GPS fre-
quencies the volume integral in (1) can be neglected and the field is proportional 
to the Green function.  

Fig. 1. Scheme of RO measurements. RFSA method reconstructs the field in the plane ZOY
(e.g. rays P’E’, PE) and thus obtains the radio images of the atmosphere. 
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The record of the complex radio signal φe(r,t) is the Green function’s envelope, 
that contains the temporal dependencies of the amplitude A(t) and phase path ex-
cess ψ(t)=kSe(t), φe(r,t)=A(t)exp[-iψ(t)] [4]. The reference signal 
Em(t)=Am

−1(t)exp[iψm(t)] must have maximum coherence with the main part of RO 
signal relevant to the main ray GTP (Fig. 1). To achieve this aim the appropriate 
model of the refractivity in the RO region can be used to determine the temporal 
dependence of ψm(t). An example of a model describing multi-path effect is given 
in [5]. A temporal convolution of the reference and RO signals and Fourier analy-
sis has been applied in [4], [6], [7] to obtain the compressed angular spectrum. 
The size of the focused synthetic aperture L and the vertical resolution of the 
RFSA method δh(θ) are given by equations [7]: 

δh(θ) = λR1/L; L = 2Tv (3) 

where T is the time interval of the focused aperture synthesis, v is practically equal 
to the orbital speed of LEO satellite. For numerical estimation we can let L=20
km, v=8 km/s, T=2.5 s, λ=20 cm, R1= 7000 km, then we obtain from (3) δh(θ)=70 
m. Thus the RFSA method is justified as a method, which use the phase of the 
Green function for determination of the impact parameters and refraction angles of 
physical rays in RO experiments [4]. Example of radio images of the atmosphere 
and Earth’s surface is shown in Fig. 2. For construction of the reference signal an 
exponential model of the refractivity has been used: N(h) =No exp(−h/H), No=300 
(N-units), H= 6.3 km. This model corresponds to single-beam propagation. The 
images relate to RO event No. 0392 (February 05, 1997; 13 h 54 m 42 s UT; 55.6o

N, 139.2o E). The radio images of the stratosphere in the height interval 24-30 km 
(Fig. 2, left panel) contain mainly sharp peaks having vertical width ~70 m at the 
half power level. It corresponds to an angular resolution of about 17-23 microradi-
ans, and spatial compression of the RO signal ~ 1/10 of the Fresnel zone size.  The 
radio brightness distribution in the boundary layer at a height of 0-2 km is shown 

Fig. 2. Left panel: radio images of the stratosphere. Middle and right panels: radio images 
of the boundary layer of the troposphere at frequencies F1 and F2. The radio images are 
given in sequence with time interval 0.32 s.
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in Fig. 2 (middle and right panels). Negative-height values correspond to the sig-
nals reflected from the Earth’s surface. The main peak corresponds to a radio oc-
cultation signal propagating along the path GTP (Fig. 1). In the boundary layer of 
the troposphere the spatial compression effect in the main peak is diminished be-
cause influence of multi-path propagation. However the weak reflected signal is 
seen with better resolution. The weak reflected signal is slowly moving toward the 
main tropospheric signal. The behavior of the reflected signal is similar at both 
GPS frequencies F1 and F2 thus indicating the minimal level of the possible sys-
tematic receiver’s errors. It follows from Fig. 2 that the vertical resolution of the 
RFSA method depends on the coherence of the reference signal with main RO 
signal and can be about of 70-100 meters.  

3  GIO, RFSA, BP and CT methods 

Zverev’s equation [1] can be applied to determine the field E(y,z)

E(y,z) = ko/2π dα A(α) exp {iko [Φ(α,y,z)−Φj(α)]},  

Φ(α,y,z) = zcosα + ysinα, Φj(α) = Φ(α,yj,zj)

(4) 

where A(α) is the angular spectrum of the field, Φ(α), Φj(α), yj,zj are the phase 
function, initial phase, and  initial co-ordinates of the j-th physical ray. The centre 
of co-ordinate system y, z coincides with point O. The axis OY is perpendicular to 
direction GP (Fig. 1). We introduce a GIO transform I(p):

I(p) = ko/2π dηB (p,η) exp {iko [f(p,η)−d(η)]} I1(η), 

I1(η) = dsexp (−ikoηs) R(s) E(y(s), z(s)) 

(5) 

where I1(η) is the internal operator, R(s) is the reference signal, B(p,η) is the am-
plitude function, d(η) is the phase correction function, f(p,η) is the impact  func-
tion, p is the parameter, having different physical interpretation depending on  
f(p,η), s is the path of integration along the orbital trajectory of LEO satellite. The 
GIO transform can be considered as a generalization of the Egorov’s Fourier inte-
gral operator [11]. The reference signal R(s) is included in GIO with aim to com-
press the angular spectrum and to account for the form of the orbital trajectory.
The functions f(p,η), B(p,η), d(η) can be arbitrary and their physical meaning can 
be revealed using Zverev’s presentation for the field (4). The RFSA method uses 
only the operator I1(η) with the reference signal Em(t(s)) instead of R(s) in (5). To 
integrate along the real orbit we introduce the new co-ordinate system y’, z’ with 
axis PY’ oriented along the tangent to the orbital trajectory of LEO satellite at an-
gle γ relative to the co-ordinate system y, z (Fig. 1). The coordinate y’ is reckoned 
from point P (Fig. 1) and connected with y, z by equations 

y = yp + y’cosγ + z’sinγ ; z = zp + z’cosγ − y’sinγ (6) 

where yp, zp are the co-ordinates of the point P in the co-ordinate system ZOY (Fig. 
1). For real orbit the integration variable y’ can be used instead of s in the operator 
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I1(η).  After substitution (4), (6) into (5) and changing the order of the integral op-
erators one can perform integration on y’ letting z’=0, R(s)=1.

I1(η) = ko/2π dy’ exp{−ikoy’[η−sin(α−γ)]} = δ (η− sin(α−γ)) (7) 

The second integration on η gives 

E(p) = ko/2π dα A(α) exp{iko [f (p,η(α)) − d(η) + zpcosα + ypsinα −
Φj(α))]} B(p,η(α)), η(α) = sin(α−γ).

(8) 

One can chose the phase correction function d(η) in (5) to simplify equation (8) 

d(η) = zpcos (γ+sin−1η) + ypsin (γ+sin−1η). (9) 

The BP case can be obtained from (8) by choosing B(p,η)=1 and
f(p,η)=psin(γ+sin−1η) in the inverse operator (5).  In this case the right part of the 
first equation in (8) coincides with (4), if z=0, and corresponds to the field distribu-
tion along OY. Parameter p has a geometrical sense of the co-ordinate y (Fig. 1).
The second partial case is f(p,η)=p(γ+sin−1η).  The case γ=0 corresponds to CT 
method [9]. The stationary phase method connects the direction angle αj of the j-th
physical ray and parameter p

P = − zjsinαj + yjcosαj (10) 

Equation (10) defines p as the distance between the j-th physical ray and the centre 
of the co-ordinate system - point O (Fig. 1). If the centre of global spherical sym-
metry of the medium coincides with point O, p is the impact parameter of the j-th
ray. When the modified refraction index M(r) is a monotonic function, only one 
physical ray can correspond to the impact parameter p. A possibility of the multi-
path effect corresponding to monotonic M(r) profiles has been shown early in [5]. 
In this case the GIO operator and CT method [9] disentangle the multi-path rays 
expressing the ray direction angle α as a single-valued function of the impact pa-
rameter p. The ray direction angle α can be determined by differentiating the phase 
of the field E(p) [9]: α=dargE(p)/dp.  Note, that in this case the BP method may be 
a subject of multi-path distortion. In reality only the centres of the local spherical 
symmetry exist for different parts of the ray trajectories in the ionosphere and at-
mosphere. In this case the phase of the field transformed by the GIO operator, CT 
and BP methods may contain distortion connected with horizontal gradients in 
multi-path situation.  

The RFSA method can account for the horizontal gradients using appropriate 
models of in the ionosphere and atmosphere and can work in multi-path condi-
tions. 

4  Conclusion

The phase of the reference signal used in the RFSA method, developed early with 
aim to heighten vertical resolution in analysis of RO data, coincides with the phase 
of the Green function of the scalar wave equation corresponding to 3-D inhomo-
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geneous medium.  This substantiated the radio holographic focused synthetic aper-
ture principle for the atmospheric investigation using RO data. The CT and BP 
method are the partial cases of the GIO transform and may be a subject of multi-
path distortion when the global spherical symmetry is absent. The RFSA method 
can, in principle, solve the multi-path problem. 
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Canonical Transform Methods for Analysis of
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Summary. We discuss the application of canonical transform (CT) methods for
analyzing radio occultations with multipath behavior. In the present work we
discuss a mapping to the representation of approximate impact parameter. This
method generalizes the full spectrum inversion (FSI) method for the case of non-
circular orbits. The method is based on mapping the field by a Fourier integral
operator that maps directly from the measured time-dependent field to the impact
parameter representation without first doing a back propagation. Furthermore, our
method allows for simple, asymptotic direct modelling of wave propagation. We per-
form processing of simulated radio occultations and show that our method provides
the same accuracy and resolution as the standard CT method.

Key words: Canonical transform, Fourier integral operators, multipath

1 Introduction

The processing of radio occultation data involves the reconstruction of the
geometric optical rays from measurements of wave fields, possibly with mul-
tipath behavior. The standard retrieval methods use the connection be-
tween ray direction and Doppler frequency and can therefore only be applied
in single-ray areas. Transforming radio occultation measurements from the
space to the impact parameter representation was recently shown to be a
powerful retrieval method for signals with multipath behavior [1, 2] (for a
discussion of backpropagation and radio-holographic methods see, e.g., Ref.
[1]). The transformation is given by a Fourier integral operator (FIO) whose
phase function is the generating function of the geometric optical canoni-
cal transform (CT). If each value of the impact parameter, p, occurs not
more than once, this transform allows for disentangling multiple rays. The
CT method provides high accuracy and resolution (about 50 m) of refraction
angle profiles.

Another inversion method capable of handling multipath behavior is the
full-spectrum inversion (FSI) method [3]. The FSI method also transforms the
complex field to the impact parameter representation. This is accomplished
by a Fourier transform of the complete record of the measured, complex field
multiplied by a reference signal.

A synthesis of the CT and FSI inversion methods was discussed in Ref. [4].
It is possible to derive a general formula for the FIO applied directly to radio
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occultation data measured along a generic low-Earth orbiter (LEO) trajectory
without the back-propagation (BP) procedure. This FIO is referred to as
being of type 2 (FIO2). Along these lines one can develop a CT algorithm
of type 2 (denoted CT2) that in analogy to the FSI algorithm effectively
amounts to a Fourier transform of the measured field [5]. Furthermore, FIOs
can also be used for efficient direct modelling of wave propagation [6].

The rest of this paper is organized as follows: In Sec. 2 we introduce
Fourier integral operators of type 2, in Sec. 3 we present the CT2 algorithm,
and in Sec. 4 we present simulation results. In Sec. 5 we summarize and
conclude.

2 Fourier integral operators of type 2

We consider the complex field u(y) = A(y) exp (ikΨ(y)) recorded along the
observation trajectory parameterized with some generic coordinate y, which
can be e.g. time, arc length, or satellite-to-satellite angle θ [3]. The generic
FIO2 operator that maps the field from the (y, η) to the (p, ξ) representation
(η and ξ are the canonical momenta associated to y and p) reads [5]:

Φ̂2u(p) =

√
−ik

2π

∫
a2(p, y) exp(ikS2(p, y))u(y)dy . (1)

The functions a2 and S2 are denoted amplitude and phase functions. The
phase space coordinates are linked by the following canonical transform:

η = −∂S2(p, y)/∂y, ξ = ∂S2(p, y)/∂p. (2)

The transformed field is expressed as w(p) ≡ Φ̂2u(p) ≡ A′(p) exp (ikΨ ′(p)),
where A′(p) and Ψ ′(p) can be found using the stationary phase method.

The differential equations (2) define the phase function from the known
canonical transform (y, η) → (p, ξ). The new momentum ξ is a known func-
tion of impact parameter and bending angle. In particlar, it can be chosen
to be equal to bending angle ε [5, 7]. The bending angle ε can thus be found
from the momentum ξ and impact parameter p. For a circular occultation
geometry the FIO2 reduces to the Fourier transform.

Thus, for the reconstruction of the refraction angle profile from the mea-
surements of the wave field along the orbit we apply the FIO2 operator (1),
which produces a function Φ̂2u(p) = A′(p) exp(ikΨ ′(p)) of impact parameter
p. The derivative of its eikonal Ψ ′(p) with a negative sign is equal to the
refraction angle ε = ε(p, ys(p)), where ys(p) is the coordinate of the trajec-
tory point, where the ray with impact parameter p was observed [ys(p) is the
stationary point of the oscillating integral (1)].

The amplitude function a2(p, y) of the FIO does not play any role in
the computation of refraction angles. For example, we could set a2(p, y) ≡ 1.
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However, the correct definition of the amplitude of the transformed wave field
is necessary for the retrieval of atmospheric absorption. For the derivation
of the amplitude function a2(p, y), we use energy conservation. For a generic
coordinate y, we must introduce a measure µ(p, y) and replace dy with µdy.
The expression for the amplitude function reads [5]:

a2(p, y) =

√
µ

∣∣∣∣∂
2S2(p, y)
∂p ∂y

∣∣∣∣ , (3)

with the measure derived from energy conservation:

µ(p, y) =
(√

r2
L − p2

√
r2
G − p2

)1/2

×
∣∣∣∣∣θ̇ − ṙG

rG

p√
r2
G − p2

− ṙL

rL

p√
r2
L − p2

∣∣∣∣∣
1/2

.

(4)

3 Canonical transform method of type 2: approximate
impact parameter representation

The FIO2 defined by the phase and amplitude functions S2 and a2 solves
the problem of the extraction of refraction angles from measurements of the
complex field along a satellite trajectory, directly without back propagation.
However, this operator cannot be implemented as a Fourier transform and
therefore its numerical implementation, especially for high frequencies such
as 10-30 GHz, is slow. Here we shall describe an approximation that allows
for writing the FIO2 operator in the form of a Fourier transform [5].

Consider the measured complex field u(t) = A(t) exp(ikΨ(t)) and cor-
responding momentum σ = dΨ/dt. We use an FIO2 associated with the
canonical transform from the (t, σ) to the (p, ξ)-representation. The impact
parameter p is a known function of t, σ: p = p(t, σ). Instead of exact impact
parameter we introduce its approximation p̃ (with momentum ξ̃):

p̃(t, σ) = p0(t) +
∂p0

∂σ
(σ − σ0(t)) = f(t) +

∂p0

∂σ
σ, (5)

f(t) = p0(t) −
∂p0

∂σ
σ0(t), (6)

where σ0(t) is a smooth model of Doppler frequency, p0(t) = p(σ0(t), t),
and ∂p0/∂σ = ∂p/∂σ|σ=σ0(t). We compute σ0(t) by differentiation of the
eikonal with a strong smoothing over approximately 2 s time interval. We
parameterize the trajectory with the coordinate Y = Y (t), where we use
the notation Y in order to distinguish between this specific choice of the
trajectory coordinate and the generic coordinate y. For brevity we use the
notation u(Y ) instead of u(t(Y )). For the coordinate Y and the corresponding
momentum η we use the following definitions:
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dY =
(

∂p0

∂σ

)−1

dt =
∂σ

∂p0
dt, η =

∂p0

∂σ
σ. (7)

Then, we can write the linear canonical transform: p̃ = f(Y ) + η, ξ̃ =
−Y, where f(Y ) is short notation for f(t(Y )). The generating function
of this canonical transform follows from the differential equation: dS2 =
ξ̃ dp̃ − η dY = −Y dp̃ − (p̃ − f(Y )) dY , with the result: S2(p̃, Y ) = −p̃Y +∫ Y

0
f(Y ′) dY ′.
Because

∣∣∂2S2/∂p̃∂Y
∣∣ = 1, the amplitude function (3) equals

√
µ and

it can be approximated by: a2(p̃, Y ) = (
√

r2
L − p̃2

√
r2
G − p̃2)1/2 [5]. In ad-

dition, the amplitude function a2(p̃, Y ) can be replaced with a2(p̃, Ys(p̃)),
where Ys(p̃) is the stationary point, and factored out from within the inte-
gral. The resulting operator can be written as the composition of adding a
model, ik

∫
f(Y )dY , to the phase, the Fourier transform, and an amplitude

factor:

Φ̂2u(p̃) =

√
−ik

2π
a2(p̃, Ys(p̃))

∫
exp (−ikp̃Y ) exp

(
ik

∫ Y

0

f(Y ′) dY ′
)

u(Y ) dY.

(8)
The function Ys(p̃) equals −ξ̃, where the momentum ξ̃ is the derivative of
the eikonal of the integral term in (8). This operator maps the wave field to
the representation of the approximate impact parameter p̃. Practically, the
difference between p and p̃ is small and can be neglected.

The FIO2 mapping (8) generalizes the FSI method [3]: FSI uses a compo-
sition of a phase model with a Fourier transform with respect to the angle θ.
Our definition of the coordinate Y takes into account the generic occultation
geometry (and for circular orbits Y = θ). We also use a more accurate deriva-
tion of the amplitude function a2. We refer to this CT inversion technique
based on the FIO of the second type as the CT2 algorithm.

4 Numerical simulations

Next, we compare the performance of the CT2 inversion technique introduced
above and the standard composition of BP and CT techniques. We model a
spherically symmetric atmosphere using a high-resolution tropical radio sonde
profile of refractivity. We simulate radio occultation signals using multiple
phase screens (MPS) and asymptotic, direct modeling (A) (see [5, 6]) for the
standard GPS frequencies.

The simulated radio occultation signals were sampled at realistic rates
and processed by the CT and CT2 inversion algorithms and the results of
the reconstruction of refraction angle profile were compared with the exact
geometric optical solution. The comparison presented in Fig. 1 indicates a
very good agreement between both algorithms and the geometric optical
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Fig. 1. (Left) Comparison of different modifications of the CT technique. Refraction
angle profiles as functions of ray height (impact parameter minus Earth’s curva-
ture radius): (1) reference geometric optical solution (GO, solid line), (2) standard
composition of BP and CT (BPCT, dotted line), and (3) CT2 algorithm (dashed
line).

Fig. 2. (Right) Refraction angle profiles from geometric optical ray tracing and
from simulated radio occultation data: (1) reference GO profile (GO, solid line),
(2) asymptotic simulation processed by CT2 (A-CT2, dotted line), (3) asymptotic
simulation processed by BP+CT (A-BPCT, dotted line), (4) MPS simulation pro-
cessed by CT2 (MPS-CT2, dashed line), and (5) MPS simulation processed by
BP+CT (MPS-BPCT, dashed line).

solution. All the differences are in small scales below 50 m, which cannot
be effectively resolved for the GPS frequencies, due to diffraction inside the
atmosphere.

We also performed simulations with a simple spherically-symmetrical
phantom n(z) = 1 + N0 exp

(
− z

H

) [
1 + α cos

(
2πz
h

)
exp

(
− z2

L2

)]
, where z is

the height above the Earth’s surface, N0 = 300 × 10−6 is the characteristic
refractivity at the Earth’s surface (300 N-units), H = 7.5 km is the charac-
teristic vertical scale of refractivity field, α = 0.003 is the relative magnitude
of the perturbation, h = 0.3 km is the period of the perturbation, L = 3.0
km is the characteristic height of the perturbation area.

Figure 2 shows the geometric optical refraction angle profile and the re-
sults of the inversion of the simulated data. We present four combinations
of the two simulation techniques: (1) the FIO asymptotic solution (A) and
(2) multiple phase screens (MPS); and the two inversion techniques: (1) CT2
and (2) the standard combination of BP and CT. The figure shows good
agreement between the GO solution and the retrieved refractivity profile.
The strongest deviations of retrieved refraction angles from the reference GO
profile are observed for processing MPS simulations in the lowest 200 m. This
can be accounted for by the diffraction on the Earth’s surface.



524 Michael E. Gorbunov and Kent B. Lauritsen

5 Conclusions

Different techniques for processing radio occultations based on Fourier in-
tegral operators have a common point: they utilize an FIO that maps the
measured wave field to the impact parameter representation. The original
CT method was based on first applying a back propagation of the measured
signal. In contrast to this, the FSI and CT2 methods are applied directly
to the measured field. The advantage of such methods is that they do not
assume stationarity of the GPS satellite. Furthermore, these methods allow
for efficient numerical implementations based on FFTs by mapping to an
approximate impact parameter representation.

Another application of FIOs is the direct modeling [5, 6]. The asymptotic
solution of the direct problem uses the mapping of the geometric optical so-
lution in the impact parameter representation to the standard coordinate
representation. A method based on the inverse CT2 is very efficient numer-
ically because it can be implemented as the composition of the geometric
optical solution and a single Fourier transform. This is important for direct
modeling and for processing radio occultation data at high frequencies (10-
30 GHz), where the computation of diffractive integrals may be numerically
slow.
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Fundamental research (grants nos. 01-05-64269 and 03-05-64366); K. B. L. has
been supported by the GRAS Meteorology SAF.

References

1. Gorbunov ME (2002) Canonical transform method for processing ra-
dio occultation data in the lower troposphere. Radio Sci 37(5): 1076,
doi:10.1029/2000RS002592, 9-1–9-10.

2. Gorbunov ME (2002) Radio-holographic analysis of Microlab-1 radio oc-
cultation data in the lower troposphere. J Geophys Res 107(D12):
doi:10.1029/2001JD000889, 7-1–7-10.

3. Jensen AS, Lohmann MS, Benzon H-H, and Nielsen AS (2003) Full
spectrum inversion of radio occultation signals. Radio Sci 38(3): 1040,
doi:10.1029/2002RS002763, 6-1–6-15.

4. Gorbunov ME and Lauritsen KB (2002) Canonical transform methods for ra-
dio occultation data. Scientific Report 02-10, Danish Meteorological Institute,
Copenhagen, Denmark, 2002;
http://www.dmi.dk/f+u/publikation/vidrap/2002/Sr02-10.pdf.

5. Gorbunov ME and Lauritsen KB (2003) Analysis of wave fields by Fourier inte-
gral operators and their application for radio occultations. submitted to Radio
Science.

6. Gorbunov ME (2003) An asymptotic method of modeling radio occultations. J
Atmos Terr Phys 65(16-18): 1361-1367, doi: 10.1016/j.jastp.2003.09.001.

7. Jensen AS, Lohmann MS, Nielsen AS, and Benzon H-H (2003) Geometrical
optics phase matching of radio occultation signals. submitted to Radio Science.



GPS Radio Occultation with CHAMP:
Comparison of Atmospheric Profiles from
GFZ Potsdam and IGAM

Jens Wickert1, Andreas Gobiet2, Georg Beyerle1, Andrea K. Steiner2,
Gottfried Kirchengast2, Ulrich Foelsche2, and Torsten Schmidt1

1 GeoForschungsZentrum Potsdam (GFZ) Department Geodesy and Remote
Sensing, Telegrafenberg, 14473 Potsdam, Germany, jens.wickert@gfz-potsdam.de

2 Institute for Geophysics, Astrophysics and Meteorology (IGAM), University of
Graz, Austria

Summary. A major application of the CHAMP occultation data is the prepara-
tion of processing systems for future occultation missions. The University of Graz
(IGAM) uses data and analysis results to prepare for the ACE+ multi-satellite oc-
cultation mission, which is currently foreseen to be launched in 2008. We compare
vertical profiles of refractivity, derived by GFZ and IGAM, with ECMWF data
(European Centre for Medium-Range Weather Forecasts) and discuss the devia-
tions. Good agreement is observed in the upper troposphere and stratosphere. The
magnitude of the observed refractivity bias in the lower troposphere depends sig-
nificantly on the quality control criterion. The bias can be nearly eliminated by the
application of the Full Spectrum Inversion analysis method down to ∼1 km above
the Earth’s surface.

Key words: GPS, radio occultation, remote sensing, IGAM Graz

1 Introduction

Significant progress for the innovative GPS (Global Positioning System) oc-
cultation technique was achieved within the atmospheric profiling experiment
onboard the German CHAMP (CHAllenging Minisatellite Payload) satellite
[1, 2]. Results of the operational data analysis at GFZ are provided via the
CHAMP data center (http://isdc.gfz-potsdam.de/champ) and are used by sci-
entist all over the world to improve global weather analyzes, to demonstrate
the ability to detect climatic trends and also to develop and improve their
occultation analysis systems, e.g., to prepare for the upcoming GPS occul-
tation missions [3]. Comparison studies help to improve the data analysis
and to optimize the exploitation of the CHAMP data. One example for such
activity is ROSE (Radio Occultation Sensor Evaluation), jointly initiated by
GFZ, JPL and UCAR [4, 5].

IGAM Graz uses CHAMP data within the CHAMPCLIM project [6] and
to prepare for the ACE+ multi-satellite occultation mission. ACE+ was se-
lected by ESA (European Space Agency) in May 2002 as top priority future

Graz
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EEOM (Earth Explorer Opportunity Mission) and is currently in phase A
until mid 2004. After confirmation the operational phase is foreseen to start
in 2008 [7, 8]. ACE+ will provide more than 5,000 occultations daily.

We present first results of a comparison study for GFZ and IGAM inver-
sion results. Both centers use the operationally derived atmospheric excess
phase data from GFZ.

2 ata analysis and y control

The CHAMP data are continuously processed by the operational occultation
analysis system at GFZ, detailed descriptions can be found in [1, 9]. The stan-
dard products (current ATM version 004) are analyzed using the geometrical
optics (GO) approach. Profiles are excluded, if at least one data point above
8 km shows deviations of >10 % in relation to ECMWF. The profiles are cut
off in the lower troposphere, if the difference to the analyzes begins to exceed
10 % below 8 km.

The inversion software (geometrical optics) of IGAM is described by
[10, 11, 12]. IGAM uses analyzes for quality control as well, refractivity pro-
files deviating from ECMWF more than 10 % between 5 and 35 km are
sorted out entirely. Additionally, the profiles are cut off in the lower tropo-
sphere when severe impact parameter/bending angle ambiguities occur, one
indication for the occurrence of multipath effects, which make the geometrical
optics assumption invalid.

A 7-day period (January 1-7, 2003) was selected for the comparison. The
standard analysis results from GFZ form the data set GFZ GO (1,253 pro-
files). The IGAM set is named as IGAM GO (1,200 profiles). In addition,
results of advanced (wave optics based) data analysis were provided by GFZ.
The Full Spectrum Inversion technique (FSI, [13]) was used for the processing
(GFZ FSI, 1,234 profiles). An internal cut-off criterion without using external
data was applied. The profiles were cut-off, when the smoothed FSI amplitude
falls below half of its maximum value. A resulting set of 1,147 coincidencing
profiles (IN ALL) was used for the comparisons.

3 Results

Whereas the CHAMP results in the upper troposphere and stratosphere ex-
hibit excellent accuracy (e.g. [1]), the lower troposphere data suffer from a
negative refractivity bias in relation to independent meteorological data [14].
Therefore we consider these altitude intervals separately. We focus on compar-
isons of refractivity profiles with interpolated data from 6-hourly operational
meteorological analyzes from ECMWF.

D qualit
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3.1 Upper troposphere and stratosphere

The comparison of the GFZ and IGAM refractivity data with ECMWF is
shown in Fig. 1. In general both data sets show good agreement. The GFZ
profiles exhibit slightly negative bias of <0.5 K, similar bias is observed in
the IGAM retrieval. The standard deviation is ∼0.7 % at 10 km for both,
GFZ and IGAM, beginning at 15 km to be slightly larger for the IGAM
retrievals and becoming ∼1.2 % for GFZ and ∼1.5 % for IGAM at 30 km.
The inversion results are comparable in this height interval, despite of the
fact, that different methods for the optimization of the bending angles us-
ing the MSISE-90 [15] climatology are applied. GFZ uses the approach by
[16], assuming 20 % error of MSIS and no vertical error correlations. IGAM
applies statistical optimization [17] with 15 % MSIS error and vertical error
correlation length of 1 km for the observations and 6 km for the background.

The comparison of temperatures (not shown here) shows significantly dif-
ferent results for both analysis centers. Whereas the GFZ temperatures agree
well with the analyzes (bias <0.5 K, STD ∼1 K at 10 km, ∼2 K at 35 km),
the IGAM retrievals begin to exhibit significant warm bias above 15 km,
reaching ∼5 K at 35 km with standard deviation of ∼10 K. We relate these
differences to the initialization of the temperature for the integration of the
hydrostatic equation. GFZ uses ECMWF data at 43 km. IGAM integrates
up to 120 km, where the air pressure is assumed to be zero.

Our results indicate that the CHAMP refractivity seems to be more appro-
priate than temperature to build up climatologies for stratospheric altitudes,
because it depends less on additional assumptions or external data, as also
was concluded by [18].

Fig. 1. Statistical comparison of 1,147 vertical CHAMP refractivity profiles (GO)
from GFZ (left) and IGAM (right) with corresponding ECMWF data (between
January 1 and 7, 2003).
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3.2 Lower troposphere

The lower troposphere comparison of the refractivity is shown in Fig. 2. The
various cut-off criteria (see Sec. 2) result in different distributions of data
points per height for each data set, e.g. the total number reduces to 50 % at
different altitudes: 5.0 km (IGAM GO), 4.3 km (GFZ FSI) and 3.2 km (GFZ
GO), respectively. The GFZ GO set shows a negative bias of 1 % at 2 km
and ∼1.5 % at 1 km, the standard deviation is ∼2 and ∼2.5 % respectively.
IGAM GO shows reduced bias and standard deviation characteristics, which
we relate to the more rigorous cut-off criterion (see Sec. 2). This obviously
removes more data, which are suspect to be influenced by multi-path effects,
but also nearly halve the data points in the lower troposphere. The lowest bias
exhibits the GFZ FSI data set. Almost bias-free behavior can be observed
down to ∼1 km, with a standard deviation up to ∼1 %. Below, a negative
bias up to ∼1 % appears. The slightly negative bias of ∼0.3 % disappears,
which is observed already at 10 km in the GFZ GO and nearly constant down
from 10 km almost to the Earth’s surface. This is achieved even with having
more data available as the IGAM GO set.

In a next step we perform the comparison only at altitudes, where data
points from all 3 sets exist. The result (Fig. 3) is completely different from
that shown in Fig. 2 and underlines the importance of the cut-off criterion for
the lower troposphere data quality and validation. The deviations to ECMWF
are nearly identical for all 3 data sets. Almost no bias occurs from 10 km down
to 1 km, the standard deviation is nearly constant at ∼1 %. Most noticeable
is the slightly negative bias (∼0.3) in the IGAM GO and GFZ GO retrievals,
which is eliminated in the GFZ FSI profiles.

4 Conclusions

First results of a study comparing CHAMP occultation analysis results from
GFZ and IGAM are presented. The refractivity comparison shows good agree-

Fig. 2. Statistical comparison of 1,147 vertical CHAMP refractivity profiles (data
sets: GFZ GO, IGAM GO and GFZ FSI) with corresponding ECMWF data.
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Fig. 3. Statistical comparison of the data sets: GFZ GO, IGAM GO and GFZ
FSI with ECMWF (only altitudes were compared, where data from all 3 sets were
available).

ment with ECMWF and almost identical results for the upper troposphere
and stratosphere, even though different methods for the bending angle op-
timization were used. The temperature is sensitive to the initialization of
the hydrostatic equation, differences in the derived temperatures are already
observed at altitudes above 15 km. To carefully compare the data in the
lower troposphere, the cut off and quality check criteria and the resulting
data points vs. height have to be included to the comparison. The simple
IGAM cut off criteria successfully removes problematic data in the lower
troposphere, but reduces the data significantly compared to the GFZ GO
retrievals. The application of the FSI method is very promising a) for the im-
plementation to operational data analysis systems b) to significantly reduce
the negative refractivity bias and c) to provide a cut-off criterion, which can
be derived from the data analysis (magnitude of the FSI amplitude) and not
from comparison with external meteorological data.

Acknowledgement. We are grateful to the CHAMP team led by Ch. Reigber
for making the satellite mission including the occultation experiment successful.
J. Wickert thanks both institutes, GFZ and IGAM, for giving the unique opportu-
nity for a longer research stay at IGAM, during which the main work of this paper
was done.

References

1. Wickert J, Schmidt T, Beyerle G, König R, Reigber Ch, and Jakowski N (2004)
The radio occultation experiment aboard CHAMP: Operational data analysis
and validation of vertical atmospheric profiles. J Meteorol Soc Jpn 82(1B):
381–395.

2. Hajj GA, Ao CO, Iijima BA, Kuang D, Kursinski ER, Mannucci AJ, Meehan
TK, Romans LJ, de la Torre Juarez M, and Yunck TP (2003) CHAMP and



530 Jens Wickert et al.

SAC-C atmospheric occultation results and intercomparisons, J Geophys Res,
submitted.

3. Wickert J, Schmidt T, Beyerle G, Michalak G, König R, and Reigber Ch (2004)
Atmospheric profiling with CHAMP: Status of the operational data analysis,
validation of the recent data products and future prospects. This issue.

4. Ao CO, Schreiner WB, and Wickert J (2003) First Report on the CHAMP
Radio Occultation Intercomparison Study, JPL Publication 03-016, Pasadena,
U.S.

5. Wickert J, Ao CO, Schreiner WB, Beyerle G, Schmidt T, König R, Reigber Ch,
Hajj GA, Iijima BA, Hunt D, Sokolovskiy S, and Rocken C (2003) GPS radio
occultation with CHAMP: First comparisons of analysis results from GFZ, JPL
and UCAR. EGS-EUG-AGU Joint Assembly, Nice, France, April 2003.

6. Foelsche U, Kirchengast G, Gobiet A, Steiner AK, Löscher A, Wickert J, and
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Summary. Two radio occultation (RO) retrieval schemes designed at IGAM to enhance the 
performance at high altitudes are presented, applied to CHAMP RO data, and validated 
against ECMWF analyses, GFZ operational retrieval, ENVSAT/MIPAS-, and 
ENVIAT/GOMOS-derived temperature profiles. IGAM proposes to include background 
information into the RO retrieval only at one point at bending angle level in order to be able 
to track error characteristics of the retrieved product. The results show very good agreement 
with GFZ retrieval and ECMWF analysis below 15 km and, depending on the background 
information used, either a significant warm bias or essentially no bias up to 30 km. 
Compared to MIPAS, the only independent data source, the IGAM/ECMWF retrieval is 
unbiased up to 40 km. 

Key words: CHAMP, MIPAS, GOMOS, ECMWF, radio occultation, retrieval, statistical 
optimization, validation 

1  Introduction 

Current Global Navigation Satellite System (GNSS) radio occultation (RO) re-
trieval techniques yield excellent results on refractivity, geopotential height (or 
pressure), and temperature in the upper troposphere and lower stratosphere. Above 
30 km, throughout the upper stratosphere, the errors of the retrieved parameters 
increase significantly. There are two prominent pathways to enhance retrieval 
quality in the stratosphere: to increase the signal-to-noise ratio by building better 
GNSS receivers and developing better ionospheric correction algorithms (iono-
spheric noise is the major error source at high altitudes) and to utilize statistical 
optimization techniques invoking background information. This paper describes 
how background information is used at IGAM to improve RO retrieval algorithms 
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in the stratosphere (Sect. 2), presents results retrieved from CHAMP RO data and 
evaluates these results in comparison with various other data sources (Sect. 3). 
The interpretation of  results is given in Sect. 4. 

2  IGAM Retrieval Schemes 

The basic idea of including background information into RO retrieval is to stabi-
lize two integrals involved: The inverse Abel transform (Eq. 1, n: refractive index, 
α: bending angle, a: impact parameter) to derive refractivity N (N=106(n-1)) and 
the hydrostatic integral (Eq. 2, pd: dry pressure, g: acceleration of gravity, 
k1 = 77.60 K hPa-1, R = 8.3145 kJ K-1 kg-1, Md = 28.964 kg kmol-1) to derive pres-
sure from refractivity. Dry temperature is proportional to pd/N. Both equations are 
responsible for downward propagation of errors during the RO retrieval. To keep 
these errors minimal the concept of statistical optimization was introduced into the 
field of RO retrieval [1]. It derives the best linear unbiased estimator (BLUE, 
Eq. 3), αopt, from an observed (αo) and a background (αb) bending angle profile 
under the assumption of unbiased Gaussian errors. O and B are the observation 
and background error covariance matrices, respectively. 

 (1) 

 (2) 

)()( 1
bobopt OBB −++= − (3) 

αopt is a fused bending angle profile dominated by background information in 
the upper part and by the observation in the lower part. Though most recent re-
trieval schemes initialize the hydrostatic integral with a pressure value derived 
from a temperature guess at 40 – 50 km, this is not necessary if the refractivity 
profile derived from Eq. 1 reaches high enough (~120 km). The IGAM retrieval 
schemes integrate background information only at one point of the retrieval (at 
bending angle level), so that the results have well defined error characteristics. We 
implemented statistical optimization in two different ways, both relying on Eq. 3, 
but using different sources of background information and different ways of pre-
processing of this information: IGAM/MSIS uses bending angle profiles extracted 
from the MSISE-90 climatology [2] and applies best-fit-profile library search and 
bias correction procedures [3] in order to diminish know biases in the climatology 
[4]. IGAM/ECMWF uses bending angle profiles derived from operational analy-
ses of the European Center for Medium-Range Weather Forecasts (ECMWF). 
More details can be found in Tab. 1. Both schemes are geometric optics dry air re-
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IGAM / MSIS IGAM / ECMWF 

Outlier  
Rejection and 
Smoothing

“3σ” outlier rejection on phase delays 
and smoothing using regularization.

Like IGAM/MSIS 

Ionospheric 
Correction 

Linear combination of bending angles 
[6]. L2 bending angles < 15 km de-
rived via L1-L2 extrapolation. 

Like IGAM/MSIS 

Bending  
Angle
Initialization 

Statistical optimization of bending 
angles 30–120 km. Vert. correlated 
background (corr. length L=6 km) and 
observation (L=1 km) errors. Obs. er-
ror estimated from obs. profile 
>60 km. Backg. error: 15%. Backg. 
information: MSISE-90 best fit-
profile, bias corrected [3]. 

Like IGAM/MSIS, but co-
located bending angle profile 
derived from ECMWF op-
erational analysis (above 
~60 km: MSISE-90) as 
backg. information. No fur-
ther pre-processing. 

Hydrostat.  
Integral Init.

At 120 km pressure = p(MSISE-90). Like IGAM/MSIS 

Quality  
Control

Refractivity 5–35 km: ∆N/N <10%; 
Temperature 8–25 km: ∆T <25 K. 
Reference: ECMWF analysis. 

Like IGAM/MSIS 

Table 1:  Technical overview of the IGAM RO retrieval schemes. 

3  Validation 

Data from ECMWF analyses, the GFZ operational RO retrieval, MIPAS and 
GOMOS were used to validate the IGAM retrieval schemes using (dry) tempera-
ture profiles as retrieval performance indicator. The validation covers 11 days 
(~1750 profiles) in 2002 (20.9.-27.9., 11.10.-13.10.) and was performed by calcu-
lating error statistics profiles showing the bias and standard deviation between 5 
and 40 km.  

Comparisons with operational ECMWF analyses (Fig. 1) are a validation for 
the IGAM/MSIS scheme, but not for the IGAM/ECMWF (background informa-
tion same as reference). In this case it still helps to interpret the retrieval perform-
ance. Wave-like bias patterns of both retrieval schemes between ~10 and 18 km 
reflect the better vertical resolution of the CHAMP profiles in the tropopause re-
gion. Both schemes feature 1-3 K standard deviation up to 25 km. IGAM/MSIS 
shows a significant warm bias from below 20 km upwards which is due to biases 
in the background information that could not be accounted for properly in that 
case and propagate downwards predominately via the hydrostatic integral. This 
warm bias could be observed in comparisons with GFZ operational retrieval, 
MIPAS, and GOMOS data as well (not shown) and shows how strong biased 
background information can influence the retrieved temperatures. However, vali- 
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a) b)

Fig. 1. Bias (bold) and standard deviation (thin) of CHAMP dry temperatures compared to 
ECMWF operational analyses. a) IGAM/MSIS minus ECMWF, b) IGAM/ECMWF minus 
ECMWF.

dation studies at refractivity level (e.g., [7]) show that IGAM/MSIS- and RO-
derived refractivity profiles in general are virtually independent from statistical 
optimization or high altitude initialization up to 30 – 35 km (no hydrostatic inte-
gration needed in this case). 

The IGAM/ECMWF retrieved dry temperatures are virtually bias-free up to 
~29 km, but warm biased by up to 2 K above which shows that they are not en-
tirely dominated by background information up to above 40 km (Fig. 1b). The 
transition altitude from observation dominated to background dominated is around 
50 km for the CHAMP RO data (not shown).Error statistics for the GFZ (opera-
tional retrieval version 4) and IGAM/ ECMWF comparison are shown in Fig. 2a. 
Below 15 km, the agreement is excellent, the bias and standard deviation is 
smaller than 0.1 and 0.5 K, respectively. Above 15 km the bias stays below 0.3 K 
up to 26 km and below 1 K below 29 km, while the standard deviation increases to 
near 3 K. Above ~29 km, a warm bias qualitatively similar to the bias against 
ECMWF analyses can be observed, i.e., the GFZ retrieval follows ECMWF more 
closely than the IGAM/ECMWF retrieval. Both schemes use ECMWF analyses as 
background information, but in a different way: IGAM/ECMWF to generate the 
BLUE bending angle profile (GFZ uses MSISE-90-derived bending angle) and 
GFZ to initialize the hydrostatic integral at 43 km with ECMWF values. 

The MIPAS instrument on ESA’s ENVISAT is an independent data source for 
CHAMP retrieval validation. In Fig. 2b, the comparisons of coinciding MIPAS 
observations (retrieved by IMK) with IGAM/ECMWF is shown. Coincidences 
were defined to be less than 300 km and 3 h apart. The standard deviation amounts 
to ~5 K over the entire height range and is basically due to variance in the MIPAS 
data set. The most salient result is that no significant bias can be observed from 20 
to 40 km, though the IGAM/ECMWF and the MIPAS retrieval are entirely inde-
pendent and both not in agreement with ECMWF analyses above 30 km. From the 
GOMOS instrument on ENVISAT, temperature profiles are derived using time- 
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a) IGAM / ECMWF – 
GFZ 

b) IGAM / ECMWF – 
MIPAS

c) IGAM / ECMWF – 
GOMOS 

                      
Fig. 2. Bias (bold) and standard deviation (thin) of CHAMP dry temperatures 
(IGAM/ECMWF retrieval) compared to a) GFZ operational CHAMP retrieval, b) coincid-
ing MIPAS measurements, and c) coinciding GOMOS measurements. 

delay signals from two fast photometers (retrieval by CNRS). This method is un-
der development and yields only preliminary results so far. In Fig. 2c, 
IGAM/ECMWF-GOMOS comparison for 26 coinciding occultation events are 
shown. Roughly, the bias above 30 km shows a similar behavior as in Fig. 1b, 
which might be due the ECMWF analyses being used for upper-boundary initiali-
zation of the GOMOS retrieval. 

4  Conclusions

The IGAM stratospheric RO retrieval schemes apply statistical optimization based 
on the best linear unbiased estimator of observed and background bending angle 
profiles. In order not to give the background information too much weight and to 
maintain well defined error characteristics, no further background information is 
involved. Background information is either derived from the MSISE-90 best-fit-
profile (bias corrected) or from ECMWF analyses. 

Below 15 km, both IGAM retrieval schemes are in very good agreement with 
ECMWF analyses and strongly conform with the operational GFZ retrieval results 
(< 0.1 K bias, < 0.5 K std. dev.). Though on refractivity-level no high-altitude bias 
occurs up to ~35 km [7], the IGAM/MSIS temperatures are warm biased above 
15–20 km, which shows that the background bias correction algorithm involved is 
not fully effective when applied to CHAMP data. The IGAM/MSIS scheme was 
successfully evaluated in simulation studies using METOP-GRAS receiver speci-
fications [3], the lacking performance applied to CHAMP data is due to worse 
data quality at high altitudes (higher receiver-noise level, outliers, residual iono-
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spheric noise stemming from small-scale structures in the ionosphere that were not 
modeled in the simulation study). Since RO retrievals independent from NWP 
analyses are desirable, this scheme will be further developed to become more ro-
bust against noisy data, and better profile-search libraries than the MSISE-90 cli-
matology are envisaged. 

The IGAM/ECMWF results show excellent agreement with the GFZ retrieval 
up to ~26 km (<0.3 K bias, <3 K std. dev.) and a warm bias up to 2 K above that 
height. Compared to MIPAS, this bias does not occur up to 40 km, which shows 
that the IGAM/ECMWF retrieval scheme is less dominated by background infor-
mation in the stratosphere and still yields excellent results. 
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Summary. The present work investigates the possibility of retrieving humidity profiles 
using the bending angle data obtained from GNSS Radio Occultations (Global Navigation 
Satellite System RO) without data constraint. In particular with the proposed approach, the 
dry pressure profiles are obtained by fitting the bending angles of the outer troposphere 
layers (from h=h250K up to the stratopause) using the Hopfield dry atmosphere model. In 
this model the ground pressure and temperature are the parameters to be estimated. The 
humidity profiles are extracted by subtracting the contribution due to the dry atmosphere 
from the measured bending angles. In the first part we discuss the mathematical approach 
adopted for the derivation of refractivity profiles without using the Abel inversion and 
water vapor directly from the bending angle. In the second part the results are shown from 
applying the method on CHAMP data. In particular, we have used refractivity profiles from 
CHAMP which were derived using a heuristic retrieval algorithm based on the canonical 
transform.

Key words: radio occultation, atmospheric remote sensing, water vapor profiles, inversion 
techniques, refractivity profiles 

1  Introduction

The parameters of the neutral atmosphere (pressure “P”, temperature “T” and wa-
ter vapor pressure “Pwet”) are retrieved from GNSS RO data, after having derived 
the refractivity from the bending angles, using two equations: the refractivity at 
microwave wavelengths according to Smith and Weintraub (1953) and the hydro-
static equilibrium law combined with the state equation of ideal gas (Kursinski et 
al. 2000). In the upper atmosphere water vapor is negligible, so two equations 
have just two unknowns, P and T: easy to solve for. The atmospheric quantities of 
interest can be obtained for the lower troposphere by integrating GNSS RO data 
with external information, e.g. from ECMWF or NCEP re-analysis. Thus, al-
though GNSS RO is a very reliable technique for the measurement of neutral at-
mosphere key parameters, current retrieval methods for the water vapor content in 
the lower troposphere depend essentially on conventional observation systems 
(mainly RAOB, RAdiosonde OBservations). In previous works (Vespe et al. 2002, 
2004a) a new method was described: the Boundary Profiles eValuation (BPV), 



538      Francesco Vespe  et al.

which is able to derive tropospheric water vapor profiles using GNSS RO refrac-
tivities without additional external information. Efforts have been performed re-
cently just to make the GNSS RO a standalone tool for water vapor retrieval (O’ 
Sullivan et al. 2000; de la Torre and Nilsson 2003). A main drawback in the 
GNSS RO retrieval is the possible existence of horizontal gradients of the refrac-
tivity or non-spherical structure in the vicinity of the occultation location which 
could make the Abel inversion not fully accurate (Kursinski et al. 2000). For this 
reason it is preferable to work on the processing level of the bending angles; i.e. 
using the data on which the Abel inversion is not applied. Thus, we are going to 
describe the new release of the BPV in which the bending angles are used directly 
for the water vapor retrieval. The new BPV release implies also the reconstruction 
of the refractivity by applying a sort of variational technique. Thus the second 
non-negligible result is the possibility to derive refractivity in an alternative way 
to Abel inversion. The refractivity profiles obtained from CHAMP and GPS/MET 
data have a negative bias in relation to radiosonde and analysis data (e.g. Ao et al. 
2003; Beyerle et al. 2004). We use two versions of CHAMP data products based 
on Geometrical Optics (GO): version 003 for Recife and Brest sites and 004 
(Wickert et al. 2004). In addition we use preliminary results obtained applying a 
heuristic retrieval algorithm (CTss) based on Canonical Transform (CT) and the 
sliding spectral (ss) technique to reduce the refractivity bias (Beyerle et al. 2004; 
Wickert et al. 2004). The use of the wave optics based algorithms reduces the re-
fractivity bias by a factor of ~2 in relation to the GO profiles. Such algorithms will 
be implemented to the operational CHAMP data analysis as of mid 2004 (product 
version 005). The new release of the BPV (Vespe et al. 2004b) was applied to the 
version 003 and 004 GO data, available online at GFZ web site (http://isdc.gfz-
potsdam.de/champ/), as well as to the CTss results. Thus a comparison between 
the two sets of products is another outcome of the present paper. 

2  Data Analysis 

The refractivity N is defined as: ( )1106 −= nN  with the refractive index n. For the 
neutral atmosphere N is the sum of a dry (Ndry) and a wet component (Nwet):

where  

(1) 

Ndry dry refractivity  
Nwet wet refractivity 
h height ( km) 
P Pdry+Pwet total pressure (mb)  

Pwet  water vapor pressure (mb) 
T    temperature (K) 
a1 77.6 (K/mbar) ± 0.05 
a3 3.739*105 (K2/mbar) ± 0.012*105
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Assuming hydrostatic equilibrium and validity of the state equation of the ideal 
gas, together with Eq. 1 a system of two equations and three unknowns can be 
formed (T, Pdry and Pwet). 

Since water vapor is negligible above the tropospheric height h250K, P and T can 
be solved for considering only the dry component. Dry atmosphere approximation 
does not work in the lower troposphere, where water vapor pressure can be re-
trieved only if additional external data are available and assimilated as guess val-
ues in an iterative procedure. Such data are generally given by meteorological 
analyses carried out by the ECMWF and the NCEP. 

In the first release of our approach (Vespe 2002; Vespe et al. 2004a) we 
adopted as dry refractivity the Hopfield model (Hf, Hopfield 1969) which relates 
the dry air refractivity to the fourth power of the height and to the surface values 
of pressure and temperature P0 and T0. We use the GNSS RO refractivity data of 
the atmospheric layers between the stratopause and the height, where T=250 K, 
through which the water vapor content can be considered negligible, for perform-
ing the fit. In this fit the surface pressure and temperature of the dry air refractivity 
(Hf) is estimated. Hf is extrapolated down to the ground with the assumption that 
the difference of the extrapolated and the observed GNSS RO refractivity is due to 
the wet part of the atmosphere. Finally Eq. 1 is applied to retrieve the wet pres-
sure. The enhanced BPV is suitable to be applied directly to the bending angles 
(BA). The necessary steps to derive the water vapor partial pressure profile using 
the GNSS RO BA data are described in detail by Vespe et al. (2004b). They are 
briefly summarized here: 
1. Fit the BA above h250K up to the stratopause retrieved by GNSS RO.  
2. From the estimated parameters T0 and P0 the dry BA is computed down to the 

ground by extrapolating the Hf model. In Fig. 1 the measured and dry BA are 
compared for selected sites. 

3. A Taylor expansion is applied to the BA just to built refractivity profiles using 
the dry Hf as starting profile. The difference between total and dry refractivity 
gives the wet contribution as in (1). 

4. When the refractivity is built, the first release of the BPV method is applied for 
the water vapor retrieval (Vespe et al. 2004a). Results are shown in Fig. 3. 

3  Results and Discussion 

The method proposed seems to be a promising alternative to the Abel inversion 
for retrieving refractivity profiles from the BA. The advantages of our approach is 
evident in the plots of Fig. 2. The profiles retrieved with the described technique 
are systematically very close to the RAOB data. In the previous work (Vespe et al. 
2004b) the refractivity profiles seemed to be slightly positively biased if compared 
with CHAMP GO data for occultations reaching the Earth’s surface. 
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Fig. 1. The plots show the results of the fits of the BA with the dry Hf model (light gray). 
The differences with the measured BA (dark gray) are supposed to be due to atmospheric 
water vapor content. The equatorial site (Recife, right plot), as expected, show a larger dif-
ference than the European site.  

Such positive bias not only vanishes with the new CHAMP data (CTss), their 
agreement is so close that they are practically identical (Fig. 2). We relate this to 
the CTss algorithms introduced, as described by Beyerle et al. (2004). The dis-
crepancies of the refractivity with RAOB data were really huge for 
MANGALORE (Vespe et al. 2004b). The use of the CTss profiles has completely 
diminished these differences. Furthermore some humps, evident in the RAOB re-
fractivity profile, were clearly detected by BPV (Recife profiles) using the GO 
based CHAMP data. Such humps are detected now also by using the new prod-
ucts. The main drawback of the GO profiles is the cut off when the refractivity de-
viates by more than 10% from ECMWF for quality check reasons (Wickert et al. 
2004). The application of this criterion sometimes seems to be not wise because 
we have experienced, on the contrary, a good agreement of the cut GNSS RO data 
with RAOB observations. Combined with the BPV method these data can help to 
detect local atmospheric structures. In the Recife refractivity profile for example 
(see Fig. 2) the agreement with RAOB data is good also with GO data down to the 
ground (Vespe et al. 2004b). So it would be preferable to introduce only a warning 
flag. These preliminary results seem to confirm that the BPV applied to the BA 
could in part overcome the severe problem of the negative refractivity bias over 
the equatorial regions as previously announced (Vespe et al. 2003). We would 
emphasize that such comments are only weak suppositions for the small number 
of analysed profiles. A more extensive statistical investigation is planned to con-
firm them. The water vapor retrievals are shown in Fig. 3. Our results after apply-
ing the BPV on the CTss CHAMP data do not confirm the previous ones (Vespe 
et al. 2004b). The BPV applied to the GO profiles results in an overestimation of 
the water vapor content. The results in Fig. 3 on the contrary outline an underesti-
mate. Such discrepancy must be carefully analyzed because it can be due to the ef-
ficiency of our approach in detecting irregularities and super-refractivity events 
but also on account of some inaccuracies in it.  The reconstruction of the  

Bres Re-Recife (Lat=9° S;  Lon=34° W)  Brest (Lat= 47 ° N; Lon=3.7° E) 

Height [km] Height [km]
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Fig. 2. The figures show the refractivity obtained applying our approach (dash-dot  thick 
line) and compared with RAOB (dash line), CHAMP CTss data (black line), CHAMP GO 
(old 003 gray line, new 004 black) and dry model (small dashed).  

Fig. 3. The water vapor profiles retrieved by using the BPV approach, compared with CTss 
CHAMP, ECMWF and RAOB data. 
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temperature profiles in the lower atmosphere is one of the pending solution in the 
proposed procedure. The linear interpolation of the temperatures between the sur-
face values as given by the Hf model (h=0) and the height where Tdry is <250 K, 
sounds not so rigorous. It is worthwhile to be investigated if our approach im-
proves its performance in case of applying the same algorithms described by 
O’Sullivan et al. (2000). The extension of the BPV method to the BA has con-
firmed the promising results achieved in previous studies on refractivity (Vespe et 
al. 2002 and 2004a). 
The results of the present work, together with efforts of other groups (O’Sullivan 
et al. 2000; de la Torre and Nilson 2003), are encouraging to make the GNSS RO 
a standalone technique for supporting weather forecasts and climate research.  
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Summary. The developments of an operational system for processing of radio occultations 
from the GRAS (Global navigation satellite system Receiver for Atmospheric Sounding) 
receiver onboard the future Metop satellite is the primary scope of the EUMETSAT project: 
GRAS Satellite Application Facility (SAF). The planned GRAS SAF data products and 
processing system is discussed together with a preliminary product validation based on 
statistical analysis of retrieved refractivity and temperature using radio occultation data 
from the German CHAMP (CHAllenging Minisatellite Payload) satellite. The CHAMP 
data from the first 8 weeks of 2003 have been processed using the GRAS SAF retrieval 
system and we present the results as compared to the ECMWF. The mean difference in 
refractivity is approx. 0.5% with standard deviations less than 1% between 8-25 km and 
approximately 2% both close to the surface and at 35 km.  

Key words: GPS, radio occultation, CHAMP  

1 Introduction 

The GRAS SAF started in 1999 with participation from the Danish Meteorologi-
cal Institute (DMI), Institut d’Estudis Espacials de Catalunya (Spain), and Met 
Office (UK). The host institute is the DMI and this will also be the physical loca-
tion of the operational GRAS SAF data facility. The first Metop satellite, in a se-
ries of three polar satellites carrying the GRAS receiver, will be launched in the 
second half of 2005. This will be the space segment of the EUMETSAT polar sys-
tem (EPS), which the GRAS SAF is a part of. The GRAS receiver measures the 
signals from the Global Positioning System (GPS) satellites. It will measure set-
ting and rising occultations, and also reference GPS signals for navigation and 
precise orbit determination [1]. 

The GRAS SAF will receive Level 0, Level 1a (phases and amplitudes) and 
Level 1b data (bending angles, impact parameters) from the EPS Core Ground 
Segment (CGS), process the data into Level 2 products (refractivity, temperature, 
humidity), and distribute these to Numerical Weather Prediction (NWP) centres 
and climate research users. The operational data products will be available from 
the second half of 2006.The GRAS SAF data products are vertical profiles of re-
fractivity, temperature, pressure, and humidity. They come in two types: Near-
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Real Time (NRT) products, disseminated less than 3 hours after sounding, and as 
offline products (reprocessed to benefit from improved orbit determination), dis-
seminated/available less than 30 days after sounding. All data products will be ar-
chived at the GRAS SAF Archive at DMI. Archived products will be available 
through EUMETSATs Unified Meteorological Archive and Retrieval Facility 
(UMARF).   

The use of GPS radio occultations for accurate measuring, with high vertical 
resolution, of the Earth atmosphere was first demonstrated by the proof of concept 
mission GPS/MET in 1995 [2]. Since then the field of remote sensing using GPS 
occultations has evolved rapidly and more research satellite missions have fol-
lowed. The successful CHAMP mission provides continuously GPS occultation 
measurements since mid 2001 resulting in approximately 150 atmospheric profiles 
per day [3]. We have here used data from CHAMP to provide a first validation of 
the GRAS SAF processing system. In chapter 2 we briefly introduce the GRAS 
SAF products and processing, the validation results using CHAMP data are pre-
sented in chapter 3, with conclusions in chapter 4.  

2 Data products and processing system 

The GRAS SAF data products will be derived from the measurements of the 
GRAS receiver onboard Metop. The first steps of the radio occultation data proc-
essing will take place at the EPS CGS at the EUMETSAT headquarters in Darm-
stadt, Germany. This includes data collection from Metop as well as ground based 
measurements in real time of the GPS satellites for precise orbit determination and 
clock differencing [4]. The near real time processing (within 2 hrs and 15 min) up 
to and including bending angles as function of impact parameter is the responsibil-
ity of the CGS. The GRAS SAF is responsible for the near real time processing (3 
hrs) and dissemination of atmosphere products, including: refractivity, tempera-
ture and humidity as function of height [5], with accuracies as specified by the 
GRAS SAF user requirements [6]. 

The GRAS SAF processing software consists of inversion routines to obtain the 
refractivity, dry pressure and temperature, and the 1D-var routine [7, 8] for deriv-
ing temperature and humidity. The details of the processing system are described 
in the architectural design [9]. The GRAS SAF also includes continuously reproc-
essing (offline data products) of all data products when improved orbit and refer-
ence GPS data are available. The NRT Metop orbit determination is subdivided 
into segments of 10 minutes each and relies on the predicted orbits for the GPS 
satellites. The Metop orbit will be reprocessed by CGS to adjust for orbit manoeu-
vres and precise GPS orbits. The offline data products contain furthermore the re-
processed excess phases and bending angles. The GRAS SAF also develops dedi-
cated software deliverables for NWP centres to facilitate the direct data 
assimilation of both bending angles and refractivity using the 3/4D-var techniques. 
The list of GRAS SAF products (data and software) is shown in Table 1. 
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GRAS SAF Products List Description of product 

NRT Data Products 
Refractivity profile Refractive index of the atmosphere in units of (n-1)106

Temperature profile Temperature as function of height at tangent point 
Pressure profile Pressure as function of height at tangent point 
Specific humidity profile Specific humidity as function of height at tangent point 
Surface pressure Pressure estimate at surface level 
Error covariance matrix Error covariance matrix as average for all profiles  
Offline Data Products 
Bending angle profile Bending angle as function of impact parameter 
Refractivity profile Refractive index of the atmosphere in units of (n-1)106

Temperature profile Temperature as function of height at tangent point 
Pressure profile Pressure as function of height at tangent point 
Specific humidity profile Specific humidity as function of height at tangent point 
Error covariance matrix Error covariance matrix as average for all profiles 
Global map of  
temperature 

Global map based on monthly averages of temperature  
profiles

Global map of specific 
humidity 

Global map based on monthly averages of humidity profiles 

Global map of  
geopotential height 

Global map of monthly averages of geopotential height  
profiles

Software Products
1D-var software  Software module used to generate NRT temperature,  

pressure and humidity products from refractivity and a 
user’s background profile 

3/4D-var assimilation 
software

Forward operators and their adjoints to allow for 3/4D-var 
data assimilation of GRAS SAF and bending angle products 
into existing NWP models 

Pre-processing tools Pre-processing tools to assist the data assimilation of GRAS 
SAF and bending angle products 

Table 1. GRAS SAF data and software products. 

The refractivity is derived using geometrical optics [5, 10], and is the input to 
the 1D-var algorithm to derive the atmosphere parameters of temperature and hu-
midity. We use a background error covariance matrix used for operational proc-
essing of ATOVS data, from the Met Office, with 43 pressure levels (surface to 
0.1 hPa).  The measurement error-covariance matrix is defined as follows: the 
standard deviation is 2% at the surface, falling linearly to the constant value 0.2% 
from 12 km and up. In addition, the minimum (absolute) error is fixed at 0.02 N-
units. This corresponds to an increase in the relative error above 25 km, reaching 
approx 2% at 40 km. The correlations are assumed to fall off exponentially with a 
correlation length of 3.0 km. These error magnitudes are based on results from 
simulation experiments [10, 11] combined with analysis of CHAMP data. The 
background field is obtained from the ECMWF (European Center for Medium-
range Weather Forecasts). The field resolution is 1° with values for temperature 
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and humidity given at 60 model levels interpolated to the 43 fixed pressure levels 
of the background error covariance matrix.  

3. Validation results using CHAMP data 

CHAMP data from the first 8 weeks of 2003 starting 1 January and continuously 
until 25 February 2003 (56 days) has been selected for the validation analysis. We 
do not include data below the height corresponding to the time when the fly-
wheeling flag is set for the first time, i.e. when the signal noise is so large that the 
closed-loop tracking is lost.   

With the quality settings we are using, we obtain that about 84% of the 
CHAMP profiles are accepted by the 1D-var algorithm resulting in a total of 7280 
profiles. The observed refractivity, derived from bending angles using the Abel 
transform, is compared against the ECMWF values in Fig. 1. The mean difference 
is approximately 0.5% and standard deviations are less than 1% between 8-25 km, 
and approximately 2% both close to the surface and at 35 km. These results com-
pare well with the CHAMP results by other groups [3, 12]. The small bulge of 
negative bias in refractivity seen close to 15 km could be caused by e.g. coarse 
resolution in the ECMWF model (also observed by [3] for an even larger sample 
of CHAMP occultations), but it requires more analysis and validation of other pe-
riods to investigate possible seasonal effects.   

Fig. 1. Left panel shows the relative difference between the observed refractivity and the 
analysis data from ECMWF. The solid line shows the mean difference and the dashed lines 
indicate +/- one standard deviation away from the mean. Right panel shows the number of 
measurements used in the statistics as a function of height. 



Processing of CHAMP Radio Occultation Data Using GRAS SAF Software      547 

Fig. 2. Temperature difference between the derived 1D-var temperature and the ECMWF. 
The solid line shows the mean difference and the dashed lines indicate +/- one standard de-
viation away from the mean. The number of measurements as a function of height is identi-
cal to that used in Fig.1. 

In order to measure the quality of the 1D-var solution we construct the differ-
ence of the 1D-var solution and the ECMWF background field at the given loca-
tion.

In Fig. 2 we show the difference for the 1D-var temperature profile. The mean 
difference is less than 0.5 K and the standard deviation is approximately 1 K be-
tween the surface and 35 km. As the 1D-var solution and the background are not 
independent, the interpretation of the statistics in Fig. 2 is not straightforward and 
hence the apparent deviations cannot directly be used as error estimates. The de-
viations become smaller close to the surface as the measurements decrease in 
number near the surface, which gives more weight to the model in the solution.  

The fact that we obtain temperature profiles which still include deviations in 
the order of 1K suggest that we have found a reasonable balance between the 
background errors and the measurement errors used in the 1D-var algorithm.  

4. Conclusions

We have presented a brief overview of the GRAS SAF data products which will 
be produced on the basis of the future GRAS radio occultation mission onboard 
the Metop satellites.  Refractivity and temperature profiles derived using CHAMP 
data are compared against analysis data from ECMWF. The mean refractivity dif-
ference shows high accuracy of 0.5% to 1% in the range between 8-25 km, with a 
standard deviation about 2% or more close to the surface or at 35 km. This is an 
upper limit on the accuracy on the retrieval and consistent with the assumed errors 
in the 1D-var algorithm. The 1D-var temperature compared against ECMWF 
shows consistent deviations of less than 1K, however this cannot directly be inter-
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preted as an accuracy estimate.  A comparison against a completely independent 
measurement is difficult to achieve, as e.g. the radiosonde measurements that are 
suited for direct comparison already has been used as one of the inputs to the 
ECMWF model. Future GRAS SAF validation studies will be carried out using 
the CHAMP radio occultation measurements and will study effects such as sea-
sonal variation, residual ionosphere contributions, and skew profiles using high 
vertical resolution ECMWF data.  
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Summary. The analysis of the amplitude of the GPS/MET and CHAMP radio occultation 
(RO) events revealed clusters (quasi-regular structures) with a vertical size of about 10 km 
and an interior vertical period of ~0.8 to 2 km in the tropopause and lower stratosphere. The 
height interval of the clusters changes from 10 to 40 km. Restored from the RO amplitude 
data, variations of the vertical temperature gradient in clusters dT/dh are from -8 to -9 K/km 
up to 6 to 8 K/km. These variations can be associated with the influence of internal waves 
(gravity waves; GWs) propagating through the atmosphere and mesosphere. We found a 
height dependence of the GW phase and amplitude (the GW “portrait”), using for example 
the amplitude data corresponding to the GPS/MET and CHAMP RO events. For a 
GPS/MET event we estimated the horizontal wind speed perturbations which are in fairly 
good agreement with radiosonde data. Between 10 and 40 km, the horizontal wind speed 
perturbations v(h) are changing in the range v from ~±1 to ±9 m/s with vertical gradients 
dv/dh ~±0.5 to ±15 m/(s km). The height dependence of the GW vertical wavelength was 
derived by differentiation of the GW phase. The analysis of this dependence led to the 
estimation of the GW intrinsic phase speed which changed for the considered events in the 
interval from 1.5 to 5 m/s. The analysis of RO data shows that the RO signal amplitude 
contains valuable information for studying the GW activity in the atmosphere. 

Key words: gravity waves, radio occultation, amplitude, vertical gradient of temperature

1  Introduction

GWs play a decisive role in transporting energy and momentum, in contributing 
turbulence and mixing, and in affecting the atmospheric circulation and tempera-
ture regime [1]. For theoretical studies of the GW phenomena it is important to 
use experimental data, which can reproduce the phase and amplitude dependence 
of the GWs on height. Radiosonde and rocketsonde GW measurements, radar ob-
servations and lidar studies are limited to ground-based sites [1,2], mainly over 
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specific land parts of the Northern Hemisphere, whereas the RO method can be 
applied to measure the GW parameters on a global scale. Atmospheric studies us-
ing the RO technology are based on the analysis of the phase and amplitude of ra-
dio waves after propagating through the atmosphere. The radio signals emitted at 
two GPS frequencies (F1 = 1575.42 and F2 = 1227.6 MHz) by the radio naviga-
tional satellites and received by a small satellite on a low earth orbit (LEO) have 
been used for the RO investigations [3]. The analysis of temperature variations de-
rived from RO phase data furnishes an opportunity to investigate the global mor-
phology of the GW activity in the stratosphere and to measure GW characteristics 
in the atmosphere as shown early in [2,4]. However, these papers were concerned 
mainly with GW statistical parameters. The analysis of the RO signal amplitude is 
a promising tool for the atmospheric research [5,6].  

The aim of this contribution is to demonstrate the possibility of direct observa-
tions of the quasi-regular structure of atmospheric and ionospheric waves using 
the amplitude of RO signals.  

2  Wave trains in the RO data  

The scheme of the RO experiment is shown in Fig. 1. Point O is the center of 
spherical symmetry of the atmosphere. Radio waves emitted by the GPS satellite 
(point G) are propagating to the receiver onboard the LEO satellite (point L) along 
the ray GTL where T is the tangent point in the atmosphere. The point T denotes 
the minimum ray distance from the Earth surface h. The vicinity of the point T in-
troduces the major contribution to the changes of the RO signal. Recordings of the 
RO signal along the LEO trajectory contain the amplitudes A1(t), A2(t) and the 
phases of the radio field at frequencies F1, F2 as functions of time. The time inter-
val for RO measurements τ depends on the orientation between the vertical direc-
tion at the point T and the occultation ray path. The time τ reaches its minimum 
(~30 s) when the orbital planes of the LEO and GPS satellites are parallel. Thus 
the RO experiments record practically simultaneously the impact of the GWs on 
the RO signal because the GW frequencies are usually well below 1/τ ~0.03 s-−1.
The amplitude RO method is appropriate for observation of the internal wave in 
the atmosphere and ionosphere [5,6]. The horizontal resolution of the RO method 
for GWs is changing in the range from 100 to 170 km [4]. The amplitudes of the 
RO signals are shown in Figure 2, panel a) for the GPS/MET event 0316 (July 10, 
1995) and CHAMP event (May 21, 2001). Results of the simulations of the ampli-
tude dependence on height are shown in Fig. 2 a) by the curves M0 and M. For 
calculating M0 we used the refractivity model N(h) = Noexp (−h/H) with 
N0 = 340 (N-units) and H = 6.4 km. We applied the same method to obtain the 
curves M in Fig. 2 a). Here the refractivity model was a sum of damped com-
plex exponentials N(h) = Re[Njexp(−αjh)] with real and complex Nj and αj.
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Fig. 1. Radio occultation ray path for the spherical symmetric case. 

Fig. 2. Panel a): Wave train in the amplitudes A1, A2 (GPS/MET event) and A1 (CHAMP 
event). Curves M0, M correspond to results of the amplitude evaluation using the standard 
and wave models of the refractivity. Panel b): Vertical gradient dt/dh retrieved from the 
amplitude RO data. 

In order to recover the amplitude variations, which concur with the experimental 
data, the parameters Nj and αj were determined. To obtain the vertical profiles of 
temperature and its gradient we use the approach given in [6]. Wave trains with 
intense amplitude variations can be found between 8 and 40 km. Their internal 
vertical wavelength ranges from 0.8 to 2 km. The results of the simulation (Fig. 2, 
panel a), curves M0, M) are in good agreement with the experimental data, which 
corresponds to the reduced level of systematic errors in the amplitude data and 
sufficient accuracy of the model used for simulation. Vertical gradients of tem-
perature retrieved from the amplitude data are presented in Fig. 2, panel b). The 
quasi-regular wave structure with a vertical wavelength λh ~ 0.8 – 2 km is clearly 
perceptible both in the experimental and model data. The intensity and spatial pe-
riod of the wave structure are associated to the phase speed and the horizontal 
wind perturbations of the GWs.  
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3  “Portrait” of gravity waves 

The GW dispersion relationship [1] is valid if the intrinsic frequency of the GW is 
greater than the inertial frequency f but below the buoyancy frequency ωb:

vi =  c−Ucosϕ : λh = 2πvi/ωb (1) 

where λh is the vertical wavelength of the GW,  vi is the intrinsic phase speed, U is 
the background wind speed, c is the ground-based GW horizontal phase speed, 
and ϕ is the azimuth angle between the background wind and the GW propagation 
vectors, which can be measured by an observer moving with the background wind 
velocity. The GW polarization relation [1] has the following form: 

v(h) = Re[ig/(Tbωb)t(h)], ωb
2 = g/TbΓ, Γ = ∂Tb/∂h + 9.8o/km  

dv(h)/dh = dRe[ig/(Tbωb)t(h)]/dh ≈ Re[ig/(Tbωb)dt(h)/dh]
dt(h)/dh = Re{at(h)exp[iΦt(h)]}; dv(h)/dh = Re{a(h)exp[iΦ(h)]}

(2) 

(3) 

where t(h) is the complex amplitude of temperature variations, v(h) is the GW 
horizontal wind perturbation, g is the gravity acceleration, Γ is the adiabatic lapse 
rate, and Tb is the background temperature. The function dv(h)/dh can be derived 
from (2) by differentiating if Tb(h) and ωb(h) are slowly changing at the vertical 
scales ~λh. Factors Tb and ωb are known from the model of the atmosphere in the 
region. To get dv(h)/dh, the analytic presentation of the real signal dt(h)/dh (3) can 
be implemented where at(h) and Φt(h) are the amplitude and phase of the vertical 
gradient of the temperature. The functions a(h), Φ(h) present together a GW “por-
trait’ which is shown in Fig. 3. The phase curve of the GW “portrait“ depends 
linearly, on average, on the height h. The amplitude changes in the interval 0.5 to 
16 m/(s km). In Fig. 3 the altitudes with high (17-19 km, 29-31 km, 35-38 km) and 
low (32-34 km) GW activity are clearly visible. By differentiating the phase Φ(h), 
λh can be derived as function of height and, using relation (1), the GW intrinsic 
phase speed vi can be estimated. As seen in Fig. 4, left panel, the value vi(h) 
changes in the range 1.5 to 5 m/s, corresponding to quiet conditions in the atmos- 

Fig. 3. GW amplitude and phase as functions of height for GPS/MET and 
CHAMP RO events 0316 and 0005. 
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Fig. 4. Left panel: the GW intrinsic phase speed vi(h). Right panel: horizontal 
wind speed perturbations v(h) associated with GW influence for GPS/MET (part 
a) and CHAMP (part b) RO events. 

phere. The integration of the vertical gradient dv(h)/dh reveals the horizontal wind 
perturbations v(h) which are depicted in Fig. 4, right panel, for GPS/MET and 
CHAMP RO events. Curve A in Fig. 4, part a) was obtained by integrating the av-
erage wind speed gradient dv/dh = [dv1(h)/dh +dv2(h)/dh]/2 restored on the 
GPS/MET RO amplitude data. Curve A in Fig. 4, part b) was obtained by integrat-
ing the wind speed gradient dv/dh corresponding to the bottom curve A1 in Fig. 2 
b). The curves M (Fig. 4, part a), b)) describe the simulation results. The curves 1-
4 in Fig. 4, part a) indicate the radio sondes (RS) data corresponding to two sta-
tions in Taiwan: Hualian (1,4) (24.0° N, 238.4° W) and Taipei (2,3) (25.0° N, 
238.5o W), obtained on July 15, 1995 at 00 h UT (1,2) and 12 h UT (3,4), respec-
tively. The curves 1-3 in Fig. 4, part b) data correspond to the same stations and 
indicate the RS data, obtained on May 30, 2001 at 00 and 12 h UT (1,2) (Taipei) 
and 12 h UT (3) (Hualian), respectively. The difference between the Taiwan and 
the GPS/MET RO region latitudes for event 0316 is about 8°, the corresponding 
value for longitudes is about 28°. The difference between the Taiwan and the 
CHAMP RO region latitudes for event 0005 is about 3°, the corresponding value 
for longitudes is about 20°. The time difference between the RO events and RS 
observations was chosen in accordance with the average background westward 
wind velocity of about 6 to 10 m/s between 8 and 30 km. The RS wind perturba-
tions (curves 1-4 in Fig. 4, part a), curves 1-3 in Fig. 4, part b)) were obtained by 
subtracting the polynomial approximation of the fifth power from the experimen-
tal vertical profiles of the horizontal wind speed. As can be seen in Fig. 4, part a), 
the RS data (1-4) are in fairly good agreement with the results obtained from the 
amplitude of RO signals and simulation (curves A, M in Fig. 4, part a), respec-
tively). Some discrepancy of about ±1-3 m/s exists in the height interval 19 to 30 
km. The discrepancy between the CHAMP (curve A in Fig. 4, part b) and RS data 
(curves 1-3 in Fig. 4, part b)) is larger (~±3 to 5 m/s). This difference may corre-
spond to a current state of inversion accuracy. Note that the difference between RS 
and experimental data may be connected with the instability of the receiver gain 
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and the transmitter power, and increasing low-frequency noise (containing trends 
and bias) caused by the integration during the inversion process. Note that RS data 
do not reveal high-spatial frequencies as observed in the RO results. Apparently 
this is due to smoothing effects of the RS measurements. Also, RS data can have 
some distortion in the measured GW vertical periods, if the intrinsic phase speed 
of GWs is comparable with the vertical component of the RS velocity.  

4  Conclusion 

The amplitude of RO signals can be used to retrieve the GW “portrait”. The GW 
“portrait” contains amplitude and phase of the GW as functions of height. The 
analytic form of the GW presentation is convenient for the analysis of experimen-
tal data and can be implemented for the determination of the GW intrinsic phase 
speed and horizontal wind speed perturbations associated with the GW influence. 
The radiosonde wind measurements rhyme satisfactorily with the wind speed per-
turbations retrieved from the GPS/MET RO data. The discrepancy is about 1 to 
2 m/s for heights below 18 km and ~2 to 4 m/s for altitudes between 20 and 30 
km. Thus the RO method appears to be a promising tool to measure the regular 
characteristics of the GWs on a global scale. 
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Summary. Global analyses of Ep as a proxy for gravity wave activity in the stratosphere 
obtained using GPS radio occultation (RO) data from the CHAMP satellite are presented. 
Large Ep values are noticed at tropical latitudes, but also at midlatitudes during winter. A 
correspondence between tropical gravity wave activity and tropical deep convection is 
found. Ep values are also large during the sudden stratospheric warming that occurred in the 
southern hemisphere during September-October 2002.  

Key words: Gravity waves, radio occultation, stratosphere

1  Introduction 

In the Earth’s atmosphere, gravity waves exert a major influence on the large-
scale circulation and structure of the middle and upper atmosphere. Taking this 
into account, it is essential that gravity waves and their dissipation have to be 
modelled or parameterised, respectively, with great accuracy and these models 
should be tested by experimental observations. This requires the need for measur-
ing systems that can observe gravity waves on a global scale. 

During the past two decades, considerable effort has been devoted in charac-
terizing gravity waves using ground-based systems as radar, lidar and radiosondes. 
Unfortunately, although these techniques can provide observations with good 
temporal and vertical resolutions, the ground-based instruments are sparse and un-
evenly distributed. Satellite observations are able to provide global coverage ([1], 
[2]), but are of poor spatial resolution and are not suitable to retain the spectral 
properties of gravity waves. However, they can give a quantitative picture of wave 
activity. Recently, using GPS/MET satellite radio occultation (RO) observations, 
[3] provided a global analysis of stratospheric gravity wave activity with special 
emphasis on winter months. However, radio occultation data from the GPS/MET 
experiment are limited to some campaigns and therefore to short time intervals 
compared with the climatological time scale. Therefore, in the present study, grav-
ity wave activity on a global scale, observed by the CHAMP/GPS satellite, is pre-
sented with higher statistical significance.  
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Most of the sources for the generation of these gravity waves lie in the tropo-
sphere ([4]). In the tropics, it is generally thought that gravity waves are mostly 
generated by cumulus convection ([5], [6]). Therefore the possible connection of 
CHAMP satellite derived gravity wave activity with convection will be analysed.

2  Potential energy as a proxy for gravity waves 

Under linear gravity wave theory, the energy spectrum of gravity waves can be 
separated in an energy density E0 and a horizontal wavenumber and frequency 
part. While the later two cannot be derived from temperature profiles, E0 is chosen 
as a measure of gravity wave activity. E0 is defined as (see, e.g., [3], [7]): 

             pk
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where Ek and Ep are the kinetic and potential energy per unit mass, u’, v’ and w’ 
are the perturbation components of the zonal, meridional and vertical wind, re-
spectively, g is the acceleration due to gravity, N is the Brunt-Väisälä frequency, 
and T and T’ are the mean and perturbation temperatures. According to the linear 
theory of gravity waves, the ratio of kinetic to potential energy becomes constant, 
therefore it is possible to estimate E0 from temperature observations only ([3]). 
However, since presenting E0 after having applied linear theory would not give 
additional information, and because we have no wind measurements here to prove 
a relationship between E0 and Ep, in the following we discuss results of Ep calcu-
lation alone. This calculation mainly depends on the estimation of the temperature 
fluctuation. For this, the procedure adopted from [3], i.e., calculating temperature 
fluctuation by high-pass filter with a cut-off at 10 km is closely followed here. 
Shifting a 10-km window through the respective vertical temperature profiles al-
lows the calculation of Ep for different altitudes while, however, one has to take 
into account that Ep values referring to a specific height includes information from 
a 10 km height interval. 

When interpreting potential energy from radio occultation data, one has to keep 
in mind that horizontal soundings generally see reduced temperature variances, 
which is especially true for short horizontal wavelengths [8,9]. From theoretical 
estimations, [3] found an up to 21% decrease in the amplitudes of radio occulta-
tion temperatures. Since the reduction of measured variance also depends on the 
viewing angle relative to the propagation direction of the gravity waves, which is 
not known, a simple straightforward correction procedure is not available. There-
fore, one has to keep in mind that the following results may contain the effect of 
Ep reduction, which may be different for different heights or regions.
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3  Global distribution of potential energy 

Zonally averaged seasonal means (Nov-Feb, Mar-Apr, May-Aug, Sep-Oct) of Ep
are shown as height-latitude cross-sections in Fig. 1. Data measured during May 
2001 through Jan 2003 is used. Large Ep values at low latitudes up to a height of 
25 km is visible from the figure. For the lowermost heights one has to consider a 
possible influence of the tropopause, however, this should not be the case with the 
data near 25 km height, so that we may conclude that the high values of Ep are at 
least qualitatively realistic. 
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Fig. 1. Height-latitude cross-sections of Ep in different seasons during May 2001 through 
Jan 2003.            
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Another source of uncertainty especially in the tropics is a possible contribution 
of Kelvin or Rossby waves to the analysed Ep. With the approach chosen, i.e., ana-
lysing each temperature profile separately, we are not able to distinguish between 
gravity waves and large-scale waves if they have similar vertical wavelength. The 
region of large Ep in the lower stratosphere extends to 300 in both hemispheres in 
all seasons. Midlatitude Ep values are nearly independent of season in both hemi-
spheres, and increase with height. At higher latitudes, in winter, Ep values are lar-
ger in both hemispheres. During March-April, the latitudinal distribution of Ep
values is nearly symmetric with respect to the equator, which is the case with the 
entire height range considered. Another interesting feature visible in Fig. 1 is that 
large values of Ep are found at southern hemisphere polar latitudes during southern 
hemisphere spring (Sep-Oct), probably in connection with the major stratospheric 
warming in 2002.  

Many of the features above mentioned are already noted by [3]. Fundamental 
differences are the wider latitudinal range of large equatorial values and the large 
values of Ep at southern polar latitudes during Sep-Oct. Further investigations will 
be necessary to reveal the possible reason for this significant enhancement and 
wider latitudinal range.  

4  Outgoing longwave radiation and potential energy 

In the tropics, convection is believed to be the major source for gravity waves. In 
order to study the coherence of Ep with tropical convection, outgoing long wave 
radiation (OLR) is used as a proxy for the latter. As an example, departures of Ep
and OLR from their zonal means in September 2002 is shown in Fig. 2a (top 
panel). The data refer to equatorial values with latitudes up to 10°N or S, while the 
CHAMP data are again calculated as means over 20-25 km height.  

An inverse relationship between Ep and OLR is visible. This is also shown in 
the scatter plot in Fig. 2b (bottom panel), presenting Ep. vs. OLR in all seasons to-
gether. High OLR values are connected with cooling of the lowermost strato-
sphere due to deep convection. Thus, the correlation seen in Fig. 2b indicates a 
connection between equatorial gravity waves and convection. Hence it may be 
confirmed from the data that convection is a primary source for the observed grav-
ity wave activity in the tropics. Still, however, it has to be taken into account that 
of course a particularly a cold tropopause is connected with low OLR values, and 
the tropopause structure may affect the Ep results in the lower stratosphere. There-
fore the clear connection between the calculated Ep and OLR possibly includes 
both the gravity wave effect and some residual influence of the sharp tropopause 
in the vertical profile. 



Analysis of Stratospheric Gravity Wave Activity Using CHAMP RO Temperatures       559 

5  Conclusions 

We have presented a first global picture of potential energy derived from CHAMP 
RO data for heights of 20-30 km. We restricted ourselves to that height range to 
avoid effects due to a sharp tropopause in the tropics and to ionospheric residuals 
at higher altitudes. Since the tropopause is situated at lower heights at middle and 
high latitudes, for these latitudes Ep can be calculated at lower heights also, but 
here we did not do that in order to ensure the comparableness between latitudes, 
and leave the more detailed analysis of high latitude Ep to a later study.  

As expected, large Ep values are found near the equator, as has already been 
shown by [3], but the latitudinal range of this tropical maximum is wider than in 
[3]. Larger values are also found in winter higher latitudes. During southern hemi-
sphere spring, in 2002 very large values have been measured, probably due to the 
stratospheric warming event then. At tropical latitudes, gravity waves are clearly 
owing to deep convection, which can be shown by a comparison of OLR and Ep.
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Fig. 2. (a) Longitudinal variation of low-latitude Ep and OLR deviations from the zonal
mean in September 2002, (b) Ep vs. OLR at 20-25 km near the equator.
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CHAMP RO provide a tool for effectively producing maps of potential energy 
and thus gravity wave activity. Of course, not all relevant parameters are available 
from the vertical profiles, so information about horizontal wavenumber and fre-
quency is not available, so that the momentum flux cannot be calculated. This 
means that the use of CHAMP-derived gravity wave maps as input for numerical 
models is limited. However, information on seasonal variability, vertical distribu-
tion and, in future, interannual variability will be available, so that CHAMP GPS 
measurements will significantly increase our understanding of middle atmosphere 
dynamics. 
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Summary. In this paper an overview of the temperature structure in the tropical
upper troposphere and lower stratosphere (UTLS) region is given using Global Po-
sitioning System (GPS) radio occultation (RO) data from the German CHAMP
(CHAllenging Minisatellite Payload) satellite mission. Several climatologies for
tropopause parameters based on radiosonde data and model analyzes have been
published in recent years. Both the data sources suffer either to less global coverage
or low vertical resolution. This fault can be overcome by the GPS RO technique due
to its global coverage, high vertical resolution, all-weather viewing, and long-term
stability. CHAMP RO data are available since 2001 with up to 200 high resolution
temperature profiles per day. Using CHAMP RO data during May 2001-September
2003, the structure and variability of the tropical tropopause is presented.

Key words: CHAMP, GPS, radio occultation, tropopause, UTLS region, GFZ
Potsdam

1 Introduction

The tropopause separates the troposphere and stratosphere which have fun-
damental different characteristics, for example, chemical composition and
static stability. Thus, the identification of the tropopause is of importance
for describing climate variability and change, and for understanding the
troposphere-stratosphere exchange [1, 2]. According to the World Meteoro-
logical Organization (WMO), the tropopause is defined as the lowest level
at which the temperature lapse-rate is less than 2 K/km and the lapse-rate
average between this level and the next 2 km does not exceed 2 K/km [3].
This is the so-called lapse-rate tropopause (LRT). Beside this definition in the
tropics the potential temperature and the minimum temperature in a vertical
temperature profile (cold-point) is used to locate the tropical tropopause.

In the past, several studies have been performed leading to tropopause
climatologies from different data sources [4, 5, 6]. The most important data
source for the determination of tropopause parameters are radiosonde data
whereas model analyzes (ECMWF or NCEP) suffer from low vertical resolu-
tion and attendant biases. Despite of good vertical resolution of radiosonde
measurements, a global coverage is impossible. On the other hand, investiga-
tions of long-term radiosonde data have to take into account for the inhomo-
geneous time series due to sensor changes. This effect can be overcome by the
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GPS RO technique with its (1) high vertical resolution (less than 1 km), (2)
long-term stability, (3) all-weather capability, and (4) global coverage [7, 8, 9].

The proof-of-concept GPS RO experiment GPS/MET (GPS/Meteorology)
performed between 1995 and 1997 has demonstrated for the first time the
potential of GPS-based limb sounding from LEO satellites for deriving atmo-
spheric temperature and water vapor profiles [8]. Further missions with radio
occultation experiments followed (Øersted, SAC-C, and CHAMP), but the
German geoscience satellite CHAMP is the only one measuring continuously
atmospheric profiles in an operational manner since mid-2001 [10, 11].

First investigations of the thermal structure and variability in the tropical
UTLS region based on GPS RO measurements were performed by [12, 13]
on the basis of the GPS/MET data from 1995-1997 with focus to the so-
called ’prime-times’ (June-July 1995, December-February 1996/97) [9]. First
applications of CHAMP RO data to the UTLS region with a 1-year data
set were published in [14]. Here we present a thermal tropical tropopause
statistics based on GPS RO measurements aboard CHAMP for the May
2001-September 2003 period.

2 The tropical tropopause

2.1 Validation

The temperature in the UTLS region derived from CHAMP is in excellent
agreement with radiosonde measurements serving as an independent data
source for CHAMP RO data validation. As shown by [15], the temperature
bias between CHAMP and radiosonde data is less than 0.5 K between 300-30
hPa for more than 10,000 RO that meet the condition that the radiosonde
was launched within a distance of less than 300 km and with a time delay
less than 3 hours from the CHAMP measurement.

2.2 Time-averaged and spatial structure

Averaged tropopause statistics were computed from individual high-resolution
CHAMP temperature profiles. For the identification of the LRT, the WMO
definition for the thermal tropopause was used [3]. In addition to the LRT
parameters, the cold-point tropopause (CPT) characteristics and the 100-
hPa level features are also included here. The tropical tropopause has not a
sharp boundary. As discussed, e.g., in [5, 16, 17] a tropical transition layer
(TTL) is introduced in which the interaction of convection, the stratospheric
wave driven circulation and horizontal transport processes determine the
troposphere-stratosphere exchange. [17] suggest that the CPT forms the up-
per boundary of the TTL. The 100-hPa level that has also been used for the
identification of the tropical tropopause can only serve as a proxy. On the
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Fig. 1. Monthly means of CHAMP tropical tropopause parameters for the pe-
riod May 2001-September 2003 (LRT: lapse-rate tropopause, CPT: cold-point
tropopause, 100: 100-hPa level).

basis of the individual CHAMP RO measurements monthly averages of the
tropopause parameters were calculated.

Fig. 1 shows the monthly-average tropopause parameters for the equato-
rial zone (10S-10N). The tropopause is highest and coldest during the north-
ern hemisphere winter months, and lowest and warmest during the northern
summer. A discussion of this annual cycle can be found in, e.g., [18, 19]. In
the CHAMP data the LRT altitude has its maximum at 17.0 km in December
and January and the minimum in August and September (16.2 km). During
all months the CPT is about 300-500 m higher than the LRT. The 100-hPa
level is at 16.6 km all time long. In the northern hemisphere winter the 100-
hPa level is in the troposphere and during the southern hemisphere winter
months it is located in the stratosphere. Fig. 1b shows the annual cycle of LRT
and CPT pressure supporting the interpretation for LRT and CPT altitude:
minimum of LRT pressure in December-January (93-95 hPa) and maximum
in August-September (107 hPa). The CPT pressure is about 5-10 hPa lower
than the LRT pressure. Fig. 1c shows annual and zonal tropopause temper-
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ature values from CHAMP RO data. In the equatorial zone the tropopause
temperature is lowest in the northern hemispheric winter months and high-
est during northern summer. Monthly averaged CPT temperatures reaching
-84◦C in December-January and increasing to -79◦C in August. LRT values
are about 1 K higher than CPT temperatures. The potential temperature is
an important value because the tropical tropopause corresponds to an isen-
tropic surface with a potential temperature of on average about 380 K [1].
Typical values of potential temperature in the equatorial zone found in the
CHAMP RO measurements are between 368-374 K for LRT and 374-381 K
for the CPT. The number of CHAMP RO temperature profiles that are the
basis for these investigations can be found in (Fig. 1e).

The spatial structure of the tropical LRT derived from CHAMP RO mea-
surements for the northern hemispheric winter months is shown in Fig. 2.
The highest LRT altitudes during December-February are >17 km in the
tropical western Pacific region and over South America. A smaller maximum
altitude is located over Central Africa and the western Indian Ocean (Fig.

Fig. 2. LRT altitude (a), pressure (b), and temperature (c) for the northern hemi-
sphere winter months (December-February). Contour intervals are (a) 0.2 km, and
values above 16.8 km are plotted with solid lines; (b) 5 hPa, and values below 95
hPa are plotted with solid lines; (c) 2 K, and values below -82◦C are plotted with
solid lines.
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2a). The associated pressure patterns are shown in Fig. 2b. The coldest LRT
temperatures (Fig. 2c) are less than -82◦C correlated with the maximum
LRT altitudes. During the northern hemisphere summer (not shown here)
the area of highest tropopause (>17 km) is moving northward to the south-
Asian monsoon region. The temperature in that region is less than -80◦C as
also in the western Pacific area but here with LRT altitudes reaching only
16.2-16.4 km.

The basis for the contour plots in Fig. 2 are mean tropopause parameters
representing an area of ±5◦ in latitude and longitude. The 6 latitudes (25◦S,
15◦S, 5◦S, 5◦N, 15◦N, and 25◦N) and 35 longitudes (175◦W, 165◦W, 155◦W,
... , 155◦E, 165◦E, and 175◦E) are the centers of the bins. Each of this ar-
eas contain on average about 40 CHAMP measurements. Thus, already this
single satellite constellation leads to a global coverage of the tropical region
for seasonal plots of climate parameters where no interpolation is necessary.
With increasing numbers of RO experiments in the next future the spatial
information density (not only in the UTLS region) of atmospheric climate
change parameters will increase rapidly.

3 Conclusions

Tropical tropopause parameters on the basis of CHAMP RO measurements
for the period May 2001-September 2003 have been discussed. Because of
accuracy, high vertical resolution, and globally distributed temperature data
in the tropopause region the relatively new RO technique is suitable for global
monitoring of the UTLS as an important part of the atmosphere. Changes
in tropopause parameters can be used for the detection of climate change as
already shown by [2]. The CHAMP RO experiment generates the first long-
term RO data set, other satellite missions will follow (GRACE, TerraSAR-X,
METOP, COSMIC) establishing the RO technique for global temperature
monitoring in the UTLS region.
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3 Instituto de Astrof́ısica de Andalućıa, CSIC, Apartado, Postal 3004, Granada,
Spain

Summary. The temperatures retrieved from MIPAS/ENVISAT limb mid-infrared
emission and CHAMP GPS radio occultation measurements are compared at al-
titudes between 8 - 30 km during the stratospheric major sudden warming in the
southern hemisphere winter of 2002. The mean differences between the correlative
measurements of the two instruments are less than ∼1 K with rms deviations of
∼3-5 K. The MIPAS temperatures are slightly higher than those of GPS-RO around
30 km. Possible explanation is discussed.
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1 Introduction

The Michelson Interferometer for Passive Atmospheric Sounding (MIPAS)
instrument onboard the ENVISAT measures stratospheric temperature and
volume mixing ratio (VMR) of various gas species by limb-observing mid-
infrared emissions. The MIPAS temperatures produced by the IMK (Institut
für Meteorologie und Klimaforschung) data processor (for details see [1],[2],
and [5]) are compared with retrievals of other MIPAS data processors based
on synthetic spectra [1], and with a number of other satellite measurements
[6]. These comparisons show reasonable agreements within their individual
specifications.

The Global Positioning System (GPS) receiver onboard the German satel-
lite CHAMP (CHAllenging Mini-Satellite Payload) and Argentinean satellite
SAC-C (Satelite de Aplicaciones Cientificas-C) have provided radio occulta-
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tion (RO) temperature measurements since 2001. Comparison between GPS-
RO/SAC-C and MIPAS temperatures show good consistency [3]. The GPS-
RO/CHAMP temperatures processed at the GeoForschungsZentrum Pots-
dam (GFZ) show agreement with corresponding ECMWF (European Centre
for Medium-Range Weather Forecasts), with a mean difference less than 1
K and a standard deviation of 1.5 K or less above the tropopause [8]. This
study compares the MIPAS and GPS-RO temperatures produced in turn by
IMK and GFZ. The comparisons will benefit both observation systems, in
order to evaluate the methods, to assess their effectiveness, and to produce
definite statements about the exploitability of these data.

2 Data Description and Analysis Methods

The MIPAS temperatures used for this study are IMK product version V1.0.
They are taken from 24 July and the 8 days (see Figure 2) of the Septem-
ber/October in 2002. The retrievals are calculated based on the operational
ESA level-1B data (i.e. calibrated and geo-located radiance spectra). The
ECMWF temperatures are used as initial guess, but not as a priori con-
straint in the sense of optimal estimation. Local thermodynamic equilibrium
(LTE) is assumed, since the non-LTE effects are not significant in the region
below 70 km except for the lower mesosphere in the polar winter regions [2].
The retrieval is performed between 6 and 70 km on a 1-km grid below 44 km
and 2-km above. The observations provide global coverage with 14.4 orbit per
day. The sampling rate is ∼ 500 km along-track and ∼ 2800 km across-track
at the equator. Some measurements with severe cloud contamination were
rejected. The number of available measurements for each day varies from
several tens to low hundreds.

GPS-RO/CHAMP temperatures are taken from GFZ product version 4.
CHAMP provides ∼230 globally distributed vertical profiles per day in the
region of 0-50 km. The vertical resolution ranges from 0.5 km in the lower
troposphere to 1.5 km in the stratosphere and the resolution along the ray
path is around a few hundred km. The GPS-RO measurements are used to
derive the bending angle of each ray by assuming a spherical symmetry of
the atmosphere. This bending angle can be inverted to a profile of the refrac-
tive index. The atmospheric density, temperature, and pressure are obtained
from the known relationship between density and refractivity, the hydrostatic
equilibrium, and the equation of state for an ideal gas. When water vapor
is present, additional information is required to determine the humidity and
density from refractivity profiles. In the GFZ data processor, the ECMWF
temperature profile is used to initialize hydrostatic equation at 43 km and
to derive humidity profiles from the calculated refractivity in an iterative
procedure (for details see [7] and [8]).

For the MIPAS and GPS-RO temperature comparisons presented here,
we have used a measurement coincidence criteria of 5 degrees latitude, 10
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degrees longitude, and 6 hours. We have experimented with other reasonable
coincidence criteria and found the overall results to be not overly sensitive to
the adopted values. Total 844 MIPAS profiles are available for comparison.
The correlative profiles are interpolated to a common altitude grid as that
used by the MIPAS-IMK data. No resolution or averaging kernel is used in
this preliminary study.

3 Comparison Results

Detailed profile-by-profile comparisons (not shown here for brevity) are per-
formed for the MIPAS and GPS-RO measurements between 8 and 30 km at
solstice and polar winter conditions. The cut-off altitudes are due to the GPS-
RO data. Below 8 km the presence of water vapour results in ”cold-biased”
dry-temperature profiles. Above 30 km, the influence of the ECMWF ini-
tialization using ECMWF dominates the derived temperatures. The latitude
coverage of the measurements is global for the 9 days.

We assembled sets of comparisons to reduce influences of geophysical vari-
ations in temperature in order to judge whether any biases are present in the
two observation systems. The mean residuals and root-mean-squared devia-
tions are averaged on daily basis over all available overlapped profiles. They
are presented in Figure 1 for the solstitial and polar winter time measure-
ments. The daily averages of the residuals are in the range between 1 and 3
K with rms deviations of 5-8 K, with larger values occurred for the sudden
warming period. The 8-day mean differences for September/October period
are less than 1 K below 27 km with the rms deviations of ∼4 K, indicat-
ing good agreement between the two data sets. However, the 8-day averages
are seen to slightly increase with increasing height between 25 and 30 km.
Around 30 km, the 8-day mean differences reach a maximum of ∼ 2 K, with
the MIPAS temperatures higher than GPS-RO/CHAMP.

We further examine latitudinal behaviour of the differences. The daily
zonal means of the residuals between MIPAS and GPS-RO temperatures are
displayed in Figure 2 for MIPAS downleg (corresponding to daytime) observa-
tions during the period of September/October of 2002. They are calculated by
sorting available correlative profiles at each leg and individual heights into lat-
itude bins of a 30◦ width. For the eight days, the daily zonal mean differences
are less than ±(0−2)K in wide latitude and altitude regions, with significant
latitude and day-to-day variations. They have relatively small magnitudes
in the latitudes between 30◦S and 90◦N. On the contrary, the mean differ-
ences tend to increase at higher latitudes south of 60◦S and reach maximum
around the south pole, where the MIPAS temperatures are generally lower
than GPS-RO at the low altitudes 15 km, but higher above. The discrepan-
cies between MIPAS and GPS-RO temperatures are significantly increased
on 26 September, peaked around 20-25 km with a maximum magnitude of
4-6 K. On that day, the polar vortex just splat from zonal wavenumber one
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Fig. 1. Mean differences (solid) and root-mean-squared deviations (dotted) of
MIPAS and GPS-RO/CHAMP temperatures (in Kelvin). The data are averaged
on daily basis (thin line) over all available correlative profiles for 24 July (left) and
8 days of September/October, 2002 (right). The thick lines denote overall means
for all days available during the time period.

to two pattern during the unprecedented Antarctic winter stratospheric sud-
den warming. The increased deviations between the MIPAS and GPS-RO
measurements suggest strong influences of the enhanced wave activities.

4 Concluding Remarks

A comparison of ∼850 profiles shows generally good agreement between the
MIPAS and GPS-RO/CHAMP temperatures. The overall mean differences
are estimated at 1 K with rms deviations of 3-4 K. Around 30 km, the MIPAS
temperatures tend to be higher than GPS-RO/CHAMP, with a maximum
mean difference of ∼2 K at 30 km. Larger discrepancies of 4-6 K are also
observed at high latitudes of 60◦S and around 25 km. In order to understand
the consistency and discrepancy, we compared (not shown here) the MIPAS
and GPS-RO temperatures with the ECMWF data. The GPS-RO temper-
atures show better agreement with the ECMWF with the mean differences
less than 1 K throughout the entire altitude region of 8 - 30 km. In contrast,
the mean differences between the MIPAS and ECMWF temperatures are less
than 1-3 K, with an apparent tendency for the MIPAS temperatures to be
higher than the ECMWF at upper heights around 30 km, in particular at
the high latitude region between 60◦S-90◦S.

The tendency for the MIPAS temperatures higher than GPS-RO and
ECMWF around 30 km could be ascribed with the known cold bias in the
ECMWF temperatures between 30 and 45km [4]. It is known that the current
GPS-RO/CHAMP temperatures at these heights depend on the ECMWF
initialization[7]. If one compares the GFZ retrievals with the ECMWF at 43
km, zero bias and standard deviation (pure ECMWF) are expected. This
feature is not associated with the measurement principles, but simply due to
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Fig. 2. Daily zonally averaged temperature differences (in Kelvin) of correal-
tive MIPAS and GPS-RO/CHAMP measurements for the eight days of Septem-
ber/October, 2002. MIPAS observations are in descending node (daytime). The
contour interval is 2 K.

the very straightforward manner of using the initialization information in the
current retrieval scheme. In contrast, the MIPAS-IMK retrieval is performed
for all measurements (spectral microwindows and tangent altitudes) simul-
taneously in a global fit sense with a Tikhonov-type first order smoothing
constraint. The retrieved profiles are not biased towards the initial guess,
i.e. the ECMWF field, but just made smooth[1]. Since the two algorithms
use the background information in different ways, comparison of the derived
temperatures is a bit difficult.

The CHAMP temperature and water vapor profiles also can be derived
by using optimal estimation methods from the observed refractivity. The im-
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plementation of appropriate algorithms is currently under investigation and
it is planned to be implemented at the operational data analysis level. We
note that the refractivity, beside the bending angle the key observable of
the GPS radio occultation method, can be derived without ancillary infor-
mation. Therefore it can be regarded as independent data set, which can be
assimilated to meteorological analyses. This is a new quality of satellite based
remote sensing data.
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Summary. This analysis presents comparisons of the atmospheric temperatures
retrieved from GPS/SAC-C radio occultation observations using the JPL retrieval
software, and from MIPAS/ENVISAT infrared spectrum measurements using the
IMK data processor. Both individual profiles and zonal means of the atmospheric
temperature at different seasons and geo-locations show reasonable agreement. For
the temperatures at altitudes between 8-30 km, the mean differences between the
correlative measurements are estimated at less than 2 K with rms deviations less
than 5 K. A similar cross comparison technique can be used to help validate the
observed temperatures from the new EOS MLS instrument, to be launched in 2004.

Key words: GPS/SAC-C, MIPAS, EOS MLS, temperature.

1 Introduction

Global Positioning System (GPS) radio occultations are active limb sound-
ing measurements of the Earth’s atmosphere, with the advantages of global
coverage, high vertical resolution, self-calibration, and capability to oper-
ate under all-weather conditions. By placing a GPS receiver on a low earth
orbiter (LEO), the phase delays of GPS carrier signals induced by the inter-
vening medium can be accurately measured as the GPS-LEO satellite link
descends through the atmosphere. Under the assumption of geometric optics
and local spherical symmetry of the atmosphere, the phase delay measure-
ments can be directly inverted to yield the index of refraction profile with
vertical resolution that varies from about 0.5 km in the lower troposphere
to about 1 km in the lower stratosphere [Kursinski et al., 1997; Hajj et al.,
2002]. Coupled with the hydrostatic equation, the index of refraction profile
can be converted unambiguously into a temperature profile above ∼5 km,
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where the water vapor contribution is small. This concept of GPS occulta-
tion was successfully demonstrated with the GPS/MET (GPS Meteorology)
mission in 1995 [Ware et al., 1996]. The recently launched, polar orbiting,
Argentinian satellite SAC-C (Satelite de Aplicaciones Cientificas-C) carries a
new-generation occultation-enabled GPS receiver, the ”BlackJack” supplied
by the Jet Propulsion Laboratory (JPL). GPS/SAC-C has been collecting
occultation data nearly continuously since July 2001, with a typical through-
put of about 200 soundings per day. The data are routinely processed at JPL,
and are publicly available.

The Michelson Interferometer for Passive Atmospheric Sounding (MIPAS)
on board the ENVISAT satellite provides vertical profiles of stratospheric
temperature and volume mixing ratio (VMR) of various gas species by limb-
observing mid-infrared emissions [Fischer and Oelhaf, 1996]. The IMK data
processor provides simultaneous retrieval of temperature and line-of-sight
parameters, as well as pressure from measured spectra and the spacecraft
ephemerids. Details of the retrieval scheme and its accuracy have been dis-
cussed by Clarmann et al. [2003] and Stiller et al. [2003]. The IMK MIPAS
temperatures have been compared with a number of other satellite obser-
vations [e.g. Wang et al. 2003], including GPS/CHAMP (Challenging Mini-
Satellite Payload for Geoscientific Research and Application), HALOE (Halo-
gen Occultation Experiment), and SABER (Sounding of the Atmosphere us-
ing Broadband Emission Radiometry), as well as with UKMO (United King-
dom Meteorological Office) stratospheric assimilated data. Both individual
profiles and zonal means of the atmospheric temperature at different seasons
and geo-locations show reasonable agreement. The overall mean differences
are on the order 1 K with root-mean-square (rms) deviations of ∼5 K.

Time MIPAS Total SAC-C Total MIPAS/SAC-C

24-JUL-2002 204 186 41/45
20-SEP-2002 480 183 117/136
21-SEP-2002 384 175 82/96
22-SEP-2002 412 174 96/107
23-SEP-2002 214 135 16/16
24-SEP-2002 213 180 52/58
26-SEP-2002 475 141 101/114
27-SEP-2002 568 166 109/129
11-OCT-2002 292 166 61/66

Table 1. Number of coincidence profiles used for comparison. Coincidence Criteria:
latitude and longitude differences are less than 5o and 10o, respectively, the time
differences are less than 6 hours.

In this study, we will compare temperatures measured by MIPAS and
GPS/SAC-C. This analysis benefits not only the two different limb-viewing
observation systems, but also the future cross-comparison with temperature
measurements from the soon-to-be launched EOS MLS instrument.
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2 Data Description and Comparison Methods

The GPS/SAC-C temperature data are produced by the JPL retrieval soft-
ware. The data provide global coverage with more than one hundred temper-
ature profiles per day (see the 3rd column of Table 1). The retrieval uses Abel
inversion under the assumption of hydrostatic equilibrium, spherical symme-
try of the atmosphere about the ray tangent point, a refractivity expression
and the equation of state [Hajj et al., 2002]. Water vapour is negligible ex-
cept in the lowest 5 km of tropical atmosphere where NCEP analysis is used
to provide water vapour profile. The NCEP temperature at 30 km is used
as an initial guess in the JPL retrieval. For brevity, we here-after call the
GPS/SAC-C data simply as SAC-C data or SAC-C measurements.

The MIPAS temperature data used in this study are version V1.0 of the
IMK data products. The MIPAS limb-viewing observations from ENVISAT
provide global coverage with 14.4 orbits per day. At a given latitude over
the course of a day, about 30 longitudinal points are sampled, 15 each in the
ascending and descending modes. The sampling in the two legs corresponds
to two different local times, each of which remains approximately constant
for successive orbits, changing by only 20 minutes per day. The V1.0 retrieval
is performed between 6 and 70 km with a grid spacing of 1 km below 44 km
and 2 km above. Local thermodynamic equilibrium (LTE) is assumed in the
retrievals, since the non-LTE effects are not significant in the region below
70 km except for the lower mesosphere in the polar winter regions. Some
measurements were rejected due to severe cloud contamination. The number
of available measurements for each day is usually a few hundreds (see the
2nd column of Table 1).

The temperature data used for this comparison analysis are taken from
different geo-locations for two periods in 2002 when the MIPAS data are avail-
able. Due to characteristics of the sampling scenarios for the two datasets, it
is difficult to achieve excellent spatial and temporal coincidence for individual
pairings of MIPAS profiles with correlative SAC-C measurements. As a first
order approximation, individual paired-profile comparisons are conducted for
those measurements with latitude and longitude differences smaller than 5o

and 10o , respectively. The time differences between the paired profiles are
limited to < 6 hours. The paired profiles are then interpolated to a common
altitude grid as that used by the MIPAS data. No averaging kernel is used in
this study.

3 Results

Individual temperature profile comparisons are performed for the MIPAS and
SAC-C measurements between 5-30 km. The total MIPAS, SAC-C sampling
profiles and the numbers of MIPAS/SAC-C correlative profiles used for this
study are listed in Table 1. One MIPAS profile may have multiple SAC-C
coincidences due to the sampling characteristics and our coincidence criteria.
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Note that by the time this study was conducted, MIPAS measurements were
only available for July 24 and 15 days in September-October (8 days used
in this study). During the later period, an unprecedented Antarctic winter
stratospheric sudden warming event occurred [Manney et al., 2004].

For brevity, plots of detailed profile-by-profile comparisons are not dis-
played here. The mean differences and the rms deviations averaged over all
available paired profiles are presented in Figure 1left for July 2002 and Figure
1right for the September/October periods. In general, the MIPAS and SAC-C
temperature profiles agree well, with overall mean differences <2 K and the
rms deviations <5 K or more throughout troposphere and lower-stratosphere.
For the July 24 profile, the mean MIPAS temperatures are slightly warmer
(∼1 to 2 K) than the SAC-C temperatures. Both data sets show good agree-
ment above 20 km, although the mean MIPAS temperatures are somewhat
cooler by ∼1 K near the tropopause (∼12-18 km).

In order to examine the latitudinal behavior of the two data sets, we com-
pare the daily zonal means of these temperature differences. To determine the
zonal means, all available longitudinal data at individual heights are sorted
into latitude-bins of a specified width (10o in latitude are used for this study,
in order to have enough data points available in each bin). The daily means
of available data points are computed separately for each leg. Figure 2 show
the daily zonal mean temperature differences between the correlative MIPAS
(descending mode) and SAC-C measurements. In general, there are random
differences of 2-4 K in wide latitude and altitude regions. The noticeable
large differences are about 6-10 K at high latitude of 60oS around 20-25 km
during 22-27 September, 2002, when the MIPAS temperature measurements
reported a major polar stratospheric warming event [Manney et al., 2004].
The cause of this MIPAS warm-bias over SAC-C, however, is not clear at
present.
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Fig. 1. Mean differences (solid) and rms deviations (dotted) of MIPAS and SAC-C
temperatures (K). The light-lines are data averaged over all available paired profiles
on a single day, dark solid-lines are averaged over all the measurement days: 1 day
for July 24 (left), 8 days for September-October (right).
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Fig. 2. Daily zonal averaged temperature differences (K) of correlative MIPAS and
SAC-C measurements. MIPAS observations are taken from the descending mode.
The temperatures are contoured by 2 K interval.

4 Future comparison with EOS MLS

The Earth Observing System (EOS) Microwave Limb Sounder (MLS) is a
‘second-generation’ MLS experiment [Waters et al., 1999] to be launched on-
board the NASA EOS Aura satellite in 2004. EOS MLS measures atmospheric
composition, temperature, cloud ice, and pressure from observations of ther-
mal emission at microwave wavelengths as the instrument field-of-view is
scanned through the atmospheric limb. For temperature measurement, EOS
MLS has a vertical and global coverage similar to that of MIPAS. The stan-
dard MLS temperature product is expected to have ∼2 K precision or better
from 500 to 0.001 hPa (some smoothing will be applied between 10-0.001
hPa in both vertical and along-track direction). The cross-comparison tech-
nique that is used in this study provides a useful comparison and validation
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tool for the temperature measurements from EOS MLS. In addition, cross-
comparison and validations of temperatures, water vapor, ozone and other
species measured by MLS and MIPAS will be especially valuable for stud-
ies related to stratosphere ozone depletion, greenhouse gases transformation,
troposphere-stratosphere exchange, and radiative forcing of climate change.

5 Concluding Remarks

We compared ∼770 correlative profiles of MIPAS and SAC-C temperatures
between 5-30 km. Both, individual profiles and zonal means of the tempera-
ture at two different seasons and various geolocations show reasonable agree-
ment. The overall mean differences are estimated to be less than ∼2 K with
rms deviation of less than 5 K. No apparent height dependence exists. Simi-
lar technique can be applied for a cross-comparison between MIPAS and EOS
MLS instruments.
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Structure and Variability of the Tropopause Obtained 
from CHAMP Radio Occultation Temperature Profiles 
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Summary. The global structure and variability of the tropopause observed using 
CHAMP/GPS radio occultation observations from May 2001 through September 2003 are 
presented. Tropopause temperature and height observed by CHAMP/GPS has been com-
pared with radiosonde observations at a sub-tropical site. At polar latitudes, the tropopause 
sharpness found to be highest in summer and lowest in winter with slight differences be-
tween hemispheres.  

Key words: Tropopause, radio occultations

1  Introduction 

Using tropopause characteristics as indicator for climate variability has focused in-
ternational interest on this region of the atmosphere ([1]). However, due to the 
coarse vertical resolution of ECMWF or other analysis data, and the uneven dis-
tribution of radiosondes with gaps especially over Oceans, at low latitudes and in 
the polar regions, the comprehensive investigation of tropopause characteristics is 
difficult. A new and promising tool to analyze the tropopause characteristics and 
variability are GPS radio occultation data, which are characterized by high vertical 
resolution and global sampling. The latter is particularly advantageous in the trop-
ics, where radiosonde measurements are sparse. Moreover, radio occultation ob-
servations are calibration-free, therefore have excellent long-term stability, and 
they are insensitive to clouds and rain.  

Recently, using GPS/MET observations, the variability of the tropical tro-
popause region was studied by [2,3]. They showed the high accuracy of GPS/MET 
retrievals especially in tropics. It is also reported that sub-seasonal variability of 
tropopause temperature and height appears to be related to wave-like fluctuations 
(such as gravity and Kelvin waves) and significant correlations are also found be-
tween GPS/MET observations and outgoing long wave radiation data. However, 
these studies are restricted to tropical latitudes.  

Using CHAMP measurements, extended analysis of the tropopause region is 
possible using the advantages of this system. These are a larger number of occulta-
tions compared to GPS/MET due to improved GPS receiver technique (JPL’s 
state-of-the-art ‘BlackJack’ flight receiver) and optimized occultation infrastruc-
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ture that allows continuous atmospheric sounding independent of the Anti-
Spoofing mode of the GPS system.  

For the present study we use level 3 version 004 data from May 2001 to Sep-
tember 2003 that are produced by GFZ Potsdam [4]. Besides this data, tempera-
tures observed with radiosondes are also collected to compare with CHAMP/GPS 
data.

2  Comparison with standard radiosonde data 

Before analyzing tropopause characteristics by radio occultation data, the ob-
served temperature profiles need to be compared with other well-established tech-
niques. We use standard pressure-level radiosonde temperatures (10-30 km) over a 
sub-tropical latitude (Pan Chiao, Taiwan, 25oN, 121oE) to compare with 
CHAMP/GPS data. Notwithstanding the global coverage of CHAMP occultations, 
very close coincidences with radiosonde ascents are very rare. Therefore differ-
ences of ± 2o latitude, ± 20o longitude and ± 2 hours have been accepted for coin-
cidences of ground based and satellite derived profiles. It is true that comparison 
with one radiosonde is not a validation. Furthermore, the radiosonde data are not 
high-resolution results, however, Pan Chiao radiosonde ascents of similar resolu-
tion have been used to study tropopause characteristics [5]. Fig. 1 therefore gives 
an impression, which structures are visible in the CHAMP GPS data in compari-
son with the standard analyses of radiosondes. To give an impression of the repre-
sentation of the tropopause in both datasets, an example of vertical temperature 
profiles is shown in Fig. 1, left panel. 

The results for all seasons (with a total of 59 profiles meeting the above men-
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Fig. 1. Example of a CHAMP radio occultation temperature profile together with ra-
diosonde data (left panel). In the right panel the mean differences radiosonde-CHAMP are
plotted for 59 profiles of nearest coincidence. 



Tropopause Structure & Variability from CHAMP RO Temperature Profiles    581 

tioned criteria) are shown in the right panel of Fig. 1. The differences observed 
with CHAMP-radiosonde measurements are plotted between 14 and 18 km during 
May 2001 to June 2002. The “error bars” show the standard deviation. The com-
parison of the CHAMP profiles with radiosonde shows excellent agreement. Near 
the sub-tropical tropopause (around 16 km), the mean deviation is about 0.5-1 K, 
with colder CHAMP data, which also has been observed by [6] using ECMWF 
analysis. This is possible due to a better vertical resolution of radio occultation 
measurements in comparison to the analyses that were available on standard pres-
sure levels (radiosonde). This comparison reveals the high accuracy of 
CHAMP/GPS measurements, especially at a sharp tropopause, which is more of-
ten seen at tropical latitudes. 

3  Tropical and midlatitude tropopause 

To demonstrate the potential of CHAMP tropopause analysis, Fig. 2 shows the 
cold point tropopause temperatures in December 2001 between 50°S and 50°N. 
The coldest temperatures are found near the equator. Minimum temperatures are 
lower than 185 K, but non-zonal structures are well visible with the coldest 
tropopause over the Indonesian sector.  

Fig. 3 shows the tropopause height and temperatures near the equator (±10o

latitude) obtained using CHAMP observations during May 2001 to Dec. 2002.  
Tropopause height and temperature show a clear annual cycle with peaks during 
Northern Hemisphere winter and summer, respectively. The annual mean equato-
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Fig. 2. Latitude-longitude plot of the cold-point tropopause temperature in December 2001. 
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rial tropopause height and temperature is 17.2 km and 191.5K, respectively. Using 
30 years (1961-1990) of data from a radiosonde network, [7] reported correspond-
ing values of 16.9 km and 197.7 K. While the height is comparable with the 
CHAMP data, the radiosonde temperature is 6 K higher, probably due to the lower 
vertical resolution of standard radiosonde analyses. However, one has to take into 
account that here we compare a rather short CHAMP data set with a climatologi-
cal statistics, so that conclusions should be drawn with caution. For more detailed 
analyses of the tropical tropopause region the reader is referred to [8]. 

4 High-latitude tropopause 

Fig. 4 shows the comparison of the radiosonde and CHAMP observed polar mean 
tropopause sharpness over both the Artic and Antarctic. Radiosonde results have 
been taken from [9]. The sharpness is defined as the change of the vertical tem-
perature gradient across the tropopause [10]. The CHAMP results over Central 
Antarctica (upper left panel) and also over Eastern Europe/Western Siberia (70-
80N; 40-100E, upper middle panel) are very similar to those obtained with the ra-
diosonde network data. The error bar in the figure shows the standard deviation 
obtained while averaging over the time period of May 2001-Sep. 2003.  

There exist significant differences between radiosonde and CHAMP observa-
tions over of Alaska-Canada (70-80N, 200-260E) in some months, but above all 
over Eastern Europe/Asian higher midlatitudes (55-60N; 40-100E). The reason for 
these observed discrepancies could be partly attributed to the different times of 
observations. We have to take into account that CHAMP observations data still 
base upon few years. Possible differences therefore should be further investigated 
using additional observations from CHAMP and other GPS radio occultation mis-
sions in future.  
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5  Conclusions 

Using CHAMP GPS radio occultation temperature profiles it is possible to obtain 
a global picture of the tropopause temperature and height. Since the temperature 
profiles are available with high vertical resolution, the results, particularly for the 
tropics, are superior to those obtained from standard radiosonde analyses. In addi-
tion, the global coverage of GPS profiles allows the construction of global fields 
without limitations due to insufficient data coverage. 

Monitoring tropopause parameters has proven to be an appropriate mean for de-
tecting climate variability and man-made influence on climate [1]. The potential 
for improving the quality of tropopause monitoring through GPS radio occultation 
makes these satellite measurements an important tool for further climate research. 

Acknowledgements: We wish to thank GFZ Potsdam and the CHAMP team for providing 
CHAMP/GPS data. This study was supported by DFG under grant JA 836/4-2. 
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Summary. A data assimilation process that employs best linear unbiased estimation has 
been applied to slant total electron content data from the IGS network and CHAMP. The 
data has been assimilated into a three dimensional electron density grid for a test day in 
June, 2003. The accuracy of these assimilations has been assessed through the use of 
independent GPS data. 

Key words: Ionosphere, ionospheric data assimilation, slant total electron content 

1  Introduction 

Comprehensive, global and timely specifications of the earth's atmosphere (par-
ticularly the refractivity of the troposphere and ionosphere) are required to ensure 
the effective operation, planning and management of many radio frequency sys-
tems. Although many ground based techniques have been developed to measure 
atmospheric refractivity, methods using the Global Positioning System (GPS) are 
being increasingly investigated. These include measurements from both ground 
based receivers and from space based radio occultation (RO) receivers. RO in-
volves monitoring transmissions from GPS satellites using receivers on Low Earth 
Orbiting (LEO) satellites [Hajj and Romans, 1998].

The Electron Density Assimilative Model (EDAM) has been developed to ex-
ploit GPS measurements of slant total electron content (TEC) [Angling and Can-
non, 2002]. The problem is mathematically under-determined because the amount 
of information that can be extracted from GPS TEC measurements is low com-
pared to the required resolution of the electron density field under investigation. 
Therefore it is necessary to utilise a priori information about the state of the iono-
sphere. EDAM employs data assimilation techniques to incorporate GPS TEC 
data into a background model of the environment. Such techniques are well suited 
to both sparse and under-determined data sets, where the aim is to combine meas-
urement data with a background model in an optimal way [Rodgers, 2000]. Since 
both the observations and the background model contain errors it is not possible to 
find the true state of the environment. Nevertheless, a good statistical estimate of 
the state may be found. One additional advantage of a data assimilation approach 
is that it overcomes the limitations of the traditional Abel Transform method of 
inverting RO data: spherical symmetry is not assumed, occultations do not have to 
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be close to the orbital plane of the receiver, and both the transmitter and receiver 
need not be outside of the atmosphere. 

The emphasis of EDAM’s development has been to produce a practical ap-
proach that enables the efficient assimilation of many measurements on a single 
processor PC. Furthermore, the intention has been to develop a scalable system 
that can be applied to a wide range of data densities. This paper describes the algo-
rithm employed by EDAM and presents a test assimilation of data from the Inter-
national GPS service (IGS) and the CHAMP satellite. The quality of the assimila-
tion will be assessed through a comparison with independent slant TEC data. 

2  The Electron Density Assimilative Model 

The following sections describe the best linear unbiased estimation (BLUE) tech-
nique that has been used in EDAM to directly modify electron density grids pro-
duced by an ionospheric model. 

2.1 Observations 

The observation vector (y) consists of a series of p GPS slant TEC measurements. 
The TEC is calculated from both the L1/L2 phase and pseudorange differences. 
The phase ambiguity can then be found by minimising the squared difference be-
tween the phase and pseudorange TECs. For the purposes of this work the remain-
ing differential code biases (DCB) have been removed by using the values calcu-
lated by the Centre for Orbit Determination in Europe (CODE) in Switzerland for 
the GPS satellites and IGS ground stations. A DCB of 9ns has been estimated for 
the CHAMP RO receiver [Heise et al., 2004]. Associated with each slant TEC is 
the time, date, and positions of both the receiver and the GPS satellite. The errors 
associated with each slant TEC are assumed to be independent and variances are 
all assumed to be equal. Therefore the observation error covariance matrix R is di-
agonal (with dimensions p×p) and has the same value in each diagonal element. 

2.2 Background model 

The Parameterised Ionospheric Model (PIM), which contains the Gallagher Plas-
masphere model, has been used to produce EDAM’s background model. Values of 
electron density are generated on a 4° × 4° latitude-longitude grid and at 60 alti-
tudes ranging from 90 km to 24000 km. The vertical resolution ranges from 2 km 
in the E region to 2000 km in the plasmasphere. From this grid, those voxels that 
are intersected by, or are close to voxels intercepted by, rays from the GPS to the 
LEO are rasterised to form the background model (xb, containing n elements). 

The background model error covariance matrix, B, is block diagonal with di-
mensions n×n. For ground based measurements, the background error variance at 
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each height, (i.e. the values which comprise the diagonal elements of the back-
ground error covariance matrix) is assumed to be proportional to the square of the 
electron density in the background model at that height. For RO measurements the 
diagonal elements are assumed to be proportional to electron density to the power 
of 1.5 . This acts to maximise the absolute errors in the F region, where it is ex-
pected that the ionosphere is most variable. The higher power is required for the 
ground based measurements because these measurements contain less vertical in-
formation and must, therefore, be more strongly constrained. The error covari-
ances are estimated from the error variances, the vertical separation, and an esti-
mate of the vertical scale height in the ionosphere. Only matrix elements within ±4
altitude levels of the diagonal elements of B have their covariances calculated. All 
other elements are assumed to be zero. For points that are separated in latitude or 
longitude, the covariance is further scaled by the horizontal ionospheric scale 
length. A scale length of four degrees has been assumed. 

2.3 Observation operator 

The observation operator, H, describes the way in which the rays from the GPS 
satellite pass through the background model. The operator consists of a p×n ma-
trix, where each row is associated with one point in a modelled observation. Such 
a point (e.g. the ith) is a measure of the slant TEC along the ray and can be mod-
elled by the sum of the electron density in the jth voxel (xj) multiplied by the ray 
length within the jth voxel (Hij):

   bHxTEC ==
=

n

j
jiji xHTEC

1
 (1) 

2.4 Analysis 

The BLUE technique produces an analysis (xa) based on the background model 
(xb), which is modified linearly by differences between the observation vector (y)
and the background state acted on by the observation operator [Rodgers, 2000]: 

   ( ) 1TT

bba

RHBHBHK

)HxK(yxx
−

+=

−+=
 (2) 

where the weight matrix, K, is dependent on the background and observation error 
covariance matrices. 
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2.5 Time evolution 

During each assimilation period (i.e. 15 minutes) the ionosphere is assumed to be 
unchanging and each measurement is assimilated in turn. This reduces the mem-
ory requirements for the process, since for each measurement only a sub-set of the 
full background model need be used.  

After all the measurements from one assimilation period have been assimilated 
it is necessary to evolve the analysis in time to provide the background model for 
the next period of assimilation. For the results reported here, a simple persistence 
model (in geomagnetic latitude and local time) has been adopted for the iono-
spheric evolution. 

3  Test assimilation 

EDAM has been used to assimilate data from the IGS network and from the 
CHAMP RO payload for day 165 of 2003 (14th June). Only IGS data available in 
hourly RINEX files, and for which a CODE DCB is available has been used, re-
sulting in the assimilation of approximately 75 stations distributed globally (Fig-
ure 1). Four stations (GODE, PERT, SUTH and ZIMM) have been selected to 
provide a test set against which to test the EDAM analysis. These stations are not 
included in the assimilation itself. 

Data is assimilated in periods of 15 minutes. At the end of each assimilation pe-
riod, slant TEC data from each of the four test stations is compared to slant TECs 
generated by integrating through the EDAM analysis and through the output of 
PIM (run for the appropriate time). 

Fig. 1. Map of IGS stations used in the assimilation (circles) and used for valida-
tion (triangles). 
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Histograms of the slant 96 TEC differences generated for the test day show the 
reduction in TEC difference when EDAM is used in preference to PIM (Figures 1 
to 4). Furthermore, the RMS slant TEC differences show an improvement when 
using EDAM (Table 1). For example, the RMS slant TEC error at the ZIMM IGS 
station is reduced from 11.0 to 4.1 TECu.  

Due to the sparse nature of the CHAMP measurements and the fixed locations 
of the test points, the inclusion of CHAMP data in the assimilation does not have a 
large impact on the results. The impact of RO on ionospheric assimilation is likely 
to increase as the number of satellites increases. Future studies will assess the im-
pact of radio occultation constellations on EDAM assimilations. 

Fig. 2. Slant TEC difference between the 
EDAM analysis (solid line) and PIM 
(dotted line) and the GODE IGS station. 

Fig. 3. Slant TEC difference between the 
EDAM analysis (solid line) and PIM (dot-
ted line) and the PERT IGS station. 

Fig. 4. Slant TEC difference between the 
EDAM analysis (solid line) and PIM (dot-
ted line) and the SUTH IGS station. 

Fig. 5. Slant TEC difference between the 
EDAM analysis (solid line) and PIM (dot-
ted line) and the ZIMM IGS station. 
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 PIM EDAM 
GODE 8.5 4.0 
PERT 6.1 4.6 
SUTH 6.1 3.5 
ZIMM 11.0 4.1 

Table 1. RMS slant TEC differences for EDAM and PIM. Values are in TEC 
units. 

4  Conclusions and future work 

EDAM has applied data assimilation techniques to ground and spaced based GPS 
slant TEC measurements of the ionosphere. EDAM shows the potential to provide 
a consistent method of combining measurements and a background model, thus al-
lowing a more accurate specification of ionospheric electron density. 

The effectiveness of data assimilation is highly dependent on the accuracy of 
the relevant error covariance matrices (both observation errors and background er-
rors) and further work is required on their specification. In particular, different 
values for the latitudinal and longitudinal horizontal scale lengths should be de-
veloped that can be varied for different locations. 
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The Continuous Wavelet Transform, a
Valuable Analysis Tool to Detect Atmospheric
and Ionospheric Signatures in GPS Radio
Occultation Phase Delay Data
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Summary. GPS radio occultation phase delay (PD) data contain valuable infor-
mation about atmosphere and ionosphere and its structure, based on the recorded
changes of the direct GPS signal between LEO and GPS satellite. PD data contain
signatures of surface reflections mainly above water and snow/ice covered regions
which have successfully been detected and analyzed with the radio holographic (RH)
method recently. Reflection signatures in the PD data can also be detected and ana-
lyzed with the continuous wavelet transform (CWT) in a strait forward manner, e.g.
without requiring any additional information/forward model or reference field. The
use of the CWT as an additional tool to analyze PD data is described and the assets
and drawbacks in comparison to RH are discussed. Two years of consistent CHAMP
PD data have been analyzed with CWT. The signature of surface reflections can be
detected successfully. The CWT based method also reveals weak signatures during
times when the direct GPS signal is not influenced by the atmosphere and trav-
els only through the ionosphere. Different classes of ionospheric signatures can be
isolated. The geographical distribution of each signature class reveals different pat-
terns. Such observations may contribute to investigations of ionospheric structures
like sporadic E or spread F layer.

Key words: CHAMP, GPS, Radio occultation, Continuous wavelet transform,
CWT, Atmosphere, Ionosphere, Reflections

1 Introduction

GPS radio occultation PD data contain valuable information about the at-
mosphere (e.g., [2]) and ionosphere (e.g., [3], [4]) and its structure, based on
the recorded changes of the direct GPS signal between LEO and GPS satel-
lite. [1] already applied a wavelet based method on a simulated occultation
signal. This study evaluates qualitatively which signatures beside the direct
occultation signal can be retrieved from about 2 years of CHAMP PD data
using the CWT [5].
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Fig. 1. The wavelet spectrum presents low energy by pink, higher energy by
blue/green/yellow. The x-axis represents time given in data-samples. The y-axis
starts at high frequencies and goes up to lower frequencies. Left: Wavelet spectrum
of a model signal composed of different varying frequencies. Middle and right: The
amplitude/snr of the PD data is plotted in black, the phase in blue. A running mean
of the amplitude is printed in red, its standard deviation in turquoise. A star on the
globe marks the location of the occultation. Middle: Wavelet spectrum of CHAMP
PD data. Right: Type ATMO-A signature, after subtracting the direct signal.

2 Method

The CWT of a discrete sequence is defined as the convolution of the sequence
with a scaled and translated version of a function, called the mother wavelet.
By varying the wavelet scale and translating along the localized time index,
one can construct a two-dimensional picture showing both the amplitude of
any features versus the scale and how this amplitude varies with time. The
result represents the wavelet energy spectrum. The wavelet function must
have zero mean and must be localized in time and frequency. In this study
the Morlet wavelet is used. It is constructed of a plane wave and modulated by
a Gaussian. The time series must have equal time spacing. The relationship
between wavelet scale and Fourier frequency depends on the used wavelet
function and can be derived analytically for a particular wavelet function. In
the wavelet spectrum signals with constant frequency appear as horizontal
lines or as line segments when the signal occurs only sporadically. Frequencies
higher than the Nyquist frequency (in this study 25 Hz) are aliased back into
the spectrum (Fig. 1, left panel).

CHAMP calibrated atmospheric phase delay data (CH-AI-2-PD) [6] are
interpreted as complex time series with a sampling rate of 50 Hz. The signal-
to-noise ratio for the L1 Coarse/Aquisition data is used as amplitude and
the associated atmospheric phase delay is used as phase. A running mean
phase is calculated and subtracted in order to restrain the energy of the di-
rect occultation signal (Fig. 1, middle and left panel). The wavelet energy
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Fig. 2. Three different types of ionospheric signatures can be identified with CWT-
CS. From left to right: type IONO-A, IONO-B and IONO-C

spectrum is calculated in a 2-dimensional grid and represents the normalized
energy at each wavelet scale and discrete time sample. In order to screen the
large PD data set a classification scheme (CWT-CS) was developed which
automatically analyzes the 2-D wavelet spectrum for structured energy pat-
terns. CWT-CS classifies the energy patterns into 4 characteristic types of
signatures which could be regularly observed in the PD data. The signature
is classified as atmospheric type ATMO-A (Fig. 1, right panel) in case the
energy pattern is observed when the phase delay starts to be influenced by
the neutral atmosphere, else as ionospheric type IONO-A, -B or -C (Fig. 2).

3 Data Analysis and Discussion

106,160 CHAMP GPS radio occultation events are used from the time pe-
riod between 14 May 2001 and 22 August 2003. CWT-CS detected 26,870
atmospheric signatures and 14,010 ionospheric signatures which could be sep-
arated into 3 different classes, 6,140 of type IONO-A, 2,887 of type IONO-B
and 4,983 of type IONO-C. Each signature class reveals a different global
distribution pattern (Fig. 3). Most ATMO-A events occur over Antarctica’s
inland ice and over the shelf ice between 330◦–150◦E and 160◦–270◦E lon-
gitude respectively. Events also cluster at the area of the Bering Sea and
the equatorial current belt systems. During a shorter data period (26 Au-
gust 2001 – 1 February 2002) the CWT-CS detected atmospheric signatures
are compared to the results obtained with RH. RH uses a reference model
which only allows those rays which undergo a reflection at Earth’s surface [2].
From 27,546 recorded CHAMP occultation events RH identifies 6,471 reflec-
tion signatures while CWT-CS detects 4,934 ATMO-A signatures. As can be
seen in Fig. 3 and [2], CWT-CS can detect strong reflections from ice- and
snow covered areas, but unlike RH CWT-CS also registers a large number of



594 Achim Helm et al.

-60˚ -60˚

-30˚ -30˚

0˚ 0˚

30˚ 30˚

60˚ 60˚

1

2

3

4

5

6
I
O
N
O

C

e
v
e
n
t
s

-60˚ -60˚

-30˚ -30˚

0˚ 0˚

30˚ 30˚

60˚ 60˚

1

2

3

4

5

6
I
O
N
O

B

e
v
e
n
t
s

-60˚ -60˚

-30˚ -30˚

0˚ 0˚

30˚ 30˚

60˚ 60˚

1

2

3

4

5

6
I
O
N
O

A

e
v
e
n
t
s

-60˚ -60˚

-30˚ -30˚

0˚ 0˚

30˚ 30˚

60˚ 60˚

2
4
6
8

10
12
14
16
18

A
T
M
O

A

e
v
e
n
t
s

Fig. 3. Global distribution of CWT-CS detected signature events using CHAMP
PD data between 14 May 2001 and 22 August 2003. A Mollweide projection with a
geographical grid of 30◦ x 30◦ is used, with the central meridian located at the left
border. The events are counted within a global grid of 3◦ x 3◦ resolution.
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Fig. 4. Left: Ionospheric class distribution relative to local time (LT) between
14 May 2001 and 22 August 2003, data excluded from polar regions (above ±65◦

latitude). Right: Daily occurrence of each ionospheric signature in relation to the
daily number of registered PD-data in comparison to the planetary equivalent daily
amplitude (Ap) index during 2002.

events at locations on continents where reflections are not expected. IONO-A
events can be frequently observed within ± 30◦ latitude with a strong local
pattern. Additionally IONO-A events concentrate at the Bering Sea and loca-
tions around -60◦ latitude. IONO-B events do not show such pronounced local
pattern. IONO-C events are mainly distributed between ± 15◦–60◦ latitude,
in the southern hemisphere roughly limited to the region of the southern
pacific ocean. The number of IONO-A and IONO-B events decreases dur-
ing local-day-time (10:00–20:00 LT), while IONO-C events rapidly drop after
local-midnight (01:00–06:00 LT, Fig. 4, left). During 2002 some signals/peaks
can be observed in the relative number of all ionospheric signatures (Fig.
4, right), e.g. between day of the year (DOY) 40–65, 155–175 and 340–365.
The comparison with magnetic field disturbances represented by the Ap index
shows no direct correlation. The highest variability is observed in the IONO-C
data set. Between DOY 70–105 only a low number of IONO-C events can be
counted daily. From DOY 105–125 a strong increase can be observed while
the Ap index has a high amplitude for several days. A similar longer lasting
high amplitude of the Ap index (DOY 270–285) does not result in a higher
occurrence of IONO-C events.

Taking into account the PD signal form and the height (point of closest
approach) of about 90–130 km, IONO-C events can be partly connected to
sporadic E. Due to the integral character of PD data, parts of IONO-C events
may also be connected to spread F and the equatorial fountain effect because
of the geographical pattern and the local time distribution of IONO-C sig-
natures. During IONO-A events longer-lasting amplitude fluctuations can be
observed in the PD data. In the CWT spectrum an energy signature can be
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observed with a varying frequency shift to the direct PD signal, similar to
ATMO-A.

4 Conclusions and Outlook

In comparison to CWT-CS RH can better identify surface reflection events.
CWT-CS detects 4 different types of signatures in 2 years of CHAMP PD
data. All show different geographical distribution patterns. Parts of ATMO-A
signatures can be identified as surface reflections and the energy signature
can be interpreted as frequency shift of the reflected signal. Parts of IONO-C
signatures can be connected to ionospheric structures and may contribute to
further investigations of sporadic E or spread F. Additionally, CWT-CS can
potentially be used to watch for short and weak noise signals (e.g. 1 Hz in
Fig. 1, middle panel, sample 500–1500) in the PD data. Nevertheless CWT-
CS offers an adequate tool for analyzing PD data in case no suitable reference
model is available or no background information is known, but interpretation
of the results is more difficult.

Acknowledgement. The authors are very grateful to all the colleagues of the CHAMP
team for the given support and data. The National Geophysical Data Center kindly
provided the Ap index data.
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Schwintzer P, eds, First CHAMP Mission results for Gravity, Magnetic and At-
mospheric Studies, Springer: 500–507.

5. Torrence Ch and Compo GP (1998) A practical guide to wavelet analysis. Bull
Amer Meteor Soc 79 : 61–78.

6. Wickert J, Galas R, Beyerle G, König R, and Reigber Ch (2001) GPS ground
station data for CHAMP radio occultation measurements. Phys Chem Earth (A)
26(6-8): 503–511.



The CHAMP Atmospheric Processing System
for Radio Occultation Measurements

Torsten Schmidt, Jens Wickert, Georg Beyerle, Rolf König, Roman Galas,
and Christoph Reigber

GeoForschungsZentrum Potsdam (GFZ), Department 1, Telegrafenberg A17,
D-14473 Potsdam, Germany, tschmidt@gfz-potsdam.de

Summary. In this paper a description of the CHAMP atmospheric processing
system for radio occultation data at GFZ Potsdam is given. The generation of
radio occultation products, as e.g. atmospheric excess phases, vertical profiles of
refractivity, temperature or water vapour is a complex process. Besides the scientific
challenge the design and installation of an automatic data processing system is also
of great importance. This system must be able to process the different input data
from external data sources, coordinates the different data streams and scientific
software modules, and feeds the results into the data centre automatically. Caused
by different user demands the CHAMP Atmospheric Processor is divided into two
parts: A rapid processing mode makes radio occultation analysis results available
on average five hours after measurements. In the standard processing mode quality
checked profiles of atmospheric parameters are available with a latency of about
two days.

Key words: CHAMP, GPS, radio occultation, CHAMP Atmospheric Processor,
near-real time, GFZ Potsdam

1 Introduction

The GPS radio occultation (RO) technique is an excellent method for global
and continuous monitoring of the Earth’s atmosphere [1, 2, 3]. Data assimi-
lation studies using radio occultation data have already shown that this new
type of remote sensing data improves the accuracy of global and regional
weather analyses and predictions [4].

The use of analysis results obtained from radio occultation data, as e.g.
atmospheric excess phases, by weather prediction centres requires an oper-
ational data processing system generating and delivering data products au-
tomatically within a certain time limit. Such a continuous Near-Real Time
(NRT) data processing system, the CHAMP Atmospheric Processor (CAP),
is operating at GFZ Potsdam with radio occultation data from the German
CHAMP satellite [5].

Because of different user demands with respect to the availability of
CHAMP RO products two data processing modes were introduced: a rapid
mode and a standard mode. Currently in the rapid processing mode the
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daily averaged time delay between occultation measurements and availabil-
ity of analysis results at the Information System and Data Centre (ISDC) [6]
is about 5 hours. In the standard processing mode quality checked profiles of
atmospheric parameters are available with a latency of about 2 days.

The realization of CAP follows the principle of separating the processing
system into a scientific and controlling part leading to an independent and
more flexible software development [7]. Basic considerations and requirements
for an automatic processing system with respect to software and hardware can
also be found in [7]. This paper is focussed on the controlling components of
the CAP that generate a continuous data flow between the scientific software
modules and the data centre. The CAP is designed to be easily extendable
by additional scientific modules or input data. Thus, it also allows for an
extension to other single- or multi-satellite radio occultation missions, as e.g.
SAC-C, GRACE, TerraSAR-X.

2 Infrastructure and input data

The generation of radio occultation products requires a complex infrastruc-
ture that was developed and installed for CHAMP within the GPS Atmo-
sphere Sounding Project (GASP) beginning in 2000 [8, 9].

The main components are (Fig. 1):

– the Black-Jack GPS receiver (provided by NASA/JPL) onboard CHAMP,
– two downlink stations receiving CHAMP data (Neustrelitz, Germany and

Ny-Aalesund, Spitsbergen) in cooperation with DLR,
– the fiducial low latency and high rate GPS ground network operated in

cooperation between GFZ and JPL [10],
– an orbit processing facility for determination of precise orbits for the GPS

satellites and CHAMP [11],
– the CHAMP Atmospheric Processor generating CHAMP radio occulta-

tion data products (atmospheric excess phases, profiles of bending angle,
refractivity, temperature, and humidity), and

– the CHAMP Information System and Data Centre (ISDC) archiving and
distributing CHAMP data and analysis results [6].

3 The CHAMP Atmospheric Processor

The goal of the CAP is to coordinate the different data streams and to start
the various scientific applications automatically when all input data for an
application are available. The CAP is a modular structured and dynamically
configurable software package consisting of a scientific and controlling part
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Fig. 1. Infrastructure and input data for GPS radio occultation data processing
from CHAMP.

(Fig. 2). The scientific software modules (e.g. DDIFF, ATMO, WVP) cal-
culate the atmospheric excess phases and vertical atmospheric profiles [12].
The controlling components ensure the continuous data flow of all input data
through the scientific analysis modules and provide the interface for feeding
the radio occultation products into the data centre (ISDC).

Fig. 2. Schematic view of the CHAMP Atmospheric Processor at GFZ Potsdam.

CAP runs on multiple UltraSparc II/III processor machines and is a com-
bination of different subroutines and scripts written in C++, Fortran, IDL,
Perl, and C-Shell.
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4 Standard and rapid processing

The processing of radio occultation data at GFZ Potsdam is divided into two
parts (Fig. 2):

– the standard processing using CHAMP data via the dump station Neustre-
litz, Germany and Rapid Science GPS and CHAMP Orbits (RSO) [13],

– the rapid processing using CHAMP data via the polar dump station at
Ny-Aalesund, Spitsbergen and Ultra rapid Science Orbits (USO) [13].

These two modes are necessary due to demands on product availability.
The availability of radio occultation data products, i.e. the time delay between
measurement and delivery of products to the data centre, depends on two
factors: (1) the moment at which all input data for the respective applications
(Fig. 2) are available and (2) the duration that CAP needs to process the
input data and generate products. Tab. 1 gives an overview of input and
output data for the different applications including the availability of the data
with respect to the time of the occultation measurements for the standard
processing mode.

The delivery of calibrated atmospheric excess phases to weather service
centres in a certain time window depends on the availability of CHAMP
occultation data, on the precise orbits of GPS satellites and CHAMP, and
on the time needed for data processing within this time window. The first

24-48
0.5-12

- daily ECMWF analysis
- occultation table METEO 28-52

- meteorol. data at each
occultation point

0.5-1.5
- hourly fiducial
network data (1 Hz) QCFID_NZ 0.5-1.5

- quality checked hourly
fiducial network data

28-52
16-40

- met. data at occultation points
- atmospheric excess phases ATMO 29-53

- vertical atmospheric profiles
(refractivity, dry temperature)

30-54

- quality checked
temperature profiles

- met. data at occultation points
WVP 31-55

- vertical water
vapour profiles

Input Delay [h] Output Delay [h]Scientific
Applications

- CHAMP 50 Hz data
(dump files from NZ) 0.5-12 OccTab_NZ 0.5-12

- hourly CHAMP 50 Hz data (RINEX)
- occultation table

0.5-12- hourly CHAMP 50 Hz data QC50HZ_NZ 0.5-12
- quality checked

hourly CHAMP 50 Hz data

- occultation table
- hourly CHAMP data
- hourly fiducial data (1 Hz)
- orbit data

0.5-12
0.5-12
0.5-1.5
12-36

DDIFF_NZ 16-40
- calibrated atmospheric

excess phases

29-53
- atmospheric excess phases
- vertical atmospheric profiles QC 29-53

quality checked
- atmospheric excess phases
- vertical temperature profiles

Table 1. Input and output data including data availability with respect to the
occultation measurement for the standard processing mode.

requirement is fulfilled due to the installation of a polar dump station. This
enables a contact to CHAMP about every 90 minutes. Since April 2002 the
GPS and CHAMP satellite orbits are available every 3 hours.
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Fig. 3. Daily averaged time delay between CHAMP occultation measurement and
product delivery to MPI (squares: average, crosses: minimum).

These USOs cover a 14 hour (CHAMP) and a 24 hour (GPS satellites)
time window. The accuracy is comparable to the standard RSOs [12].

A pilot project in cooperation with the Max Planck Institute for Mete-
orology (MPI) demonstrates for the first time the delivery of CHAMP ra-
dio occultation products (atmospheric excess phases) in the rapid processing
mode since the beginning of 2003. The averaged time delay between CHAMP
measurements and data product delivery is about 5 hours. For single prod-
ucts a time delay less than 3 hours is reached (Fig. 3). The operational use of
CHAMP radio occultation products by weather service centres (DWD, Met
Office, ECMWF) is in preparation.

Summary and outlook

The CAP enables an operational data processing and the delivery of analysis
results to the data centre. Since February 2001 more than 116.000 CHAMP
radio occultation products, as calibrated atmospheric excess phases, refrac-
tivity, temperature and water vapour profiles, have been generated (about
170 daily, as of September 2003).

Due to the modular structure CAP is suitable for easy extension to other
single- or multi-satellite radio occultation experiments.

In the standard processing mode quality checked products (refractivity,
temperature and water vapour profiles) are available with a latency of about
2 days. A near-polar receiving station at Spitsbergen and a 3-hourly CHAMP
and GPS orbit production cycle made it possible to implement for the first
time a NRT processing at GFZ Potsdam. Since the beginning of 2003 atmo-
spheric excess phases with a average time delay of about 5 hours between

5
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measurement and availability of the analysis results are generated continu-
ously. Weather service centres (Met Office, ECMWF, DWD) will soon follow
the current cooperation with the MPI and use the rapid processing products.

This study was carried out in the GASP (GPS Atmosphere
Sounding Project) strategy fonds program under the grant of the German Federal
Ministry of Education and Research (BMBF) no. 01SF9922/2.
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Potential Contribution of CHAMP Occultation to 
Pressure Field Improvement for Gravity Recovery 
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Summary. This paper studies one aspect of use of the CHAMP GPS occultation data, 
namely the improvement of the atmospheric pressure field, particularly over Antarctica. 
Previous studies indicate that pressure differences between ECMWF and ground truth data 
reach 5.18 hPa RMS over Antarctica [Ge et al., 2003].  In this study, comparisons of pres-
sure profiles (January–March 2003) from data (CHAMP occultation and radiosonde) and 
models (ECMWF and NCEP), indicate large discrepancies over different regions, notably 
over southern polar region.  Global pressure differences between CHAMP and radiosonde 
and model outputs reach 4 hPa RMS at 1 km above MSL.  We found a positive bias in 
CHAMP data (CHAMP measures larger pressure values) when comparing with both ra-
diosonde and ECMWF.  Analysis shows the lack of adequate penetration of CHAMP oc-
cultation data in the planetary boundary layer particularly in the tropical region (only ~10% 
signal is within 1 km above MSL), as compared to ~80% penetration in Arctic and Antarc-
tica.  However, CHAMP provides improved data coverage in temporal, spatial and vertical 
resolution globally.  We conclude that the CHAMP occultation data could potentially im-
prove the surface pressure modeling to benefit temporal gravity recovery, in particular over 
data sparse region such as Antarctica.  

Key words: GPS occultation, surface pressure, time variable gravity 

1  Introduction 

Atmospheric pressure from current operational weather analysis products is not 
adequate to compute atmospheric loading for accurate static and temporal gravity 
field recovery using CHAMP and GRACE data [Ge et al., 2003], in particular for 
GRACE data as it is significantly more accurate than the CHAMP data.  Studies 
indicate that the discrepancy between the model and in situ observation is inade-
quate for GRACE data processing, especially in the data sparse region such as 
Antarctica [Ge et al., 2003]. In addition, Han et al. [2003] show that satellite sam-
pling of atmosphere causes temporal aliasing of the signal, which corrupts high-
frequency errors in GRACE monthly gravity field solutions. At present, atmos-
pheric mass variations are modeled for GRACE using 6-hourly, 0°.5 ECMWF 
model outputs.  An improved spatial and temporal resolution would reduce the 
aliasing error.  In principle, GPS occultation data has improved spatial and vertical 
resolutions for measuring global atmospheric pressure field, shown in Fig. 1 com-
paring with meteorological and radiosonde stations over Antarctica. 
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Fig. 1. Coverage map for CHAMP occultation data, January–March, 2003 (left), Automatic 
Weather Stations (middle) and Radiosonde Stations in Antarctica (right). 

2  GPS Radio Occultation Technique 

The principles and applications of GPS occultation have been extensively dis-
cussed in the literature [e.g. Wickert, 2002]. Overall, signal tracking and penetra-
tion are among the most critical limitations for accurate retrieval of surface pres-
sure and its separation from water vapor and temperature. 

Due primarily to the complexity of water vapor and signal tracking problem in 
the Planetary Boundary Layer (PBL), radar signals often cannot penetrate down to 
the surface.  Fig. 2 illustrates the distribution of CHAMP occultation penetration 
over three regions.  In the tropical region (30°N–30°S), which is warm and moist, 
only ~10% of signals penetrate down to 1 km above the MSL (Fig. 2b), while in 
the cold and dry Arctic oceanic area (Fig. 2a), ~80% of the profiles reach within 1 
km above the MSL due to lack of water vapor and rapid changing small scale fea-
tures.  Before removing the topographic inconsistency, only ~50% profiles reach 1 
km MSL in Antarctica (Fig. 2c), which is a high elevation, cold and dry region.  
After referencing the occultation profiles to the ECMWF topography, Ge and 
Shum [2003] show that the Antarctica signal penetration is similar to the Arctic 
region (~80% signals penetrate to within 1 km above the MSL).

        (a) Arctic (60°N-90°N)          (b) tropical (30°S-30°N)            (c) Antarctic (60°S-90°S)

Fig. 2. Histograms of CHAMP occultation penetration depth (Jan-March, 2003, referencing 
to the MSL) over Arctic (~80% penetration), tropical (~10%) and Antarctic (~50%) region. 
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3  Comparison of GPS Derived Pressure with ECMWF, NCEP 
and Radiosonde data 

3.1 GPS Occultation Datasets 

The period chosen in this study is from Jan–Mar 2003 (or day of year–doy 001–
093, 2003).  The CHAMP wet profiles were obtained from the COSMIC website 
(http://www.cosmic.ucar.edu).  doy 016, 028, 044, 053 are excluded from this 
analysis because the data are unavailable at the time.  ECMWF and NCEP profiles 
were obtained by interpolating along the occultation path. If only CHAMP and 
ECMWF data are considered, there are a total of 13,422 matched profiles.  When 
all 4 types of data are considered, there are only 3,891 matched profiles. 

3.2 Method 

To compare the profiles, CHAMP, ECMWF, NCEP and radiosonde pressure pro-
files are interpolated between 1 km and 30 km altitude above the MSL in 1 km 
steps.  The comparison is conducted for the data only when all 4 types of data ex-
ist so that there would be no extrapolation.  We divide the study areas into 5 re-
gions from 30° to 60° latitude zonal bands: southern polar (SP), southern mid-
latitude (SM), tropical (TP), northern mid-latitude (NM) and northern polar (NP) 
regions (Fig. 3).  The mean and RMS are computed for each pair of data in the 
analysis period.  Large amount of profiles in other datasets have to be edited, sim-
ply because radiosonde measurements only exist over land area, and there are very 
few data match-ups in the southern hemisphere (Fig. 3, right panels). Without los-
ing generality, we compute and compare the statistics of 13,422 and 3,981 
matched CHAMP and ECMWF profiles (reduced to 3,981 in order to match ra-
diosonde profiles).  In this study, we only discuss results for the reduced dataset. 

3.3 Results 

The differences between 4 types of pressure profiles are shown in Fig. 3.  We 
compare CHAMP with ECMWF, NCEP and radiosonde pressure profiles in Fig. 
3a, 3b and 3c, respectively.  It is obvious from left panels (mean differences) of 
Fig. 3a, 3b and 3c that CHAMP pressure is positively biased or larger than other 
three data types.  If one relates pressure to temperature through hydrostatic equa-
tion and the universal gas law, CHAMP derived temperature is colder than models 
and radiosonde measurements, which agrees with other analysis [e.g., Leroy, 
1997].  The bias is shown to have larger discrepancy at tropopause (TP and SM), 
above Planetary Boundary Layer (PBL) (TP, SM) and near ground (SP) in Fig. 3a.  
It is nearly 3 hPa at 1 km altitude for the Antarctic region (SP).  Larger differences 
for NM and SP region at 1 km altitude are shown in the middle panel (RMS) in 
Fig. 3a.  With the exception of the tropical region, the 1 km altitude cases for other 
regions are generally larger than 3 hPa RMS.  It is surprisingly to find that tropical 
region has the smallest RMS.  Similar to the previous study [Ge et al., 2003], the 
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comparison of ECMWF and CHAMP pressure in the SP region is found to be the 
worst both in terms of bias and RMS. 

In Fig. 3b, the large bias between NCEP and CHAMP pressure profiles also oc-
curs at tropopause (TP and SM).  SP is still the area has the largest bias at 1 km al-
titude above MSL. It is expected that the bias would be even larger at the surface. 
The RMS figures (middle panels) show similar pattern for the ECMWF/CHAMP 
comparison.  Tropical region (middle panels) still has the smallest RMS. The simi-
larity of Fig. 3a and Fig. 3b implies that ECMWF agrees relatively well with 
NCEP as shown in Fig. 3d.  The bias and RMS for comparisons in all regions are 
smaller than 2 hPa.  The largest bias occurs at around 4 km altitude cases.  Al-
though the RMS is relatively small compared to other cases, the SP region has the 
largest discrepancy between the two models. 

Radiosonde is an invaluable independent data source in this study.  Fig. 3c, 3e 
and 3f compare the radiosonde with CHAMP, ECMWF and NCEP. Fig. 3c (left 
panel) could probably confirm that the bias between CHAMP and ECMWF and 
between CHAMP and NCEP comes from CHAMP pressure profile.  Fig. 3c (mid-
dle panel, RMS differences) also shows that the largest RMS is near the surface, 
with the TP region has the smallest discrepancy.  However, it is interesting to note 
that there are several pikes in the TP curve.  Comparing with Fig. 3a and 3b, we 
find no similar patterns.  This seems to imply that the pikes could be originated 
from radiosonde measurements.  One possibility is that the radiosonde measure-
ments are less accurate in these 3 locations, since usually occultation has the best 
performance in these areas.  Similar pikes are also found in Fig. 3e and 3f for the 
TP region case.  One should note that there also could be errors in the profiles be-
cause of quality control or interpolation errors, since CHAMP occultation cannot 
exactly match radiosonde both in location and time. 

Fig. 3e and 3f show that there are large mean differences between the models 
and radiosonde measurements in the SP region.  This is reasonable because of lack 
of data in the southern polar region which causes poor model performance. The 
differences are probably larger near the surface. 

4  Conclusion 

In conclusion, we found that there exists a positive bias in CHAMP derived pres-
sure comparing with model (ECMWF and NCEP) and in situ data (radiosonde).  
The bias is larger in the SP region than any other regions globally.  The RMS dif-
ference between the CHAMP pressure and other data sets is as large as 4 hPa 
globally at 1 km above MSL.  It is surprising that the best comparison occurs at 
the TP region which is usually expected worst because of large water vapor signal 
and poor penetration of radar signals to the surface.   

The comparison of ECMWF and NCEP agrees better than any other compari-
sons both in bias and RMS. This reflects the two models are consistent to a certain 
degree. However, SP region is still the area where the largest discrepancy exists. 
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                         (a) PECMWF-PCHAMP                                                                   (b) PNCEP-PCHAMP

                         (c) PSON-PCHAMP                                                                         (d) PNCEP-PECMWF

                         (e) PECMWF-PSON                                                 (f) PNCEP-PSON

Fig. 3. Intercomparison of CHAMP derived pressure profile (PCHAMP), ECMWF pressure 
profile ((PECMWF), NCEP pressure profile (PNCEP) and radiosonde pressure profile (PSON). 
SP—southern polar region (60°S–90°S), SM—southern mid-latitude region (30°S–60°S), 
TP—tropical region (30°S–30°N), NM—northern mid-latitude region (30°N–60°N), NP—
northern polar region (60°N–90°N).  For each figure: left panel—mean of pressure differ-
ence, middle panel—standard deviation of pressure difference, right panel—number of val-
ues in each level used for the comparison. 

This once again confirms our conclusion that models have worse performance 
in this area.  Radiosonde, as an independent measurement, provides us another al-
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ternative to evaluate the occultation data.  Through the comparison of CHAMP 
pressure with radiosonde pressure, we conclude that CHAMP pressure is posi-
tively biased.  Biases or errors exist in one or both measurements.  One possibility 
is the poor vertical resolution from the radiosonde could cause larger differences 
in the tropospheric region.  Poor temporal and spatial sampling could contribute to 
the differences.  Meanwhile, the radiosonde data does not agree well with the 
models (NCEP and ECMWF) in data sparse regions such as SP.  After “correct-
ing” the CHAMP occultation profiles to reference to the ECMWF topography 
over Antarctica, the signal penetration improves to 80%, similar to the penetration 
in the Arctic region.  The cause of the CHAMP bias is at present unknown and the 
understanding of its origin and eliminating it would provide a validated CHAMP 
occultation data product.  Then, the CHAMP (along with other) GPS occultation 
observations, with better vertical resolution and global coverage, could improve 
global pressure field modeling and in particular, over Antarctica. 

Future works include using techniques such as 1DVAR to potentially enhance 
accuracy and penetration of signals. The use of a finer resolution (3 hr sampling, 
50 km or finer) mesoscale model in a 4DVAR scheme to assimilated GPS occulta-
tion measurements [Kuo et al. 2002] is anticipated to further improve pressure 
field accuracy and reduce temporal aliasing for gravity field mission data. 

Acknowledgement. This research is supported by grants from NASA’s Interdisciplinary 
Science program and from the University of Texas under a prime contract from NASA.  
We acknowledge GFZ for providing CHAMP data and UCAR for providing retrieved 
CHAMP data products for this study. 
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Summary. The gravity wave activity on a global scale between 10 and 27 km was analyzed
by using temperature profiles retrieved from GPS occultation events detected with SAC-C
and CHAMP satellites. Examples of its variability with altitude, longitude, latitude and time
are presented for different wavelength ranges. A particular attention is given to gravity wave
generation in the Andes Range region, in connection with the forcing of the mean wind by
the mountains, and in the equatorial region, in possible connection with convective activity. A
clear signature, possibly related to mountain wave generation, is seen above Andes mountains,
between 30 and 40S. It is also appreciated the global enhanced wave activity in equatorial
regions during the winter hemisphere.

Key words: Radio occultation, Andes Mountains, Gravity wave activity

1 Introduction

Gravity wave sources have great influence on local meteorology, as well as on the
energy and momentum exchange between different altitudes, playing a crucial role
in controlling the large-scale circulation of the Earth’s higher troposphere and mid-
dle atmosphere. The development of improved schemes for the parameterization of
small-scale gravity wave drag is of crucial importance in determining the circula-
tion of the middle atmosphere. The effects of gravity waves which are not properly
parameterized could give rise to simulated winds excessively weak, strong or even
wrongly directed. The main tropospheric sources of gravity waves are topographic
forcing, convective and frontal activity in the tropics, and at middle latitudes, wind
shear, geostrophic adjustment, thunderstorms and typhoons (see e.g. [8] and refer-
ences therein). Topographic and deep convection events are of particular relevance
near the tropics. In these two cases, the relationship between tropospheric sources
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and stratospheric wave activity may sometimes be quite obvious, and the interac-
tions between gravity waves are easy to identify (e.g. absorption at critical levels,
reflection and breaking). In other cases, the observation of gravity waves mainly re-
lated to nonorographic and nonconvective sources are clearly insufficient to produce
adjusted parameterizations in the numerical models.

GPS radio occultation for remote sensing of the Earth,s atmosphere was pio-
neered by the U.S. American GPS/MET (GPS/Meteorology) experiment. The LEO
(LOW EARTH ORBIT) satellites CHAMP and SAC-C, launched in 2000, carry a
new generation of Global Positioning System (GPS) receivers to perform radio occul-
tation soundings of the ionosphere and neutral atmosphere. Up to date, occultations
in the order of 105 have been gathered (see e.g. [2],[12]).

Useful information of the gravity wave activity in the upper troposphere and
stratosphere is provided by horizontal wind and temperature variances (e.g. [1]).
[11] have extracted mesoscale temperature perturbations from vertical wavelengths
ranging from 2 to 10 km, using temperature profiles obtained by the GPS/MET
experiment. They calculated the global potential energy, assumed to be caused by
atmospheric gravity waves at 20-45 km height, during NH (Northern Hemispheric)
winter. The highest values were found around the equator with considerable longitu-
dinal variations. Longitudinal energy variations in the same height range in midlati-
tudes yielded higher energy values over the continents than over the oceans. Latitude
variations largely concentrated around the equator at 20-30 km, in addition to local
enhancements at midlatitudes, were observed in winter months in both hemispheres.
Using the same observations, [7] found enhanced gravity wave activity of the lower
stratosphere at a height of 22-28 km, associated to areas of increased tropospheric
water vapor pressure at 4-6 km, a measure of tropical convection activity. Recently,
[8] studied stratospheric gravity wave fluctuations at midlatitudes, observing sig-
nificant asymmetries in their longitudinal dependences between both hemispheres,
well correlated in SH (Southern Hemispheric) with the topographic morphology. In
section 2, we present the data of temperature profiles retrieved by the GPS occul-
tation experiments aboard SAC-C and CHAMP satellites and analyze examples of
gravity wave activity as a function of altitude, latitude and longitude above Andes
Mountains and in equatorial regions. In section 3, some conclusions are drawn.

2 SAC-C and CHAMP GPS Occultation Data

We analyze the gravity wave activity using temperature profiles retrieved by the GPS
occultation experiments on board SAC-C and CHAMP satellites. A total of 14,876
globally distributed temperature profiles were successfully retrieved from occulta-
tion observations made by both satellites between June 2001 and March 2003. No
wind data may be obtained from this technique. Nevertheless, from linear theory of
gravity waves, the ratio of kinetic to potential energy is constant (e.g., [6]). This has
been confirmed and extensively discussed from experimental evidence under differ-
ent atmospheric conditions and wavelength ranges (e.g. [4]). Thus, it is possible to
estimate the wave energy variability by the calculation of the potential energy or the
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temperature variance alone, from temperature profiles. We will use below the relative
temperature variance to detect wave energy activity. We examine its global variabil-
ity with altitude, during two months in which considerable wave activity has been
observed near to the mid-latitude Andes and in equatorial latitudes, respectively: Au-
gust and December, 2001. We subdivided both hemispheres in independent, adjacent
cells of 5 per 10 degrees in longitude and latitude respectively, making a total of 1,296
cells. The occultation events are rather sparse at equatorial latitudes, in comparison
with middle and high latitudes. A compromise between latitudinal, longitudinal and
temporal resolution should be specified, in order to get information about seasonal
and geographical variability of wave activity. With an average number of T (Tem-
perature) profiles per cell and month near to 4, the estimated statistical uncertainty
in the potential energy in each cell is 4−1/2 times the standard deviation. Satellite
missions scheduled in the near future are expected to increase in an order of magni-
tude the number of available occultation events per day, so decreasing accordingly
the associated statistical error. In addition to the statistical error, the standard GPS
retrieval techniques which are usually implemented suffer from a high sensitivity to
measurement noise (see e.g. [10]). Compared to the standard approach, the varia-
tional framework could provide a more detailed understanding of the signal-to-noise
issue. In the data set considered here and processed at JPL (Jet Propulsion Labora-
tory), bias in the temperature fluctuations greater than 3 K are frequently observed
above and below 29 and 8 km respectively, and sometimes even within this range
(see e.g. [10]). Nevertheless, as our main interest here is the upper troposphere and
lower stratosphere regions, we show below results as a function of altitude within
10-27 km only.

3 Analysis Results

In recent GPS/MET stratospheric studies, normalized temperature fluctuations
(T ′/Tf )2 were used, where T ′ is the difference between the retrieved temperature
T and its lowpass filtered profile Tf ([11], [8]).

The temperature profiles, after a spline process selecting a step of .2 km height,
were high-pass filtered with a cutoff at 3.5 km (see below). The filter applied is
non-recursive, and to avoid Gibbs effects, a Kaiser window was used (see e.g. [3]).
Vertical fluctuations with wave lengths above and below 3.5 km are separately con-
sidered. Near to the Andes, long vertical wavelengths are expected, associated with
orographic waves [5]. In equatorial regions, shorter vertical wavelengths are ex-
pected, and the contribution of Kelvin and Rossby-gravity waves are supposed to
be quite reduced below the cutoff selected at 3.5 km. In Figure 1, a tomographic
longitude-height view of mean (T ′/Tf )2 during August 2001 is shown, for occulta-
tion events registered at latitudes between 40 and 30S. Empty cells are represented
by vertical white bands. A clear enhancement near to the Andes is observed from 10
km height up to the middle stratosphere, in the region limited by longitudes 65 and
70W. A band-pass filter between 3.5 and 9 km has been applied here. Nevertheless
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Fig. 1. Longitude-height view of mean relative temperature variance, (T ′/Tf )2, between 30
and 40S, during August 2001

still some differences between real and apparent vertical wavelengths should be ex-
pected. The generation of mountain waves is mainly related to three factors: mean
forcing winds, orographic height and atmospheric stability. Since a detailed stability
analysis lies outside the scope of this contribution, we recall that the highest Andes
mountains are situated between 65-70W and 30-40S. An enhanced wave activity is
observed just there in Figure 1. At other latitude bands to the North and South of
Central Andes Range, the signal is clearly lower, as it may be seen in Figure 2. Here
we show, in a latitude-longitude plot, the integrated relative temperature variance, in
the lower stratosphere, between 19 and 26 km height. Here the same band-pass filter
of 3.5-9 km was applied. The prominent enhancement already shown in Figure 1, is
seen here, pointed out within the oval. At midlatitudes, this is the cell exhibiting the
largest wave activity in both hemispheres, between 19 and 26 km height. Checking
the variability of mean monthly zonal wind at 850 and 700 mbar between June 2001
and March 2003 from NCEP data (not shown here), high mean values are observed
during August 2001 and August, September and October 2002. In all these cases,
clear signals of enhanced wave activity similar to that present in Figures 1 and 2 may
be appreciated. In Figure 2 it may be seen the enhanced wave activity at equatorial
regions, where contributions of diverse origin, mainly including convective activity,
are expected. As a last example, in Figure 3, wave activity for shorter vertical wave-
lengths are shown, during December 2001 in the lower stratosphere between 20 and
25 km height. The contribution of Kelvin and Rossby-gravity waves are supposed
to be quite reduced below vertical wavelengths of 3.5 km. Note in the global distri-
bution of wave activity the enhancements around the equator, mainly above Brazil,
India and Indonesia. According to previous results from GPS/MET data ([11]) the
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Fig. 2. Latitude-longitude distribution of integrated relative variance in the lower stratosphere,
between 19 and 26 km height, during August 2001

Fig. 3. Latitude-longitude distribution of integrated relative variance in the lower stratosphere,
between 20 and 25 km height, during December 2001

wave activity during the winter hemisphere is clearly higher at middle and high
latitudes.
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4 Conclusions

Examples of global distribution of gravity wave activity, calculated from temperature
profiles retrieved from GPS occultation events detected with SAC-C and CHAMP
satellites, are presented here. Its variability with altitude, longitude and latitude is
presented in tomographic plots, for two wavelength ranges. For long vertical wave-
lengths, a particular attention is given to gravity wave generation in the Andes Range
region during August 2001, in connection with the forcing of the mean wind by the
mountains and its detection up to the middle stratosphere. This enhancement is also
shown by plotting the latitude-longitude wave energy distribution. For short wave-
lengths, the global wave activity is illustrated during December 2001. The expected
enhancements in the winter hemisphere may be clearly seen here.
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Summary.  The CHAMP radio occultation (RO) data provide the first opportunity to create 
real RO based climatologies on a longer term. CHAMPCLIM is a joint project of the 
Institute for Geophysics, Astrophysics, and Meteorology (IGAM) in Graz and the 
GeoForschungsZentrum (GFZ) in Potsdam. The overall aim of CHAMPCLIM is to ensure 
that the CHAMP RO data are exploited in the best possible manner, in particular for 
climate monitoring. The main objectives of the CHAMPCLIM project can be summarized 
in form of three areas of study as follows: RO data processing advancements for optimizing 
climate utility, RO data and algorithms validation based on CHAMP/GPS data, and global 
RO based climatologies for monitoring climate change. Here we show a summary of the 
current activities and exemplary results. 

Key words: CHAMP, radio occultation, climate monitoring, CHAMPCLIM 

1  Introduction 

Increasing evidence suggests that the Earth's climate is significantly influenced by 
human activities (e.g., IPCC 2001). While there is little doubt that the Earth’s sur-
face temperature has risen by about 0.6°C during the 20th century, the amount and 
even the existence of temperature trends in the troposphere are still under debate 
(e.g., Christy and Spencer 2003; Vinnikov and Grody 2003). Additional high qual-
ity observations of the atmosphere are therefore particularly required in this con-
text. The Global Navigation Satellite System (GNSS) radio occultation (RO) tech-
nique has the potential to substantially contribute to this scientific challenge. For a 
detailed description of the RO technique see, e.g., the reviews of Kursinski et al. 
1997 and Steiner et al. 2001. 

With respect to climate studies, one of the most important properties of the RO 
technique is the expected long-term stability of RO data. It is achieved since pre-
cise atomic clocks are the basis for accurate measurements during each single oc-
cultation event, independent of whether two events are separated by an hour or by 
decades. Unlike many traditional satellite data like those from passive microwave 
sounders, radio occultation data are essentially self-calibrated as the measurement 
principle is basically counting of wave cycles (including fractional ones).  
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Sensing of the Earth's atmosphere with the RO method was first successfully 
demonstrated with the GPS Meteorology (GPS/MET) experiment performing 
measurement campaigns from April 1995 to March 1997. Analysis and validation 
of GPS/MET data sets confirmed most of the expected strengths of the technique, 
like high vertical resolution, high accuracy of retrieved parameters, and insensitiv-
ity to clouds (Kursinski et al. 1997; Rocken et al. 1997; Steiner et al. 1999). 

The climate monitoring capability of a GNSS occultation observing system has 
not yet been tested due to the lack of long-term measurements. The CHAMP 
(Challenging Minisatellite Payload) RO data provide the very first opportunity to 
create real RO based climatologies. Continuous data are available since 2001 and 
the mission is expected to last until 2007. Wickert et al. (2004a) give an overview 
of the CHAMP RO experiment, information on the current status can be found in 
Wickert et al. (2004b).  

CHAMPCLIM is a joint project of the IGAM in Graz and the GFZ in Potsdam. 
The project started in July 2003, its overall aim is to ensure that the CHAMP RO 
data are exploited as good as possible, with particular focus on climate monitor-
ing. The three main objectives of CHAMPCLIM and some initial results are de-
scribed in sections 2-4.  

2  Radio occultation data processing advancements for 
optimizing climate utility 

The upper stratosphere, where the signal-to-noise ratio of RO data is low and 
ionospheric effects increasingly influence the signal, is a critical domain for RO 
based climatologies. The processing advancements part of the study therefore 
aims at enhancing the RO retrieval algorithms with focus on upper stratospheric 
retrieval performance (ionospheric correction, statistical optimization). It also 
deals with better characterization of observation errors, and with the advancement 
of lower tropospheric retrieval quality.  

The inversion of RO data requires some kind of high altitude initialization. So 
far, an advanced statistical optimization scheme has been developed, which com-
bines observed bending angle profiles with background information derived from 
the MSISE-90 climatology (Hedin 1991) in a statistically optimal manner (Soko-
lovskiy and Hunt 1996). The key feature of this scheme is the ability to correct for 
systematic errors in background information (Gobiet and Kirchengast 2003). Re-
sults from a simulation study aiming at validation of the basic IGAM retrieval 
scheme (without background bias correction) and the advanced IGAM scheme are 
shown in Figure 1. 

The characterization of observation error covariances has been analyzed in 
simulation studies (Steiner and Kirchengast 2003) and is currently object of stud-
ies using measured CHAMP data. The results of these studies aim at advancing 
the above mentioned statistical optimization and the utility of RO data for use in 
data assimilation systems. 
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Fig. 1. Bias in seasonal mean dry temperature for a typical (northern) summer season based 
on an ensemble of ~1,000 simulated RO data. Results from the basic IGAM scheme (left 
panel) and from the enhanced scheme (right panel).  

3  Radio occultation data and algorithms validation based on 
CHAMP/GPS data 

In this part of the study, atmospheric profiles derived from CHAMP RO data are 
validated against co-located ECMWF analyses. Figure 2 shows results for an en-
semble of 1,753 refractivity profiles as an example. Up to 35 km the relative bias 
(thick line) is smaller than 1 %, the most prominent feature of the bias profile at 
low latitudes is due to the fact that the sharp tropical tropopause near 17 km alti-
tude is better resolved by radio-occultations than by the ECMF analyses.  

Moreover, CHAMP RO data are validated against data derived from the 
GOMOS and MIPAS instruments onboard ENVISAT. A detailed discussion of 
first results of these comparisons can be found in Gobiet et al. (2004) in this issue. 

           Global                    Low-lat (0°-30°)            Mid-lat (30°-60°)          High-lat (60°-90°) 

Fig. 2. Statistical comparison for a sample of 1,735 CHAMP refractivity profiles (11 days 
in 2003). Enhanced IGAM retrieval with MSIS initialization compared to ECMWF analysis 
profiles. Bias (thick black) and standard deviation (grey). Low-lat: 537 events, mid-lat: 672 
events, high-lat: 526 events. 
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Furthermore, the performance of GFZ Potsdam retrieval algorithms is com-
pared with the performance of the enhanced IGAM algorithm. We examine the re-
trieval of bending angle, refractivity, pressure, geopotential height, temperature, 
and humidity profiles, respectively, with particular focus on upper stratosphere 
and lower- to mid troposphere performance. First results of these comparisons are 
described in Wickert et al. (2004c) in this issue.  

4  Global RO based climatologies 

The potential of RO data for climate monitoring has been shown with simulation 
studies (e.g., Steiner et al. 2001; Foelsche et al. 2003). CHAMP RO data have al-
ready been used to derive the height of the tropical tropopause, a potential indica-
tor for climate change, with high accuracy (Schmidt et al. 2004, this issue). Re-
sults for the global tropopause can be found in Ratnam et al. (2004) in this issue.  

In a first approach, this part of the CHAMPCLIM study aims at direct (model 
independent) monitoring of the evolution of climatological refractivity, tempera-
ture, geopotential height, and humidity fields. Given the somewhat unfavorable 
single LEO satellite situation the sampling error has to be considered carefully in 
this context, as the sampling through occultation events is not dense enough to 
capture the entire spatio-temporal evolution. Due to the high inclination of the sat-
ellite (87.3°), the event density in low latitude regions is particularly small. Com-
paratively small temperature variations in these bins, however, prevent the sam-
pling error from increasing dramatically. Sampling error studies by Foelsche et al. 
(2003) suggest that useful temperature climatologies resolving scales > 1000 km 
can be obtained even with RO data received from a single satellite. In the near fu-
ture, multi-satellite missions like COSMIC (Lee et al. 2001) and ACE+ (Hoeg and 
Kirchengast 2002) with ~3,000 and ~4,000 RO profiles per day, respectively, will 
improve the spatial and temporal sampling significantly.  

In a second approach we start to perform 3D-variational assimilation of 
CHAMP RO-derived refractivity data and ECMWF analysis fields into global 
climate analyses. 

Fig. 3. Trial run of the refractivity assimilation system showing the impact of assimilating 
~2,000 globally distributed RO profiles into a monthly mean field. Left panel: relative er-
rors of the first guess, right panel: relative errors of the climate analysis. 
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Figure 3 shows first results of a simulation study to test the assimilation scheme 
for monthly mean fields (T21L60, ~600 km horizontal resolution at equator). 
There is an overall improvement of the background field, which is most clearly 
visible between ~5 km and ~35 km. 

The assimilation scheme is tuned for high vertical and moderate horizontal 
resolution, reflecting the spatial characteristics of RO measurements. The back-
ground field (first-guess) was obtained by disturbing the “true” atmospheric mean 
field with reasonable errors using the error pattern superposition method. Simu-
lated RO measurements have been derived from the “true” atmospheric fields. Re-
alistic errors have been superimposed based on empirical error covariance matri-
ces (Steiner and Kirchengast 2003). About 2,000 globally distributed RO profiles 
have been assimilated assuming Gaussian error characteristics for the background. 

5  Summary, conclusions, and outlook 

The continuous and ongoing flow of CHAMP radio RO data is the basis for the 
first RO based climatologies of atmospheric parameters like refractivity and tem-
perature. CHAMPCLIM is a joint project of the Institute for Geophysics, Astro-
physics, and Meteorology (IGAM) in Graz and the GeoForschungsZentrum (GFZ) 
in Potsdam. The overall aim of CHAMPCLIM is to ensure that the CHAMP RO 
data are exploited in the best possible manner, in particular for climate monitoring. 
We described the three main objectives of CHAMPCLIM, namely: RO data proc-
essing advancements for optimizing climate utility, RO data and algorithms vali-
dation based on CHAMP/GPS data, and global RO based climatologies for moni-
toring climate change. The project started in July 2003, the first results are already 
encouraging. We are confident to build reliable RO based climatologies, even with 
RO data from a single receiving satellite. Results of this study will certainly be 
valuable for multi-satellite RO missions in the near future. 
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support. U. Foelsche, A. Gobiet, A. Löscher, and A.K. Steiner were funded for this work 
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