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PREFACE

The German geoscience satellite CHAMP (CHAllenging Minisatellite Payload)
was injected into its near circular, almost polar and low altitude (450 km) orbit
from the cosmodrome Plesetsk in Russia on July 15, 2000. After a nine month
commissioning period during which all spacecraft systems and instruments were
checked out, calibrated and validated, the satellite is delivering an almost uninter-
rupted flow of science data since May 2001. Since that date, all science data have
been made available to more than 300 selected co-investigator teams around the
globe.

The scientific goals of the CHAMP mission are to gain a better understanding
of dynamic processes taking place in the Earth's interior and in the space near
Earth. These goals can be achieved by improved observation of the Earth’s gravity
and magnetic fields and their time variability with high-performance on-board in-
strumentation and by exploring the structure of the Earth's atmosphere and iono-
sphere through radio occultation measurements.

CHAMP carries a Global Positioning System (GPS) receiver, a high-precision
accelerometer and a laser retro-reflector for the orbit, gravity and occultation
tasks, and vector and scalar magnetometers and an ion drift meter for the magnetic
field observations. Two pairs of star sensors provide the orientation for the vector
instruments. This instrumentation, partially flown for the first time, is innovative
in its combination for scientific and operational use

From September 1-4, 2003, a CHAMP Science Meeting was held at the Geo-
ForschungsZentrum Potsdam, Germany. 207 scientists from 20 countries attended
the meeting which stimulated a broad discussion within the international science
community, especially among the CHAMP data and product users, on the exploi-
tation and application of CHAMP data. The outcome of this meeting, organized
along the main mission objectives, is largely mirrored in the main chapters of this
book.

Gravity

The gravity field related chapter clearly demonstrates that with CHAMP a new era
of global Earth gravity field modeling and analysis has begun. The meanwhile re-
leased CHAMP-derived gravity models with their unprecedented accuracy en-
hance applications in geosciences, such as global to regional interpretation of
gravity signatures with respect to the Earth interior, and ocean circulation studies
using the CHAMP geoid. The challenges of detecting environmentally induced
gravitational temporal field variations from space are discussed in several contri-
butions. Stimulated by the high quality and continuity of the generated CHAMP
orbit and gravity products, advanced and novel methods of data reduction, precise
orbit determination and gravity field modeling as well as gravity model evaluation
procedures are maturing, showing most convincing results.



VI

Magnetics

Concerning the magnetic field research chapter, it is shown that detailed models of
the field distribution, going down to a spatial half-wavelength resolution of 250
km, could be derived. Besides this precise mapping of the geomagnetic field, sub-
tle details of the observed signals can be utilised for remote sensing purposes. This
innovative approach opens a whole range of new aspects that can be addressed
with the available measurements. In a number of articles information has been de-
duced from the magnetic field measurements on the conductivity in the Earth’s in-
terior, on electric current systems in the upper atmosphere and even on the flow
patters of ocean water.

Atmosphere/Ionosphere

CHAMP pioneers an innovative technique for remote sensing of the Earth’s neu-
tral atmosphere and ionosphere on global scale, the GPS radio occultation method.
This technique exploits the accuracy potential of the GPS for providing precise in-
formation on the vertical distribution of the main atmospheric parameters as tem-
perature, water vapor and electron density. Various articles demonstrate the effi-
cient and fast generation of high quality CHAMP occultation data products. For
the first time a near-real-time analysis is demonstrated, which fulfils the opera-
tional requirements for the assimilation into global weather forecast systems. As
shown in this chapter, measurements from CHAMP stimulate a multitude of re-
search studies, leading to a new quality of the data analysis in the lower tropo-
sphere region and supporting the preparation of future GPS occultation missions.

We would like to thank all the participants of the CHAMP Science Meeting for
their contributions to the realization of this book. In particular, we acknowledge
the reviewers for their intensive work in improving the accepted contributions.
Special thanks are due to Mrs. Katrin Weisse of GFZ Potsdam for her unresting
efforts in collecting, formatting and editing the papers. Lastly, the financial and
operational support by the Federal Ministry of Education and Research (BMBF)
through its GEOTECHNOLOGIE programme, the GeoForschungsZentrum Pots-
dam (GFZ) and the German Aerospace Center (DLR) through their space-related
programmes is gratefully acknowledged, without which neither the CHAMP satel-
lite nor its operation would have been feasible.

Potsdam, August 2004

Christoph Reigber
Hermann Liihr
Peter Schwintzer
Jens Wickert
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Ice Mass Balance and Antarctic Gravity
Change: Satellite and Terrestrial Perspectives

Erik R. Ivins!, Eric Rignot!, Xiaoping Wu', Thomas S. James?, and
Gino Casassa?®

1 Jet Propulsion Lab, Caltech, Pasadena, USA eri@fryxell.jpl.nasa.gov
2 Geological Survey of Canada, Sidney, BC, Canada
8 Centro de Estudios Cientificos, Climate Change & Glaciol. Lab., Valdiva, Chile

Summary. Recent advances in the spatial and temporal retrieval of land-based
cryospheric change information south of 42.5° allow fairly robust construction of
forward model predictions of the time-rate of change in gravity. A map-view pre-
diction is presented for the time-rate of change in geoid, dN/dt that might be
retrieved from the currently orbiting gravity space craft, CHAMP (Challenging
Mini-Satellite Payload for Geophysical Research and Application) and/or GRACE
(Gravity Recovery and Climate Experiment). Complementary computation of the
surface gravity change, ddg/dt, is also presented. The latter can be recovered from
terrestrial absolute gravity measurements. Also, the computed rate of change Stokes
coefficients for degree and order ¢, m 1-12 may be used as reliable estimates of the
Southern Hemisphere cryospheric change contribution to the global low-degree har-
monic variability recorded in multidecadal satellite laser ranging (SLR) data sets.

Key words: CHAMP, GRACE, sealevel rise, cryosphere

1 Introduction

With the launching of the CHAMP and GRACE gravity satellite missions
scientists are now provided with a new opportunity to decipher interannual
and interdecadal hydrological changes that may have wide-sweeping societal
implications about changes in the storage and replenishment of large freshwa-
ter reservoirs across the globe [1]. The Antarctic ice sheet stores a water mass
having the potential to raise equivalent sealevel by 57 meters. The stability
of this mass to wasting is quite sensitive to year-to-year changes in oceanic
thermal structure [2]. The level of accuracy provided by the new gravity mis-
sions [3] implies that stand-alone satellite gravity data sets might be brought
to bear on the question of Antarctic ice mass change. The main goal of this
paper is to employ very recent estimates of ice mass balance to investigate the
implications for measurement of the time-dependent gravity south of 42.5°.
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2 Time-varying Stokes Coefficients

A main goal of non-tidal time-varying gravity field determination is to isolate
perturbations to the external gravitational potential on a rigid Earth:

L 14
T(r,0,\t) = GTM SN

2
{=1m=0 j=

1Y oy () Voms (0.0 (1)
1

where r, 0, \, t are radial position, colatitude, longitude and time, respectively,
and GM is the product of the universal gravitational constant and planetary
mass. The Earth’s surface gravity is g, and mean radius, R.. Here ngj are
normalized real surface harmonics [4] and Cy,; are the Stokes coefficients
with the symbol {} for time differentiation. We call these later parameters
the time-varying Stokes coefficients and consider physics in which these are
primarily driven by surface density changes d(0, \,t) at r = R,. Variations
that conserve mass allow the sum (1) to begin at £ = 1.

2.1 The 27-year Record from the Lageos Class SLR
Measurements

Since the launch of Starlette and Lageos I in the mid-1970’s continuous mon-
itoring of Cyg; for £ = 2,3,4,5,6,7 has been maintained. Since about 1992,
when a constellation of similar small passive satellites were in orbit, these
have been increasingly reliable observations. There are mass balance coeffi-
cient relations that link these observations to total nonsteric sealevel change
[4] [5] [6]. However, there exists a large number of poorly modeled sources,
aside from glacial isostatic adjustment (GIA) which drives a large compo-
nent of the secular part of the signal [5]. A main inference derived from
the even and odd-chained secular zonal signal, after correcting for GIA, is
that Antarctica may be contributing to equivalent nonsteric sealevel rise rate
(ESLRR) of about £4 = -0.05 to +0.6 mm/yr [5] [6], but with a number of
critical caveats and rather indeterminable error estimates. The situation for
Antarctica, however, has now taken a turn for the better as we now discuss.

2.2 12-year Record of Mass Balance Monitoring

Radar and laser altimetry, on-ice GPS, speckle tracking of ice flow by remote
sensing, ocean temperature and salinity measurements, passive microwave
monitoring from space, ice core data, and grounding line migrations deter-
mined from InSAR, now provide a wealth of new data from which the mass
balance of the principal ice drainage basins of Antarctica may be obtained
[7]. In some parts of East Antarctica the formal errors are comparable to the
drainage basin imbalance estimate. However, these form a relatively small
portion of the total, and are sufficiently small in amplitude that they do
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Table 1. Model ESLRR (equivalent sealevel rise rates) in mm/yr.

éA éNZ éSSA éAP

0.2410 0.0002 0.1050 0.0809

not degrade a quantitative estimation of satellite retrieved gravity changes
south of the Antarctic Circle. With new Shuttle Radar Topography Mission
(SRTM) data now available for elevation control, revised estimates for the
Northern and Southern Patagonian icefields show that the ice mass loss to
the oceans during the period 1995-2000 is substantial [8], occurring at rates
that rival those of the entire Antarctic continent. Estimates are also available
for glaciers of the Southern Alps of New Zealand [9].

The greatest uncertainty in computing southern hemispheric long wave-
length gravity changes due to continental cryospheric imbalance is a lack of
sound observational constraint on the Antarctic Peninsula region.

2.3 Space and Terrestrial Fields from Cryospheric Imbalances

It is straightforward to convert volumetric ice imbalance into gravity and
crustal motion for elastic Earth models. First, we note that a set of surface
density rate coefficients, Gy,j, may be calculated in an expansion similar to
(1) and related to the Stokes rate coefficients as:

M

]_ L
m(z + i)cémj . (2)

5ij

With the direct loading of the ocean (of total rise rate £) accounted for, these
coefficients are computed from a series of spherical caps with rates of ice
height changes D,;. Assuming conservation of mass, the density coeflicients

are
ZLaisk

= ~ = pW
Otmj =  Pice E mej,iDi
i=1

T Eaem; (3)

where py, and pic. are densities of ocean water and continental ice, and Gz,
are normed ocean coefficients [4]. The total number of caps is Zgjsk and Wy, ;
are disk coefficients (eq. 30b in [10]). The rate of change in the geoid [4] is:

dN L 4 2

E = Re Z Z Z éfmj(t) (1 + ké) %mj(07)\) (4)

~

=2 m=0j=1

and the time-rate of change in surface gravity [10] is

L L 2 . B
D 3D 3D I LR (R VA s TRV G)

(=2 m=0 j=1
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Fig. 1. Power spectra for cryosphere change and GIA models. GRACE annual
recovery error estimate [1] and CHAMP sensitivity estimate for three years [14]
correspond to theoretical limits.

wherein elastic deformation is accounted for by the surface potential and
radial displacement Love numbers, kj and hj, respectively. Geoid rates may
be constructed using the stand-alone satellite data. The surface rate of change
is measured using absolute gravity instruments placed on bedrock [11] [12].

Integration of Present-day Cryospheric Information Using the cap-
grid structure for ice covered regions, each of the terms w@mjyiDi in (3) is cre-
ated with grid-size varying from small sizes in the Cordillera Darwin (Tierra
del Fuego), Patagonia and the Antarctic Peninsula (radii a; ~ 0.05°) to
large caps in East Antarctica (radii a; ~ 1.28°). Each of these were treated,
in essence, as cap harmonics. For our purposes, neither spatial nor spectral
smoothing was required and the series were truncated at L = 256, as were
the ocean function coeflicients. The total ESLRR associated with land-ocean
mass transfer for four regions south of 42.5° S is given in Table 1. The total
rate of change in sealevel, &, in (3) is assumed to be derived from the net sum
of ice mass changes in the model.

Degree Power Spectra The detectability of the time-dependent field gen-
erated by changes in the continental cryosphere may be scrutinized via the
secular geoid rate power spectrum [13]. Such plots (Figure 1) are diagnostic
of the ability for satellite data to recover the time-dependent field associ-
ated with the large-scale ice mass changes. In Figure 1 the combined mass
exchange of all four regions (A, AP, SSA and New Zealand; NZ) are as-
sumed. For comparison, the spectra for both global and Antarctic GIA are
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also shown (see [13]). With the exception of Antarctica, GIA has a fairly
reliable time-dependent gravity field.

Antarctic Peninsula Scenario The status of glacial and ice sheet balance
has been greatly improved during the last few years in all but one region:
the Antarctic Peninsula. Data-based models of glacier discharge that scale
seasonal temperature changes to elevation and precipitation, suggest that the
Peninsula is in negative mass balance [15] [16] [17]. The evidence, however,
is somewhat anecdotal. (For example, the observed changes in adjacent ice
shelves [18]). There is not enough data for constructing a complete balance
estimate, and even the net surface mass balance is complicated by short
wavelength orography [19]. We incorporate a scaled model [16] to account for
the Peninsula.

While model inputs for Patagonia are likely significant at a 2—o level [§],
uncertainty of the Antarctic continent struggles at the 1—o level [7], a situ-
ation possibly exacerbated by sub-decadal variability [20]. The estimate also
considers reanalysis with newly acquired airborne laser altimetry and radio
echo sounding data [21]. In spite of its large uncertainty, the new estimate is
a great improvement over the simple ’scenarios’ assumed previously [5] [10].

3 Terrestrial and Space Rate Predictions

3.1 Zonal Field

Observations of the amplitudes of the secular zonal harmonic rates are
roughly | J; |~ 0.3 « 3.0 x 10~ "yr~! for 2 < ¢ < 6 [6]. Table 2 gives
ice change predictions for the very low order zonal gravity field rate coef-
ficients. Clearly, these predictions are of an amplitude comparable to those
derived from long-term SLR observations. For the first time, then, it is more
definitively show that interdecadal cryospheric change in the high latitude
Southern Hemisphere is a major contributor to the overall Jj-sealevel bud-
get. This is true, even if the AP’ scenario is ignored (the column .J; " in
Table 2 is for coefficients computed with the net imbalance of the Peninsula
set to zero).

3.2 Non-zonal and Surface Gravity Change

The non-zonal coefficient amplitude is strong enough that CHAMP, GRACE
and follow-on gravity missions could be employed to 'monitor’ the cryospheric
balance state in the Southern Hemisphere. For such analyses, we provide the
lowest 12 degree/order normed rate coefficients in Table 3 for the forward
model that includes the AP’ scenario and provide a map of the corresponding
surface gravity rate change, ddég/dt in Figure 2. Measurement of the surface
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Table 2. Zonal rate coefficients jg = —V20+ 1égo (units: 10*11yr*1)

¢ AP ¢ i JAr
1 -2.034 -1.587 7 -0.170 -0.218
2 1.211 0.929 8 0.055 0.163
3 -1.040 -0.780 9 0.081 -0.064
4 0.755 0.559 10 -0.266 0.104
5 -0.495 -0.381 11 0.478 0.321
6 0.298 0.270 12 -0.677 -0.542

gravity change may be important for separation of solid Earth GIA signa-
tures from current ice mass change related gravity [22] [10]. The future for
terrestrial gravity measurements may, indeed, be a bright one, due to recent
technological advances that allow such instruments greater portability and
lower power levels for continuous operation [23]. The predicted rates of grav-
ity change in West Antarctica and Patagonia exceed annual change amplitude
of 1.5 pgals over wavelengths of several hundred km.

3.3 Geoid Change

Continued improvements in the processing of CHAMP and GRACE data
may soon mean that secular changes in the geoid shall be determined at, or
below, the 1 mm level at half wavelengths, A\ ~ 7R, /¢, of A\ ~ 1600 km
(¢ ~12) [24]. Figure 3 shows in mapview the computed annual geoid changes
anticipated for cryospheric land/ocean mass transfer south of 42.5° using
recent mass balance estimates [7] [8] [21]. Although preliminary analysis of
CHAMP and GRACE data do not yet show this level of sensitivity, the large
signal (~ -1 mm/yr) contoured over West Antarctica has 600 < AX < 2000
km, and thus, there is potential for this signal to be detected.

4 Conclusions

The goal of the present paper is to clarify the current status of forward
modeling predictions for interdecadal to multidecadal time-scale cryospheric
change south of 42.5° S at high spatial resolution and to offer predictive maps
for estimating both space and terrestrial-based gravity changes. Largely due
to the application of space and airborne monitoring systems and the emer-
gence of InSAR and GPS, great strides have been made in determining ice
mass balance since about 1990. Folding such information into the various
forward/inverse architectures for solving for global water mass fluxes is im-
portant in two distinct areas of gravity research: (1) analysis of mass flux
budgets from the zonal field monitoring provided by SLR; and (2) for the fu-
ture analyses of ice mass budgets in which high resolution data may be able



Antarctic Ice Mass and Gravity Change

9

to provide an additional tool for deciphering the GIA component of secular

Antarctic gravity change.

Table 3. Non-zonal rate coefficients for ice mass south of 42.5° (units: 10~ yr™1)

4 m éem S(gm 4 m C_'em Sem
1 1 -0.08773 0.50261 9 4 0.01458 0.05543
2 1 0.02346  -0.43268 9 5 -0.07292  -0.00113
2 2 0.08552 0.03383 9 6 0.01382 -0.05086
3 1 -0.01104 0.48439 9 7 0.02130 0.01109
3 2 -0.14452  -0.05936 9 8 -0.00569 0.00524
3 3 0.03178 -0.03324 9 9 -0.00065 -0.00137
4 1 -0.01045 -0.46513 10 1 -0.04409 -0.19464
4 2 0.19257 0.05242 10 2 0.14171 -0.10706
4 3  -0.06405 0.05614 10 3 0.05232 0.02614
4 4 -0.00828  -0.02516 10 4 -0.00072  -0.02467
5 1 0.03937 0.40150 10 5 0.06542 0.00484
5 2 -0.19575  -0.02886 10 6 -0.01848 0.06052
5 3 0.07950  -0.07598 10 7 -0.03325  -0.01775
5 4 0.01583 0.04669 10 8 0.01150  -0.01090
5 5 -0.01305  -0.00067 10 9 0.00222 0.00465
6 1 -0.06038  -0.33111 10 10 -0.00106 0.00031
6 2 0.18137  -0.00915 11 1 0.02961 0.15748
6 3 -0.07874 0.08100 11 2 -0.15805 0.09909
6 4 -0.02673 -0.06773 11 3 -0.07236  -0.02612
6 5 0.03113  -0.00083 11 4 -0.01162  -0.00789
6 6 -0.00193 0.00743 11 5 -0.04577  -0.00992
7 1 0.07038 0.27696 11 6 0.02180  -0.06062
7 2 -0.15689 0.05078 11 7 0.04319 0.02398
T 3 0.05696  -0.07326 11 8 -0.01948 0.01825
7T 4 0.02943 0.07988 11 9 -0.00525  -0.01015
7 5 -0.05086 0.00189 11 10 0.00302  -0.00091
7 6 0.00488  -0.01935 11 11 -0.00006 0.00059
7 7 0.00414 0.00241 12 1 -0.01830 -0.10427
8 1 -0.06880  -0.24268 12 2 0.17152  -0.08579
8 2 0.13730  -0.08460 12 3 0.07896 0.03729
g8 3 -0.02101 0.05541 12 4 0.01921 0.03356
8 4 -0.02493 -0.07597 12 5 0.01933 0.01545
8 5 0.06719  -0.00099 12 6 -0.02387 0.04968
8 6 -0.00916 0.03514 12 7 -0.04760  -0.02821
8 7 -0.01151 -0.00576 12 8 0.02790  -0.02559
8 8 0.00206  -0.00153 12 9 0.00924 0.01796
9 1 0.05850 0.21989 12 10 -0.00731 0.00189
9 2 -0.13236 0.10379 12 11 0.00015 -0.00203
9 3 -0.01913 -0.03720 12 12 0.00045 0.00024
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Fig. 2. Surface gravity change for absolute and relative terrestrial gravity mea-
surements. Contours of negative ddg/dt are at 0.5 pgal/yr intervals.
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Gravity Model TUM-2Sp Based on the Energy
Balance Approach and Kinematic CHAMP
Orbits
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Summary. We have used one year of CHAMP data for deriving a gravity field
model based on the energy balance approach. In order to avoid the use of any a
priori gravity information, purely kinematic orbits have been computed from GPS
measurements only. Subsequently velocities have been derived from these kine-
matic positions by two different methods, namely smoothing splines and Newton-
Gregory interpolation. Using the principle of energy conservation, the satellite’s
positions and velocities are transformed into gravitational potential. CHAMP on-
board micro-accelerometry is used to correct for surface forces. For spherical har-
monic analysis the so-called direct approach has been implemented using the full
normal equation matrix. The model, called TUM2Sp, was found to be a more ac-
curate gravity field than EIGEN-2 model.

Key words: gravity field, energy integral, kinematic orbit

1 Introduction

Due to the BlackJack GPS receivers onboard of the CHAMP satellite [Reigber
et al. (1999)], continuous satellite tracking became feasible. Simultaneously,
using the micro-accelerometer onboard, the non-gravitational accelerations
acting on the satellite are measured. These two instruments enable the appli-
cation of the energy integral for gravity recovery from the CHAMP satellite
[cf. Jekeli (1999), or Visser et al. (2003)],

Bogdt -V - jwxe? - [

ae~dwf/ang~dw (1)
2 x x

The left hand side of equation (1) is the observed energy along the path
of the satellite, and should be a constant, the Hamiltonian in a conservative
force field. The Hamiltonian is the sum of the gravitational potential, V', and

* on leave from MTA-BME Research Group for Physical Geodesy and Geodynam-
ics, Department of Geodesy and Surveying, Budapest University of Technology
and Economics
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kinetic energy, % &? . Employing a rotating Earth-fixed coordinate system the
rotation in it also consumes energy, which is accounted for by the centrifugal
term of equation (1) (3 (w x @)? ). Further energy variations occur due to
non-conservative forces. Variations due to external gravitational forces (i.e.
direct, solid Earth, pole and ocean tides) are included in the acceleration a.,
while non-gravitational forces acting on the satellite are contained in the ang
vector.

The directly observed variables by CHAMP are the positions, @, and the
non-gravitational accelerations, ang4. The velocities, &, were derived from po-
sitions, while the remaining input data are from other sources (Earth rotation
parameters from IERS, planetary ephemerides from JPL, named DE405, and
ocean tide model from UT-CSR).

2 Method

As shown in Gerlach et al. (2003) the disturbing potential derived from
(reduced-)dynamic orbits by the energy integral method is strongly influenced
by the gravity model used for orbit determination. Therefore we stick to a
purely kinematic solution in the present study (for kinematic POD see Svehla
and Rothacher (2003a) and Svehla and Rothacher (2003b)). The flowchart
in Figure 1 illustrates the determination of the gravity field using the energy
integral, starting with a kinematic orbit.

In case of a kinematic orbit we face the problem that only positions and
no velocities are determined. As we need velocities, compare equation 1, these
must be derived from the kinematic positions numerically. Assuming the kine-
matic orbit being noisier than the (reduced-)dynamic one, in our first solution
we attempted to reduce the noise of the kinematic positions by applying a
smoothing on the position residuals (i.e. kinematic minus reduced-dynamic
positions). Unavoidably the smoothing in the high frequencies also affected
the gravity signal part to the same degree. This method was applied for the

gravity
field
analysis

energy
integral

S

Im 7 Im

kinematic %
POD —IT'r’l
remove restore

reference
orbit

Fig. 1. Flowchart of the performed CHAMP gravity inversion in the present study.
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TUM-1S model [Gerlach et al. (2003)]. In this case, in a remove-restore so-
lution, smoothing cubic splines were fitted to the position residuals, then
the derivative was taken analytically, and added to the reduced-dynamic ve-
locities. TUM-1S made use of half a year of CHAMP data, which has been
extended for this study to one year. In addition, some minor improvements in
modelling have been introduced. The extended solution is referred as ’cs44’,
and processing steps of it are displayed on the flowchart (Figure 1) with the
reference orbit step included.

Since for derivation of the kinematic velocities in remove-restore way
reduced-dynamic orbits were used (which are known to be dependent on
a priori gravity field), this solution seems to be affected by a priori gravity
information. Prohibiting any possible dependence on the a priori gravity field,
kinematic velocities have now been derived in a reference-field-free manner.
For this we implicitly assume that the measurements are free of systematic er-
rors, so the one year of data exhibits random distribution of the noise (white
noise). For this solution we are approximating the kinematic positions by
a simple interpolation method, namely Newton-Gregory interpolation, and
the derivatives are computed analytically. The interpolation is applied on
the pure kinematic positions. This solution leads to the ’cs45’ coefficient set,
which is named TUM-2Sp officially now. The processing sequence is illus-
trated in flowchart (Figure 1) without the remove-restore step for velocity
determination.

3 Gravity Recovery

The differences of the aforementioned three estimations for a CHAMP-only
gravity field are summarized in Table 1.

The pseudo-observable for the spherical harmonic analysis is the grav-
itational potential of the Earth derived from equation (1). The unknown
potential coeflicients, C,,,, and Sy, were determined (from the spherical
harmonic expansion of the potential) by least squares adjustment. The ob-
servations have been weighted equally.

The spherical harmonic coefficients were solved up to degree and order
100. As a consequence of the sampling of 30 seconds of the kinematic CHAMP
orbit, which corresponds approximately to gravity information up to degree
and order 90, and the numerical differentiation to obtain kinematic velocities,

Table 1. Gravity models discussed in this study.

data set length of data kinematic velocity reference orbit
TUM-1S  1/2 year smoothing splines reduced-dynamic
csd4 1 year smoothing splines reduced-dynamic

cs4b 1 year Newton-Gregory interpolation none
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Table 2. Comparison between geoid heights from GPS/levelling and global poten-

tial models (low-pass filter above degree/order 60) in [cm].

data set

EIGEN-2 TUM-1S CS44 CS45 EIGEN-GRACEO01S

USA (5168 points)
Europe (180 points)

Australia (197 points)

Japan (837 points)

60.2
59.3
67.4
69.5

64.1
56.4
63.3
65.5

56.4 47.1
55.7 33.1
63.8 52.7
66.7 54.8

41.5
19.4
50.3
51.5

we found disturbing potential signal up to about degree and order 60. In the

higher degrees the noise is strongly dominating (cf. Figure 2). According to
this, the presented sets of coefficients were truncated at degree 60.

4

Results

We ended up with three different gravity fields described in Table 1. These
models were compared to GPS/leveling data over different regions (USA,
Australia, Europe, Japan). The RMS values of the derived geoid height dif-
ferences are listed in Table 2. The Table shows that EIGEN-GRACEO01S
model [Reigber et al. (2003b)] provides always the best solution, and cs45
model gets close to that, while the other 3 models are on similar level with
a best performance of the cs44 model. EIGEN-2 [Reigber et al. (2003a)] is

only superior to TUM-1S over the USA.

to the five models considered in Table 2.

Table 3 shows the RMS differences of gravity anomalies over land and
ocean and the Arctic based on gravimetric and altimetric data sets (NIMA
[Lemoine et al. (1998)] and AGP [Kenyon and Forsberg (2002)]) with respect
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Table 3. Comparison between gravity anomalies from terrestrial/altimetric data
and the considered set of five models (low-pass filter at degree/order 60) in [mGal].

data set EIGEN-2 TUM-1S CS44 CS45 EIGEN-GRACEO01S
Land (gravimetry) 13.92 13.78 13.72 13.27 13.25
Ocean (altimetry) 6.61 6.58 6.50 6.12 5.87
Arctic (gravimetry) 14.67 14.55 14.54 14.17 14.14

Figure 3 shows RMS values of the differences of geoid height differences
arranged according to various distances [Gruber (2001)]. The figure can be in-
terpreted as a kind of resolution dependency of the geoid errors, even though
there is no theoretically exact correspondence to degrees of spherical har-
monics. This figure makes use only of the US data. In Figure 3 the EIGEN-2
is superior to TUM-1S - compare also Table 2. In other regions TUM-1S has
slightly lower RMS values than EIGEN-2 (Table 2 and Table 3). CS44 set is
slightly better than EIGEN-2 model, due to the extended one-year data set.
The cs45 set performed better than EIGEN-2 model at all the degrees, and
exhibits characteristic similarities with the EIGEN-GRACE01S model.

5 Conclusion

Based on the tests in the previous section we conclude that (1) EIGEN-
2, TUM-1S and cs44 show similar error characteristics (cf. Figure 3); (2)
solution cs45 and the first GRACE model (EIGEN-GRACEO01S) show no er-
ror increase with decreasing distance (Figure 3). This suggest that (a) the
white noise characteristic of the CHAMP kinematic orbits leads to an im-
proved spatial resolution of the gravity model; (b) the gravity model used for
reduced-dynamic orbit determination affects the gravity estimation when one
makes use of the reduced-dynamic orbit as a reference for kinematic velocity
estimation — therefore (reduced-)dynamic orbits should not be involved in
gravity modelling.

As for the accuracy of the models, we should keep in mind that EIGEN-
2, TUM-1S, cs44, cs45 and EIGEN-GRACEOQ1S models are all significant
improvement above pre-CHAMP models. This proves that with CHAMP we
enter into a new era of gravity field modelling. The sequence EIGEN-2, TUM-
1S, cs44, csd5, EIGEN-GRACEOQ1S corresponds in increasing order with this
accuracy. The TUM-1S and the EIGEN-2 models seem to be on a similar
accuracy level, according to the results of the various tests; cs44 is slightly
better due to the extension of the processed data to one year. The accuracy
has significantly improved for cs45 due to change of the processing method
from smoothing to interpolation without any use of a reference orbit. EIGEN-
GRACEO1S model reflects the refinements of low-low SST over high-low SST.
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Some of the above mentioned models are available via internet. Visit
http://step.iapg.verm.tu-muenchen.de/iapg/forschen.html for the TUM-1S
and the TUM-2Sp models (the latter is referred as the cs45 set in this paper).

Acknowledgement. This work is supported by the German Ministry of Education
and Research, Geotechnology program, Grant No. 03F0329A. The Australian GPS-
levelling data have been provided by Geoscience Australia. The Japanese GPS-
levelling data have been provided by the Geodetic Division of the Geographical
Survey Institute, Tsukuba. Their contributions are gratefully acknowledged.

References

Jekeli C (1999): The determination of gravitational potential differences from
satellite-to-satellite tracking. Celestial Mechanics And Dynamical Astronomy 75:
85-101.

Gerlach C, Foldvéry L, Svehla D, Gruber T, Wermuth M, Sneeuw N, Frommknecht
B, Oberndorfer H, Peters T, Rothacher M, Rummel R, Steigenberger P (2003): A
CHAMP-only gravity field model from kinematic orbit using the energy integral.
Geophys Res Lett 30: 20, 2037, doi:10.1029/2003GL018025.

Gruber T (2001): High resolution gravity field modeling with full variance-
covariance matrices, J Geodesy 75(9/10): 505-514.

Kenyon S, Forsberg R (2003): Arctic Gravity Project. Web Site: http://earth-
info.nima.mil/GandG /agp.

Lemoine FG, Kenyon SC, Factor JK, Trimmer RG, Pavlis NK, Chinn DS, Cox
CM, Klosko SM, Luthcke SB, Torrence MH, Wang YM, Williamson RG, Pavlis
EC, Rapp RH, Olson TR (1998): The development of the joint NASA GSFC and
the National Imagery and Mapping Agency (NIMA) geopotential model EGM96;
NASA Technical Paper NASA /TP-1998-206861, Greenbelt, Maryland, USA.

Reigber C, Schwintzer P, Lithr H (1999): The CHAMP geopotential mission. In:
Proceedings of the 2nd Joint Meeting of the International Gravity and the Inter-
national Geoid Commission (ed. Marson I, Siinkel H), Trieste 7-12 September,
1998. Boll Geofis Teor Appli 40(3-4): 285-289.

Reigber C, Schwintzer P, Neumayer KH, Barthelmes F, Konig R, Forste C, Balmino
G, Biancale R, Lemoine JL, Loyer S, Bruinsma S, Perosanz F, Fayard T (2003):
The CHAMP-only EIGEN-2 earth gravity field model, Adv Space Res 31(8):
1883-1888.

Reigber C, Schmidt R, Flechtner F, Kénig R, Meyer U, Neumayer KH, Schwintzer
P, Zhu SY (2003): First EIGEN gravity field model based on GRACE mission
data only, in preparation for J Geodyn.

Svehla D, Rothacher M (2003a): Kinematic and reduced-dynamic precise orbit de-
termination of low earth orbiters, Adv Geosciences 1: 47-56.

Svehla D, Rothacher M (2003b): Kinematic precise orbit determination for gravity
field determination, submitted to the Proceedings of the IUGG General Assembly
2003, June 30 July 11 2003, Sapporo, Japan, Springer Verlag, IAG 126.

Visser PNAM, Sneeuw N, Gerlach C (2003): Energy integral method for gravity
field determination from satellite orbit coordinates. J Geodesy 77: 207-216.



On the Contribution of CHAMP to Temporal
Gravity Field Variation Studies

Zhang Qiang and Philip Moore
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Summary. This study investigates the effect of temporal gravity field variability
on CHAMP and other geodetic satellites. The sensitivity of these satellites to the
lower order and degree harmonics is presented along with the dominant tidal period-
icities. Lumped harmonics from analyses of CHAMP are discussed with a singular
value decomposition identifying the dominant combinations. Temporal variability
in lower order and degree harmonics are presented in studies with and without
CHAMP. These results are compared against those derived from geophysical data.

Key words: Gravity, Lumped harmonics, Temporal variability

1 Sensitivity analyses of CHAMP and other geodetic
satellites

The sensitivity of a particular satellite to the lower degree and order geopo-
tential coefficients can be quantified by using analytical orbit theory (Kaula,
1966). This sensitivity is a combination of the orbital inclination and the or-
bital height given the accentuation of gravity field effects with altitude. For
example, on consideration of the even and odd zonal harmonics

do®/dt = ¥Xo,°,0 = Q,w, M (1)

do®/dt = Yo,°cosw,0 = w, e (2)

where the superscript, e or o, denotes even or odd zonals respectively. Util-
ising mean orbital elements and rates of change of the angular arguments
the sensitivity of five geodetic satellites, Lageos I and II, Starlette, Ajisai
and Stella, as well as CHAMP, are summarised in Tables 1 and 2. The ta-
bles illustrate the effect of a small change in the zonal harmonics, J, on
the respective Keplerian elements. The tables show the insensitivity of the
Lageos I and II satellites (hta~6000km) to the higher degree harmonics. In
contrast, Ajisai (ht~1200km), Stella and Starlette (ht~800km) and CHAMP
(hta400 — 450km) are sensitive to degree 30 and beyond. It is the different
sensitivities that facilitates the separation of the lower degree and order tem-
poral variability from multisatellite analyses.

Another important consideration for temporal field studies are the pe-
riodicities of the dominant solid earth and ocean tides. In particular, any
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Starlette  Ajisai Stella LageosI LageosII Champ
deg u® 2° w® 02° w® 02° w® 02° u* 2° u* N°
2 49.4 -47.8 38.0 -37.7 -72.6 12.1 -6.6 4.2 6.0 -7.7-94.8 -4.5
4 61.1 -19 428 -1.9-43.316.9 0.5 1.5 3.9 -0.6-76.2 -7.4
6-11.1 26.5 -5.7 15.9-22.317.8 0.6 0.3 0.1 0.5-60.9 -9.4
8-34.0 7.1-19.1 4.2 -7216.2 0.3 0.0-0.3 0.1-52.1-10.6
10 -2.7-13.8 -2.0 -6.0 2.713.3 0.0 0.0 0.0 0.0-33.1-11.3
12 19.7 -74 -7.7 -3.2 8510.0 0.0 0.0-0.1 0.0-35.1-11.6
14 64 59 27 19 61.0 6.7 0.0 0.0-0.1 0.0-28.3-11.5
16 -9.6 5.7 -28 1.8 11.3 3.9 0.0 0.0 0.0 0.0-22.5-11.2
18 -6.1 -2.0 -1.7 -04 10.1 1.7 0.0 0.0 0.0 0.0-17.6 -10.6
20 4.0 -3.8 08 -0.9 82 0.1 0.00.0 0.0 0.0-13.4-10.0
22 45 0.2 1.0 0.0 6.1-09 0000 0.0 0.0 -99 -9.3
24 -12 23 -02 04 41-14 0.00.0 0.0 0.0 -5.1 -85
26 -29 0.5 -04 0.1 23-15 0.000 0.0 0.0 -4.7 -7.7
28 00 -1.2 0.0 -0.1 1.0-1.5 0.00.0 0.0 0.0 -2.8 -6.9
30 1.7 -06 0.1 -0.1 0.0-1.2 0.000 00 0.0 -1.1 -6.1

Table 1. Sensitivity of satellite orbits to even zonal variations (per unit AJn x
1.0d-11) (milliarcseconds/year); u® = M® 4 w®

mis-modelling of tidal constituent giving rise to a signal at the annual or
semi-annual frequency will be aliased into those periods and possibility misin-
terpreted as mass redistribution. Table 3 presents the theoretical amplitudes
and periodicities due to the second degree solid earth tide, with k2 = 0.3.
Most of the dominant tidal amplitudes are long-periodic but apart from the
annual and semi-annual zonal solar tide, should not aliase recovery of signa-
tures at the seasonal to annual frequencies.

2 CHAMP Normal Equations: Singular Value
Decomposition

Utilising the precise positioning from GFZ rapid science orbits for CHAMP
and SLR tracking to LageosI/II, Starlette, Stella and Ajisai we have recov-
ered the gravity field up to degree and order 10 over 15 day arcs along with
the other parameters of Table 4. In all orbit computations the a priori grav-
ity field was GGMO1C with ocean tidal model CSR3.0. For CHAMP, k0O(L)
denotes local accelerometer bias, k1(G) global accelerometer scale factors,
th(L) local thruster accelerations with L indicating a daily solution and G
a 15bday solution. For other satellites, Cd denotes daily drag coefficients, Cr
a global solar radiation coefficient and atacc along track accelerations every
(5day) for Lageos.

Normal equations for the gravity field component over each 15day period
were combined with weights according to perceived accuracy of Jo namely,
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Starlette Ajisai Stella Lageosl LageosIl ~ Champ

deg e ¥ e W° e W e® WO e WO e° w°

3-13.3 325.8-9.7 4847.8 15.5-377.6 0.6 -72.6 -1.1 40.7 22.1 -2757.3
5-13.8 337.5-9.1 4571.6 12.0-291.2 -0.2 19.0 -0.6 21.7 23.6 -2950.4
7 7.0-173.3 3.7-1851.8 6.5-158.1-0.1 15.7 0.0 -1.0 21.9 -2735.9
9 10.8-265.2 5.4 -2717.2 1.7 -41.3-0.1 5.2 0.1 -2.0 19.3 -2410.7
11 -1.7 421-05 2464 -1.7 43.2-0.0 1.0 0.0 -0.2 16.5 -2063.1
13 -6.9 172.2-2.6 13099 -3.8 944 0.0 0.0 0.0 0.113.8-1727.3
15 -0.8 18.0-0.4 193.8 -4.7 1172 0.0 -0.1 0.0 0.0 11.3 -1417.9
17 39 -984 1.1 -544.2 -4.7 1188 0.0 0.0 0.0 0.0 9.1-1140.6
19 14 -35.6 04 -214.0 -4.2 1064 0.0 0.0 0.0 0.0 7.2 -897.2
21 -1.9 494-04 1923 -34 86.5 0.0 0.0 0.0 0.0 5.5 -686.9
23 -1.3 33.7-0.3 140.0 -2.5 63.8 0.0 0.0 0.0 0.0 4.1 -507.9
25 0.8 -208 0.1 -524 -16 421 0.0 0.0 0.0 0.0 2.9 -357.7
27 1.0 -253 0.2 -742-09 232 0.0 0.0 0.0 0.0 1.9 -2334
29 -0.2 59-0.0 58 -03 &85 00 00 00 0.0 1.1 -132.1
31 -06 166-0.1 341 0.1 -21 00 0.0 0.0 0.0 04 -51.0

Table 2. Sensitivity of satellite orbits to odd zonal variations (per unit AJn x
1.0d-11) (milliarcseconds/year)

Lageos I (1.2), LageoslI (1.0), Starlette (0.8), Ajisai (0.8), Stella (0.6) and
CHAMP (0.1). On eliminating the contribution of the local parameters the
geopotential normal equations Nz = b can be written using Singular Value
Decomposition (SVD) as N = QW PT, Wz = Q’ where 2 = PTx and Q, =
Q~1b. W is a diagonal weight matrix with covariance for ' being C' = W1,
SVD identifies the dominant linear combinations for each 15day arc. Thus,
for example, for Lageos 1 (MJD 50864-50879) the dominant combination in
a 4x4 gravity field recovery was the lumped harmonic

Jy = 1.000J + 0.369.J; — 0.068.]5 — 0.036C5 1 + ..... (3)

The 1o sd was oy = 2.6e —11. Equation (3) is to be compared with the
theoretical value from df2/dt in Table 1, namely

Jy = 1.000.J5 + 0.371J5 4 0.0795Jg + ...... (4)

In contrast, solving for a 10 by 10 field from CHAMP the 46" ranking lumped
harmonic (1o sd=3.8e-11) for MJD 50249-50264 is

Jy = 1.000J5 4 1.613J3 +2.023.J; +2.285.J5 +2.433.J10 +1.622C, 5 — 1.619C »
(5)

which can be compared against the theoretical value of df2/dt in Table 1,
namely

Jy = 1.000.J5 + 1.630.J4 + 2.060J5 + 2.336Js + 2.490.J30 + ...... (6)
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Tide Theoretical Amplitude Period
(arc secs) (days
Al Aw AL

055.545 0.0000 1.0934 11.3904 6798.375
056.554 Sa.  0.0000 0.0106 0.1101 365.260
057.555 Ssa 0.0000 0.0328 0.3415 182.621
145.555 O1 0.0084 0.1742 -0.0330 13.470
163.555 P1 0.0443 0.7821 -0.1417 153.586
165.555 K1 0.8394 -0.0399 0.9475 966.000
165.565 -0.1324 0.4678 -0.2434 1125.996
166.554 x1 -0.0041 -0.1374 0.0286 587.344
255.555 M2 -0.4210 0.1419 0.6008 13.285
272.556 T2 -0.0833 0.1804 0.0826 97.239
273.555 52 -1.9390 5.6909 1.5701 132.517
274.554 0.0254 -0.1165 -0.0107 207.968
275.545 -0.0229  0.2260 -0.0192 450.961
275.555 K2 1.9153 -20.2475 1.9255 483.000
275.565 -0.6131  6.9751 -0.7337 519.940
275.575 -0.0720  0.8871 -0.1023 562.998
276.554 -0.0473 -1.5431 0.4381 1498.387

Table 3. CHAMP tidal amplitudes and periodicities

Sat data data period Parameters Arcs
Ajisai  SLR 50859-52424 z, z, Cd, Cr 5d
CHAMP x,y,z 52049-52829 z, &, kO(L), k1(G), th(L) 1d
Lageosl SLR 50864-52424 xz, , Cr, atacc 15d
Lageos2 SLR 50864-52424 z, &, Cr, atacc 15d
Starllete SLR 50904-52424 z, &, Cd, Cr 5d
Stella SLR 50904-52424 z, &, Cd, Cr 5d

Table 4. Satellite data for gravity field variability

The SVD shows that the dominant combinations are long-periodic for the 5
geodetic satellites while the dominant lumped harmonics for CHAMP involve
the sectorial harmonics.

3 The temporal gravity field: satellite solutions and
geophysical data

Temporal gravity field solutions were recovered every 15day utilising SLR for
the five geodetic satellites with and without CHAMP and from CHAMP by
itself with applied constraints of 0.6e-10 to each amplitude. The amplitude
and phase of the annual signal for a field to degree and order 4 (recovered
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order combinations

S2,2; 54,2; S6,2; S8,2
C2,2; C4,2; C6,2; C8,2
Ist order Cs and Ss
S4,4; S6,4; S8,4; S10,4
C4,4; C6,4; C8,4; C10,4
Ist order Cs and Ss
S3,2; S5,2; S7,2; S9,2
C3,2; C5,2; C7,2; C9,2
S6,6; S8,6; S10,6
0 C6,6; C8,6; C10,6

= © 00 O Ut W -

Table 5. Dominant CHAMP combinations in order of significance from SVD: 10
x 10 field, MJD 52409-52424

from inati
6.0 | annual and semi annual fitting l il

C20(x1.0E 10)

-6.0
1998 2000 2002 2004
Year

Fig. 1. Annual and semi-annual variation in C> o

from a 6 by 6 solution) are compared against geophysical data in Table 6. The
latter comprised annual and semi-annual variations inferred from CDAS-1
atmospheric pressure data from Jan 1989 to Mar 2002; ocean mass redistri-
bution from the Ocean Circulation and Climate Model (OCCAM) (Webb et
al., 1998) for Jan 1992 to Apr 1996 and land hydrology from VIC (Nijssen et
al., 2001) for 1980 to 1993. The CHAMP only results required the applica-
tion of the constraint to avoid excessively amplitudes. The disparity between
CHAMP and the SLR results is not unacceptable although the results can be
overinterpreted. For, example Fig.1 plots the 15day SLR solutions from 1998
to mid 2002 followed by the CHAMP only solution to mid 2003. The satellite
data has been fitted by annual and semi-annual sinusoids. The strength of
the multisatellite solution prior to 2002 is evident in the consistency of fit and
the low error bars. For the CHAMP only solution, the current methodolgy
gives rise to both larger variability and larger error bars.
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n,m Cn7m Sn,m
Geophy SLR CHAMP SLR&CH Geophy SLR CHAMP SLR&CH

2,0 1.19/294 0.70/291 0.30/316 0.66/288

2,1 0.28/321 0.37/334 0.75/ 32 0.45/9 0.49/351 0.71/5 0.59/ 97 0.15/307
2,2 0.28/152 0.32/ 15 0.43/269 0.25/ 95 0.25/ 37 0.72/ 43 0.60/ 69 0.36/ 96
3,0 0.98/204 1.79/286 1.43/312 1.04/295

3,1 0.36/309 2.52/239 2.21/152 0.58/ 89 0.80/314 0.98/ 33 1.45/321 0.80/277
3,2 0.29/147 0.12/ 30 0.21/308 0.51/ 7 0.53/298 0.11/ 18 1.00/279 0.36/283
3,3 0.40/ 91 1.02/277 0.32/153 0.71/333 0.38/256 0.18/257 0.79/259 1.51/251
4,0 0.01/174 0.35/ 17 0.25/305 0.17/ 84

4,1 0.27/255 0.50/156 0.31/160 1.14/177 0.38/256 0.16/116 0.15/113 0.16/ 39
4,2 0.22/134 0.10/104 0.73/221 0.22/155 0.68/298 0.78/272 0.70/228 0.43/242
4,3 0.20/ 61 0.96/166 0.65/100 0.23/190 0.46/311 0.49/192 0.32/ 24 0.56/142
44 0.55/ 91 0.86/149 0.70/ 81 0.67/105 0.18/307 0.11/ 42 0.05/355 0.38/227

Table 6. Annual variation (amp/phase) in normalized hramonics from mass distri-
bution of atmosphere (CDAS-1), ocean (OCCAM) and hydrology (VIC); amplitude
A (*1.e-10) and phase P (deg) defined by Acos(2w(t — to)/365.25 + P)

With the method adopted in this study, there is no evidence as yet that
CHAMP can facilitate temporal gravity field recovery due to both the sensi-
tivity to higher degree and order harmonics and the possibility that gravity
field signal is absorbed within the solution vector for CHAMP in Table 4.
Other possibilities include the use of geophysical data to constrain the har-
monics but care must be exercised as global hydrology is poorly defined.

Acknowledgement. The authors would like to thank the U.K. Natural Environment
Research Council (Grant No. NER/A /0000/00612) for financing this study and for
GFZ for supplying the data and technical support.
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Summary. GPS-CHAMP satellite-to-satellite and accelerometry data covering 2.5 years of
the CHAMP mission period were exploited to generate the global gravity field model
EIGEN-3p revealing considerable improvements in both accuracy and resolution with
respect to the previous model EIGEN-2. For the year 2001, CHAMP and satellite laser
ranging data of four satellites were combined to recover largest scale monthly gravity field
variations that are subsequently analyzed for the annually varying constituents. The
temporal gravity field variations observed by CHAMP and the SLR satellites are compared
in the spectral and spatial domain with geophysically (atmosphere, ocean, hydrology)
predicted gravity variations that do not reflect the large observed scattering in the monthly
solutions but are of comparable size and distribution on the annual time scale.

Key words: CHAMP satellite gravity mission, global gravity field model, temporal gravity
field variations

1 The CHAMP-only mean Earth gravity field model EIGEN-3p

EIGEN-3p (European Improved Gravity model of the Earth by New techniques,
issue 3 preliminary) is the global gravity field model following EIGEN-2 (Reigber
et al. 2003a) and, like EIGEN-2, is computed solely from CHAMP’s gravitational
orbit perturbations. The about half a year’s worth of GPS-CHAMP satellite-to-
satellite tracking and accelerometer data that were exploited for the construction
of EIGEN-2 was expanded to about 2.5 years out of the period July 2000 through
June 2003. In addition modifications in the data processing and solution procedure
took place: (1) The bias parameters for the three accelerometer axes are in the
newly processed two years of CHAMP data solved once per orbit revolution
(along- and across- track axes) and twice per revolution for the malfunctioning ra-
dial channel, instead of only daily in the EIGEN-2 processing. (2) The stabiliza-
tion of the overall normal equation system by introducing zero pseudo-observation
for the spherical harmonic gravitational coefficients with weights increasing with
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Fig. 1. Signal/error amplitudes per Fig. 2. CHAMP minus GRACE models’
degree in terms of geoid heights. difference amplitudes per degree and (ac-

cum.) as a function of maximum degree
in terms of geoid heights.

increasing degree starts at degree 65 in the EIGEN-3p solution instead at degree
25 in EIGEN-2.

The positive effect of the enlarged database and processing modifications with
respect to EIGEN-2 are obvious from Figures 1 and 2, where the EIGEN-2 and
EIGEN-3p solutions are compared with the higher resolving GRACE gravity field
model EIGEN-GRACEOIS (Reigber et al. 2003b). Figure 1 gives the signal am-
plitudes per degree in terms of geoid undulations for the three models and for
Kaula’s 'rule of thumb' (Kaula 1966). It can be seen that the EIGEN-3p solution
has got full power up to almost degree/order 65, corresponding to a half wave-
length spatial resolution of A/2 = 300 km, compared to only 450 km of EIGEN-2.

The CHAMP minus GRACE models’ difference degree amplitudes as a func-
tion of maximum degree, shown in Figure 2, demonstrate that the EIGEN-3p
model recovers the geoid with an average accuracy of =1 cm accumulated over all
terms up to degree/order 20 (EIGEN-2 up to degree/order 14), or A/2 = 1000 km
spatially, and 10 cm up to degree/order 55 (EIGEN-2 up to degree/order 44) or
M2 =350 km. In spite of the overall superior performance of EIGEN-3p, a degra-
dation in accuracy over the polar areas has been reported for EIGEN-3p compared
to previous solutions (D. Mc Adoo, C. Wagner, personal communication) that is
very likely arising from the too weak solution’s stabilization. EIGEN-3p will be
followed by EIGEN-3 as soon as the reprocessing of all data with the new proc-
essing scheme is completed and an optimum stabilization procedure has been
found.

2 Large Scale Temporal Gravity Field Variations

First attempts to resolve large scale monthly gravity field variations solely from
CHAMP observations revealed an unrealistically large scattering in the low de-
gree/order spherical harmonic gravitational coefficients when computed as
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1.0 1.0
CHAMP+4SLRSat
— Almosphere+Ocean+Hydrology T
05 | 05 ~ Sy
0.0 | 0.0 \/-—\//
-05 ¢ -0.5 :
10 Cip 1.0 CHAMP+4SLRSat
= Atmosphere+Ocean+Hydrology

45 15 . L 2 L 2 .

1 2 3 4 5 6 7 8 98 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12

month in 2001 month in 2001

Fig. 3. Observed (CHAMP+4SLRsat) and geophysically predicted (atmosphere+ocean+
hydrology) spherical harmonic coefficients’ time series (example for Cypand Sg4) in
terms of geoid heights, unit: mm.

monthly time series. Therefore, additional normal equation systems have been
combined with the CHAMP system which were generated from LAGEOS-1 and —
2, STARLETTE and STELLA laser tracking data covering the year 2001. The
2001 CHAMP+4SLRsat combined normal equation system then was solved yield-
ing a full gravity field model solution where the coefficients from degree/order 2
through 4 were resolved at monthly intervals in order to investigate seasonal grav-
ity field variations.

The gravity field variations at monthly intervals for the year 2001 were also
predicted from geophysical models, i.e. from atmospheric pressure fields over the
continents (ECMWF), an ocean circulation model (Hirose et al. 2001) including
atmospheric forcing and a continental hydrologic model (Milly, Shmakin 2002).
The resulting fields were then individually and in summation expanded in spheri-
cal harmonics up to degree/order 4 for comparison with the CHAMP+4SLRsat
observed coefficients. Figure 3 gives two typical examples of coefficients time se-
ries: the agreement 'observed vs. predicted' is quite good as far as Cy is

3.0 3.0
25 P 25|
i CHAMP+4SLRSat
4 = Atmosphere (continents)
20} CHAMP+4SLRSat 20¢ ——— Atmosphere+Ocean
= Atmosphere (continents) = Hydrology
15 F —— Atmosphere+QOcean 15 b = Atmosphere+Ocean+Hydrology
= Hydrology
= Atmosphere+Ocean+Hydrology
1.0 1.0 }
e \
05 [ ———— ﬂj 05 %
0.0 . 0.0

2 3 4 2 3 4
degree | degree |
Fig. 4. Signal amplitudes per degree in terms of geoid height variability over the year 2001:
monthly (left) and annual fit (right), unit: mm.
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concerned whereas the Sy4 series reveal large discrepancies. The coefficients’
time series were then used to determine annual amplitudes and phases for both the
CHAMP + 4SLRsat solution and the geophysical model predictions. Figure 4
shows in terms of geoid amplitudes per degree the root mean square (rms) of the
coefficients’ monthly variations about the mean and the variations of the annual
fit. The reduction in power by a factor 3 to 5 for the CHAMP+4SLRsat solution is
due to the considerably large scattering of the monthly values compared to the
smooth curves obtained from the geophysical models, where the annual constitu-
ent is dominating (cf. Figure 3).

Table 1 gives the adjusted annual amplitudes and phases per coefficient from
the CHAMP + 4SLRsat solution and for comparison the solution by Cheng et al.
(2002), derived from laser tracking data of six satellites over the years 2000 and
2001, as well as the sum of the annual variations predicted by the geophysical
models.

Figure 5 shows the geoid contribution, synthesized from the CHAMP+4SLRsat
observed and geophysically predicted annual coefficients” amplitudes and phases
(degree 2 to 4), at t = 3 months, the sine-terms, and at t = 0, the cosine-terms,
repectively.

degree | order Enm Amp Enm Phase §nm Amp §nm Phase
n m (0.01mm) (deg) (0.01mm) (deg)
2 0 169 79 (90) | 54 31 (57) - -
2 1 |39 28 (22) | 22 313 (350)| 6 33 (51)| 8 327 (348)
2 2 |28 25 (9 | 181 132 (195)| 22 50 (25) 274 305 (325)
3 0 31 32 (53)|311 357 (122 - -
3 1 125 55 (16) | 51 37 (352)| 15 40 (49) 21 52 (13)
3 2 189 98 (22) 221 175 (181)| 40 38 (28) | 53 44 (47)
3 3049 85 (24) | 242 286 (269)| 39 158 (21) | 93 30 (71)
4 0 |14 54 (30) | 263 128 (108) - -
4 1 |18 4 (6) | 192 346 (77) | 59 55 (18)|334 357 (34)
4 2 |56 64 (24) 348 170 (205)| 107 42 (35| 34 49 (56)
4 3 7 15 (9) | 246 292 (281)| 30 118 (19) 346 49 (19)
4 4 45 73 (34) | 254 250 (261) 29 45 (12) | 163 17 (64)

The phase convention is cos(ft-@), where t is time past Jan. 1, f'is the annual frequency, and
¢ is the phase.

Table 1. Amplitude/phase annual variation of the spherical harmonic coefficients in terms
of geoid heights, unit: 0.01 mm (left column: CHAMP+4SLRsat 2001 observed, middle
column in grey: 6SLRsat 2001/2002 observed, Cheng et al. (2002), in parenthesis: 2001
predicted from atmosphere+ocean-+hydrology.
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sine-component, rms (dN) = 1.4 mm cosine-component, rms (dN) = 1.6 mm

Geophysical models

sine-component, rms (dN') = 1.1 mm cosine-component, rms (dN') = 1.1 mm
difference dN-dN’

e,

p t, rms diffi =1.0 mm i p t, rms diffi =1.2mm

-10-8-6-4-20 2 4 6 8 10mm

Fig. 5. Sine (left) and cosine (right) components of the annual variation in the geoid (in
mm) from spherical harmonic terms of degree 2 to 4 in Table 1, as determined from
CHAMP+4SLRsat observations (top) and predicted by atmosphere, ocean and continental
hydrology modelling (middle), and the difference between observed minus predicted fields
(bottom). Root mean square (rms) values are computed using cosine of latitude as weight.

The comparisons in Table 1 and Figure 5 show agreements and disagreements
in both the spectral and spatial domain, which must be attributed to the
CHAMP+4SLRsat observed time series as well as to the geophysical models
where especially the hydrologic contributions are quite uncertain. As the results
obtained so far shall only give a first impression, a thorough investigation and dis-
cussion of the quality of CHAMP resolved temporal gravity variations is left for
further studies.
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3 Conclusions

With the single-satellite mission CHAMP, the Earth’s gravity field is resolved
with a 10 cm geoid accuracy up to degree/order 55 of a spherical harmonic expan-
sion of the geopotential, corresponding to a spatial resolution of 350 km (half
wavelength) at the Earth’s surface. The 1 cm geoid accuracy threshold is obtained
at a resolution of degree/order 20, i.e. 1000 km spatially.

The recovery of temporal gravity field variations due to sub-seasonal and sea-
sonal climatologic mass transports in the atmosphere, oceans and continental hy-
drology, where a geoid accuracy on the mm-level is required, is restricted with
CHAMP to the longest wavelengths (degree/order 4, half wavelength 5000 km)
and a time resolution of longer than three months. With these limitations, CHAMP
cannot compete with the dual-satellite GRACE mission’s results providing higher
accuracy and resolution thanks to the ultra-precise low-low ranging instrumenta-
tion.
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Summary. The operational Superconducting Gravimeter (SG) network can play an
important role for validation of satellite-derived temporal gravity field variations. A
comparison shows a quite good agreement between SG and CHAMP results within their
estimated error bars. It could be proved that the SG-derived temporal gravity variations are
representative for a large area within the pgal accuracy, if the local gravity effects are
removed.. The long-periodic tidal waves are well determined by ground measurements,
therefore they can be applied as a reference for validation. For further validation, field SG
measurements should be carried out in representative areas with large gravity variations
(e.g. Amazon area).

Key words: gravity field, CHAMP, Superconducting Gravimeter, gravity variation

1 Introduction

One objective of the new-generation satellite gravity missions CHAMP and
GRACE is the recovery of temporal Earth gravity field variations. For the
CHAMP mission the gravity resolution is about 1 pgal at a half wavelength spatial
resolution of A/2 = 5000 km with a temporal resolution of 1 month. For the
GRACE mission a largely increased resolution is expected.

Of fundamental interest is the combination of satellite-based and surface gravity
measurements. Because CHAMP’s temporal resolution ranges from 1 month to
years, surface gravity measurements must have a long-term stability, which only
Superconducting Gravimeters (SG) fulfil.

On the Earth surface high-precision gravity measurements are carried out with
Superconducting Gravimeters forming the SG network of the Global Geodynamic
Project (GGP). These measurements have a gravity resolution in ngal range and a
linear drift of some pgal per year.
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When we compare satellite-derived with ground-measured gravity variations,
we must ensure to the best knowledge that after preprocessing and reduction of
known gravity effects both data sets represent the same sources of gravitation and
spatial resolution. Therefore all local gravity effects must be removed from the
ground measurements.

2 CHAMP recovery of temporal gravity field variations

The CHAMP data processing is performed with an extended EIGEN-2 Earth grav-
ity field model [Reigber et al. 2003]. The input data for this model are:

- CHAMP-GPS satellite-to-satellite tracking and accelerometer data,

- Satellite Laser Ranging data of Lageos-1, and -2, Starlette and Stella.

Normal equation systems were generated to compute the EIGEN-
2CHAMP+4SLR solution for:

- Spherical harmonic coefficients of the gravitational potential complete to de-
gree/order 120,

- Coefficients up to degree/order 4 at 30d (monthly) intervals.

The time related gravity reduction for the CHAMP gravity field solution is per-
formed for the following effects:

- Atmospheric pressure (direct attraction and loading term): 6-hourly data
(ECMWEF) are used to model temporal variations in the gravitational poten-
tial.

- Ocean tides and ocean loading: The FES 2000 ocean model is applied for
semidiurnal to long-periodic constituents.

- Pole tide: The IERS polar motion series are used.

- Earth tides according to the IERS conventions [McCarthy 2000].

From the resulting 12 sets of spherical harmonic coefficients of degree 2 through 4
(M2 = 5000 km) monthly gravity variations have been calculated for the selected
SG positions in a time span from Dec. 2000 to Dec. 2001 with an estimated stan-
dard deviation of 1 pgal.

3 Superconducting Gravimeter derived gravity variations

The SG gravity data are reduced for the same gravity effects as the CHAMP solu-
tion. Additionally local and instrumental effects are removed.

In a first step the raw SG gravity data are corrected for spikes and offsets. Then
the linear instrumental drift is removed These preprocessed data are reduced for
the following gravity effects:

- Atmospheric pressure: By using the local air pressure a single admittance co-
efficient is calculated, which is used for reduction of the air-pressure-induced
gravity effect (attraction and loading term),

- Ocean loading calculated with the FES 95 model [Francis & Mazzega 1990],

- Pole tide calculated with IERS polar motion series and a gravimetric factor
of 1.16 [Torge 1989],
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- Earth tides calculated with analysed tidal parameters based on the Wahr-
Dehant Earth tide model [Wenzel 1996],

- Local groundwater-level-induced gravity effect: By using water table meas-
urements a single admittance coefficient is determined for reduction of this
effect [Neumeyer et al. 1999].

After these gravity reductions we got the SG gravity variations. For comparing
with CHAMP, monthly means of the gravity variations were calculated.

4 Comparison results

The present SG network comprises 20 stations in operation. Here, six SG stations
have been selected: Sutherland / South Africa (¢ =-32.381 deg, A=20.811 deg,
h=1791 m), Vienna / Austria (¢=48.25 deg, A=16.358 deg, h=192 m), Moxa /
Germany (¢=50.645 deg, A=11.616 deg, h=455 m), Metsahovi / Finland
(6=60.217 deg, A=24.396 deg, h=56 m), Wuhan / China (¢=30.516 deg, A=114.49
deg, h=80 m), Matsushiro / Japan (0=36.543 deg, A=138.207 deg, h=406 m).

For the time period from Dec. 2001 to Dec. 2002 the gravity data of these sites
were processed according to the above processing procedure. For comparison
monthly averages of the gravity variations are used. The assigned CHAMP values
are taken from the monthly global gravity field solutions for the coordinates of the
selected SG sites. Gravity variations due to Earth and ocean tides, pole tide and
atmosphere are reduced in both SG and CHAMP derived series, the remaining
time variable effects should be due to continental large scale hydrology.

Figure 1 shows the comparison result. Each station is represented by one box
with two graphs. The upper part displays the SG measured gravity variations
(grey) and the monthly averages (black). The lower part shows the CHAMP de-
rived gravity variations (black) and again the monthly averages of the SG gravity
variations (grey). For a the better visualisation the curves are created about their
mean values.

The comparison shows a reasonable agreement in the trend behaviour of the
gravity variations for all stations: For the stations with large variations (Metsa-
hovi, Wuhan and Matsushiro) the CHAMP solution follows quite well the SG re-
sult too. Concluding we note a significant result of the comparison. The CHAMP
and the SG are measuring approximately the same gravity variations within their
estimated error bars. The GRACE result with an expected improved spatial and
temporal resolution will further improve the significance of the comparison.

On the other hand the result proves that the Superconducting Gravimeter de-
rived gravity variations, although being point measurements, are representative
for a large area within the pgal accuracy. Neighbouring stations show coherent
signals [Crossley & Hinderer 2002]. This is shown on two examples:

1. The sites Moxa and Vienna which are 435 km apart show nearly the same
gravity variability. In particular there is also a good agreement in time periods
smaller than 1 month (Figure 2).

2. The distance between Wuhan and Matsushiro is about 2300 km. The gravity
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variations also show a similar behaviour concerning the longer period variations.

The large scale validity of SG derived gravity variations requires the reduction
of local gravity effects from the SG series. Therefore, beside precise air pressure
measurements water table, soil moisture, rainfall, snow loading etc. measure-
ments should be carried out at SG sites. For comparison purposes those SG sites
are only useful to be employed, where local gravity effects can be well monitored
and modelled.
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Fig. 1. Gravity variations at Superconducting Gravimeter sites:
Upper panel per box: - SG gravity variations (grey)
- SG monthly mean of gravity variations (black)
Lower panel per box: - CHAMP monthly gravity field solution (black)
- SG monthly mean of gravity variations (grey)
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Moxa (Germany) and Vienna (Austria)
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Fig. 2. SG gravity variation of Vienna (black) and Moxa (grey).

For further validation of satellite-based gravity variations, especially for
GRACE, additional surface gravity measurements with Field Superconducting
Gravimeters should be carried out in areas with large gravity variations and negli-
gible local gravity effects considering the spatial resolution of the satellite meas-
urements, for instance in the Amazon area where seasonal gravity changes can be
observed in the order of some 10 pgal.

5 Long-periodic Earth tides as reference

For Earth tidal-forces-induced gravity variations the relation between satellite and
surface gravity variation measurements can be expressed in a first approximation
by the body Love numbers h and k and the gravimetric factor 8. On the Earth sur-
face the gravimeter is measuring beside the gravitational attraction (mass) the
gravity effect due to elastic deformation (vertical surface shift) and the deforma-
tion potential (mass redistribution due to the vertical surface shift).
The gravimetric factor is a function of the Love numbers h and k. For the
spherical harmonic expansion degree | =2 we have
02=1+h2-3/2-k2 @)
With the nominal Love numbers 42 = 0.614 for elastic deformation and k2 =
0.302 for deformation potential. The gravimetric factor is 82= 1.16.
The satellite is not sensitive to the vertical surface shift. Therefore h2 = 0 and
the gravimetric factor for the satellite measurements can be expressed by
024=1-3/2-k2 )

With k2 = 0.302 one obtains 825 = 0.547. The ratio between 625 and 2 is 10 =
0.471. Accordingly the gravity signal from the satellite should be smaller than the
gravimeter signal by this factor rd. This assumption is valid for the tidal-forces-
induced gravity variations. Therefore the SG gravity data have been reduced by the
factor RS for the CHAMP comparison of tidal waves.

The long periodic tidal waves STA (period = 121.75 days), SSA (period =
182.62 days) and SA (period = 365.63 days) are well determined by ground meas-
urements. They have the same source for SG and CHAMP temporal gravity field
variations. Therefore they can be applied as reference for validation. For non-tidal



36  Jirgen Neumeyer et al.

Metsahovi / Finnland

< G
20 ' '
2 <
§ =
6
T 4
g2
20
G 4
Nov-00  Jan-01  Mar01 May-01  Jul-01 Sep-01  Nov01  Jan-02

Fig. 3. Gravity variations for Metsahovi station including Earth tidal STA, SSA and SA.

forces induced elastic deformation the load Love numbers must be applied.

Figure 3 shows an example of Metsahovi station. For this purpose the SG data
have been processed according to the above processing procedure but without re-
duction of the long-periodic tidal waves STA, SSA and SA (GrV_LP). From this
data set monthly averages (mGrV_LP) are calculated. For comparing with
CHAMP the mass and deformation potential terms must be considered. Therefore
the monthly averages are divided by the factor 18 (mGrVP_LP). The station Met-
sahovi has been selected for this simulation because it has the largest long-
periodic tidal amplitudes of the six selected SG stations.

Additionally the long-periodic gravity part caused by the tidal waves STA, SSA
and SA is added to the CHAMP result (mS_LP). This simulation shows that for
further evaluation studies the well resolved long-periodic Earth tides can be used
as reference for comparison. Then, in the corresponding satellite based (monthly)
gravity solution these tidal constituents shall not be reduced.
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Summary. The near-polar CHAMP and GRACE satellites are now acquiring vitally
important new information on the geoid and gravity field of the polar regions. This
investigation demonstrates that CHAMP and GRACE data are dramatically reducing the
large gaps in our knowledge of the Arctic region, constraining the long wavelength
geopotential (>300 km) and beginning to yield the high accuracy marine geoid which is
needed for Arctic oceanographic and sea ice studies.  Using a detailed Arctic surface
gravity field and an independent altimetric gravity field as benchmarks we have evaluated
the intermediate-to-long wavelength (> 300km) component of seven CHAMP and two
GRACE satellite-only gravity models such as the GFZ EIGEN, the NASA PGS and
UT/CSR. We evaluate, spectrally, the errors in - and differences between - these satellite-
only models in the Arctic at wavelengths from 300 to 2500 km. The GRACE models
accurately resolve Arctic gravity to full wavelengths as short as 500 km while the CHAMP
models do so to full wavelengths as short as 1000 km. However the CHAMP models
continue to show improved resolution as more and better (e.g. lower elevation) data are
incorporated. The best CHAMP models agree well with the detailed Arctic ARC-GP
model to an rms (error of commission) of better than 2.06 mGal (gravity)and 31 cm (geoid)
for all wavelengths (full) longer than 1100 km. GRACE-only geoids are precise to 40 cm
or better (all wavelengths) over large areas of the Arctic.c. CHAMP and GRACE-based
geoids could have the accuracy required to detect (together with altimetry) the poorly
known dynamic topography of the Arctic Ocean. As an example, a GRACE/detailed-
gravity hybrid geoid is presented.

Key words: Arctic, CHAMP, geoid, GRACE, gravity, sea ice

1 Introduction

An accurate Arctic gravity field - and geoid - is critically needed by Arctic geolo-
gists, geophysicists, geodesists and particularly by  oceanographers and
cryosphere scientists. Studies of Arctic ocean dynamics and sea ice should bene-
fit substantially from new geoids derived using CHAMP (CHAllenging Minisatel-
lite Payload), GRACE plus surface data. GRACE and CHAMP will provide the
long wavelength portion of an accurate marine geoid to which recent and forth-
coming altimeter data can be referred. Such a geoid is vital, for example, if we
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are to use ICESat altimeter data for precise estimation of sea ice elevation and
thickness (Farrell et al., 2003). Similarly, this geoid will be needed for applying
ENVISAT and CryoSat altimetry to estimation of dynamic topography and ice
elevation. The near-polar orbit of the GRACE and CHAMP missions enables
them to reduce long-wavelength gravity and geoid errors in the Arctic by at least
as much as is possible globally.

1b. Detailed Gravity A decade ago gravity fields of the Arctic were filled with
large data voids. Since 1993 great progress has been made in detailed gravity
mapping of this ice-covered, inaccessible region. A gravity field covering the
ocean between 60°N and 81.5°N (Fig. 1a) was derived using ERS-1 altimeter data
(Laxon and McAdoo, 1994, 1998). Recently, the international Arctic Gravity Pro-
ject (ARC-GP; Forsberg, Kenyon et al., 2002) gravity field was derived from air-
borne, surface and submarine data and was released. This ARC-GP field (Fig. 1b)
fills a number of the large gaps in data coverage that existed heretofore. Despite
this progress, gaps in gravity data coverage (Childers et al., 2001) remain particu-
larly in the northernmost Arctic Ocean. To fill in these gaps and accurately un-
derpin the detailed gravity fields, the accurate long (>300 km) wavelength geopo-
tential information from the GRACE and CHAMP satellite missions is essential.
Only by combining the accurate, long-wavelength information from GRACE and
CHAMP with detailed surface gravity will it be possible to compute the required
high-accuracy marine geoid. = Note the strong similarity between the detailed
gravity fields in Fig. 1a (south of 81.5°N, ERS’ northern limit) and Fig. 1b even
though the input gravity data are largely independent. The gravitational expres-
sion of seafloor details such as continental shelf edges, the Nansen-Gakkel ridge
and the Chukchi Borderland can be seen clearly in both figures. This similarity or
coherence between the ARC-GP and ERS fields validates the ARC-GP. Therefore
we will use the more extensive ARC-GP field as our “benchmark” for evaluating
GRACE and CHAMP gravity.

T ]

Fig. 1. (a) Arctic Ocean ERS-1 gravity field (left); (b) ARC-GP detailed gravity, Forsberg,
Kenyon et al., 2002 (right).
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2 GRACE and CHAMP satellite-only Arctic gravity

Fig. 2 displays a plot of the Gravity Recovery And Climate Experiment (GRACE)
GGMOIS satellite-only gravity model (Tapley et al., 2003) and has been evaluated
here in the Arctic for spherical harmonic coefficients complete to degree and or-
der, n, m, =120. This model was based upon a preliminary analysis of 111 days of
micro/s level range-rate data between the two GRACE sub-satellites. Although
the attenuation of short wavelength gravity signals at GRACE’s 480 km current
elevation prevents detection of anomalies with wavelengths shorter than 300 km,
one can easily see a correspondence between the GRACE gravity and the detailed
ARC-GP field in Fig. 1b. Gravity anomalies associated with the continental shelf
break, the Nansen-Gakkel ridge and the northernmost Mid-Atlantic (Knipovich)
ridge are evident in both Fig. 1b and Fig. 2. Even though the full GRACE
GGMOIS gravity field displays some artificial north-south, sectorial striping with
an approximate wavelength of 350 km at lower latitudes (< 65°N), this GRACE
model exhibits little or no such spurious striping in the Arctic. GFZ’s GRACE-
only EIGEN-GRACEOQ1S model (Reigber et al., 2003a) from 39 days of tracking
yields Arctic gravity very similar to that of GGMO1S in Fig. 2.

Two recent CHAMP-only gravity models, PGS7772 (Lemoine et al., 2003) and
EIGEN2ee (Reigber et al., 2003b) are evaluated over the Arctic and shown in
Figs. 3a and 3b, respectively, below. South of 85°N one can see good similarity
between the two CHAMP models as well as between each of the two CHAMP
models and the GRACE model (Fig. 2). Although one can see some spurious
north-south banding in both Fig. 3a and 3b, real geophysical signals with full
wavelengths as short as 500 km are clearly evident. Examples include the pro-
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Fig. 2. GRACE GGMOIS (120x120) gravity over the Arctic (Tapley et al., 2003).
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Fig. 3. CHAMP-only Arctic gravity: (a) [LEFT] PGS7772 (100x100) model (Lemoine et
al., 2003), (b) [RIGHT] EIGEN-2ee (120x120 plus some terms to 140) model (Reigber et
al., 2003b).

nounced gravity low off the northeastern coast of Greenland, the north-south
trending, positive, shelf-break anomaly at ~228°E along the western edge of the
Canadian Archipelago (e.g. Banks Island). Note that north of 85°N the CHAMP
models in Fig. 3 show ring-like anomalies that differ substantially from “reality”
(i.e., Fig. 1b or 2). These poor results north of 85°N are likely due to CHAMP
having a lower tracking precision than GRACE or to the inclination of CHAMP’s
orbit which is 87° as opposed to GRACE’s more nearly polar, 89°, inclination.
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Fig. 4. Squared coherency between the ARC-GP Arctic gravity and various GRACE and

CHAMP satellite only-models (in colors) plus coherency (in gray) between ARC-GP and
OTHER gravity models (see text).
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To assess the similarity between our benchmark ARC-GP field (Fig. 1b) and
the new GRACE-only and CHAMP-only models we have computed the squared
coherency (or the coherency spectrum) between each of these satellite models and
the ARC-GP. Coherency, C, can be interpreted as the correlation coefficient as a
function of wavelength. Signal-to-noise (SNR) equals C/(1 — C) so SNR =1
when C = 0.5. Among satellite-only models prior to CHAMP, e.g. EGM96S
(Lemoine et al., 1998) and GRIMS5S1 (Biancale et al., 2000) we have found that
EGM96S (70x70) produces the highest coherency (see Fig. 4) and, in turn, all
CHAMP models shown produce higher coherency than EGM96S. The CHAMP
models shown include PGS7772 (100x100), TUMI1S (60x60/140x140, Gerlach et
al., 2003), Eigen2ee, OSU3A (70x70, Han et al., 2004), UCPH (90x90, Howe et
al., 2003) and EIGEN-2 (Reigber et al., 2003¢c). The coherency curves indicate
that CHAMP models shown all do a significantly better job of resolving Arctic
gravity than any pre-existing satellite-only model. Moreover CHAMP models
confidently resolve full wavelengths as short as 1000 km and are improving. Of
the CHAMP models, PGS7772 yields the highest coherencies by a slight margin
over TUMIS, EIGEN2ee and OSU3A. Coherencies for the two GRACE models
in Fig. 4, GGMO1S (Tapley et al., 2003) and EIGEN-GRACEOI1S (Reigber et al.,
2003a) are very similar and are each substantially higher than those of the
CHAMP models. The PGM2000 and EGM96surf models (360x360; Lemoine et
al., 1998; Pavlis, pers comm) are based wholly (EGMsurf) or in part (PGM) on
detailed surface gravity data some of which were included in ARC-GP. The
NOAA-UCL model (Laxon and McAdoo, 1998; Fig. 1a) was derived from re-
tracked ERS-1 data.

3 Low-pass filtered gravity

Short-wavelength, surface gravity anomalies are attenuated at satellite elevation
(>450 km for CHAMP and GRACE) and hence are difficult (or impossible) to de-
tect with satellites. This difficulty is referred to as “omission error”. In order to
minimize the effects of this omission error in our comparisons we have low-pass
filtered the data using a gaussian filter with a full width of 550km, which is
equivalent to a 2.5° radius. Before filtering the data are projected from geographi-
cal to rectangular map coordinates. In Fig. 5 the detailed ARC-GP (cf. Fig. 1b) is
shown after filtering on the left (5a) and the identically filtered GGMO1S is
shown on the right (5b). Note the striking similarity of these two models after fil-
tering. The correlation coefficient between them is 0.987! The EIGEN
GRACEO01S (Reigber et al., 2003a) yields a nearly identical correlation coefficient
0f 0.986.
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Fig. 5. (a) ARC-GP low-pass filtered with a 2.5° gaussian (left); (b) low-pass filtered
GRACE GGMOIS (right).
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Fig. 6. (a) CHAMP Eigen2ee low-pass filtered with a 2.5° gaussian (left); (b) low-pass fil-
tered CHAMP PGS-7772 (right).

In Fig. 6, a gaussian filter identical to that used on ARC-GP and GRACE mod-
els (cf. Fig. 5) was applied to the two CHAMP models Eigen2ee and PGS-7772
(cf. Fig. 3a,b). These two filtered CHAMP models show excellent qualitative
agreement with our benchmark ARC-GP model (Fig. 5a) except within about 6°
of about the north pole where disagreement is clear as ring-like artifacts discussed
above persist. The correlation coefficients between the filtered Eigen2ee and
ARC-GP as well as between PGS-7772 and ARC-GP are 0.862 and 0.909 respec-
tively. We have done the same filtering to other CHAMP models and the corre-
sponding correlation coefficients are shown in Table 1. The residuals or differ-
ences between filtered ARC-GP and the various CHAMP and GRACE models are
also shown in Table 1.
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GRAVITY RMS Difference  (mGal) GEOID RMS Correlation Coef
Differences (m) w.r.t ARC-GP

GRACE (GGMO1S) 2.34 0.35 0.987
GRACE (EIGEN-GRA) 2.47 0.36 0.986
CHAMP (PGS-7772) 5.69 0.59 0.909
CHAMP (TUM-1S) 6.29 0.664 0.886
CHAMP (OSU3A) 6.43 0.681 0.881
CHAMP (EIGEN-2ee) 6.86 0.696 0.862
CHAMP (EIGEN-2) 8.02 0.778 0.817
CHAMP (UCPH) 8.31 0.993 0.807

vs other global satellite model:

Multi-Sat(EGM96S) 8.24 0.995 0.780

Table 1. RMS Differences and correlation coefficients between ARC-GP and satellite
models after 2.5° gaussian filtering.

4 Geoids combining GRACE and surface data

In Fig. 7a note the GRACE GGMO1S (Tapley et al., 2003) geoid which has been
constructed using all s.h. coefficients complete to degree and order 120. Plotted in
Fig. 7b is a hybrid geoid which combines GRACE data at long wavelengths and
ArcGP at short ones using a remove-restore method as follows. First the
GRACE/ggm01s and and the ArcGP geoids were both low- pass filtered (with a
3.5° radius gaussian) . Then the filtered ARC-GP is subtracted from the ArcGP it-
self to get residuals which then are added the back to the low pass-filtered
GRACE.

3

a—oo@

2 & 8,88

Fig. 7. (a) GRACE GGMOI1S 120x120 geoid (left), and (b) a hybrid geoid combining
GRACE and ARC-GP models (right, see text).
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Fig. 8. (a) Left: ERS-1, four-year mean sea surface (MSS), (b) Right: ERS MSS minus hy-

brid geoid (Fig. 7b); Note the windshield-shaped test region F extending from 150E to

230E (see text).
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As a preliminary demonstration of the utility of such a "Hybrid” Arctic geoid
we have subtracted it from a mean sea surface (Fig. 8a) constructed from 4 years (
'94-'97") of re-tracked ERS-1 data (Peacock and Laxon, 2003) . The difference be-
tween this mean sea surface and the hybrid geoid is plotted in Fig. 8b. Does this
mean sea surface (MSS) minus geoid represent dynamic topography in the Arctic
Ocean? Clearly there are some residual, fine scale geoid artifacts which result
however some evidence of dynamic topography, e.g Beaufort Gyre effects may be
seen in Fig. 8b. There are few conventional hydrographic observation in the Arc-
tic with which to judge Fig. 8b. In test region F (Fig. 8b) the rms difference signal
is less than 19 cm. The corresponding difference between the ERS MSS and the
ARC-GP geoid is 27 cm and the difference between the ERS MSS and GRACE
geoid is 36 cm. We appear to be on the threshold of detecting dynamic topogra-
phy of the Arctic Ocean. However the Arctic Ocean’s dynamic signal is thought
to be more subtle (Maslowski, 2000), more transient and of a smaller spatial scale
than that of other ocean basins. So we will need to compute a more precise, de-
tailed, GRACE-based hybrid geoid if we are to confidently detect dynamic ocean
topography in the Arctic using satellite altimetry from new and future missions.

5 Conclusions

The new CHAMP and GRACE gravity models are yielding substantial, scientifi-
cally important improvements in our understanding of the Arctic geopotential.
Our analyses show that CHAMP and GRACE accurately resolve Arctic gravity to
full wavelengths as short as, or shorter than, 1000 km and 500 km respectively.
Moreover CHAMP models continue to show improvement in resolution — a proc-
ess which should continue as the three-and-half years worth of current CHAMP
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observations, plus years of future observations, are analyzed. Both CHAMP and
GRACE are reducing long-wavelength gravity errors in the Arctic by at least as
much as they are globally. The precision of the EIGEN-GRACE and GGMO1S
GRACE models are nearly identical notwithstanding the larger amount of data in
GGMO1S.

As an example of how these new satellite missions will benefit Arctic oceano-
graphic and sea ice studies we have presented a preliminary GRACE-ArcGP hy-
brid geoid. Future GRACE- and CHAMP-based geoids should have the accuracy
needed to detect - with altimetry - poorly known dynamic topography of the Arctic
Ocean.
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Summary. This paper discussed consistency of long wavelength components of gravity
field between the EGM96 and CHAMP gravity models and compared the long wavelength
components of surface gravity data with ones from the models of CHAMP within the same
spatial resolution, based on the 2-D Gaussian low-pass filter in China and its vicinity. The
results show that the models of EGM96 and CHAMP are consistent up to about degree 35,
while above this degrees the EIGEN-2 may have inferior estimates. The evaluation of the
terrestrial gravity data for China and its vicinities by comparisons with the models of
CHAMP has confirmed the existence of larger errors and systemic discrepancy.

Key words: Satellite gravity field mission, Gravity anomaly, Gaussian filter.

1 Introduction

Up to the present, we have three main ways to observe gravity field. One is directly
observing on the earth surface, including terrestrial gravity measurement, airborne
gravity measurement and shipboard gravity measurement. Another is radar satellite
altimetry. Third way is satellite gravity field missions such as CHAMP, GRACE
and GOCE mission. In the three measurements, only the terrestrial measurement
can provided the full wavelength information of gravity field for points. However
the gravity data recovery from satellite altimetry, the presently best space
resolution is 2', included about 98.8% information of gravity field according to the
study by Tscherning-Rapp spectrum characteristic model for the gravity field (see
Tscherning 1974). The gravity satellite mission can provide the medium and long
wavelength information of gravity field. The space resolution of gravity field from
the CHAMP satellite come to a head about 220 km, only include about 38%
information of gravity field. It means that the gravity data from multifarious source
has the different resolution, and including multiform wavelength band of gravity
field. Therefore calibration and evaluation of gravity data should be transacted
under the same dimensional scale. In this paper, we use the 2-D Gaussian low-pass
filter to distill the common components of gravity data sets, namely long
wavelength components, for comparing and evaluating the gravity data from
multifarious source, including the satellite gravity data, satellite altimetry data and
terrestrial gravity data in China and its vicinity.
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2 Filtering Method

As well known, a grid gravity field with a certain space resolution is as a
digitalization image, which is similarly to the two dimensions discrete image
function. That so, we can dispose the gravity field data according to the method of
the image processing. The 2-D Gaussian low-pass filter will be used to withdraw
the long wavelength component of the gravity field. Usually, the Gaussian
distribution model definition is writ (see Zhang 1998)

1
2no’

x’+y?

2

e 20~ (1)

G(x,y)=

Here ¢ is standard deviation.

The 2-D Gaussian filtering made one two-dimension function (original image)
f(x, y) convolute with the Gaussian function g(x, y), then get the purpose of
restraining the noise and smooth. The convolution result is %(x, y). In the frequency
domain, according to the convolution theorem we have

Hu,v) =G(u,v)F(u,v) )

Where G(u, v), H(u, v) and F(u, v) is Fourier transform functions of g(x, ), h(x,
y) and f (x, y), respectively. As the linear system theory, the G(u, v) is a transition
function. According to the Fourier transform we can know the Gaussian function
after Fourier transformed will be still the Gaussian function with the same form,
then using Fourier inversion we have

h(x,y) = F" [G(u,v)F(u,v)] 3)

3 Short descriptions of used data

The test area is over the China mainland, China Sea and its vicinities, and western
Pacific within the pale of the area (0°<p<55°N, 70°<1<I40°E), with three types
data areas i.e. mainland area, marine shipboard measurement area and overlapping
marine area with altimetry derived gravity datasets (see Fig. 1). All data should
been transformed to the reference ellipsoid with a=6378136.46, 1/f=298.25765 as
well as EIGEN-2 model used (see Reigber 2003), and arranged in 30'<30' grid.
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EIGEN-2 and EIGEN-1S model ®
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EIGEN-2, the CHAMP-only Earth
Gravity Field Model, derived from @

altogether six months of CHAMP data, »
made by GFZ according to the CHAMP Ocen stmery ares N
GPS  satellite to satellite and R I B T I

LONGITUDE

Fig. 1. Distribution of datasets in test area.
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accelerometer data. The EIGEN-2 has been developed to degree 140. The accuracy
of EIGEN-2 is well below 10 cm and 0.5 mGal in terms of geoid heights and
gravity anomalies, respectively, at A/2=550 km (http://op.gfz-potsdam.de/
champ/results/ index RESULTS.html, see Reigber 2003).

EIGEN-1S, the satellite-only Earth Gravity Field Model, to degree 119
including 88 days of CHAMP data was made by GFZ. The solution has got full
power only up to about degree/order 35 (http://op.gfz-potsdam.de/champ/results/
index RESULTS.html). The accuracy of EIGEN-1S is 2.5 mGal in terms of the
gravity anomaly, at A/2=550 km (see Reigber 2001, 2002).

3.2 Terrestrial data sets and marine satellite altimetry data sets

Terrestrial gravity data include ground gravity data in China mainland, shipboard
gravity data on China Sea and its vicinity with 30'x30' grid, and altimetry derived
gravity data sets in West Pacific, include KMS02 (see Andersen 1998, 2001),
Sandwell’s V.9.2 (see Sandwell 1997), and GMGA97 (see Hwang 1998).

4 Comparison and evaluation of gravity data

Before evaluating terrestrial gravity data we compare the satellite gravity models
EIGEN-18S, -2 and EGMY96 in order to examine or look the differences of CHAMP
models at in a comprehensive way. One possibility to evaluate the models is the
computation of anomaly difference grids with a varying maximum degree of the
expansion. The Table 1 and Table 2 show gravity anomaly differences between
EGM96 with EIGEN-2 and EGM-1S in the test area for a varying maximum
degree of the expansion, respectively. The statistics shows that the RMS difference
between the EIGEN-2 and EGM96 model miss 1.0 mGal (Table 1), while
EIGEN-1S exceeds 1.0 mGal (Table 2) at degree 40. The agreement of the two
models is quite good up to degree 35(less 0.8 mGal), and thus three models should
be useful for the detection of long wavelength errors in the terrestrial gravity data.
However, we would rather EIGEN-2 model than others.

Lo Num. Mean RMS Min. Max. Lo Num. Mean RMS Min. Max.
5 5516 -0.000 0.004 -0.010 0.010 5 5516 0.001 0.004 -0.010 0.010

10 0.002 0.026 -0.070 0.050 10 0.005 0.042 -0.100 0.100
15 -0.012 0.106 -0.210 0.190 15 -0.010 0.096 -0.200 0.200
20 0.000 0.191 -0.620 0.530 20 -0.002 0.253 -0.600 0.600
25 -0.016 0.293 -0.850 0.680 25 -0.025 0.382 -0.800 1.100
30 0.005 0.397 -1.150 1.110 30 -0.003 0.543 -1.600 1.700
35 0.011 0.703 -2.20 1.760 35 -0.012 0.806 -2.800 2.600
40 0.031 0.956 -2.780 2.850 40 -0.025 1.118 -3.700 3.200
45 -0.060 1.982 -7.100 6.700 45 -0.137 2.761 -10.900 9.000

Table 1. Gravity anomaly differences Table 2. Gravity anomaly differences
between EIGEN-2 and EGM96 in the test between EIGEN-1 and EGM96 in the test
area for a varying maximum degree of the area for a varying maximum degree of the
expansion. Units are mGal. expansion. Units are mGal.
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Data type Num  Mean RMS Min Max
EIGEN-2—GMGA97 4357  -0.03 2.12 -15.9 12.1
EIGEN-2—V.9.2 4357  -0.08 2.68 -12.5 326
EIGEN-2—Kms02 4357  -0.08 2.87 -17.5 336
Average -0.06 2.56 -15.3 26.1

Table 3. Evaluations of the altimeter derived gravity anomalies, with a spatial wavelength
about 1100 km, by EIGEN-2 model in the western Pacific area. Units are mGal.

For evaluating the terrestrial data we compute the gravity anomalies from
EIGEN-2 up to degree 140 on 30' grid in the test area (Fig. 2.a). The original
gravity is plot on Fig. 2 b, ¢, d, and e. Using 2-D Gaussian low-pass filter we distill
the common components from the gravity datasets. In this way, we have the long
wavelength component of datasets with a space domain wavelength roughly 10°
(see Fig. 3). From Fig. 2 we can see obviously different from EIGEN-2 and
terrestrial datasets. However, after filtering the long wavelength components of
gravity from EIGEN-2 are primitively similar to ones of the terrestrial and
altimetry data (comparable Fig. 3.a with Fig. 3.b, c, d, e). In other words, we have
accomplished successfully the common components of gravity field from
multifarious source by low-pass filtering.

Fig. 4 shows the residuals of long wavelength gravity between EIGEN-2 and
ground and shipboard in the test area, respectively. We can see that the plus biggish

Fig. 2.a. Fig. 2.b. Fig. 2.c. Fig. 2.d. Fig. 2.e.

Fig. 2. The gravity anomalies data sets from multifarious source in the test area. Fig. 2.a is
anomaly computed from EIGEN-2 up to degree 140. Fig. 2.b is the ground- shipboard
dataset. Fig. 2.c, d, e are the data of KMS02, GMGA97 and V.9.2, respectively.

Fig. 3.a. Fig. 3.b. Fig. 3.c. Fig. 3.d. Fig. 3.e.

Fig. 3. Long wavelength gravity anomalies after low-pass filtering by 2D Gaussian filter
Fig. 3. a, b, ¢, d, e are long wavelength components of the EIGEN-2, the ground-shipboard,
and KMS02, GMGA97 and V9.2, respectively.
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residuals present to the northwestern China and its vicinities, and Qinghai-Tibet
Plateau (75°<A<I07°E, 26°<p<35°N). The negative biggish residual was located on
the Chaidamu basin of China (81°<A<87°E, 35°<p<38°N). The statistics shows that
the RMS difference between the EIGEN-2 and the ground data has a stupendous
value about £8.7 mGal. The mean value of the differences is largish about 7.0
m@Gal, which should be predicated an existence of the biggish systemic discrepancy
for ground data. On marine of test area with the shipboard data, the biggish long
wavelength residuals present to the Southern China Sea and its vicinities. The
statistics shows that the RMS difference between the EIGEN-2 and shipboard data
is about +4.19 mGal. The mean value of the differences is 2.68 mGal, which should
be implied systemic discrepancy for the shipboard data. On the West Pacific, the
residual differences between EIGEN-2 and altimetry data are plot in Fig. 4.b, c, d.
The complicated area is mainly centralized nearby offshore with Philippines,
Indonesia and Malaysia, nearby Ryukyu, and South China Sea. In these region
there are more islands and reef, which influence the altimetry accuracy. The
statistics shows that the RMS of the long wavelength differences between
EIGEN-2 and altimetry data exceeds £2.0 mGal (average is £2.56 mgal). The mean
difference is less than -0.08 mGal (average -0.06 mgal, see Table 3), which means
system error from altimetry data is acceptable in the West Pacific.

5 Conclusions

The comparisons of gravity models showed that the global gravity field models
EIGEN-2, EIGEN-1S and EGM96 are consistent up to about degree 35, while
above this degrees the EIGEN-2 may have inferior estimates due to the limitation of
CHAMP resolution. That imply three models should be useful for detection of long
wavelength errors in the terrestrial data. The evaluation of the gravity data for
China and its vicinities by comparisons of long wavelength with the model
EIGEN-2 has confirmed the existence of larger errors and systemic discrepancy.
The majority of biggish differences converged in the Northwestern and the
Qinghai-Tibet plateau of China. It was found apparent inconsistencies between

Fig. 4.a. Fig. 4.b. Fig. 4.c. Fig. 4.d.

Fig. 4. Long wavelength anomaly residuals with the spatial wavelength about 550 km. Fig.
4.a, b, ¢, d are long wavelength residuals between EIGE-2 and ground-shipboard, and
KMS02, GMGA97 and V9.2, respectively.
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shipboard data and EIGEN-2 on the China Sea and its vicinities, and between
altimetry derived datasets and EIGEN-2 model on the Western Pacific. The reasons
for the revealed errors may be traced back to lacking or poor quality gravity data
and substitute errors, especially in the Western mainland of China, while on the
ocean we suspect datum inconsistencies or errors from the shipboard surveying and
the satellite altimetry, which one is satellite altimetry errors, the other is recovery
errors of gravity anomalies from the altimetry data. Otherwise, it is not allow
neglect that possible reference system inconsistencies or inaccurate coordination of
gravity stations used. Certainly, it is difficult to avoid these infections. Therefore,
we expect by dint of the high accuracy global gravity field models derived from the
satellite gravity missions such as CHAMP, GRACE and GOCE to significantly
improve the gravity field in terms of a homogeneous and high accuracy and
resolution.
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Summary. An extended Jacobi integral describes the energy balance of the motion of a
satellite referred to a terrestrial reference frame along its orbit. In addition to its classical
form inertia forces and non-conservative force function contributions are included. If force
function models and observed satellite orbits are consistent the energy balance sums up to a
constant. Deviations from it can be caused either by orbit errors or by insufficiencies in the
force function models. Therefore, the energy integral offers itself as a validation tool for
consistency checks of force functions and orbit determination results. A basic question is
the separation of the various sources of inconsistency. In this paper the theoretical
foundation of the validation procedure is presented. It is shown that the validation method
can be used to detect deficiencies in the orbit modeling and in the gravity field recovery
results. Examples are presented how to separate the various causes of inconsistency.
Applications to the results of the CHAMP mission demonstrate the procedure.

Key words: Gravity field validation, Satellite orbit validation, Energy balance, Jacobi
integral, CHAMP, Satellite-to-satellite-tracking.

1 Introduction

The satellite missions CHAMP, GRACE and in future GOCE will provide un-
precedented views of the Earth’s gravity field and its changes with time. The grav-
ity field recovery results based on three-years observations of CHAMP and the
first results derived from satellite-to-satellite tracking of GRACE seem to confirm
the expectations in precision and consistency of the gravity field. A basic problem
related to these high-precise gravity field results is a proper validation because no
comparable information exists. The frequently applied validation and verification
procedures based on comparisons with existing models in well-determined re-
gions, with altimetric geoids, with GPS-levelling results or based on orbit predic-
tions may not fulfil the demands of a rigorous validation. All these procedures are
susceptible for a broad spectrum of additional error sources based on the process-
ing procedures and may, therefore, camouflage inconsistencies of kinematically
observed orbits and the dynamical modelling of the satellite’s motion. A kind of
“absolute” criterion for the proof of consistency of observed orbit and the dynami-
cal model of satellite’s motion is the energy integral along the orbit, which has
been applied in satellite geodesy already in 1969 by Reigber (1969). If the various
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energy constituents do not sum up to a constant then either the orbit is incorrect or
the force function models are wrong. An advantage is the point-wise application
along the orbit, avoiding accumulations of errors or instability effects. The size of
the constant is only of secondary importance, while the structure of the deviations
from the constant may give hints to specific force function or orbit determination
deficiencies. This is based on the fact that the energy exchange relations caused by
the various force function components show typical properties which may open
the possibility to separate the different sources of inconsistency. A sophisticated
validation procedure is important not only to control the success of global gravity
field recovery result; it can be used as well for checking the possibility of a focus
to regional gravity field features. The inhomogeneous structure of the gravity field
will produce inhomogeneous signals in the satellite’s motion or in the high-low
satellite-to-satellite connections of CHAMP and the GPS-satellites. A conse-
quence is that regions with rough gravity field features are not adequately mod-
elled by a series of spherical harmonics. The validation procedure can be used to
check whether regional improvements of the gravity field may be successful — this
can be applied a-priori and a-posteriori.

2 Energy integral along a satellite orbit

It is well-known that the classical energy balance which describes the exchange of
kinetic and potential energy is valid only in case of conservative forces. The en-

ergy function E(¢) reads, referred to an inertial system:
2

R 1P R
E@t)=———-MV(R)+E, =const , 1)
=7~ (R)+E, (

with the linear momentum (mass M, velocity v) P = Mv, a gravitational potential
V(R) fixed with respect to the inertial system and the energy constant EO . In case
of a uniformly rotating Earth (rotation vector ) the gravitational force function
is not conservative, and therefore, the Jacobi integral has to be applied instead of
the simple energy balance relation along the orbits (e.g. Locher, 2003):

2
E'(t) =%%—P'~(QXR')—MV(R')+E(; = const , )

with the potential energy E;w (¢) = -MV'(R") (quantities which refer to the rotating
reference system are marked by an apostrophe). The Jacobi integral has to be ex-
tended if the rotation of the Earth is considered time variable and non-conservative
disturbing forces as tidal forces, Earth tides etc. and surface forces as e.g. air drag
and solar radiation pressure have to be included in the balance relation. The same
holds if the sum of all surface forces are measured in-situ by accelerometers. From
the inertia forces, only the centrifugal force and the Eulerian force show an effect
on the energy function, while the Coriolis force does not as one easily verifies.
The energy contribution of the centrifugal force Z’ reads, (Ilk and Locher, 2003),

E) =—IZ’-R’dt=—%-(Q><R’)2, 3)
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and the energy contribution of the Eulerian force E’,

E;KU:—]E“Rdt:MtJ.Q-(RxR)dt. 4)

The contribution of an arbitrary non-conservative force K’ to the energy function
E;, [, by the work A , performed by the satellite along the orbit reads:

~r ot 70t ' ’ ’ ! ’ P, ’
Egl =-4 |t0=—j1< -dR =‘IK .(_M—Qijdt. (5)
I f

With these formulae the extended (specific) energy function for CHAMP reads:
Ju =EO+Ey | +Ey sl +ELl +Ep|, +Eol, = const, (6)

ty ly
with the sum of kinetic, centrifugal and potential energy E’(¢), the surface energy
E;.|. . the tidal energy of Moon and Sun E, (|, , the Euler energy E.[, , the
t

Earth tides energy E,,[, and the ocean tides energy E,, | .

3 Energy contributions for CHAMP along PSO arcs

In this paragraph the extended Jacobi integral due to (6) shall be determined along
an arc of the so-called Post-processed Science Orbits (PSO) of CHAMP. The
three-dimensional accelerometer data sets as well as the observations and orbits at
different production levels are provided by the CHAMP Information System and
Data Centre (ISDC). The transformations between the terrestrial and celestial ref-
erence frames follow the conventions published by McCarthy (1996). For the
computation of the tidal energy caused by Moon and Sun the numerical ephemeris
DEA405 of the Jet Propulsion Laboratory (JPL) have been used.
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Fig. 1. Selected energy contributions (m*/ S2) to the extended Jacobi integral for a two-
revolution PSO arc of CHAMP (1.12.2001).



56 Anno Locher and Karl Heinz 11k

The accelerometer measurements to determine the surface force energy for the
CHAMP orbit have been processed according to the rules of the CHAMP data
format (Forste et al., 2001). The energy contributions caused by the Earth tides as
well as by the ocean tides have been based on the models as published by
McCarthy (1996). As gravity field model the recent satellite-only gravity field so-
lution EIGEN-2 has been used for this test (Reigber et al., 2003). The energy con-
tributions to the extended Jacobi integral in case of a two-revolution arc are shown
in Fig. 1 to demonstrate the sizes of these various effects. The kinetic and the po-
tential energy as well as the centrifugal energy are not shown here; they are the
largest by far. In case of consistency of orbit and force function the bottom graph
at the right hand side should be a constant. The secular trend shown in this graph
could be caused by an insufficient calibration of the accelerometer data. If a linear
trend has been removed then a deviation from a constant in the size of 0,26 m?* / s*
remains, which corresponds to approximately 3 ¢m in the positions.

Especially the gravity field will have an important influence on the energy con-
stant. Fig. 2 shows the inconsistency effects of Eigen-2 plotted along the subsatel-
lite tracks for a 10-days arc. Similar effects occur 6 months later; the differences
are shown in Fig. 3. Only orbit-dependent effects are visible while field-dependent
ones cancel out. These examples clearly demonstrates the possibility to separate

-150
longitude

Fig. 2. Energy inconsistencies (m2 /s’ ) caused by the gravity field model Eigen-2, plotted
along the subsatellite tracks of CHAMP for a period of 10 days.

latitude

Iong(i]tude
Fig. 3. Energy inconsistency differences (m*/s*) for a period of 10 days with a time lag
of 6 months referred to the situation shown in Fig. 2.
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Fig. 4. Energy inconsistencies (m2 / sz) as shown in Fig. 2, but without ocean tides, plot-

ted along the subsatellite tracks for a 10 days arc of CHAMP.
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Fig. 5. Correlograms of the energy inconsistencies caused by the gravity field
models EGM96, Eigen-2, and ITG-01s for kinematic orbits of CHAMP (60 days).
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force function and orbit determination inconsistency effects. Even certain field
function constituents leave a specific pattern in the deviation of the energy integral
from a constant as Fig. 4 demonstrates: in this example the ocean tides are skipped
in formula (6). Typical ocean related inconsistency effects can be observed.

4 Application to kinematic orbits of CHAMP

PSO are based on a dynamical gravity field model and, therefore, are rather
smooth. Kinematic orbits are much more critical, because they do not contain any
information on dynamical models and are based exclusively on satellite observa-
tions. The present tests are based on a pure kinematic orbit determination of
CHAMP provided by M. Rothacher and D. Svehla from the FESG of the Techni-
cal University Munich (Svehla and Rothacher, 2003). The critical point of the ap-
plication of the energy validation approach to kinematical orbits are the velocities
of CHAMP. They have to be derived from the ephemeris of the kinematically de-
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termined satellite positions. In our approach, the kinematical positions with a
sampling rate of 30 sec have been filtered twice, based on the variance-covariance
matrices of the positions. Those positions with an rms larger than 8 cm are sorted
out a-priori. Then the velocities are determined based on an interpolation polyno-
mial of degree 6. Those velocities which result in an rms for the kinetic energy
larger than Sm’ /s® are deleted as well. The energy inconsistencies are superim-
posed by noise which hampers the detection of systematic effects. But correlo-
grams clearly uncover systematic effects which show the inconsistencies of orbits
and field functions (Fig. 5). The gravity field EGM96 shows large inconsistencies
while in case of Eigen-2 (Reigber et al., 2003) only small inconsistencies can be
detected. In case of the new gravity field model ITG-ChampO1E, derived by the
Institute of Theoretical Geodesy, University Bonn (Ilk et al., 2004), the consis-
tency of field function and orbits seems to be realized up to a high degree.

5 Conclusions

The results of this investigation clearly demonstrate that the energy integral is a
sensitive tool for consistency validation of orbits and force functions. It seems that
it is even possible to separate different force function contributions. A critical as-
pect is the determination of the velocity based on kinematically derived positions.
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Evaluation of Terrestrial Gravity Data by
Independent Global Gravity Field Models
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Summary. The new CHAMP and GRACE global gravity field models provide a
significantly improved long wavelength gravity spectrum. These satellite-only mod-
els are therefore a good basis for studying long wavelength errors of the terrestrial
gravity data, as they can be considered as a completely independent source of in-
formation.

In this contribution, the models from the CHAMP and GRACE mission as well
as EGM96 are used for the evaluation of a terrestrial gravity data set for Europe. The
differences are examined both geographically and spectrally. Different techniques are
applied for the evaluation, including spherical harmonic expansions, degree variances
and the multiresolution analysis based on spherical wavelets. All techniques confirm
the existence of small long wavelength errors in the terrestrial gravity data. The
reason for such errors may be various, e.g., lacking or poor quality gravity data in
some regions, or effects of datum inconsistencies.

Key words: gravity anomaly errors, degree variances, spherical harmonics, mul-
tiresolution analysis

1 Introduction

Within the framework of the European Geoid Project, the Institut fiir Erdmes-
sung (IfE) has collected about 3 million terrestrial gravity data and about
700 million terrain data for Europe and the surrounding marine areas for the
computation of the geoid model EGGI7, cf. [3]. The original detailed 1/x1.5’
gravity grids include residual terrain reductions (RTM). For this study, these
data were averaged in 90’ x90’ blocks to filter out high frequency effects. As
the individual gravity data sources are coming from different national agen-
cies, it is likely that different standards were used for the data processing.
Therefore, small systematic errors may exist in some of the sources. Possible
systematic error sources affecting terrestrial gravity data were studied in detail
in [5], with the largest components coming from inconsistencies in the gravity
and (horizontal and vertical) position reference systems. Moreover, a study
on the effect of such datum inconsistencies on European geoid computations
is given in [2].

The new satellite gravity field missions CHAMP and GRACE have im-
proved the knowledge of the long wavelength spectrum of the gravity field
significantly during the last years. They can therefore be used to identify
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systematic errors in the terrestrial gravity data at long wavelengths. In the
following, the models EIGEN-1S and EIGEN-2 from the CHAMP mission
(cf. [6] and [8]), EIGEN-GRACEO01S and GGMO1S from the GRACE mission
(cf. [7] and [1]), and EGM96 as the standard high-degree model are used for
the evaluation of the terrestrial data. From all models, 90’ x90’ mean grav-
ity anomaly grids were computed up to degree and order 120 for the area
covered by the EGG97 data set. The evaluation techniques include spheri-
cal harmonic expansions, degree variances, and the multiresolution analysis
(MRA) with spherical wavelets, allowing the localization of features in the
frequency and space domain.

2 Evaluation Techniques

Within the evaluation process, gravity anomaly differences between the ter-
restrial data and the global models as well as between different global models
were computed and analysed. The first technique uses RMS degree variances,
which were computed from spherical harmonic expansions of the difference
grids (up to fmax = 120). As the grids are only defined for a small part of
the Earth’s surface, a scaling of the RMS degree variances by a factor of
47’7 was done, where A is the area size on the unit sphere. This leads to de-
gree variances that have comparable magnitudes as those derived from planar
approximation power spectral densities (PSDs), for details cf. [9]. For a geo-
graphical view of the difference patterns, i.e. in the space domain, a spherical
harmonic synthesis with varying mazimum degree £y, wWas performed.

Another technique, which allows a combined spectral and spatial evalu-
ation, is the multiresolution analysis (MRA). Spherical wavelet functions ¥
were used. They only depend on the spherical distance and are defined by
a Legendre series, see [4]. For the MRA, the mother wavelet is contracted
and dilated in fixed steps, resulting in discrete scales j with corresponding
wavelet functions ¥;. The Legendre coefficients for each function determine
the spectral behavior. The range of degrees, where the coefficients are unequal
zero, is the range of the spectral localization for the scale j. Table 1 shows
the spectral bands localized by the smoothed Shannon wavelet (SSW), which
is used in this study.

3 Evaluation Results

Fig. 1 shows the RMS degree variances for 4 selected difference data sets as
well as the errors for 2 of the involved global models. All other cases are
not shown here due to space restrictions. The differences between the terres-
trial data and the CHAMP and GRACE models show a significant increase
around degree 45 and 105, respectively, where the satellite-only models do
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not have the full power due to attenuation effects. Considering also the er-
rors of the data sets involved, one can find that the differences are exceeding
the corresponding error estimates by a factor of two up to about degree 35
for the CHAMP models and up to about degree 90 for the GRACE models,
respectively. In these comparisons, the EIGEN-2 model is performing slightly
better than the EIGEN-1S model, while the two GRACE models (EIGEN-
GRACEO01S and GGMO1S) show very similar results. It should also be noted
that the agreement of the terrestrial data with the EGM96 model is superior
to the other models at higher degrees. However, this is probably due to the
fact, that terrestrial gravity data is already included in the EGM96 model.
At present, the GRACE models should be the best source of information to
determine long wavelength errors of the terrestrial data, allowing spherical
harmonic expansions up to about degree 90.

A geographical view of the difference patterns, derived from the spherical
harmonic expansions up to a fixed maximum degree, is given for some selected
cases in Figs. 2-5. While the agreement of the two global models EIGEN-2 and
EGMY6 is very good up to degree 20, the differences between the EGG97 data
and the EIGEN-2 model show a RMS value of 0.8 mgal and maximum values
up to £3 mgal in the Mediterranean Sea, Eastern Europe, and Greenland. All
these areas are known for their weak data quality. On the other hand, the
agreement between the terrestrial data and EIGEN-2 is significantly better
over the continental parts of central, western and northern Europe. These
regions are covered by high quality gravity data, and only small differences,
possibly resulting from datum inconsistencies, are found. All these features are
even more pronounced in the comparisons with the highly accurate EIGEN-
GRACEO1S model. The corresponding differences up to spherical harmonic
degree 50 are shown in Figs. 4 and 5. In the differences between the EGG97
data and the EIGEN-GRACEO01S model, the problem areas show up more
clearly with the largest values being about +8 mgal in the eastern part of the
Mediterranean Sea and Greenland. Again, the discrepancies over central Eu-
rope, where high quality data are available, are very small and below 1-2 mgal.
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Fig. 2. Differences between EGG97 and Fig. 3. Differences between EGM96 and
EIGEN-2 up to max = 20. EIGEN-2 up to max = 20.
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Fig. 4. Differences between EGG97 and Fig. 5. Differences between EGM96 and
EIGEN-GRACEOLS up to £max = 50. EIGEN-GRACEO1S up to £max = 50.

Over northern France, a small positive offset exists, while in southern France
and over Switzerland a small negative offset can be seen. These features may
be due to vertical and horizontal datum problems, e.g., the French and Swiss
national height systems are offset with respect to UELN by several dm. More-
over, also the differences between the EGM96 and EIGEN-GRACEO01S models
up to degree 50 attain larger values, especially over the Alps and Southeast
Europe, where the data used in the EGM96 development are probably weak.

Considering the results of the spherical harmonic analysis, the most in-
teresting features of the MRA should reside at the scales 4 to 6 of the SSW
(cf. Table 1). The results of the MRA are illustrated exemplarily for scales 4
and 5, again using the differences EGG97/EIGEN-2 and EGM96/EIGEN-2
(see Figs. 6-9). Moreover, an analysis with the GRACE models was done. The
results showed a very good agreement with the EIGEN-2 analysis for scales
up to 5. Due to space restrictions, no details are provided on the GRACE re-
sults. At scale 4 (see Figs. 6 and 7), representing the spectral band from ¢ =9
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Fig. 6. Differences between EGG97 and Fig. 7. Differences between EGM96 and
EIGEN-2 from MRA, SSW, scale 4. EIGEN-2 from MRA, SSW, scale 4.
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Fig. 8. Differences between EGG97 and Fig. 9. Differences between EGM96 and
EIGEN-2 from MRA, SSW, scale 5. EIGEN-2 from MRA, SSW, scale 5.

to 16, the differences between EGG97 and EIGEN-2 reach extreme values of
+3mgal and a RMS of about 0.6 mgal. The largest differences are located in
the Mediterranean Sea and in the Russian plains west of the Ural. Again, the
differences between the global models EGM96 and EIGEN-2 are very smooth
with a RMS around 0.2 mgal, and they do not show patterns like the EGG97
comparisons. At scale 5 (£ = 17 to 32) the results are more diverse (see Figs.
8 and 9). The differences between EGM96 and EIGEN-2 show a larger RMS
around 1.1 mgal, and the maximum values reach about +4 mgal. As the anal-
ysis with the GRACE model showed similar features, this indicates areas with
weak data sets in the EGM96 development (e.g., Southeast Europe). In the
EGG97 comparison, small differences are found for most parts of continten-
tal Europe. Only in Southeast Europe, Africa, and at the extreme northern
latitudes, larger differences up to about +5mgal are found. Again these are
the areas with lacking or poor quality gravity data.
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4 Conclusions

In this paper, the long wavelength quality of terrestrial gravity anomalies in
Europe and its surrounding seas was investigated using the new global gravity
field models from the CHAMP and GRACE mission. From spherical harmonic
expansions and degree variances significant differences between the terrestrial
and the satellite data were found up to degree 35 for CHAMP and up to
degree 90 for GRACE. The problem areas with larger differences are the the
Mediterranean Sea, Greenland and Eastern Europe, all these areas are known
for their weak data quality. In the continental parts of central, northern and
western Europe, covered by high quality gravity data, the agreement is much
better. Here, only some small effects from datum inconsistencies may exist.
The multiresolution analysis (MRA) confirmed the findings from the spherical
harmonic analysis.
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Summary. The GeoForschungsZentrum Potsdam (GFZ) operationally provides
CHAMP orbit products for various purposes. Here the rapid and ultra-rapid orbits
are highlighted. Significant developments in Precise Orbit Determination (POD) for
Low Earth Orbiters (LEOs), in particular SAC-C and GRACE besides CHAMP,
are described. GFZ also started to generate CHAMP-like rapid orbits for SAC-C
with good accuracy. Furtheron improved LEO orbit accuracies are demonstrated
by simultaneous orbit solutions of the GPS satellites and one or more LEOs in an
integrated approach.
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1 Introduction

The GeoForschungsZentrum Potsdam (GFZ) runs a science data system in the
CHAMP mission [1] ground segment [2] that produces standard orbit prod-
ucts servicing e.g. the mission objectives i.e. gravity field and magnetic field
evaluation and atmospheric and ionospheric applications. Standard orbits are
firstly CHAMP orbit predictions (the PDO products) for ground net antenna
steering, SLR ground station pointing, mission planning and data preprocess-
ing. In [3] procedures and results are given. The second type of standard orbit
is the Rapid Science Orbit (RSO) as input to magnetic field and atmospheric
and ionospheric processors. Goals are laid down in [4], achievements are re-
ported in [5]. The third type is the Ultra-rapid Science Orbit (USO) being of
use for the evaluation of radio occultations for numerical weather prediction
application. Finally the Post-processed Science Orbit (PSO) results in the
course of gravity field recovery work as e.g. in [6].

In the beginning of the mission, POD of CHAMP was a challenge, see
the articles refering to POD in the proceedings of the first CHAMP science
meeting in 2002 [7]. Meanwhile CHAMP orbit accuracies are in the few cen-
timeter range reported by various groups e.g. in this issue, and also shown in
the sequel. In the following, focus is put on the RSO and USO for CHAMP:
the RSO is mainly viewed in its historical evolution in terms of accuracy, the
USO being accurate to the centimeters from its invention, is mainly viewed in
its latency which by intention should be very small. Further on a RSO type
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of orbit for the SAC-C satellite is introduced and characterized in terms of
accuracy. Finally an example of the new and promising approach of the inte-
grated adjustment of various types of observations from a multitude of high
and low altitude satellites [8], i.e. the GPS satellites, CHAMP, SAC-C and the
GRACE satellites, is presented with emphasis on LEO orbit improvement.

2 CHAMP Rapid and Ultra-rapid Orbits

The RSO is generated with a latency of 17 hours on a day by day basis. It
includes CHAMP 30-s ephemerides of two 14-h arcs overlapping by two hours
covering the time between 10 pm the day before the previous day and 0 am the
current day and one GPS 1-d arc with 300-s ephemerides and clocks for the
previous day. The CHAMP orbit accuracy is measured by SLR measurements.
Fig. 1 displays on its left side the development of the accuracy from the
beginning of the production of the RSOs in March 2001, with slightly more
than 20 cm RMS of SLR residuals down to the 4 cm level nowadays. The
improvement is due to newer gravity field models updated by more CHAMP
data and some tuning of the adjustment process. It should be noted that the
SLR RMS values are reported as is with no outlier rejection applied. Therefore
the moving mean of the RMS values indicated by the thick line in the left part
of Fig. 1 gives rather a pessimistic assessment of orbit accuracy. It should also
be noted that the SLR RMS gives a measure of position accuracy of the orbit
as the SLR observations from ground to CHAMP cover all axis directions if
the sample is large. Therefore the 1-D accuracy of the RSO or the accuracy
per coordinate can be said to be slightly above 2 cm, i.e. 4 cm divided by /3,
nowadays.

The GPS orbits obey an accuracy of 8 cm per coordinate assessed from
comparisons with the IGS [9] rapid orbit (IGR). The right hand side of Fig. 1
gives the 1-D differences (RMS of the position differences divided by v/3) and
a moving mean of the point values indicated by the thick line.
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Fig. 2. CHAMP USO Orbit Accuracy and Latency

The USO is generated eight times per day at three hour intervals. As
in case of the RSO, the GPS orbits contain 300-s ephemerides and clocks
spanning one day, the CHAMP orbits contain 30-s ephemerides covering the
last 14 hours of the GPS arc. Accuracies of the GPS orbits are 8 cm per
coordinate as in the case of the RSO. The accuracies of the CHAMP orbits
are slightly worse than in the RSO case. They size at 5 cm per coordinate as
derived from the SLR residuals displayed on the left hand side of Fig. 2.

The USO was invented as a fast available orbit product in April 2002
as input to the rapid processing of radio occultation measurements [10]. Its
latency, i.e. the difference in time between its availability for the users and
its last time tagged ephemeride (covered by observations, not predicted), lies
at 3 hours as displayed on the right hand side in Fig. 2 by the thick line
representing the moving mean of all latencies ranging at the 3 hours level
since some months.

3 SAC-C Orbits

The generation of SAC-C orbits started in July 2003 for particular periods
of the SAC-C mission [11] on demand by the GFZ occultation processing
group. This resulted in occultation products similar in quality to CHAMP
occultation products [12]. Fig. 3 shows two quality measures for the assessment
of the SAC-C orbit accuracies. Unfortunately there are no SLR observations
from ground to SAC-C that could be used as an absolute measure of position
accuracy. Instead we try an assessment by substitute means as the comparison
of our orbits to the orbits produced by JPL [13] shown on the left hand side
of Fig. 3. The mean difference in position is 12 cm with no bias detectable.

On the right hand side of Fig. 3 the standard deviations of the initial
position parameters show globally 7 cm per coordinate axis. Interpreting these
results with the experiences from CHAMP, the accuracy of the SAC-C orbits
may assessed to lie below 6 cm per coordinate.
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4 Integrated Orbit Adjustment for CHAMP, SAC-C,
GRACE and the GPS Satellites

Integrated POD means processing of GPS code and phase observations from
ground stations and from space-borne receivers together with all or some of
all available mission data other than GPS. In this chapter we mix GPS ground
data with CHAMP, SAC-C and GRACE data with focus on effects on POD of
the LEO satellites. The integrated adjustment of GPS ground and space-borne
observations can also be called 1-step solution in contrast to the conventional
procedure where the GPS orbit and clocks are firstly solved, then fixed and
then the LEO orbit is derived based on the space-borne GPS data in a second
step (2-step solution).

In [8] it is shown that the integrated POD of the GPS and GRACE satel-
lites yields, besides improved GPS ephemerides and Earth reference frame
parameters, more accurate GRACE orbits. Table 1 compiles results for the
CHAMP and SAC-C satellites where two 1.5-day arcs beginning of May 2002
demonstrate the improvement on behalf of the orbital fits of GPS and SLR
observations. The SLR measurements are downweighted in the POD process
in order to gain an independent quality parameter.

Table 1. Improved LEO orbits by the integrated adjustment

Observation RMS of Orbital Fit

Type CHAMP SAC-C

2-step 1-step 2-step 1-step

(cm) n (cm) n (cm) n (cm) n
Code 73.89 60368  72.28 60367  124.00 54231  122.48 54230
Phase 2.55 60368 0.73 60367 2.91 54231 1.42 54230

SLR 5.97 264 5.04 264 - - - -




Recent Developments in CHAMP Orbit Determination at GFZ 69

Table 2 compiles results for the integrated POD of the GPS constellation
with CHAMP plus one or more LEOs, the GRACE satellites and /or the SAC-
C satellite. Table 2 seems to show that adding more LEOs does not improve

Table 2. CHAMP orbit quality by the integrated adjustment with additional LEOs

Observation RMS of Orbital Fit
Type CHAMP SAC-C GRACE
(cm) n (cm) n (cm) n

GPS + CHAMP + SAC-C:

Code 72.33 60369 122.47 54231

Phase 0.74 60369 1.42 54231

SLR 5.19 264 - -

GPS + CHAMP + GRACE:

Code 72.30 60369 47.70 129151
Phase 0.74 60369 0.61 129151
SLR 5.26 264 4.77 297
GPS + CHAMP + SAC-C + GRACE:

Code 72.30 60369 122.46 54231  47.73 129152
Phase 0.74 60369 1.43 54231 0.61 129152
SLR 5.24 264 - - 4.70 297

individual LEO orbit accuracies. However the distribution of the residuals of
the space-borne observations is skew. The reason could come from the unique
weighting of the ground and space-borne GPS observations where the number
of ground observations is more than 10 times the number of the space-borne
observations. Therefore further analyses need to be carried out.

5 Conclusions

GFZ operationally generates Rapid and Ultra-rapid Science Orbits within
the CHAMP ground segment: the RSOs and the USOs. The CHAMP RSO
accuracies have greatly improved over time to the 2 cm range nowadays.
The USO accuracy is slightly worse however the orbits are delivered eight
times a day three hours later than the latest observation in the orbit. GFZ
also generates RSO-type SAC-C orbits with approximately 6 cm accuracy for
occultation data processing. The integrated adjustment of ground and space-
borne observation allows a considerable enhancement of LEO orbit accuracies.
Additional LEOs in the integrated case seem not to increase individual LEO
orbit quality.
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Summary. The Rapid Science Orbit (RSO) is introduced into CHAMP gravity
field processing as an auxilliary tool in order to facilitate the screening and to estab-
lish pre-estimated dynamical parameters, especially accelerometer calibration fac-
tors. It is furthermore shown how so-called pseudo-attitude angles help to edit the
quaternions delivered by the CHAMP on-board star tracker cameras.

Key words: CHAMP, Rapid Science Orbit, accelerometer, attitude

1 Introduction

Gravity field processing at GFZ is presently done in 1.5 day batches [5]. For
every one of those batches, first the so-called screening runs are performed,
then the accumulation of arc-wise normal equations comprising the gravity
field parameters follows. The purpose of the screening runs is to produce
good orbits that are then plugged into the device that accumulates normal
equations for each 1.5 day arc. This paper concentrates on some aspects of
the separation of GPS data editing and the simultaneous establishment of
kinematic parameters (like ambiguities, receiver clock offsets) and cycle slip
search on the one hand from the dynamical parameter adjustment, especially
the accelerometer calibration factors on the other hand. We also want to
highlight some features of attitude data editing for the screening process.

2 Some remarks on the screening process

The arc-wise accumulation of normal equations is preceded by so-called
screening runs. The solve-for parameters in these runs do not comprehend
the gravity field expansion coefficients. The adjustment method applied is the
so-called 2-step process [4], this is basically satellite-to-satellite tracking (SST)
with separate, consecutive runs, first for the adjustment of sender ephemeris,
and then that of the receiver satellite. The measurement types used are space-
borne GPS code and phase observations only. The purpose of the screening
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runs is two-fold. On the one hand, there is the viewpoint of GPS-SST data
editing. The orbit adjustment program EPOSOC of GFZ is capable of detecting
and removing outliers, it can find cycle slips and estimate values for ambi-
guities and receiver clock offsets. On the other hand, there is the aspect of
dynamical parameter adjustment, with a special focus on the acclerometer cal-
ibration factors. Conventionally, both tasks are accomplished in the screening
process at the same time in one sweep in an interleaving manner. Dynamical
parameter adjustment occurs together with the data editing. For arcs as short
as 1.5 days this is perfectly legitimate. In the context of recent experiments,
however, it has been discussed to extend the lengths of the individual screen-
ing arc to 4.5 days. Here unfavourable interactions between the two tasks are
to be expected. Therefore, a new method had to be adopted.

3 Preprocessing via the RSO

The two tasks, data screening and parameter estimation, may effectively be
de-correlated by using the so-called Rapid Science Orbit (RSO) [4] as an aux-
illiary tool. It is available to the external user via the CHAMP Info System
and Data Center (ISDC) [1]. The RSO is reduced dynamically; typically with
a considerable number of empirical parameters estimated. From the analysis
of down-weighted SLR measurements we know that it has an accuracy of some
4-5 cm [2].

The method employed is presented in Fig. 1. The left side of the diagram
describes the GPS-SST data cleaning process and the estimation of kinematic
parameters. OBS denotes the types of observations involved, EST denotes the
parameters to be estimated.

For the time interval of interest, the GPS sender arcs (1.5 day arc lengths,
30 s time steps) are merged with a CHAMP trajectory which is glued together
from 14 hour snippets of the CHAMP RSO. The orbits of the GPS satellites,
their clock offsets and the CHAMP orbit enter the adjustment process as fixed
quantities. As a consequence, all dynamic orbit parameters drop out of the
picture. Only the ambiguities and the receiver clock offsets remain. This step
produces edited GPS-SST data where (hopefully) all cycle slips are found and
marked and all outliers are removed. Furthermore, on the data records, entries
for sender and receiver clocks as well as for ambiguity values are added.

The right side of Fig. 1 shows the data flow for the dynamic part of the
preparatory dynamical orbit adjustment. The dynamical parametrization is
just like that of the conventional screening. The GPS-SST observation data,
however, are replaced by the CHAMP RSO orbit, the spacecraft positions be-
ing pseudo-observations. Again, the observed orbit here is glued together from
14 hour CHAMP trajectory segments. This step produces adjusted dynamical
parameters including accelerometer calibration factors.

Both steps are, due to the role of the RSO, independent. Via the data edit-
ing part, clean GPS-SST data files can be produced for any period of interest
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Fig. 1. The preprocessing procedure adopting the Rapid Science Orbit.

independently from the dynamic part and stored somewhere for subsequent
use. Likewise, adjusted dynamical parameters may be produced without the
need to wait for the GPS-SST data to be ready.

In the lower part of Fig. 1 then comes the screening proper. The parameter
estimates from the right side of the diagram are taken together with the pre-
screened GPS-SST data produced on the left side of the diagram. From this
point on, conventional screening continues.

If, for a certain period of interest, the RSO is not available, the processor
is capable of substituting a CHAMP kinematic orbit. An extension to the
case of GRACE is possible, where the role of the RSO is taken over by the
Level-1B product provided by JPL for both GRACE satellites [6]. However,
these auxilliary capabilities will not be discussed here.

4 Adjusted accelerometer calibration factors

In order to illustrate one of the effects of introducing the RSO as an auxil-
liary tool, we show in Fig. 2 a plot of the along-track scaling factors of the
accelerometer. The time horizon shown is the whole month of April, 2003.
Most realistic and closest to one are the factors when CHAMP’s trajectory
is adjusted to the RSO, whereas for the conventional screening, when GPS
data are used, the result is often strange and far away from 1. Moreover, the
factors change wildly between individual arcs. If, however, arc-wise normal
equations are accumulated from the same arcs for the whole month, and the
accelerometer calibration factors are solved for together with the gravity field
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expansion coefficients, the appearance of the scaling factors is smooth again,
but they do not settle around 1, but rather at a value between 1.2 and 1.3.

5 Some aspects of attitude quaternion treatment

A given time series is only then fit for being interpolated if it is smooth enough.
It is furthermore only then fit for outlier removal if its individual undistorted
members are small enough, and if the outliers are visibly larger than typical
members of the time series.

The attitude quaternion time series, as delivered by the star tracker cam-
eras, has neither of both properties: As it describes the rotation from the
inertial reference frame to the satellite body frame, it is a macroscopic quan-
tity, and most certainly not small. And it is not smooth, for quaternion time
series are known to have jumps and cusps.

Much better candidates for gap filling and outlier removal are the yaw,
pitch and roll angle of the CHAMP spacecraft, i.e. the angles of the true
attitude vs. a nominal one; nominal meaning in this context that the satellite
body axes are aligned with certain nominal directions like the radial, the
orbit normal or the along-track direction of the spacecraft motion. Yaw, pitch
and roll are small, for they are controlled by the on-board software to remain
within a margin of 2 to 3 degrees [3]. Furthermore, those angles are continuous,
as the satellite attitude does not jump wildly. These angles oscillate with low
frequency between their maximal values.

The idea for quaternion gap filling and outlier removal now goes like this:
From the spacecraft true attitude (expressed in quaternions), the nominal
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attitude is removed, and the small corrective attitude angles yaw, pitch and
roll remain. From these small angles, outliers are eliminated and gaps are
closed via brute-force linear interpolation. The corrected yaw, pitch and roll
angles are then added back to the nominal attitude to give the "true” attitude
with clean data and gaps closed.

This approach has one drawback: The nominal attitude is derived from
the orbit state vector. It is necessary to have a time series for position and
velocity, from which the nominal attitude matrix can be inferred via trivial
geometrical operations (cross product, scalar product).

In the case of CHAMP, however, this can be avoided. In nominal orienta-
tion, the last column of the matrix transforming from the inertial reference
frame to the satellite body frame is the negative radial direction of CHAMP’s
orbit. It is now easy to show that, if an ellipse-like curve described by a small
number of parameters is fitted through the time series of those last matrix
columns, a pseudo-trajectory results that - at least for the derivation of the
nominal attitude - is as good as CHAMP’s trajectory itself. It is therefore
not necessary to pre-compute a CHAMP orbit to derive a nominal attitude
matrix. Fig. 3 shows the comparison of the true attitude angles vs. the ones
derived from the above-mentioned pseudo-trajectory. The only visible devia-
tion occurs in the pitch axis.

Now to the gap filling: Fig. 4 shows the following experiment: Into a given
quaternion time series, unrealistically large artificial random gaps have been
introduced. Then those gaps have been closed via the described procedure
with the brute-force interpolation of the pseudo-angles. The original gap-free
yaw angle is finally plotted against the reconstructed yaw. Despite the fact
that there are some distortions - when the gaps are too large - the angle time
series exhibit a nearly 100% match.
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6 Conclusions

Introducing the rapid science orbit (RSO) as an auxilliary tool in the screen-
ing process admits a separation of GPS data editing on the one hand from
a preliminary adjustment of dynamical parameters on the other hand. One
of the visible benefits are more realistic starting values for the along-track
scaling factors of the accelerometer already in the screening process prior to
the gravity field recovery.

A central tool for attitude quaternion editing is the introduction of so-
called pseudo-attitude angles that closely mimick yaw, pitch and roll. This
can be achieved using the attitude quaternions entirely alone, no preliminary
CHAMP orbit is necessary.
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Summary. This paper presents a synthesis of the CNES/GRGS routine activities regarding
the analysis and calibration of the CHAMP accelerometer data. The impact of instrument
operations and out of specification temperature variation on bias and scale factor estimation
is demonstrated. Precise dynamic solutions of orbits and calibration parameters have been
obtained from the processing of two years of data. The results presented here could be
obtained thanks to the high performances of the accelerometer and GPS tracking.
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1 Introduction

Measuring accelerations variations of few 10 ms™ in space remains a challenge.
A full understanding of the instrument and of its environment as well as a con-
tinuous surveying of its output is needed. CNES/GRGS is involved in the analysis
and calibration of the accelerometer since the beginning of the mission. A con-
tinuous effort is done to improve the calibration strategy in order to estimate high
accuracy dynamic orbit solutions and reach the scientific objectives of the gravity
mission of CHAMP.

This presentation focuses first on the accelerometer signal status and analysis.
Then the calibration definition and estimation strategy is given. Bias and scale fac-
tors solutions based on two years of data processing are presented. An alternative
definition of the bias, which reduces its correlation with the scale factor, is also
proposed.

2 Measurement status

2.1 Instrument analysis

The main concept of the Star accelerometer is reminded in Figure 1. For a full de-
scription refer to [Perret et al. 2001]. The polarization voltage V,.0f i applied to
the charged proof mass which levitates in the electrostatic cage of the Sensor Unit
(SU). Voltages from 6 pairs of electrodes maintain the proof mass at the centre of
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Fig. 1. Accelerometer block diagram.

the electrostatic cage. These voltages are proportional to the surface forces acting
on the satellite and provide the linear and angular acceleration vectors through a
linear combination. The 6 components of these vectors as well as the V¢ Voltage
are then filtered and converted into the Interface and Control Unit (ICU) and fi-
nally delivered to the Space Craft (S/C). V0 is hardware controlled to be con-
stant. However both the SU and the ICU introduce in the transfer function, biases
and scale factors which are sensitive to instrumental operations (on/off, reboot,
ICU calibration test...) and environment (temperature, satellite attitude and ma-
noeuvres...). Finally the 7 measurement channels (6 acceleration and V)
maybe affected by SU and ICU calibration parameters variations.
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Fig. 2. Vproof voltage variations from May 2000 to May 2003.
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2.2 Surveying the polarization voltage V ,,r

We have represented in Figure 2 the temporal variations of V. since the begin-
ning of the mission. Several ICU operations like reboots, and slot permutation
(nominal to spare) as well as the on board temperature (scaled by 107) are also
mentioned. V.0 Voltage at the output of the accelerometer is obviously not con-
stant and clearly correlated with the instrument operations and out of specification
temperature changes which have occurred during full sun orbit periods. Similar
variations of the calibration parameters of the acceleration measurement channels
may be expected. Nevertheless no secular drift of V¢ is observed.

2.3 Signal jumps

Signal “jumps” appear on both linear and angular acceleration channels since the
beginning of the mission. These discontinuities are too fast (less than one second)
and too large (few 10™ m.s and few 107 rad.s™) to have a dynamic origin. Even
if no clear instrumental explanation can yet be given, series of jumps seem to be
concentrated after ICU operations and are correlated with satellite eclipse events
(very few jumps during full sun orbit). Furthermore, even if the sign changes from
one jump to the other, the accumulated signal systematically results in a drift. For
example the sum of the observed jumps of the tangential linear acceleration chan-
nel gives, after 4 months, a variation of 10 m.s™ which is one order of magnitude
larger than the bias variation observed on the 3 years of mission (see section 4.1).
One explanation could be that after each jump the signal slowly comes backs to its
original level so the secular instrumental bias is not affected.

3 Data processing

3.1 Calibration equation

The calibration equation links the surface acceleration (SF) acting on the proof
mass with the accelerometer output (ACC) as it is delivered to the scientific com-
munity. It can be defined by :

Yace = Scalegy+icu - (Ysr + Biassu+icu) (1)
with: Biasgy+1cu = Biasgy + Biasycy - Scalegy (1a)
Scalegy+1cy = Scalegy . Scalejcy (1b)

The very conception of the instrument makes its a priori on ground calibration
impossible. The accelerometer bias and scale factor have to be a posteriori
estimated through dynamic orbit adjustment [Perret et al. 2001]. It is clear from
equations (la&b) that the SU and ICU contribution cannot be separated and only
Biasgy+icu and Scalegy+icy will be estimated. In addition, calibration parameters
are sensitive to on board operations and out of specification temperature variations
as seen in chapter 2.2. Furthermore, the accelerometer itself is specified to be
stable in a frequency bandwidth limited to 10-1-10-4 Hz [Grunwaldt 1998].
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Several strategies have been evaluated to estimate the global accelerometer
calibration parameters. We propose to solve for one bias and one scale factor per
satellite revolution using the initial values given in Table 1.

R T N
A priori BIAS (m/sz) -0.84 e-4 0.3555 -5 0.43 e-4
A priori SCALE 0.83 0.83 0.83

Table 1. Initial bias and scale factor values for the period May 2001 - May2003.

3.2 Data processing

Calibration parameters are estimated through a classical least-squares adjustment
in which the residuals between GPS Satellite to Satellite Tracking (SST) observa-
tions and a modeled orbit are minimized. The dynamic approach consists in esti-
mating CHAMP’s positions from the numerical integration of, on one hand mod-
eled gravitational accelerations, and on the other hand, measured surface
accelerations. We processed zero-difference pseudo-range and phase GPS data
with the CNES/GRGS GINS POD software. GPS satellites orbits and clocks at a
30 second sampling were fixed to a priori solutions. More than 500 one-day arcs
have been computed from May 2001 to May 2003. Down-weighted SLR observa-
tions were also included in the processing in order to get an objective checking of
the orbit quality. The global RMS of phase and SLR observations residuals is re-
spectively, 1.0 and 4.6 centimetres.

4 Calibration results

4.1 Solutions

Figure (3a) and (3b) represent the one per revolution bias and scale factor solution
from the 500 arcs. Continuity constraints of 107 ms™ and 5% have been applied.
All the solutions are remarkably stable (even if significant variations at the scale
of a few weeks clearly show up) except for the radial bias that is obviously drift-
ing. Its deviation exceeds 10° ms™ in two years while the expected physical signal
(lift acceleration) should not vary by more than 10 ms™. Even if most of the ef-
fects of the X3 electrode failure have been corrected in level-2 accelerometer data
[Perosanz et al. 2003], this remaining drift clearly belongs to this SU anomaly.
Nevertheless, estimating new calibration parameters every satellite revolution
compensates for this effect.
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Fig. 3. Bias (a) and scale factor (b) solution from May 2001 to May 2003.

4.2 Bias and scale correlation

It can be anticipated from equation (1) that bias and scale solutions are correlated.
This is even more critical when calibration parameters are applied to data that con-
tain a systematic signal like the tangential linear acceleration (atmospheric drag).
In such case, scale factor variations applied to the mean signal level has the same
signature as bias variations. We could verify that the two sets of solutions were
clearly correlated.

One alternative is to change the definition of calibration parameters and include
in the bias the mean level of the considered signal. Figure 4 compares the classical
“raw solution” to this new “scale correction solution” for the tangential bias. The
apparent noise of the series is reduced so that a new signal signature seems to ap-
pear. During the full sun orbit period, for example, the series of biases seems to be
correlated with the on board temperature changes.
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Fig. 4. Correlated and un-correlated tangential bias.

5 Conclusions

Our evaluation is based on more than two years of data analysis. The STAR accel-
erometer on board CHAMP is still working remarkably well with high perform-
ances and continuous data availability. High quality dynamic orbit are computed
on a routine basis at CNES/GRGS.

However, a very careful calibration procedure is needed and calibration pa-
rameters must be estimated every satellite revolution in order to take into account
the drift of the Radial signal and the sensitivity to satellite environment and opera-
tions (ICU reboots, out of specification temperature variations...).

In addition, the sets of tangential calibration parameters are clearly correlated.
Including the mean signal in the definition of the biases, helps to decorrelate them
from the scale factors.

Acknowledgments. We gratefully acknowledge GFZ and AIUB teams for providing GPS
satellites orbits and clocks solutions.
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Summary: A new method to estimate CHAMP satellite-borne GPS receiver clock bias
change is presented in this paper, according to the following approach. The difference
between two neighboring epoch phase observations includes real CHAMP-GPS distance
change, CHAMP clock receiver bias change, cycle slip and other corrections. Real
CHAMP-GPS distance change can be obtained at a relatively high precision from a
dynamic orbit. As a result, the CHAMP GPS receiver clock bias and cycle slip can also be
determined at a high precision.

Key words: CHAMP, clock bias, cycle slip

1 Introduction

The observed distance of CHAMP satellite-borne GPS receiver is affected by sev-
eral main sources such as GPS satellite clock bias, CHAMP GPS receiver clock
bias, ionosphere, multi-path, and additional cycle slips for carrier phase dis-
tance(D. Svehla et al. 2003). For orbit determination in a high precision, all effects
from these sources should be correctly detected and removed. Multi-path effect on
the observed distance is in centimeters, and can be reduced by special designed
antenna and GPS receiver. lonosphere effect on the observed distance reaches me-
ters, and can be decreased to a few centimeters by using dual-frequency observing
data. GPS satellite clock bias may be hundreds microseconds, about tens of kilo-
meters when converted to distance, but it can be obtained from the SP3 ephemeris
file in a precision of centimeters. For CHAMP GPS receiver clock bias, it may
have an effect of hundreds meters on the observing distance, and must be esti-
mated and removed by using differential data during the process of orbit determi-
nation.

In this paper, we proposed a new strategy to detect CHAMP GPS receiver
clock bias changes and cycle slips.

2 Theory

The observation equation for CHAMP zero differenced carrier phase measure-
ments between CHAMP GPS receiver and GPS satellite can be written in an iono-
sphere-free linear combination as (Blewitt, 1990):
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Pi= ﬁ(ﬁzLﬂ - f22L2i )_ ﬁ(ﬂzﬁﬁl\/w - fzzﬂzNzi ) )
- ct i T ct si §reli - 5rmassi - 5smassi
where
i epoch index
P geometric distance
c light speed
t,, L receiver clock bias and GPS clock bias
i) GPS signal frequency
L, L, phase measurements
N;, N; ambiguity
Orel relativistic correction

Ormass» Osmass  NASS center correction.
All right terms of Equation (1) can be obtained, except receiver clock bias and
ambiguity N,, N,. The geometric distance change between two neighboring epochs
can be written as:

1 1
bp = ﬁ(ﬁzAlﬂ - f7AL,)- ﬁ(ﬂ%AM — f22,AN,) ©)
1~ 12 P
- CAtf + CAts - Aé‘rel - A5rmass - A(S‘Smass

A denotes the change between two neighboring epochs. From the Equation (2),
one can recognize that the change of the phase observations between two
neighboring epochs includes real CHAMP-GPS distance change, CHAMP clock
receiver bias change, cycle slip and other corrections. Theoretically, if geometric
distance change can be obtained, the receiver clock bias change and cycle slip also
can be detected and determined, because CHAMP clock bias change affects all
GPS measurements at one observing epoch, while cycle slip only affects single
measurement.

Fortunately, we can use a dynamic method to integrate the orbit to simulate the
geometric distance change (Mader, 1986). However, at first, we must assume that
the observing orbit and the integrated orbit are different. Then, we should find out
the condition, under which the geometric distance change can be replaced by the
integrated value.

The observing distance and the integrated one can be expressed as GPS earth
center vector subtracting by CHAMP earth center vector:

5, =R —F (3)

p.=R-T, )
where ¢ denotes integrated vector, o denotes observing vector. R represents GPS
satellite earth center vector. The changes between two neighboring epoch 1 and 2
are
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Aﬁosz_Foz_(R1_Fo1) (5)
=R, - R, _(r02 Fo1)
Aﬁc:":‘sz_qcz_(z_’?m) (6)
=R;-R, _(Fc2 _Fm)
or
Ap,=R,-R,-Ar, )
AP, =R, —R, - AT, (8)
respectively.
The CHAMP earth center vector at the second epoch can be simply given by
Fy =1y + it + At ©)
and, consequently
AF = it + Lfit? (10)

Of course, the actual acceleration is not a constant. We adopt this equation, be-
cause it helps us to understand easily that the vector change is not sensitive to the
first epoch position vector but to the velocity.

For short time orbit integration, it’s not necessary to consider non-conservative
forces. This means that the force acting on CHAMP depends on position vector
only. The force is directly proportional to 1/, so that it is not sensitive to the first
position vector. Since it’s easier to obtain velocity vector at high precision by ki-
nematic method from code and phase observing data, from equation (10), we can
draw the conclusion that AI_;C can be replaced by AI_;O under the condition of po-
sition vector roughly determined and velocity vector determined at high precision,
or in other words, the geometric distance change can be obtained from dynamic
integration.

3 Strategy

At each epoch, the approximate CHAMP position vector can be calculated from a
kinematic method. The position vector change between two neighboring epochs is
obtained from dynamic integration. From equation (2), the combination of
CHAMP clock bias change and cycle slip effect reads
cAt, + ﬁ (FPA,AN, - £22,AN, ) = (11)
1 2
1

ﬁ(fleL1 - fZZALZ)_ Ap + CAts - A§rel - Aé‘rmass
1~ 2

- Ao

smass
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At one observing epoch, we can calculate CHAMP clock bias change and cycle
slip effect from the above equation for each GPS satellite measurement. If the
number of observations is more than 3, we could decide which observation has no
cycle slip, because cycle slip only affects one GPS observation. If there is no cycle
slip in the observations, the right terms of equation (11) will be only the clock bias
change. Therefore, we can estimate clock bias change for the epoch, and the cycle
slip effects by subtracting the clock bias change for the cycle slip observation.
Moreover, even in the case of one or two observations at one epoch, we could ob-
tain clock bias change, under the condition of no cycle slip in the observation.

4 Data

GPS-SST data and GPS SP3 ephemeris for one day on Jan 3, 2002 was chosen to
calculate receiver clock bias change and cycle slip. The first epoch state vector
was chosen from GPZ ISDC CHAMP precise science orbit. In order to compare
the results, the GPZ ISDC CHAMP precise science orbit was chosen to simulate
the real champ orbit, and to estimate receiver clock bias change and cycle slip.

5 Results

Table 1 shows the results by using the above method and data. The interval be-
tween two neighboring epochs is 10 seconds. Results of the column cAt, (GFZ) are
calculated from the GFZ precise science orbit and the pre-processed observation
data with no cycle slip effects. Thus, only CHAMP clock bias changes are re-
mained in the column.

For each epoch, there are differences in several centimeters between different
GPS measurements. These differences exist not only in our results, but also in re-
sults from the GFZ precise science orbit. The reason is that the GPS clock bias we
used is taken from IGS SP3 ephemeris, and the precision is at a level of centime-
ters. If there is better GPS clock bias data, we assure that the differences could be
decreased.

Although there exist effects of GPS clock bias, most of our results are still very
close to those from GFZ precise science orbit. It indicates that our method is ef-
fective in CHAMP clock bias change determination.

For epoch 2000, the value calculated from GPS 29 measurement is obviously
larger than other values, which differ from each other in centimeters. Then, from
this fact, it is inferred that there exists a cycle slip in the measurement, or that, at
least, there is a spike.

In Table 2, we chose 4 different initial position values to test the effect of initial
position error on CHAMP clock bias change. The No.! initial position was taken
from GFZ precise science orbit; the No.2, the No.3 and the No.4 were added 1, 10
and 100 meters in the three directions, respectively. From Tab. 2, we could find
that the position error at 1-meter in the three directions only causes millimeters ef-
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fects on clock bias change, while the position error at 10-meters may cause centi-

meters effects.

Epoch index GPS PRN CAtA+Arg;,(m) cAt, (GFZ) (m)
2 4 16.067 16.075
5 16.126 16.145
20 16.097 16.105
29 16.088 16.116
30 16.069 16.078
10 23.974 23.987
5 24.004 24.016
7 23.983 23.990
20 23.982 23.994
29 23.990 24.010
30 23.987 23.998
50 20 -27.121 -27.120
25 -27.107 -27.090
100 1 -11.981 -11.983
11 -11.985 -11.979
13 -11.967 -11.987
20 -11.963 -11.978
1000 3 25.446 25.462
14 25.454 25.446
15 25.438 25.450
17 25.439 25.473
29 25.447 25.458
2000 14 21.261 21.309
20 21.385 21.333
25 21.310 21.316
29 21.741 21.310
5000 6 -16.508
25 -16.428 -16.445
30 -16.473 -16.568

Table 1. Clock bias change comparison with GFZ results.

.. GPS PRN
Initial vector
4 5 20 29 30
1 16.067 16.126 16.097 16.088 16.069
2 16.064 16.124 16.094 16.082 16.064
3 16.042 16.118 16.065 16.029 16.022
4 15.823 16.047 15.783 15.503 15.607

Table 2. Initial vector effects on clock bias change.
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6 Conclusion

A method to detect and estimate CHAMP clock bias change and cycle slip was
developed on the basis of the combination of dynamic and kinematic methods.
Results show that CHAMP clock bias change and cycle slip effects can at least be
estimated in a precision of centimeters level. If GPS clock bias correction with
higher precision is used, results could be better. Up to now, this method has been
only used to detect and estimate CHAMP clock bias change and cycle slip, and we
hope this method could be used for CHAMP precision orbit determination.
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Summary. Reduced-dynamic orbit determination for spaceborne GPS receivers is
a method promising highest accuracy of the estimated LEO trajectories. We compare
the performance of different pseudo-stochastic orbit parametrizations (instantaneous
velocity changes and piecewise constant accelerations) and probe the range between
dynamic and heavily reduced dynamic orbits. Internal indicators like formal accura-
cies of orbit positions, comparisons with orbits computed at the Technical University
of Munich (TUM), and validations with SLR measurements are used to assess the
quality of the estimated orbits. For piecewise constant accelerations comparisons be-
tween the estimated and the measured accelerations from the STAR accelerometer
allow for an additional and independent validation of the estimated orbits.
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1 Introduction

Since the launch of CHAMP on July 15, 2000, the uninterrupted GPS tracking
technique of low Earth orbiters (LEOs) has proved to be a reliable method for
high quality precise orbit determination (POD). This article focuses on results
achieved with a pseudo-stochastic orbit modeling in reduced-dynamic LEO
POD, because this technique plays a key role if highest precision is demanded
(see [3]). However, the challenging low altitude in the case of CHAMP requires
an efficient and flexible pseudo-stochastic orbit model due to the rather large
number of parameters involved.

Our approach of LEO POD is based on undifferenced GPS phase track-
ing data, whereas the GPS satellite orbits and high-rate clock corrections are
introduced as known. This leads to a very efficient procedure for estimat-
ing LEO orbital parameters, LEO receiver clock corrections, and real-valued
phase ambiguities as the only unknowns in a least-squares adjustment. The
orbital parameters estimated are the six osculating elements, three constant
accelerations in radial, along-track and cross-track directions acting over the
whole orbital arc, and the so-called pseudo-stochastic parameters, which are
in this article either instantaneous velocity changes (pulses) or piecewise con-
stant accelerations (see [1]). These parameters are called pseudo-stochastic as
they are characterized by an expectation value of zero and an a priori vari-
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ance, which constrains the estimates not allowing them to deviate too much
from zero.

2 Internal orbit quality assessment

Pseudo-stochastic parameters define the degree of “strength” reduction of
the dynamic laws by allowing for a stochastic component in the equations
of motion. Fig. 1 (left) shows for day 141/01 the variation of the postfit
RMS as a function of equal constraints in three orthogonal directions for
both types of pseudo-stochastic parameters set up every 6 minutes using the
gravity field model EIGEN-2 ([2]). The similar dependency signifies that both
parametrizations may be considered to some extent as equivalent. In both
cases looser constraints (heavily reduced dynamic orbits) obviously allow for
a better fit, which, however, does not necessarily guarantee the best orbit
quality.

It might be more instructive to analyze formal accuracies of the orbit posi-
tions rather than postfit RMS values to shed light on the orbit quality. Several
differently constrained solutions are subsequently highlighted, based either on
accelerations, which are labeled with lower case letters (a < 5-107%m/s?,
b« 1-1078%m/s% ¢ < 5-107"m/s%, d < 1-107%m/s?), or on pulses,
which are labeled with capital letters (A <> 1-10=°m/s, B +> 5-107%m/s, C
—1-1075%m/s, D « 5-10""m/s). Fig. 1 (right) shows the formal accuracies
of the orbit positions (3D) for all solutions based on accelerations for day
141/01. Apart from the less accurate positions at the arc boundaries, which
are common to all solutions, some obvious differences between the individual
solutions may be observed, like time intervals of worse formal accuracies, espe-
cially for the weakly constrained solution (a). Because only 8 satellites could
be tracked simultaneously at that time, the number of good observations may
be reduced significantly at certain epochs, which affects kinematic and heavily
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Fig. 1. Postfit RMS for day 141/01 as a function of differently constrained pseudo-
stochastic parameters set up every 6 minutes using EIGEN-2 (left). Formal accura-
cies of orbit positions (3D) for differently constrained solutions (see text) (right).
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reduced dynamic orbits like solution (a) very much. In contrast the “almost”
dynamic solution (d) shows a very smooth (but also not optimal) accuracy
curve which is barely affected by a poor geometry. The optimal choice may be
found somewhere in-between depending on several factors, like the number
of pseudo-stochastic parameters set up, the number of successfully tracked
satellites, and the data quality. Detailed investigations for the CHAMP or-
bit comparison campaign (days 140/01 - 150/01) showed that solution (c) is
close to the optimum when using the same constraints in three orthogonal
directions (see [1]).

Fig. 2 (left) shows the formal accuracies of the orbit positions (3D) for
the solutions (a), (b), and (¢) for day 198/02 using the gravity field model
EIGEN-2. Apart from the improved accuracy level (8.3 mm compared to 12.2
mm in Fig. 1 (right)) it is evident that even solution (a) shows a signifi-
cantly improved performance compared to day 141/01 because it takes most
benefit from the better tracking conditions (more than 8 satellites) of the
CHAMP BlackJack receiver. This leads to an optimal constraining slightly
favouring “more” kinematic orbits like solution (b). The differences between
both solutions (¢) and (b) (7.9 mm RMS of plain orbit differences) are small,
however. This fact is illustrated by Fig. 2 (right) showing for a time window
of about two revolution periods the actual differences in along-track direction
with periodic deviations mostly below the 1.5 cm level. The solid curve in
the same figure shows the differences between the solutions (B) and (b) in
the same direction. Analyzing formal accuracies, plain orbit differences (0.9
mm RMS), and external comparisons (see next section) shows that the two
solutions (B) and (b) must be considered as almost identical. But the sharp
cusps every 6 minutes also illustrate the subtle differences between the two
pseudo-stochastic parametrizations. Therefore the estimation of accelerations
seems to be slightly preferable to get smooth (differentiable) orbits.
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Fig. 2. Formal accuracies of orbit positions (3D) for day 198/02 for differently
constrained solutions (see text) using EIGEN-2 (left). Along-track orbit differences
between solutions (¢) and (b) resp. (B) and (b) (see text) (right).
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3 External orbit quality assessment

In order to assess the overall quality of the estimated orbits, detailed com-
parisons between our solutions and reduced-dynamic orbits computed at the
Technical University of Munich (TUM) (see [3]) were carried out for a time
interval of one week. Fig. 3 (left) shows the RMS of plain orbit differences
for GPS week 1175 using pulses. The three left bars of each group represent
the daily RMS of the comparison for the solutions (A), (B), and (C) w.r.t.
(TUM). The three right bars ((A’), (B’), and (C’)) represent the results w.r.t.
(TUM) for solutions with pulses set up every 15 minutes instead of every 6
minutes. The right figure shows the analogue results for the solutions (a), (b),
(c), (a’), (b’), and (c’) (i.e., based on accelerations) w.r.t. (TUM).

The best agreement may be achieved for solutions (A) resp. (a) (2.29 cm
resp. 2.35 cm mean RMS) implying that the solution (TUM) might be slightly
“more” kinematic than our favourite solutions (B) resp. (b). The fact that
the comparison favours the solutions (A) and (B) rather than (a) and (b) is
simply because the solution (TUM) is generated with pulses as well (see [3]).
It is, nevertheless, remarkable that solutions of similarly good quality may
be obtained using accelerations with constraints and numbers of parameters
varied over a broad range, whereas the solutions based on pulses tend to
deviate more rapidly from the solution (TUM) when varying the parameter
space in a similar way. The comparatively poor agreement for all solutions of
day 195 w.r.t. (TUM) is caused by intentionally not taking into account the
attitude information from the star sensors in order to visualize the impact on
the orbits (approximately 1.3 cm on the RMS level).

SLR residuals were computed for our solutions for GPS Week 1175 as
well. Fig. 4 (above) shows the daily SLR RMS for the different solutions.
Most residuals (94%) are below the 6 c¢cm limit without any significant SLR
bias. An identical overall RMS of 3.43 cm is achieved for the two best solutions
(b) and (B) using a screening threshold of 0.5 m. This RMS level could be
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Fig. 3. Daily RMS of plain orbit differences for GPS week 1175 for different solutions
(left: pulses, right: accelerations, see text) w.r.t. reduced-dynamic orbits from TUM.
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Fig. 4. Daily SLR RMS for GPS week 1175 for different solutions (above left: pulses,
above right: accelerations, see text). Daily RMS of plain orbit differences for days
160/02 to 260/02 for solutions (b) and (c) w.r.t. (TUM) (below left). Daily SLR
RMS for days 160/02 to 260/02 for solutions (b) and (c) (below right).

easily lowered to about 2.5 cm when applying a more restrictive screening
procedure removing a few outliers.

Longer data series indicate that similar results may be achieved as for GPS
week 1175. Fig. 4 (below) shows for the solutions (b) and (c) for about 100 days
(data files having long observation gaps were ignored) the orbit differences
w.r.t. the solution (TUM) (left) and the SLR residuals (right). Consistent
with Fig. 3 (right) solution (b) agrees better with the solution (TUM) than
solution (c¢) does. The SLR residuals also slightly favour solution (b) (3.30
cm mean of daily SLR RMS) over solution (c¢) (3.47 cm mean of daily SLR
RMS). The observed drift in the comparison to the solution (TUM) might be
due to small system inconsistencies (z-shift) which are greatly reduced after
performing a Helmert transformation.

If a “good” gravity field model is available the estimated piecewise constant
accelerations may be compared with the measured accelerations from the
STAR accelerometer. Fig. 5 shows for a time interval of about three revolution
periods the agreement (correlation: 94.8%) of the estimated piecewise constant
accelerations in along-track direction with the measured accelerations (bias
and scale applied) when the gravity field model EIGEN-2 is used.
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Fig. 5. Piecewise constant accelerations for day 198/02 every six minutes in along-
track direction compared with accelerometer measurements (bias and scale applied)
using the gravity field model EIGEN-2.

4 Summary

About 100 days of undifferenced GPS phase tracking data of the CHAMP
satellite were processed to analyze the performance of different reduced-
dynamic orbit parametrizations. SLR residuals proved that the orbits are
accurate on an RMS level of about 3.5 cm, which was also supported by com-
parisons with reduced-dynamic orbits from the Technical University of Mu-
nich. Additionally, estimated piecewise constant accelerations were compared
with accelerometer data showing a high correlation (94.8%) in along-track
direction. Closer inspection of the agreement for the other directions and a
refined piece-wise linear parametrization for the estimated accelerations could
allow for a retrieval of accelerometer bias and scale parameters.
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Summary. It is shown by means of an extensive simulation study as well as
an experiment using real CHAMP data that it is feasible to accurately estimate
non-conservative accelerations from precise GPS-based orbit perturbations. Assum-
ing the availability of high-precision gravity field models, such as anticipated for
GRACE and GOCE, an accuracy of better than 50 nrn/s2 seems possible for 30-
seconds averaged accelerations. The remaining dominant error sources seem to be
GPS receiver carrier-phase noise and GPS ephemeris errors.

Key words: CHAMP, GPS, precise orbit determination, non-conservative accel-
eration, accelerometer

1 Introduction

One of the key science instruments aboard CHAMP is the STAR accelerom-
eter, which measures the non-conservative accelerations acting on the space-
craft in order to separate these from the gravitational ones when determining
the gravity field from orbit perturbations. However, when a highly accurate
gravity model and very precise GPS-based orbit determination are available,
it is also possible to extract the non-conservative accelerations from the total
accelerations. For satellites equipped with an accelerometer this could pro-
vide a good validation check for e.g. the obtained accelerometer calibration
parameters and gravity models. For satellites without an accelerometer this
could be used for e.g. atmospheric density modeling.

An extensive simulation study has been carried out in order to investi-
gate the feasibility of determining non-conservative accelerations from orbit
analysis. The CHAMP mission is used as the basis for this assessment study,
which has the advantage that real accelerometer data are available. After
a short description of the simulation scenario, the results of the simulation
study are presented. Next, the results of experiments using real CHAMP data
are shown and the paper concludes with a short summary of the results.

2 Simulation scenario

The non-conservative acceleration recovery experiments are largely based on
our regular CHAMP precise orbit determination (POD) infrastructure [1].
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The core of this infrastructure is the well-known GEODYN software package
[5]. The orbit determination strategy is based on a reduced-dynamic approach
and uses ionospheric-free triple differenced GPS phase measurements along
with precise GPS orbits computed by the International GPS Service. For the
assessment study 1 day was selected with a high level of atmospheric per-
turbations, 25 September 2001. For this day, triple differenced GPS phase
measurements have been simulated between the CHAMP satellite, the exist-
ing GPS constellation and a network of 50 ground stations, with a data rate
of 0.1 Hz. The CHAMP orbit has been simulated using real accelerometer ob-
servations for the non-conservative accelerations and state-of-the-art models
for the conservative accelerations. This means that all non-conservative force
models (drag, solar radiation and albedo) were switched off and replaced by
CHAMP accelerometer observations, properly corrected for the advertised
biases and scale factors. Full use was made of the observed along-track and
cross-track accelerations, but the radial accelerations were put to zero be-
cause of the well-known electrode problems causing large biases and drifts in
this direction [3]. Although the radial accelerations were put to zero in the
simulation of GPS observations, in the recovery process constant empirical
accelerations are estimated in all 3 directions, in order to have a realistic set
of unknown parameters and the proper correlations.

3 Results

3.1 Simulations in an error-free environment

In order to assess the model error several recovery experiments are conducted
based on error-free observations. The model error is caused by the fact that
the simulated orbit is based on 10 seconds CHAMP accelerometer obser-
vations, whereas the empirical accelerations are accelerations averaged over
their estimation time interval, which is in general larger than 10 seconds.
Therefore it is expected that the model error will increase with longer esti-
mation intervals for the empirical accelerations. Furthermore it is known that
model errors usually increase with longer orbit arcs. The results shown in ta-
ble 1 are in agreement with these expectations. The rms of the recovery error
clearly decreases with smaller orbit arc and smaller estimation intervals. It
can be concluded that for short arcs and estimation intervals the model error
is very small, in the order of a few nm/s? (1079 m/s?), and can be ignored.

In the recovery use is made of a weighted Bayesian least-squares estimator.
The recovery tests showed that attention had to be paid to the effect of
observation weighting in relation to constraining the range of the empirical
accelerations. Figure 1 shows this sensitivity for the last case of table 1. In
each case the a priori o of the estimated accelerations is kept fixed at a value
of 107% m/s?, which is close to the expected value of the parameters, and the
observation data o varies. It needs to be stressed that the optimal value of
the observation data ¢ depends on the arc length and the estimation interval.
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25 September 2001 rms (nm/s%) correlation 3D orbit
Case radial along cross | along  cross | error (cm)
24 hr arc 4+ 20 min interval | 84.23 13.92 18.10 | 0.9975 0.9893 3.03
24 hr arc + 10 min interval | 37.71 17.47 12.13 | 0.9966 0.9882 1.57
24 hr arc + 5 min interval 34.96 13.93 12.40 | 0.9981 0.9844 1.28
5 hr arc + 5 min interval 18.94 11.35 6.06 | 0.9987 0.9979 0.71
5 hr arc + 2 min interval 6.71 4.59 2.32 | 0.9998 0.9996 0.12
5 hr arc + 1 min interval 5.20 3.29 1.38 | 0.9999 0.9999 0.05
5 hr arc + 30 sec interval 5.28 2.37 1.15{0.9999 0.9999 0.05

Table 1. Error-free simulation recovery results obtained with different orbit arcs
and estimation intervals.
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Fig. 1. Recovery errors in 3 directions for the error-free simulation using a 5-hour
arc and a 30-seconds estimation interval.

The upper part of figure 2 shows for the last case of table 1 the estimated
along-track accelerations as a function of time. The orbit arc is taken at the
last 5 hours of the day, when a severe geomagnetic storm occurred. In the
figure several distinctive peaks are visible, which occur when the satellite flies
over the magnetic poles of the Earth. At these polar regions the geomagnetic
storm causes sharp atmospheric density fluctuations. For comparison, the
true accelerations averaged over the empirical acceleration estimation interval
are also shown. Clearly there is a strong agreement between the true and the
estimated accelerations. The differences between the true and the estimated
accelerations are also shown, and from these differences it is clear that the
recovery error is slightly larger during the sharp peaks caused by the storm.
The recovery error also shows a small edge effect at the beginning and end of
the orbit arc. This is caused by the fact that the orbit is less well constrained
at the edge of the arc in the reduced-dynamic orbit determination. To avoid
this effect in this study the first and last 40 minutes of each arc are eliminated.

3.2 Simulations using realistic error sources

Table 2 shows the effect of several realistic error sources on the recovery
accuracy. It is clear that the largest recovery error is caused by the current
gravity model error. The CHAMP clone has an accuracy that is expected of
current available gravity models that include CHAMP data. When a GRACE
clone is used, with an accuracy that is predicted for the GRACE mission [6],
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Fig. 2. Estimated along-track accelerations as a function of time. The accelerations
in the upper and middle figure are obtained in respectively an error-free simulation
and a simulation taking all error sources combined into account. In both simula-
tions a 30-seconds estimation interval is used. The lower figure shows accelerations
obtained with real CHAMP GPS data and a 1-minute estimation interval.

the recovery error reduces significantly. In that case the largest remaining
recovery errors are due to observation noise and GPS ephemeris errors. The
last lines of table 2 show that a recovery error of less than 50 nm/s? seems
possible when all error sources combined are taken into account, assuming a
precise post-mission GRACE model is available. The middle part of figure 2
shows the estimated along-track accelerations for the last case of table 2.
Compared to the error-free case the recovery error has become larger, with the
largest errors again during the sharp peaks. Most of the peaks are quite well
determined, however, the sharpest peaks are no longer properly estimated.

3.3 Real CHAMP data processing

In addition to the simulation study, several recovery experiments have been
conducted using real CHAMP observation data with a 30-seconds time in-
terval. Table 3 shows the results of these tests. The results for the radial
direction are very poor, which is due to the well-known accelerometer prob-
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25 September 2001 rms (nm/s%) correlation 3D orbit
Case radial along cross | along cross | error (cm)
error-free 5.20  3.29 1.38 ] 0.9999 0.9999 0.05
noise (0.6 mm iono-free) 34.84 42.94 22.17 | 0.9868 0.9658 1.45
gravity (GRACE clone) 527 3.29 1.46 | 0.9999 0.9998 0.05
gravity (CHAMP clone) 141.83 102.19 157.40 | 0.9139 0.3964 0.06
tides 6.53 5.45 4.07 | 0.9997 0.9991 0.05
troposphere 11.55 7.80 5.80 | 0.9994 0.9976 0.18
GPS ephem. (5 cm 1-cpr) | 45.12 29.28 22.37 | 0.9923 0.9657 1.93
station (1 cm) 740 4.17 2.62 | 0.9998 0.9996 0.21
reference frame 1297  6.50 6.94 | 0.9996 0.9980 0.42
total (GRACE clone) 41.60 42.90 30.10 | 0.9852 0.9453 1.84
total (GRACE clone)* 44.75 47.91 37.26 | 0.9800 0.9154 1.84

Table 2. Recovery results for different simulated error sources using a 5-hour arc
and a l-minute estimation interval. The * indicates a 30-seconds interval is used.

25 September 2001 rms (nm/s%) correlation

Case radial along cross | radial along  cross
1 min interval 827.80 105.18 73.75 | 0.6071 0.8934 0.6371
5 min interval 827.53 83.85 70.37 | 0.6169 0.9297 0.6648
10 min interval 827.94 51.44 64.69 | 0.6346 0.9712 0.7046
20 min interval 824.85 31.38 45.00 | 0.7264 0.9863 0.8103

Table 3. Recovery results obtained with real CHAMP data using a 5-hour arc and
different estimation intervals.

lems in this direction. The results for the along-track and cross-track direction
are much better. However, for small estimation intervals the recovery error is
still quite large. In the simulation study it was already shown that for small
estimation intervals the recovery error due to the current gravity model error
is expected to be large. To assess the effect of the current gravity model er-
ror on the recovery accuracy, a covariance analysis has been conducted using
the EIGEN-1S gravity model [4], which is the nominal model in the recovery
experiments. The covariance analysis is based on the diagonals of this model
only, but tests with the EGM96 model [2] have shown that using diagonals
instead of the full matrix gives results that are of the same order of magni-
tude. The results of table 3 and table 4 show a reasonable agreement. Finally,
the lower part of figure 2 shows the along-track accelerations for the first case
of table 3. The agreement between the estimated and true accelerations is
quite reasonable, although there are some significant differences, especially
during the sharp peaks. However, several peaks are still well observed.

4 Conclusions and outlook

The concept of estimating non-conservative accelerations from precise GPS-
based total accelerations has been evaluated by an extensive simulation study
and an experiment using real CHAMP data. Both studies have shown the fea-
sibility of the concept. It is shown that even high-frequency density pertur-
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Covariance averaging rms (nm/s%)
model interval | radial along cross
EIGEN-1S diagonal 1 min | 523 390 339
EIGEN-1S diagonal 5 min | 199 74 182
EIGEN-1S diagonal 10 min | 137 37 130
EIGEN-1S diagonal 20 min 96 19 93
GRACE clone diagonal 1min | 0.16 0.07 0.14

Table 4. Predicted gravity field induced satellite acceleration errors.

bations, as e.g. caused by magnetic storms, can be observed indirectly from
orbit perturbations. The simulation study indicates that the current gravity
model error is probably the dominant error source and that the impact of
anticipated gravity model improvements will be significant: an accuracy level
of 50 nm/s? seems feasible for 30-seconds averaged non-conservative accelera-
tions after completion of the GRACE mission. The remaining dominant error
sources are expected to be GPS carrier-phase noise and GPS ephemeris er-
rors. The assessment study also showed that the non-conservative acceleration
estimation is a complicated optimization problem. It requires optimization
with respect to arc length and observation weighting in conjunction with the
estimation interval of the accelerations and their constraint level. Finally, it
is expected that the estimation problem can be further improved by properly
taking into account the correlations between triple differenced observation
errors, which are so far neglected.
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Summary. The technique of using the evolution of a satellite orbit through resonance to
determine the values of appropriate lumped geopotential harmonic coefficients has recently
been revived, and applied to the triple passage of the Champ orbit through 31:2 resonance.
Preliminary results for four pairs of coefficients have been derived rapidly, without using
the most precise data (which will be forthcoming). The values obtained are compared with
those derivable from various global gravity models (to obtain which, vast amounts of data
had to be analysed), and the comparison indicates that the resonance technique remains a
competitive one.
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1 Introduction

About 30 years ago, a new orbit technique was developed at the (then) RAE
(Royal Aerospace Establishment), at Farnborough in England, by means of which
certain linear combinations of the geopotential (tesseral) harmonic coefficients,
known as lumped harmonics, could be evaluated much more accurately than the
values of the individual harmonics in the global models then available. The basis
of the technique was the recognition that, due to orbital acceleration from the sat-
ellite’s descent through the atmosphere (taking from months to years), significant
resonances between the orbital motion and the Earth’s rotation would in due
course be encountered. The effective duration of such encounters would vary with
the order of the resonance and the atmospheric density, but would normally be of
a few months at most.

Rapid improvements in the accuracy and scope of the global models, towards
the end of the century, had two effects: to confirm the accuracy of the early reso-
nance results, in particular for 15™ order resonance, but (in addition) to suggest
that it was no longer possible for the resonance technique to generate superior re-
sults. More recently, however, it has appeared that, by use of more accurate orbital
data and more sophisticated software, a revival of the technique would be justi-
fied, and efforts in this direction have been made in the UK, USA and Czech Re-
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public. These efforts are concentrating on Champ, which, after passing through
46:3 and 77:5 resonances, has now passed through 31:2 three times (as a result of
orbit manoeuvres). This triple passage has provided a unique opportunity for test-
ing progress on the technique’s revival, and a preliminary result is presented here.

2 Some detail

Considerable background material may be obtained from, in particular, the book
of King-Hele (1992), which includes the historical development at the RAE, and a
recent paper by three of the present authors (Kloko¢nik et al., 2003), which relates
to the technique’s revival. The essence of the technique involves the concept of
the resonant variable, @, defined in terms of the usual orbit elements and the side-
real angle, S, by

D= oo+ M)+ F2-S5) (M

here [ and « are the pair of co-prime integers that define the particular resonance,
written as either S« or /o, whilst 2, @ and M are the usual orbit elements speci-
fying epochal positions for the ascending node, the perigee and the satellite itself.

We proceed in terms of the element / (inclination), since the technique is most
productively applied to this element. The resonant rate of change of mean I, for
given [, is expressible as a Fourier sum, the prototype of which is a term in
y®— qw; in practice we are concerned with the basic term (y= 1, g = 0), overtone
terms (y> 1, ¢ = 0) and sideband terms (y=1, |g| > 0), usually at most one over-
tone (= 2) and two sidebands (¢ = £1). The coefficient of a given term consists in
the product of a particular lumped harmonic with functions (standardized) of / and
e (eccentricity), the e-functions being of order ¢ (¢f Gooding and King-Hele,
1989; Klokoc¢nik, 1983).

Each Fourier coefficient also involves a linear combination of the relevant
tesseral harmonics, C;,, and S;,,, for a fixed value of m = ¥f3; here [, in each com-
bination, in principle takes (all) alternate values, from either m or m + 1 as its
minimum value. The concept of lumping now follows, since we can define C,
(similarly S,,) via the sum of the effects of the relevant series; we can (as is usual)
normalize these on the basis that C,, would be exactly equal to the true Cpyin)n if
all subsequent C;,, were zero.

We cannot (without results from many satellites, at different orbital inclina-
tions) separate the individual C;,, and S;,, from determinations of C,, and S, but
we can proceed in the opposite direction, by starting from a particular Earth model
and comparing our values of C,, and S,, with the values implied by the model. Pos-
sible models include (pre-Champ) EGM96 and TEG4 (both US), Grim5-S1 and -
C1 (European), the recent Champ-only models Eigen2 and 2ee, IAPG (Nice 2003)
and PGS7772p24. This is the second main topic of this paper; but first we give the
results (still to be regarded as preliminary) on which the comparison is based.
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3 Data and results

We based our analysis on the so-called two-line element sets (7LEs) for Champ,
which have become a universal and classic way of disseminating orbital data rap-
idly; we hope to analyse the potentially much more accurate 30-sec state vectors
later. TLE accuracy we assess at about 0.00006 deg for the ‘angular’ elements,
such as 7 (equivalent to about 7 meters in position, when projected onto the orbit),
which reflects extremely well on the improvements made in TLE generation over
the years, bearing in mind that the width of field available for the angular elements
allows only 4 decimal places!

The essence of resonance analysis (of Champ I’s, as we now assume) is the
least-squares fitting of selected pairs (C,, and §,,) of harmonics, together with a
few other parameters as necessary, to the daily TLEs, over a period long enough to
extract maximum information from resonance passage. Before fitting, the TLE
values of [ are, as far as possible, cleared of known perturbations — in particular
the direct lunisolar attraction, the long-period effects of the Earth’s zonal harmon-
ics (though uniquely very small for /), the effects of the upper atmosphere, and the
rotation of the adopted reference axes themselves, due to precession and nutation.
At the accuracy level now required, tidal effects (indirect lunisolar attraction) are
also important, but suitable software for analytical modelling was not at our dis-
posal, so the effects were removed empirically via additional fitted parameters.

Fig. 1 indicates the variation of the Champ inclination as it passed through the
three significant resonances. It shows at once why we are currently presenting re-
sults for 31:2 (the change in / was equivalent to more than 100 meters).

The independent approaches of the UK, US and Czech authors differed in non-
trivial respects, of which details are not given here. In brief, the (original) UK
approach (Gooding, 1971) at each stage uses the most recent TLEs (the complete
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set) in computing the ‘known’ perturbations of 7, but the US approach (Wagner,
1973) is a unified one in which the computation of these perturbations (and all the
orbit arguments as well) is governed by a single orbit, assumed valid over perhaps
several months; and the Czech approach (Kostelecky, 1984) applies a ‘weighted
numerical integration’ technique after non-resonant perturbations have been re-
moved. (When relevant, it is the first of the three approaches that should be as-
sumed, since the results now to be presented were obtained by the first author’s
computer program.)

Our first analysis (Kloko¢nik et al., 2003) was of the 46:3 resonance, where dif-
ficulties in extracting good values of lumped coefficients arose from the combina-
tion of a particularly small basic effect for the inclination of the Champ orbit
(compare 46:3 with 31:2 in Fig. 1) with large sideband effects. The high order of
the 77:5 resonance made any attempt to analyse this even more daunting, so (as al-
ready noted) we deal here only with the 31:2 resonance. At first it seemed that
three separate analyses would be necessary, one for each of the three stages sepa-
rated by the two manoeuvres. It was then realized that (thanks in part to using al-
ways the latest TLE set) a single fit should be possible, so long as two additional
parameters were fitted (empirically), namely, values for the effective discontinui-
ties in / due to the manoeuvres.

In total, 558 TLE sets were used, starting from Jan 26, 2002 (MJD52300).
There were a few gaps in the otherwise daily data, including (naturally enough)
around the manoeuvres. For convenience, these gaps were dealt with by interpola-
tion in the TLEs themselves; and empirical values of —0.000266 and —
0.000278 deg were found for the ‘effective discontinuities’. A total of 20 formal
parameters were fitted, including 2 for an overall linear effect (normally essential
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Fig. 2. Observed inclination (adjusted two-line elements), together with fitted curve.
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in this approach) and 10 to cover five empirical periods for tidal effects; that left 8
parameters for the actual resonance.

Results for the basic (C, S) pair are (—15.05+0.58, —6.40+0.51), with the usual
scaling factor of 10° implied; and for the ‘first overtone’ are (4.00:+0.22,
2.20+0.33). For the only significant pair of sidebands, the results were: for ¢ = 1,
(-0.44+1.42, -8.61+1.14); and for q = —1, (0.68+3.07, 5.9842.65). It is obvious
that the sideband results, particularly for ¢ =—1, are less accurate than the others,
but in a way they are surprisingly good, since the ¢ factor degrades the sideband
resonance analysis for /. For analysis of e, however (which we are not able to pre-
sent yet), it is for ¢ = 0, and NOT |g| = 1, that results are degraded, so analyses for
e and [/ potentially complement each other. This is why it is normal to do both,
making an appropriately weighted combination of the two sets of results.

Finally, the usual a posteriori estimate of rms was made, based on the 558 re-
siduals and the number of degrees of freedom; the result was 0.00006 deg, whence
our assessed accuracy at the beginning of this Section. Fig. 2 displays (as points)
the observed values, as cleared of known perturbations (and the effective disconti-
nuities as above), and (by the curve) the fitfed evolution of /.

4 Comparisons

Are there external (independent) data of equivalent or better quality than the result
just given, which could therefore validate it? Or alternatively, is this resonant re-
sult for Champ significantly better than those derived from general geopotential
models, and could thus serve to calibrate them? The lumped harmonics (Cs;, S31)
from 7 (Champ) are the following linear sums of geopotential harmonics (C;,, and
Sl,m):

Cs1, 831 = 1.0000(Cs,31, S32,31) +0.9096(C3431, S34,31) + 0.7405(C3631, S36531) )

+...=-15.05+0.58, —6.40+0.41

the directly measured result given in the previous section.

In the 1970's and 1980's, most of the resonant results were derived for orbits
not used in comprehensive satellite-geopotential solutions. As a result, the reso-
nant lumped harmonics for these orbits were generally superior (had much lower
sd-estimates) than those computed for them from the comprehensive models, so
they served as calibrating markers for them (eg., Wagner and Lerch, 1978). For
Champ, however, there are already a number of high-degree geopotential models
that have been computed from its GPS data, used roughly every 30 seconds for up
to 6 months. These models are all complete to 120x120, with terms as high as
140,140. What are the lumped harmonics for this (31,2) resonance computed from
them?

Table 1 gives these values from the above series, with projections of the co-
variance matrix for two of these Champ-only models, together with the series for a
recent high-degree field computed from Grace-intersatellite tracking on a nearby
orbit (altitude ~480 km, 7 = 89.02 degrees), as well as for the pre-Champ combina-
tion model Grim5-C1 (120x120; Gruber et al., 2000).
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C31 S31 Models Data
Champ’s own 31:2 resonance
-15.05+0.58  —6.40+0.41 Analysis here Champ TLEs (2002-3)
Comprehensive pre-Champ
-15.71 -8.54 EGM96 satellites + surface gravity
-16.47+1.68 —7.33+1.56 Grim5-Cl 29 satellites + surface gravity
Comprehensive Champ only
-16.91£0.45  —9.43+0.37 Eigen 2 GPS ~2 cm Phases
-16.41+£0.40  —8.73+0.40 PGS7772p24 GPS ~2 cm Phases
-16.61 —-10.75 TIAPG(Nice 2003) Geopotential Anomalies
Comprehensive with Champ data
—-15.80 -10.03 Eigen 1S Grim5-S1 + Champ + SLR
Comprehensive Grace only
—16.53 -9.36 GGMO1S 1 um/sec range rates (111 days)

Table 1. Lumped harmonics for Champ-type orbit (in 10 units, with standard deviations
when known) (altitude = 393 km, inclination = 87.27 deg, eccentricity = 0.003)

Note the generally good agreement of all these independent results. (Among the
Champ-only models, the data spans were wholly independent.)

Attesting to the method's efficiency, we also note that the precision of the
Champ 31:2 resonance is roughly equal to that for the complete high-degree
Champ-only models, while employing only a few hundred observations of
(mean-)/, compared with more than a million GPS phases for the latter.

Formally, the resonance and Champ-only values all calibrate the less accurate
Grim5-C1 values to within about 1-sd of the latter. Comparing values from the
other four independent high-degree models with the resonance coefficients, we
note that both C and S from resonance are numerically smaller, the discrepancy in
S being the more serious in terms of the stated precisions. In the resonance solu-
tion, the extra empirical parameters, especially those in the longer period tides,
may be absorbing part of the resonant signal in /.

5 Conclusions

The variation of Champ’s orbital inclination has been analysed over the period of
a year and a half that covers three passages through 31:2 resonance with the geo-
potential. This has resulted in values of certain lumped harmonics that are in ex-
cellent agreement with those that can be inferred from comprehensive geopotential
models. The latter are based on vast amounts of very precise tracking, followed by
highly elaborate analysis, whereas our results have been obtained just from the
(mean) orbital elements of Champ that continue to be issued daily.

This work is a preliminary stage of a programme in which it is hoped that more
accurate resonance results can be obtained from the more precise state vectors be-
ing derived for Champ. If possible, accurate lumped harmonics will also be ob-
tained for the higher order resonances (46™ and 77™), through which the orbit
passed before reaching 31% order.
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Summary. We report results on the use of CHAMP observations for Earth’s mean and
time-varying gravity field solutions and the associated geophysical interpretation. 1.5 years
of CHAMP data from May 2001 through February 2003 are used for monthly gravity
solutions as well as a mean solution based on 6 months of data, employing the energy
conservation principle and an efficient conjugate gradient inversion technique. The mean
CHAMP gravity field model, OSU03a, is evaluated using other gravity fields model and
various data including GPS leveling and Arctic 5°x5’ gravity anomalies. It is shown that
OSUO03a agrees well with EIGEN2 (CHAMP) model, and both models exhibit
improvement over the polar regions. The estimated 3x3 CHAMP time-varying gravity
field model, with the exception of J; and 2™ order tesseral coefficients, are compared with
available solutions using satellite laser ranging (SLR) for the semi-annual and annual
components. It is shown that CHAMP temporal gravity solution agrees well with the SLR
solutions as well as various geophysical fluid models, including atmosphere, hydrology,
and ocean. The correlation coefficients between CHAMP and SLR solutions are 0.6~0.8,
with RMS at 0.7~0.8 mm.

Key words: spherical harmonics, geopotential, geoid, time-variable gravity

1 Introduction

Since its launch on 15 July 2000, data from the CHAMP gravity mission have
demonstrated notable improvement in the modeling of Earth’s mean gravity field
and time-varying gravity at the seasonal scale for C,, geopotential coefficient
(Reigber et al., 2002; 2003). In this investigation, we report CHAMP mean and
temporal gravity field model solutions and their evaluations. We used the concept
of the energy conservation to construct the in situ disturbing potential observations
using the satellite position and velocity vectors (Jekeli, 1999), assuming that the 3-
axis CHAMP accelerometer data adequately observe and model the non-
conservative forces acting on the CHAMP satellite. This approach has been used
for various gravity modeling studies, e.g., Han et al. (2002), Howe and Tscherning
(2003) and Sneeuw et al. (2003). Our gravity field solution approach is based on
an efficient conjugate gradient method which also approximates a solution
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variance and covariance matrix (Han, 2003). The resulting mean gravity field
model, solution complete to degree 70, is evaluated for its accuracy. The low
degree (3x3) temporal gravity field solution is compared at seasonal scale with
solutions obtained from satellite laser ranging (SLR) as well as with geophysical
models.

2 CHAMP Mean gravity solution, OSU03a

6 months worth of CHAMP Rapid Science Orbit (RSO) and 3-axis accelerometer
data have been used to compute the kinematic, rotational, and frictional energy at
the satellite altitude (Jekeli, 1999) to create a data set of disturbing potential for
gravity field solution. Data covering the consecutive 6 months in year 2002
except data during maneuvers and with incomplete global sampling are used for
the solution. Additional force modeling includes N-body perturbation, solid
Earth, and ocean tides (CSR3.0), and non-conservative forces as observed by
CHAMP accelerometer. The in situ disturbing potential observations along the
CHAMP orbit can thus be obtained. The spherical harmonic coefficients are then
estimated complete to degree 90 along with the corresponding approximate
covariance matrix using the efficient iterative method (Han, 2003). The gravity
field solution is obtained without any a priori variance or covariance constraints.
The solution complete to degree 70 is referred as OSUO3a.

Figure 1(a) shows the RMS degree differences of various gravity models and
their associated errors per degree. Fig. 1(a) shows the power loss of two CHAMP
gravity models, OSUO03a and EIGEN2, starts from degree 40, as compared to the
combination models, EGM96, TEG4 and GRIM5CI1. The comparison between
the errors of OSUO3a and EGM96 indicates the possible improvement of the
geopotential below degree 40 by CHAMP data. Figure 1(b) represents the RMS
geoid differences as a function of longitude bands between various gravity models.
Larger differences are found especially over the polar regions from the geoid
differences between OSUO3a and EGM96 or GRIMS5C1. These 2~3 times larger
differences over polar region (latitudes below 60°S and beyond 60°N) indicate
CHAMP data significantly contributes to the polar gravity field improvement at
wavelengths longer than 800 km (50x50). In order to check the improvement over
the polar region with CHAMP data, external data sets are used to test the pre-
CHAMP and CHAMP gravity models. First, NIMA’s 5°x5’ Arctic gravity
anomaly data (Kenyon and Forsberg, 2001) are smoothed with a Gaussian filter
(radius of 400 km) to reduce the omission error in the gravity model (complete to
degree 50). Then, the gravity anomalies derived from the gravity models
(truncated at Np,,,=50) are compared with the anomaly data. Figure 2 shows the
gravity anomaly differences between data and the models. NIMA’s data are
filled-in with the EGM96 model over the regions covering 64°N~76°N in latitude
and 60°E~190°E in longitude. Therefore the data over these regions were not
included to compute the RMS of the differences. The data below latitude 68°N
were not included because of the potential edge effects induced by Gaussian
smoothing. While the RMS difference of GRIMS5C1 is 7.4 mgal, both CHAMP
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Fig. 1. (a) RMS degree differences of various gravity models and their errors (left), (b)
RMS geoid differences between various gravity models as a function of longitude bands
(right).

Fig. 2. Gravity anomaly differences (5° grids) between NIMA’s 5°x5° Arctic gravity data
and GRIMS5C1 (left); OSUO3a (middle); EIGEN2 (right).

gravity models show RMS of 4.9 mgal. The evident improvement is found over
the high latitude regions (latitudes beyond 80°N) and the regions between
90°E~210°E in longitude. Next, we use 6,169 points of GPS/leveling data over the
U.S. to further evaluate the various gravity models (N,,x=50). The gravity models
which included CHAMP data, e.g., including TEG4, EIGEN1S, EIGEN2, and
OSUO03A, shows the smallest RMS differences at 101~102 cm, while the pre-
CHAMP gravity models (e.g., GRIM5C1 and EGM96) show larger RMS at
104~105 cm.

3 Temporal variation of monthly CHAMP solutions

In order to investigate the temporal variation of the Earth gravity fields from
CHAMP data, ~1.5 years of data spanning a 2 year time period have been
processed at approximately monthly intervals. The gravitational signal whose
period is less than two months would alias the monthly mean solution, however,
this effect is neglected in this study assuming that the temporal aliasing effects are
sufficiently small for the CHAMP solution. During the investigation period from
May, 2001 through Feb., 2003, CHAMP data sometimes exhibits suboptimal
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coverage due to orbital decays. In this case, the data are edited and are not used
for monthly solutions. The formal errors of the monthly CHAMP solutions are
compared with the monthly mean variations of various geophysical fluid models
such as ocean, continental surface water, and atmosphere. Figure 3 shows the
differences of two consecutive monthly mean oceanic variations (based on T/P
altimeter data), continental water variations (based on CDAS-1 soil moisture data
and snow accumulation data), and atmospheric variations (based on NCEP
reanalysis). In addition, the magnitudes of the time variable gravity field solutions
for the annual component determined from satellite laser ranging (SLR) data are
also shown in Figure 3. The SLR solution (4x4) shown is from Nerem et al.
(2000). Figure 3 shows that the individual gravity signals from monthly variations
of ocean, continental water, and atmosphere are in general less than the monthly
CHAMP error. Therefore, they are hardly detectable from the current CHAMP
monthly solutions. However, it is worth investigating the annual variations of the
Earth’s gravity field (longer than harmonic degree 3) from CHAMP monthly
solutions, since the annual variation signal determined by SLR is slightly larger
than the monthly CHAMP error.  Further, the combined geophysical signals
observed by CHAMP may be observable even the individual signals seem to be
less than the current CHAMP monthly solution error.

Figures 4(a) and (b) show the time series of the 2™ and 3™ degree zonal
coefficients of CHAMP monthly solutions and two independent solutions of the
annual variations determined from SLR data analysis by Nerem et al. (2000) and
Cheng et al. (2003). Using least-squares fits, components for the secular, annual,
and semi-annual variations are estimated from the time series of CHAMP
solutions. The annual estimates from the CHAMP solutions are shown in the
same Figures. For the nd degree zonal coefficient, C,, all three solutions (two
SLRs and CHAMP) show similar magnitudes with a small phase difference. For
the 3™ degree zonal coefficient, Cs, the two SLR solutions are anti-correlated but
with similar magnitudes; the CHAMP solution seems to follow the phase of SLR1
solution (Nerem et al., 2000) well, but with a larger magnitude. For other
coefficients, Cy1, S»1, C31, S31, Csn, Sz, Cs3, and Si3, the CHAMP solution tends
to follow the SLR1 solution with small phase shifts. The SLR2 solution (Cheng et

1 Annual varaition from SLR (Nerem et.al, 2000)

CHAMP monthly error

Ocean monthly change

geoid change [mm]

Hydrology monthly change

Atmosphere monthly change

0 ‘5 1b 1‘5 2‘0 2‘5 Sb 3‘5 40
degree, n

Fig. 3. Monthly mean variations of ocean, continental surface water, and atmosphere

compared with the monthly CHAMP solution error and the annual variation determined

from SLR.
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al., 2003) in some cases shows larger magnitudes especially for Cs,, C;3, and S;3.
In addition to the coefficient-by-coefficient comparison, the temporal (annual)
geopotential coefficients from these three solutions can be compared in terms of
the annual geoid changes by lumping all coefficients. Both cosine and sine
components of the annual geoid changes can be computed. However, in this geoid
computation, the coefficients, C,;, S;, and C;, are excluded, because of
CHAMP’s unrealistically large solutions as compared to SLR. Figure 5 presents
the cosine and sine components of the three annual geoid changes based on the
SLR1, SLR2, and CHAMP solutions. For the cosine component, the SLR1 and
SLR2 solutions show strong correlation of 0.96, while the CHAMP solution has a
correlation of 0.6 with either of the solutions. For the sine component, the
correlations between SLR1 and SLR2 and between CHAMP and SLR1 are 0.8,
while the correlation between CHAMP and SLR2 is 0.4. The CHAMP temporal
solution is more correlated with the SLR1 solution than with SLR2. The RMS
variations from SLR1 and CHAMP are ~1 mm, however, the RMS variations with
respect to SLR2, especially the cosine component, are large, approaching 2 mm.
The SLR2 solution seems to have overestimated the annual geoid change. The
difference between CHAMP and SLR1 is smaller at 0.7 mm, while the difference
between CHAMP and SLR?2 is larger at 1.4 mm.

4 Conclusion

The CHAMP mean gravity solution, OSUO3a, shows the smallest difference with
EIGEN2 in both spectral and spatial (geoid) domains. Its accuracy is
commensurate to other CHAMP gravity models. The accuracy assessment using
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Fig. 4. The time series of temporal (annual) variations of the Earth’s gravitational
coefficients, C, (a) and C; (b) from SLR and CHAMP; Cy (c) and Csy (d) with some
geophysical models.
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Fig. 5. The cosine (top three) and sine (bottom three) components of the annual variations
of the Earth’s gravitation in terms of the geoid change (unit: is mm, contour interval:
0.25mm); (Left) SLR, Nerem et al.(2000); (Middle) SLR, Cheng et al.(2003); (Right)
CHAMP solutions

GPS/leveling and Arctic gravity anomaly data indicates that the gravity models
including CHAMP data show significant improvements over polar regions than
the pre-CHAMP gravity field models (e.g., GRIM5C1 and EGM96). The monthly
Earth gravity change due to individual effects of oceanic, atmosphere and ground
water is estimated to be less than the sensitivity of the monthly CHAMP solution,
while the signal corresponding to annually averaged change is slightly larger. The
time series of low degree coefficients are comparable with SLR solutions as well
as geophysical models, except for C,,, S,,, C;;. The CHAMP annual geoid

change (3x3) except C,,, S,,, C;,, has correlations of 0.6~0.8 and RMS differences

of 0.7~0.8 mm when compared with SLR solutions (Nerem et al., 2000). The
atmosphere and hydrological signals dominate in the annual Earth gravity
variation. The ocean mass inferred from ocean bottom pressure seems to be one
order of magnitude smaller than other signals. We conclude that CHAMP data are
useful to the modeling of temporal gravity field solutions.
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Summary. To obtain an alternative gravity solution to that of EIGENI1S, the
author’s Singular Value Decomposition(SVD) tool, Parallel LArge Svd Solver
(PLASS), was applied to the CHAMP normal matrix ngl-eigen-1s [2] to perform
an Eigenvalue Decomposition (EVD) analysis. The EIGEN1S solution is based on
the Tikhonov regularization method of approximating the ill-conditioned system of
equations in a subspace of lower rank. In the EVD solution, poorly determined lin-
ear combinations of parameter corrections are removed in the culpable eigenspace
of the unconstrained least-squares normal equation. The selection of eigenvalues
to be removed, is based upon a new method and four different common optimiza-
tion (truncation) criteria. The new method, the Kaula Eigenvalue (KEV) relation,
optimizes the removal of eigenvalues to best satisfy Kaula’s Rule. The four other
techniques are: inspection, relative error, norm-norm minimization, and finding the
minimum trace of the mean square error (MSE) matrix. Analysis of the five different
EVD gravity fields was performed. Two of them were shown to be comparable to
the EIGEN1S CHAMP solution obtained by the GeoForschungsZentrum Potsdam
(GFZ) [2]. The best of the five optimal solutions, that of the KEV, is presented.
The number of estimated parameters is 11216.

Key words: eigenvalue disposal, Kaula’s rule

1 Eigenvalue Disposal

To illustrate the effect of eigenvalue truncation on the inversion for solution,
the inspection analysis, which is based on the graph of the eigenvalues versus
number (where "number” is the ith eigenvalue), is discussed first. Figure 1
shows the spread of eigenvalues. The largest and smallest eigenvalues are
7.17210% and 8.08210°, respectively, which yields a condition number of
8.87x10'%; indicating an ill-conditioned system of equations. The eigenvalues
are displayed from largest to smallest.

Because the smallest eigenvalue is much greater than zero and there is
a smooth transition throughout most of the graph, it is difficult to deter-
mine which of the eigenvalues are responsible for the ill-conditioned nature
of the normal matrix. To illustrate the stabilization effect of eigenvalue dis-
posal, solutions were calculated in which the smallest 4000, 6000, and 10000
eigenvalues were set to zero. These are compared to a solution retaining all
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Fig. 1. CHAMP Eigenvalue vs. Number.

eigenvalues. Figure 2 is a graph of degree amplitude versus harmonic de-
gree overlayed with Kaula’s rule. This shows that much of the excess power
above harmonic degree of about 35 is removed, when the culpable eigenvec-
tors contributing to this inflation (through their linear combination in the
eigenspace), are eliminated by setting their eigenvalues to zero. Because the
inspection method is somewhat subjective, it is useful only for illustrative
purposes.
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Fig. 2. CHAMP: All Eigenvalues Soln., Inspection Soln.’s, KEV EVD Soln.
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2 Kaula Eigenvalue (KEV) Relation

The KEV method relates the disposal of eigenvalues, in the EVD stabilization
of a gravity field solution, to Kaula’s power rule of thumb. Since an EVD solu-
tion is affected by eigenvalue inclusion/exclusion, there must exist a relation
between eigenvalue truncation and the equations of gravity field estimation.
A gravity field solution is an estimated parameter vector, whose elements
are the scaled dimensionless coefficients, Cj ., and S ,,. These parameters
are the constants that are multiplied against the basis functions appearing
in the spherical harmonic expansion, which is used in the equation to de-
scribe a three dimensional gravitational potential in the free (zero density)
space above the Earth. The connection between eigenvalues and these spher-
ical harmonic coefficients is revealed through the use of the degree variance
equation, o7 = Z,lmzo(C’fm +S7,,)- Since the power of these coefficients at a
particular harmonic degree 1 are closely approximated by Kaula’s rule, eigen-
value truncation/disposal can be manipulated to best satisfy this criterion.
Thus, a series of these scalar power values can be monitored as eigenvalues are
truncated (one at a time) for each inversion case and a minimum difference
between the generated power curves of Kaula’s rule and that of the truncated
EVD solutions, can be found. The following illustrates this concept.

For ease of description, let us label the one dimensional storage array con-
taining the Kaula power at all harmonic degrees and another which contains
the degree variance as determined by an EVD solution, as the Kaula and
EVD ”vector”, respectively. Thus the ”Kaula vector” vk can be constructed
using Kaula’s rule, and the estimated coefficients of the EVD solution defines
the elements of the "EVD-vector”, gy p. The ordering of the elements for
both vectors are identical and is based upon the sequence of the estimated
coefficients in the EVD solution. A relation between Kaula’s power rule and
eigenvalue truncation/disposal is discovered by taking the two-norm of the
difference of these two vectors, yielding the scalar, & = |[vgvp — Uk ||, This
is equivalent to taking the square root of the sum of the squares of the dif-
ferences between the vectors for every ”jth” solution for a particular number
of used eigenvalues "u”. The following equations illustrate this.

Imaz %
a(jiu) = { > lvevpi - UKI]Q} ; (1)

1=1
where,

l

Z (012,m + Sl%m)

m=0

(2)

1071921 + 1) }
VEVD| = - 1 (-

and vKl:{ 0

By constructing this ”vector” pair for each new EVD solution, according to
each new combination of eigenvalues, the behavior of the dimensionless scalar
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Fig. 3. CHAMP: Global Minimum of Used Eigenvalue Cases.

a(J; u) may be plotted against u, the number of used eigenvalues. Thus a func-
tion relating Kaula’s rule to eigenvalue truncation may be plotted. It is the
minimum of this function that corresponds to the optimal choice of eigen-
values, for the gravity solution that best satisfies Kaula’s rule. By sweep-
ing through many solutions, the global optimum (minimum) is very quickly
found. Figure 3 displays the magnified view of the area where the global min-
imum occurs for "ngl-eigen-1s”, which is at 7581 discarded eigenvalues (3635
included). Figure 2 also includes this KEV EVD gravity solution expressed
as degree amplitude versus harmonic degree overlayed with Kaula’s rule. It
is the EVD solution which closely follows the entire length of Kaula’s power
curve. About 68 percent of all eigenvalues were discarded for this optimum
solution.

3 Evaluation of Gravity Field

Orbital Arc Fit Computations. The satellites selected to fly through
the estimated EVD gravity fields are shown in Table 1. All arc fits were
computed using UTOPIA [1] and compared with the actual observation data
for a chosen satellite. Table 1 shows the SLR orbit fits in centimeters RMS
of all five candidate gravity fields on all selected satellites. Notice, that for
the Inspection case (1216 eigenvalues used), all satellites fall out of orbit,
leading to its rejection. The case EIGEN1S is the gravity field produced by
the GFZ from the same CHAMP normal matrix "ngl-eigen-1s” used in this
investigation. It is this EIGEN1S gravity field to which all EVD fields of this
investigation were compared. Other than the GFZ1 satellite, the RMS fits
are fairly similar for all cases of the EVD gravity fields and the EIGEN1S.
However, the EVD deflation effects are best seen in the orbit fit residual of
the low altitude satellite GFZ1.
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Case GFZ1 Lageos 1 Lageos 2 Starlette Stella Topex
Inspection crash crash crash crash crash crash
KEV 11.52  8.12 10.77 3.08 3.64 232
MSE 15.65 10.77 10.77 295 364 232

Norm-Norm 11.34 8.13 10.77 3.08 3.64 2.39
Relative Error 11.22  8.12 10.77 297 364 234
EIGENI1S 74.03 8.11 10.76 3.07 331 237

Table 1. Orbital Arc Fits of Candidate Gravity Fields (cm. radial RMS).
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Fig. 4. CHAMP: KEV Degree Error Var. and Var. Geopotential Difference to
EIGENI1S.

EVD Degree Error Variance and Geopotential Variance Difference
vs. EIGEN1S. The covariance matrix corresponding to a truncated Eigen-
value Decomposition (EVD) estimated solution, is not an adequate measure
of error for an estimate. Because not all eigenvectors were included into the
estimation process, the estimate is biased. The calculated gravity field is
”shifted” by some amount away from the true gravity field and the confi-
dence in the estimated coefficients may be too optimistic, i.e. their variances
are not an accurate indication of the difference between the estimated gravity
field and the true gravity field. However, if the bias introduced by an EVD
estimate is ”small”, its covariance may be considered unbiased in an approx-
imate sense. Although the KEV EVD estimate is biased, its variances and
those of an unbiased gravity solution (reference field) may be compared to
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evaluate the difference between the two fields with respect to the error vari-
ance of the reference field. Figure 4 shows the degree error variance of the
KEV EVD solution in comparison to that of the EIGEN1S reference field.
The differences between their geopotential coefficient variance spectra along
with the EIGENIS solution, is shown (Degree Difference Variance (DDV)).
The formal error of the biased KEV solution are all within the error variances
of EIGEN1S, implying that this candidate EVD field is within the uncertainty
(in a random sense) of the EIGEN1S gravity field. However the differences in
the coefficients between the two solutions, as seen in the DDV curve, become
larger than the EIGENT1S formal error above a harmonic degree of about 30.
This indicates that the KEV EVD solution may be too optimistic in this
region.

Conclusion. PLASS demonstrates a new feasibility in the application of
the EVD in the solution for large gravity fields. Employing the KEV tech-
nique, the removal of 7581 eigenvalues, was deemed optimum. The bias in
this solution caused no deleterious effects detected by the analyzes of this
investigation.
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Summary. Temporal variations of the gravity field may act either as a signal or
as a source of noise for the current satellite gravity missions. This depends, to some
extent, on the parametrization of the gravity field solution. We discuss qualitatively
how temporal variations affect satellite gravity products and how their effects may
be controlled by an adequate parametrization. We describe a mechanism how un-
parametrized temporal variations may alias into orbit-parallel spatial patterns of
a gravity field solution. While the effect is too small to corrupt static gravity field
models like EIGEN-2 or EIGEN-3p it may be a concern for studies on time-variable
gravity from consecutive GRACE period solutions. Moreover, time-varying errors
in non-gravity parameters such as CHAMP accelerometer corrections may, due to
correlations with gravity parameters, cause similar effects as geophysical variations.
These issues suggest that an adequate parametrization of the gravity field as a func-
tion of space and time needs further study. Eigenvalue analyses of solution normal
matrices may be a useful tool for these studies.

Key words: time-variable gravity, aliasing, parametrization, accelerometer cali-
bration parameters, EIGEN, GRACE

1 Aliasing of temporal variations into spatial variations

Consider the determination of a mean gravity signal (e.g., the total gravity
field or its difference from another model) from CHAMP, GRACE or GOCE
mission data over a certain solution period. During the solution period, there
are temporal gravity variations which are not corrected or parametrized.
Their possible effect on the mean solution is schematically demonstrated in
Figure 1:

We start from a temporal variation (Fig. 1, top) which is large-scale in
time and in space. It is observed along the gravity mission’s free orbit (Fig.
1, center, where we assume for simplicity that the disturbing potential T is a
direct observable). The sampling along tracks close in space may be distant
in time and may thus differ by the meantime evolution. Then, in the mean
signal solution adjusted from all observations, orbit-parallel spatial patterns
like those in Figure 1 (bottom) will appear. These patterns will have only a
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part of the variance of the tempo-
ral variations since another part en-
ters the adjustment residuals. But the
features will have considerable vari-
ance at high spherical harmonic de-
grees even if the temporal variations
are only at low degrees. Our theo-
retical consideration is supported by
numerical simulations for GRACE [2]
which obtained orbit-parallel features
as an effect of temporal variations.

We call the described effect an
aliasing effect: Due to, basically, an
incomplete sampling one kind of sig-
nal (temporal variations) is misinter-
preted as a different kind of signal
(spatial variations).

A spectral view on the relative
amplitudes is given in Figure 2. The
temporal variations are small relative
to the searched mean signal. (Fig. 2
uses the ratio 10~% which may apply
between intra-annual to inter-annual
variations and the total gravity field.)
Nevertheless, the low degree tempo-
ral variations may be larger than the
high degree mean signal. The adjust-
ment assigns a part of the tempo-
ral variance to the mean signal. This
might dominate over the actual signal
at high degrees.

Note that this dominance depends
on the actual mission observable’s
spectral characteristics. The situa-
tions differ for the different grav-
ity missions and even for the differ-
ent CHAMP processing approaches.
Moreover, describing the observable
as a function of space provides only
a rough scheme. In fact, the depen-
dence is on the orbit, too,—especially
for the ”classical” CHAMP process-
ing approach where, roughly speak-
ing, orbit perturbations are observed.
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2 Relevance for current gravity field products

EIGEN-2 [6] and EIGEN-3p [5], the latest CHAMP models by the GeoFor-
schungsZentrum Potsdam (GFZ), fully resolve the gravity field up to around
degree [ = 40 and [ = 65, respectively. However, their computational resolu-
tion extends to I = 120 and partly to [ = 140. The high degree parts of both
models consist of distinct orbit-parallel patterns (Figure 3) which dominate
above about [ = 60 for EIGEN-2, and [ = 80 for EIGEN-3p. They resemble
the patterns predicted in the previous section. This suggests the hypothesis
that these patterns are an aliasing effect of temporal gravity field variations.
However, a quantitative assessment rejects this hypothesis.

For this assessment we simulate orbit perturbations which roughly repre-
sent the CHAMP observables in GFZ’s processing. According to the hypo-
thesis, the high-degree patterns entered the EIGEN models to explain a part
of the orbit perturbations that was in fact induced by temporal variations.
Consequently, the perturbations induced by temporal variations must be
larger than those induced by the EIGEN patterns. The intra-annual to inter-
annual variations reported in the literature (e.g., [7]) have magnitudes below
10~* times the static field’s magnitude. Hence, we generate random signals
that obey 10™* times Kaula’s rule and simulate their effect on a CHAMP-
like orbit. The perturbations are on the decimeter level. In contrast, the
EIGEN-2 spectral part above | = 70 (and as well, the EGM96 part above
{ = 70) induces perturbations on the meter level. Hence, geophysical tempo-
ral variations are too small to induce the EIGEN model high-degree patterns.
More general, spatial variations induced by the aliasing mechanism of Sec-
tion 1 seem negligible compared to the total field’s actual spatial variations in
the respective spectral band. We expect that this result also holds for other
CHAMP processing approaches and for the GRACE and GOCE missions, as
their observables are more sensitive to high degrees which makes the curves
in Figure 2 more flat.
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Fig. 3. Geoid contribution from (left) the EIGEN-2 spectral part above degree 70;
(right) the EIGEN-3p part above degree 90. A 1-day CHAMP subtrack is added

The above "negative result” concerns the effect of geophysical temporal
variations on static gravity field solutions. However, in two other contexts
the aliasing effect of Section 1 may, indeed, play a role.

The GRACE mission is designed to determine temporal variations of the
gravity field, in addition to its static part. A standard approach is to ana-
lyze a sequence of, e.g., monthly period solutions. Then, the relevant signal
is the small difference between two period means which may be not larger
than unparametrized variations within the solution periods. Hence, aliasing
of unparametrized variations may be essential.

Together with the gravity field parameters, non-gravity parameters are
estimated for the gravity field solution. In particular, calibration parameters
for the CHAMP onboard accelerometer are estimated in certain time intervals
[6, 5]. Errors in such parameters cause a wrong assignment of satellite acceler-
ations to either gravitational or non-gravitational forces and may thus corre-
late with errors in the solved gravity field. By such correlations, time-varying
errors of non-gravity parameters may appear like temporal gravity field vari-
ations. These apparent variations could, in turn, alias into spatial patterns
as described in Section 1. Indeed, for EIGEN-3p the accelerometer correc-
tions were parametrized in shorter time intervals than for EIGEN-2, and the
orbit-parallel features in EIGEN-3p are reduced compared to EIGEN-2. This
supports the suggestion that the parametrization of non-gravity parameters
has an influence on the small-scale structure of the gravity models.
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3 Discussion on gravity field parametrization

Owing to their dedicated design and unprecedented accuracy, the satellite
gravity missions CHAMP, GRACE and GOCE are able to sense gravity field
variations not only with space but also with time. Temporal variations may
thus be monitored, in particular by GRACE. But they are also an additional
error source. Irrespective of the correction for some temporal signals within
the mission data processing [1], the missions solve for a basically new kind
of signal. The discrete sampling of a mission can not fully resolve this sig-
nal, so that ambiguities between different kinds of variations are an inherent
problem. But reducing the solution space to only spatial variations up to a
certain spherical harmonic degree, as it is done in the ”traditional” static
gravity field modelling, may now mean an underparametrization which un-
necessarily promotes the aliasing effect discussed before. The resulting task
is to parametrize the gravity field as a function of both space and time. It
is more complex and may involve a trade-off between temporal and spatial
resolution.

A guideline is to retrieve as much geophysical variance as possible. In this
context it is simple but not optimal to fix the temporal resolution at, e.g., one
month over all spatial scales. Instead, different spatial components should be
determined with different temporal resolutions according to their temporal
variability on the one hand and their temporal resolvability by the mission on
the other hand. For example, Perosanz’s and others’ approach [4] to choose a
degree-dependent temporal resolution of the Stokes coefficients accounts for
the fact that, roughly, for low-degree coefficients the geophysical variability
and, as well, CHAMP’s sensitivity are higher than for high degrees.

For a further refinement, with the goal of determining every spatial com-
ponent with its highest possible temporal resolution, an eigenvalue analysis
of gravity field solutions’ normal matrices can be used to find an adapted
parametrization: A solution’s eigenvectors are linear combinations of Stokes
coefficients and form a new basis. The factors for these eigenvectors are a
new set of gravity field parameters. Their—uncorrelated—errors are obtained
from the related eigenvalues. These errors, together with the expected geo-
physical variability of the parameter, may indicate its appropriate temporal
resolution.

An eigenvalue analysis of the normal matrices (here, before the reduction
of non-gravity parameters) can also reveal error correlations between gravity
and non-gravity parameters. Note that the error covariance matrix contains
correlations only between individual parameter pairs. Even if they are low,
linear combinations of gravity parameters may still be highly correlated with
linear combinations of non-gravity parameters ([3], ch. 12). The eigenvectors
now contain both gravity and non-gravity parameters and the eigenvalues
indicate how well these linear combinations are determined. Briefly, a badly
determined eigenvector that contains significant proportions of both gravity
and non-gravity parameters indicates a considerable error correlation between
the involved combinations of gravity and non-gravity parameters.
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4 Conclusions

We have described a mechanism how unparametrized temporal variations
may alias into orbit-parallel spatial patterns in gravity field solutions. The
effect is too small to corrupt solutions of the static gravity field, and in par-
ticular to explain high degree patterns of the EIGEN-2 and EIGEN-3p mod-
els. The mechanism might, however, affect analyses of temporal variations
from series of GRACE period solutions. Furthermore, if errors in non-gravity
(e.g., accelerometer) parameters correlate with gravity field parameters, time-
varying errors of the non-gravity parameters can be seen as apparent gravity
field variations and their effect may be similar as an aliasing of geophysical
variations.

These insights raise the question of an adequate parametrization of the
gravity field as a function of space and time. Certainly, different spatial com-
ponents should be solved with different temporal resolutions according to
their temporal variability and to their resolvability by the mission. For fur-
ther studies, an eigenvalue decomposition of a mission’s normal matrices may
be a useful tool. It may give a decomposition of the spatial field to compo-
nents with uncorrelated errors, and give an indication of their adequate tem-
poral resolutions. It can also reveal error correlations between non-gravity
and gravity parameters in order to find adapted parametrizations of both.
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Summary: The gravity field recovery strategy presented here enables the global recovery
of the gravity field combined with a regional focus on geographical areas with rough
gravity field features in a consistent way. The global gravity field is modeled by a series of
spherical harmonics while the regional gravity field features are represented by space
localizing base functions of harmonic spline type. The physical model of the orbit analysis
technique is based on Newton’s equation of motion, formulated as a boundary value
problem in form of an integral equation of Fredholm type. The observation equations are
established for short arcs of approximately 30 minutes length. The procedure can be applied
either globally or regionally to selected geographical regions. For a regional application the
coverage with short arcs should be slightly larger than the recovery region itself to prevent
the solution from geographical truncation effects. A proper combination and weighting of
the normal equations of every arc combined with a tailored regularization allows a stable
solution for the field parameters. This procedure can be adapted to the roughness of the
regional gravity field features, the discretization of the gravity field and the sampling rate of
the observations. A global gravity field solution ITG-ChampO1E has been derived based on
kinematic orbits covering 360 days from March 2002 to March 2003. Regional gravity field
solution have been determined for selected regions with rugged gravity field features.

Key words: Gravity field modeling — Regional gravity field recovery — CHAMP —
Satellite-to-satellite-tracking — ITG-ChampO1E

1 Introduction

The solution strategy presented here enables the global recovery of the gravity
field combined with regional refinements in geographical areas with rough gravity
field features in a consistent way. The physical model is based on Newton’s equa-
tion of motion applied to short arcs of approximately 30 minutes and formulated
as integral equations of Fredholm type. The integrands contain the reference and
residual gravity fields and specific disturbing forces. The reference gravity field
representing the low and medium frequency gravity field features are expressed by
a series of spherical harmonics complete up to an appropriate degree, while the re-
gional parts are represented by space localizing base functions of harmonic spline
type. Especially for a regional refinement of the gravity field it is important to
proof in an a-priori step whether there are residual gravity field signals in the ki-
nematically determined orbits caused by rough gravity field features which are not
modelled by spherical harmonics. In a post-processing step, the regionally refined
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gravity field is validated again by using the orbits. The validation procedure is
based on the computation of an extended Jacobi integral along the satellite orbits
and described in detail in Ik and Locher (2003).

2 Mathematical Model

The mathematical model of the gravity field analysis technique is based on New-
ton’s equation of motion (Schneider, 1967),
F(0) =f(t;r, k), Q)

formulated as a boundary value problem,
1
r()-(1-7)r,—7r, =-T" [ K(2,7)f(5:r,E,%) d7, )
7'=0

with the integral kernel

K12 = (1-7"), <7,
(r’r)_{z"(l—r), <7, 3
satisfying the boundary values
r,=r(t,), ry=r(ty), t,<ty. 4
The specific force function,
f(7/;r,1,x) =£,(7;r,1) + VV(7';r;X) + VT (7';1; AX). (5)

can be separated in a disturbance part f,, which represents the non-conservative
disturbing forces, in a reference part VI , representing the global gravity field fea-
tures and in an anomalous part VT, modelling the corrections to the gravity field
parameters. The mathematical model applied in this investigation is given by
equation (2) together with the force function (5) (Ilk et al., 1995). The geocentric
positions r(z) of the arcs over the analysis area represent the observations. The
unknowns are the corrections Ax to the field parameters x . These are in case of a
global gravity field recovery corrections to the coefficients of a spherical harmon-
ics expansion of the gravitational potential ¥(r,) or in case of a regional recovery
the parameters of space localizing base functions modelling the anomalous poten-
tial 7(r,):

I(r,)= Zai (o(rp’rQ,) (6)

with the field parameters a, arranged in a column matrix Ax:=(a,,i=1,..,/)" and
the base functions,

n=0

ot 1) = 2k, (R—j AURAE ™)

The coefficients &, are the degree variances of the gravity field spectrum to be de-
termined,

k, = f(AEjm + ijm) . (8)

m=0
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Fig. 1. Computation procedure including the determination of variance factors for every arc
and the regularization parameter for the gravity field recovery.

R, is the mean equator radius of the Earth, » the distance of a field point from the
geo-centre and P,(r,,r,) are the Legendre’s polynomials depending on the spheri-
cal distance between a field point P and the nodal points O, of the set of base
functions. With this definition the base functions ¢(r,,r, ) can be interpreted as
isotropic and homogeneous harmonic spline functions (Freeden et al., 1998). The
nodal points Q, are defined on a grid generated by a uniform subdivision of an
icosahedron of twenty equal-area spherical triangles. In this way the global pattern
of spline nodal points shows approximately uniform nodal point distances. Every
short arc of approximately 30 minutes builds a normal equation. All normal equa-
tions are combined by estimating a variance factor for every arc as well as an ac-
celerometer bias (Koch and Kusche, 2002). The regularization has been restricted
to all potential coefficients from degree 40 upwards and the regularization pa-
rameter has been determined during the iteration as sketched in Fig. 1.

3 Global gravity field recovery based on kinematic orbits

The global gravity field recovery presented here is based on kinematic orbits of
CHAMP with a sampling rate of 30 seconds provided by M. Rothacher and D.
Svehla from the FESG of the Technical University Munich (Svehla and Roth-
acher, 2003). The orbits cover a time period of approximately 360 days from
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March 2002 to March 2003. The three-dimensional accelerometer data are pro-
vided by the CHAMP Information System and Data Centre (ISDC). The transfor-
mations between the terrestrial and celestial reference frames follow the conven-
tions published by McCarthy (1996). For the computation of the tidal forces
caused by Moon and Sun the numerical ephemeris DE405 of the Jet Propulsion
Laboratory (JPL) have been used. The accelerometer measurements to determine
the surface forces for the CHAMP orbit have been processed according to the
rules of the CHAMP data format (Forste et al., 2001). The force functions caused
by the Earth tides as well as by the ocean tides have been based on the models as
published by McCarthy (1996). As reference frames ITRF2000 and ICRF2000 are
used as well as the corresponding rotations according to the IERS conventions.
The one-year orbit has been split up into 17000 short arcs with in total 2400000
observations. Then the procedure summarized in Fig. 1 has been applied to deter-
mine the 5772 unknown corrections to the potential coefficients of the reference
gravity field (EGM96 up to degree 75).

spectral range 0 40 0 50 0 60 0 65 0 70
GGMO01s ITG-ChampO1lE 35 74 143 18,8 21,8
GGMO01s Eigen-2 7,6 20,7 47,3 57,5 68,0
GGMO01s Eigen-3p 39 7,6 23,1 32,0 42,1

Table 1. 1°x1°-grid comparisons of ITG-Champ01E, Eigen-2 and Eigen-3p with GGMO1s:
rms of undulation differences (cm).

i filled up with EGM96 from n=37 filled up with EGM96 from n=73

GPS data set points - -
min max wrms min max wrms
USA 5168 -122,2 179,4 434 -129,4 183,5 44,0
Canada 1931 -131,8 1742 40,1 -112,4 1318 38,5
EUVN (Europe) 186 -142,4 168,3 42,4 -88,4 143,8 36,3
BKG (Germany) 575 -114,8 73,9 29,6 -95,8 63,4 20,5

Table 2. Global gravity field recovery: rms of geoid undulation differences (cm).

The result of the global recovery has been checked by determining the rms of the
differences of 1°x1° grids of point geoid undulations between our solution ITG-
ChampO1E and the recent GRACE solution GGMOIs (CSR, 2003) for various
spectral bands (Table 1). For comparison the same tests have been performed for
the gravity field models Eigen-2 (Reigber et al., 2003) and Eigen-3p (Reigber et
al., 2004). Our model ITG-ChampO1E is biased in the higher degrees by the refer-
ence gravity field EGM96 caused by a regularization from degree n=40 upwards.
But another gravity field recovery solution with no a-priori information and no
regularization at all confirmed the results shown in Tab. 1. While the results in the
low-frequent spectral band are similar to Eigen-3p there are slight improvements
in precision in the spectral band between degree 40 and 60 compared to alternative
recovery solutions. Additional test computations have been performed by F.
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Barthelmes from GFZ with the GFZ standard evaluation procedure. Tab. 2 shows
selected results from this evaluation test, the comparisons with geoid undulations
derived from GPS and levelling measurements.

4 Regional gravity field recovery

To demonstrate the regional recovery three regions with rough gravity field fea-
tures have been selected (Fig. 2): South East Asia, South America and Europe. An
additional strip of 10° around the recovery areas have been considered to prevent
the solution from geographical truncation effects. The parameterisation of the re-
sidual field was based on harmonic spline functions as defined in equation (7); the
corresponding recovery parameters are shown in Tab. 3. The mean distance be-
tween the base function nodal points amounts approximately 130 km. The same
data set as in case of the global gravity field recovery has been used also for the
regional recoveries. Instead of EGM96 Eigen-2 has been used as reference field
up to degree 120. The regional recovery results are shown in Tab. 4.

0 50
Fig. 2. Gravity field recovery for South America, Europe and South East Asia.

region South East Asia South America Europe
orbits 3192 2340 1922

observations 317000 260000 135000
unknowns 4064 3046 1172

Table 3. Parameters for the regional gravity field recovery.

region South East Asia South America Europe
ITG GGMO1s 92,2 85,5 65,4
Eigen-2 GGMO1s 1412 1147 106,0
ITG Eigen-2 104,7 101,3 88,9

Table 4. 1°x1°-grid comparisons of ITG solutions and Eigen-2 with GGMO1s in the spec-
tral band 36...120: rms of undulation differences (cm).
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5 Conclusions

The use of short arcs for global gravity field recovery as well as for regional grav-
ity field refinements is an adequate alternative recovery technique based on high-
quality kinematic orbits as performed by the FESG Munich. Despite the fact that
the CHAMP mission is designed to recover first of all the long and medium wave-
length features it could be shown that also regional refinements are possible with
surprising accuracy.
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Summary. The energy balance approach is used for a statistical assessment of CHAMP or-
bits, data and gravity models. It is known that the quality of GPS—derived orbits varies and
that CHAMP accelerometer errors are difficult to model. This makes the selection of orbits
for gravity recovery difficult. Here we identify the noise level present in in—situ potential val-
ues from the energy balance in an iterative variance—component estimation. This means we
solve simultaneously for a spherical harmonic model, for polynomial coefficients absorbing
accelerometer drift, and for sub—daily noise variance components. These should be under-
stood in a sense of model consistency. Using dynamic GFZ orbits, results including 92 days
in 2002 indicate that for most days the noise is at 0.25-0.3m?/s2, with notable exceptions.
The corresponding gravity model is found close to EIGEN-2, after two iterations. With TUM
kinematic orbits and Lagrange—interpolated velocities or TUM reduced-dynamic orbits, we
found for preselected data the consistency at the 0.7-0.8m?/s2 (KIN), 0.3-0.35m?/s? (RD)
level; gravity models improve significantly on EGM96. Generally, iterative re-weighting im-
proves the solutions significantly, and ‘trackiness’ is considerably reduced.

Key words: CHAMP, energy balance approach, statistical assessment, variance components

1 Energy Conservation Method

Various groups have demonstrated that the energy balance approach can be used to
compute a gravity model from CHAMP reduced-dynamic or kinematic orbits, see
Gerlach et al. (2003a,b) or Howe et al. (2003). The approach can also be used to ver-
ify the consistency of CHAMP accelerometer data, orbits, gravity field model and
other (e.g. tidal) models, and to assess the magnitude of systematic and stochastic
errors. We have analyzed CHAMP data for the in—situ potential following Jekeli’s
method. We have estimated simultaneously corrections to the spherical harmonic
coefficients, sub—daily polynomial coefficients describing residual (after applying
bias and scale factors from the ACC files) drift of the accelerometer, and sub—daily
variance components of the in—situ potential values. A known obstacle for this type
of analysis is the selection of ‘good’ orbits. In our approach, arcs showing spurious
behaviour are effectively downweighted within an iterative maximum-likelihood
estimation process, which improves our gravity field solution significantly. In turn,
the estimation of the individual variance components is improved. As a by—product,
we have investigated the correlations of estimated accelerometer drift parameters
with the spherical harmonic coefficients.

The theory of the energy balance approach and its potential application to LEO
satellite experiments goes back to the 60’s, and has been considerably revived re-
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cently, see Jekeli (1999), Visser et al. (2003) Ilk and Locher (in press). We use the
following formulation, which is based on expressing all quantities of interest in an
inertial coordinate system:

t t
T(t) — V™i(t) — 6V (t) — R(t) = Eo + / f-axdr+ / vvtdes g dr (1)
to

to

Here T' = %|:1:|2 is the kinetic potential, V™! is a static reference potential appear-
ing time—dependent in inertial coordinates, §V is a residual geopotential that we
parameterize by spherical harmonics whose coefficients d¢;,,,, ds;.,, are to be solved
for, R is the potential rotation term which approximates the potential contribution
j;to %—‘{ dr ~ —w(x1E9 — 2241 ) (up to a constant, see Jekeli 1999) of the rotating
earth in inertial space, and Fy is a constant. Furthermore, f are corrected mea-
surements from CHAMP’s STAR accelerometer to account for non—conservative
forces, and the last term on the right-hand side accommodates for tidal effects by
evaluating the corresponding work integral. We found that neglecting the explicit
time—variation of the tidal potentials by simply evaluating V'*4¢3(¢) would be pos-
sible but introduces low—frequency drift effects that propagate into the low—order
correction polynomial coefficients (see below). We model the direct attraction by
sun and moon from JPL DE ephemeris, the solid earth tides following the IERS
conventions, plus ocean tides (GOT 99.2).

2 Statistical Assessment and Estimation Procedure

The energy balance approach uses eq (1) for combining orbit, accelerometry data,
reference geopotential model, tidal corrections and auxiliary information (e.g. earth
rotation) into a preprocessed stream of pseudo—observations, §V (¢), which can be
used without further linearization to estimate the dc;yy,, 05, Consequently, position
errors €, velocity errors €z, accelerometry errors €4 and tide model errors affect
the in—situ potential differences (see Visser et al., 2003) approximately as

¢
. f . . . tides
ey = T-€;—VV™ -em—we(emxg—e:vle)—we(a:le@—xgeil)+/ €p-& ATV

to

2
It is clear that accelerometer biases and scaling errors, predominantly in the in—flight
axis, cause in first approximation a linear drift in the V' measurement. It is also
known that if an erroneous reference model went into the computation of (reduced—
) dynamic orbits, resulting orbit errors will compensate to a certain extend for this in
the energy balance (1), and an estimated gravity model will be biased. This is why
we use the term noise variance in a sense of consistency. Knowing the variance of
the potential difference error, 02(6V) = E{e2,}, we can set up a weighted least
square adjustment which would suppress spurious arcs by downweighting. This
noise variance, however, is nonstationary and difficult to assess a priori. The or-
bits, on the other hand, are given in batches of 0.5-1.5 day length dependent on the
POD analysis strategy. Here we assign an unknown variance component o3 (6V) to
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each batch and estimate it jointly with the residual gravity field and with parameters
that account for accelerometer drift. Written as a Gauss—Markov model, this is

A, [ zace Dlew) =il 3)
k L | —y =€ =1...p
zacc, D(sn) = o) R

where xgy contains SH coefficients, xacc, and a?k) are drift parameters and vari-

ance components for the k—th data set, and 0(20) is a regularization parameter if
needed. This requires an iterative strategy involving re—weightings of the contri-
butions, synthesis of potential residuals, and repeated solutions of the overall LS
problem. A fast Monte Carlo machinery for implementing maximum-likelihood
estimation has been developed in Koch and Kusche (2002) and tested in Kusche
(2003) on a simulated LEO gravity recovery problem. Weighting factors for combi-
nation solutions can be computed the same way. At convergence the results of ML
estimation equal those of the iterated MINQUE technique. It should be emphasized
that from the point of view of estimating drift parameters for each batch k of data,
it would be preferable to have short batches comprising an orbital revolution each.
From the statistical analysis point, we must keep the number of solved—for variance
components limited to maintain fast convergence of our algorithm.

3 Analysis of GFZ dynamic orbits

We used 92 days of GFZ’s PSO and ACC data, of the first half 2002 and with-
out preselection. These are broken up into daily/half—daily batches. We solve for
a SH expansion to degree 75, for 4 polynomial parameters per day to account for
accelerometer drift in the form €(t) = Zi:o ak (t — t3,)", and for a daily variance
o?. Arc—dependent aF parameters are eliminated from the normal system by the
method of partitioning and backsubstitution. The gravity field model that went into
GFZ’s dynamic PSO orbits is not completely identical to EIGEN-2 (P. Schwintzer,
pers. comm.), and we treat it as unknown here. In the first iteration, all batches are
weighted equally. Fig. 1 shows the estimated o}’s after the second iteration where
practically convergence is reached. Fig. 3 (left) shows the difference of the resid-
ual gravity field with respect to GFZ’s published EIGEN-2 solution (Reigber et al.,
2003) without re—weightings (Oth iteration), in geoid heights. Fig. 3 (right) shows
the difference, complete to degree 70, after arriving at convergence. No data has
been removed, but all spurious orbits are downweighted. It should be noted that for

EIGEN-2 data from a different time period was used than we used in this study.

4 TUM kinematic and reduced—dynamic orbits

We have further investigated about 100 days of kinematic CHAMP orbits, which
were kindly provided by D. Svehla by IAPG, TU Munich. These orbits are pro-
cessed following the zero—differencing strategy, see Svehla and Rothacher (2003),
and were provided with full variance—covariance information per data point. In
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Fig. 3. Difference to EIGEN-2 [m]. Left: L=75, Oth iteration. Right: L=70, after 2nd iteration

a preprocessing step we have removed all kinematic positions to which a—priori
sigma’s of larger than Scm in either z, y, or z were assigned. Furthermore, only
data segments of at least 2.5h have been selected. To allow a clean comparison af-
terwards, we have based our selection on purpose not on comparing KIN and RD
orbits. After this, the used data corresponds to about 52 days. Kinematic orbit de-
termination does not provide velocities, so we had to compute CHAMP velocities
using a Lagrange 7—point interpolator. We avoid any smoothing at this step. In what
follows, the same analysis has been performed as with the GFZ PSO data. One must,
however, bear in mind that KIN orbits are completely independent from any prior
gravity field, that they are spaced at 30s intervals, and that the interpolator used for
deriving velocities is of influence. In addition, we have taken TUM RD orbits for
the same time periods and repeated the procedure (apart from the Lagrange interpo-
lation). Results for the noise levels are shown in Fig. 2.

In summary, one can state that the estimated variance components for the KIN
orbits are roughly at the 0.7-0.8m?/s? level, whereas those for the RD orbits are
at the 0.3-0.35m?/s? level, with exceptions and a slight increase at about DOY
250. According to eq. (2), assuming that the velocity error dominates, this indicates
that velocities from Lagrange interpolation have an accuracy of about Imm/s. We
have compared these directly with RD velocities and found this error level con-
firmed. Note that we have based our orbit selection on purpose not on a—priori
comparison of KIN and RD orbits; which would have given a more optimistic
error level. Fig. 4 shows for the estimated gravity field solutions the signal de-



Statistical Assessment of CHAMP Data and Models 137

1e-06 T T

" KIN* ——

[ =] ee——
"_EIGEN_GRACEO01S"

"_KIN-EIGEN_GRACEO1S" ——

"_RD-EIGEN_GRACEOQ1S" -

. EIGEN_GRACEO01S-EGM96"

1e-07

1e-08

10 20 30 40 50 60 70

Fig. 4. Degree variances. Solutions with TUM KIN, RD orbits

0.15 0.15

0.1 0.1
o

0.05 * 0.05

—
e
-
o

o

t;ni- ﬂ;iiiglﬁliijjli;jiié;iiiiiﬁni i

!n-ilil-i-i ’

X 0000

-0.05 i3 - -| -0.05
-0.1 * -| -04
015 H i i i i 0.15 H i i i i i
10 20 30 40 50 60 70 10 20 30 40 50 60 70

Fig. 5. Correlation of aop (+) and a1 (x) with the d¢im,, dSirm, . Left: arc length 16h. Right: 3h.

gree variances and the difference degree variance with respect to the recently pub-
lished EIGEN-GRACEOQ1S model (Reigber et al, in preparation). For comparison,
EGM96 (Lemoine et al., 1998) is also shown, which has been used as a refer-
ence field in the computation. Both KIN and RD solution show clear improve-
ments towards the EIGEN-GRACEOQ1S, when compared with the EGM96 model.
Due to regularization, there is almost no signal left beyond degree 50 and the ref-
erence solution EGM96 dominates. It is obvious that between degrees 15 and 40
the reduced-dynamic solution is somewhat closer to the GRACE model; probably
because CHAMP data are already enclosed in the prior gravity model used for com-
puting the RD orbits. We believe that the timespan we used is too short to draw
further conclusions.

In our treatment the determination of arc—dependent accelerometer drift param-
eters a® is part of the estimation procedure and not a separate preprocessing step.
It is therefore possible to study the correlation between the a* and the SH coeffi-
cients from the a—posteriori covariance matrix. In Fig. 5 we show as an example
correlation coefficients of the estimated energy constant ag = FEy (+) and of the
slope parameter a; (x) with the d¢;y,,, ds;,, per degree, for arc lengths of 16 hours
and 3 hours. The correlation between estimates for ag and a; is much higher and
increases for short arc length. However, as indicated in the figures, there appears to
be no estimability problem so far. We plan to extend this type of correlation studies,
in particular when incorporating longer data sets and time—variable low—degree SH
coefficients.
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5 Discussion and Outlook

We have discussed a statistical assessment of CHAMP orbits and data within the
energy balance method. Non—stationary noise has been modelled with piecewise
constant variance. We have proven that we can efficiently estimate individual noise
levels for data batches, and that gravity solutions using an optimally weighted LS
procedure are superior to heuristic weighting. Our results indicate that the consis-
tency of GFZ PSO orbits is at 0.25-0.3m?/s? for the time interval that we consid-
ered, with notable exceptions. TUM orbits were found at levels of 0.7-0.8m?2/s?
(KIN) and 0.3-0.35m?/s2 (RD). This is due to the different POD processing strate-
gies, and these figures should be interpreted with care. We have estimated grav-
ity models which we believe clearly improve on pre—CHAMP models. More orbits
have to be added to make final statements on the quality of these models. In particu-
lar, velocity derivation from KIN orbits needs to be investigated. Ongoing research
includes using more data, and accounting for time—wise correlations. In the mean-
time, we added CHAMP data from KIN orbits to EGM96 by using its full variance—
covariance matrix and determined weighting factors ooy by ML estimation.

Acknowledgement. We are grateful to GFZ Potsdam for providing CHAMP ACC and PSO
data. Thanks go also to IAPG, TU Munich, for providing CHAMP orbits.
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Summary. CHAMP orbits and accelerometer data are used to recover the long- to medium-
wavelength features of the Earth’s gravitational potential. In this study we are concerned with
analyzing preprocessed data in a framework of multiscale recovery of the Earth’s gravitational
potential, allowing both global and regional solutions. The energy conservation approach has
been used to convert orbits and accelerometer data into in-situ potential. Our modelling is
spacewise, based on (1) non-bandlimited least square adjustment splines to take into account
the true (non-spherical) shape of the trajectory (2) harmonic regularization wavelets for solv-
ing the underlying inverse problem of downward continuation. Furthermore we can show
that by adapting regularization parameters to specific regions local solutions can improve
considerably on global ones. We apply this concept to kinematic CHAMP orbits, and, for test
purposes, to dynamic orbits. Finally we compare our recovered model to the EGM96 model,
and the GFZ models EIGEN-2 and EIGEN-GRACEO1s.

Key words: CHAMP, Kinematic Orbit, PSO Orbit, Regional Gravitational Field Recovery,
Tikhonov-Wavelet Regularization

1 Introduction

In this paper high-low satellite-to-satellite tracking (hi-lo SST) of a low Earth orbiter
(LEO) for gravity recovery purposes is discussed from an alternative point of view,
as originally proposed by W. Freeden [4]. More specifically, we are concerned with
the determination of the Earth’s external gravitational field from a given set of po-
tential values along the orbit of CHAMP. We have obtained these potential values by
applying an energy conservation approach, basically following [8], to GFZ PSO as
well as to TUM kinematic CHAMP orbits. In order to translate the hi-lo SST prob-
lem into a rigorous mathematical formulation we will make use of the geometrical
situation outlined in Fig. 1.

We have the following problem (see [4]): Let there be known the potential values
V(z),z € I, for a subset I' C X of points at the orbit positions of the LEO. Find
an approximation U to the geopotential field V on X, i.e. on and outside the
Earth’s surface, such that the difference of V and U is arbitrarily small on X¢ in
terms of the underlying function spaces. In addition we require V (x) = U(x) for
all x € I'. Existence, uniqueness, and well-posedness of the problem are discussed
in [4] and the references therein.
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Local and global regularization parametery

10707 100
RMS(AV-b)
Fig. 1. Illustration of the geometrical Fig. 2. Local L-curve for the region shown
configuration. in Fig. 3, in Harmas ... 90({2R).

In practice we are interested in computing global, and if possible, regionally
improved gravity models from real CHAMP-data. In particular for the regional case
our wavelet approach demonstrates advantages since it allows for the local choice of
a regularization parameter. Thus, we apply locally adaptive regularization by virtue
of multiresolution analysis using adequately constructed wavelets.

The three-dimensional coordinate system that we use throughout this study is
the particular realization of the international terrestrial reference frame in which the
CHAMP ephemeris are given. Let » be CHAMP’s mean orbital altitude. The sphere
in R3 with radius 7 around the origin is denoted by (2, i.e. 2, = {z € R3||z| = r}.
For later use we reserve the name (25 to denote the Bjerhammar sphere (see Fig.
1). With £2°* we denote the exterior of {2,., while £2I" is the interior of §2,.. Further,
in our modelling we will make use of two different spherical grids: The equiangular
Driscoll-Healy grid [1] for numerical integration purposes, and the so—called Reuter
grid [11] known from low discrepancy methods. The Reuter grid is important in our
data selection strategy since it exhibits an almost equidistribution of the points on
the sphere.

For extrapolation of the data {y;, F;},i = 1,..., M, i.e. M potential values
along the orbit I" to an integration grid on the sphere (2. we use a least square
adjustment spline S, see for more details [2, 3, 10]. For this purpose we employ
a Reuter grid {z;},j = 1,...,N C {25 for locating the Abel-Poisson kernel K
which is defined by

1 1—h?
Kraam(®9) = s 0778 ah(a - )2 - v

The N coefficients of the spline S = Zjvzl a;K(x;,-) follow from solving the

overdetermined linear system
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N
Zaé\’KH(xi,yj) =F, i=1,...,M.
j=1

Sobolev Spaces: We will work in Sobolev spaces, as introduced in [5, 4], and as-
sume in particular that the measured potential can be characterized as an element of
the space H (A, 2r) with symbol A" (n) = h="/2,n € Ny, 0 < h < 1. This again
leads immediately to the Abel-Poisson kernel, representing the reproducing kernel
in H(h="/2, 2g). It should be remarked that this kernel can be directly identified
with the upward continuation operator. This operator facilitates mapping between
H(A, 267%) and H(A™T A, 2¢*t), and can be interpreted as a pseudodifferential op-

erator (PDO) defined on H(A, £257*) with the symbol A" (n) = (5)”“.

T

Tikhonov Regularization Scaling Functions: Now we consider the solution
of the inverse problem given by AV = G,V € L?*(2g), and G € L*(£2,). As is
well-known, cf. [4], this equation possesses an exponentially ill-posed pseudod-
ifferential equation with an unbounded inverse operator A~'. The idea of regu-
larization is to replace the inverse operator by a more ‘friendly’ operator which
yields an approximate solution. By operating directly on the singular values of
A1, wavelets appear as a very appropriate tool to solve this problem. We obtain
the J-level regularization of the potential V on {2r by evaluating the convolution
Vi=&;xG = f!ZT @ ;(-,n)G(n)dw,(n), where @ ; denotes the J-level regular-
ization and reconstruction Tikhonov scaling function:

Definition 1 (Tikhonov Scaling Function). Let P,,n € Ny denote the Legendre
polynomials as given by [5], and v;,j € Ng a positive decreasing sequence with
lim;_,o v; = 0. The Tikhonov regularization scaling function is defined by

> om+1/ Rr \"™
2y(00) =S ot (mn) ().
n=0

|||y |z |yl
withx € 2,y € §2,, and the symbol ¢;(n) is given by

A" (n)

P = R

7’L:0,17...; j GN().

Since ¢;(n) decreases for increasing n, we may regard these functions just as
low-pass filters - which is similar to Tikhonov regularization for ill-conditioned
linear systems. The Tikhonov regularization wavelets are analogously obtained as
bandpass filters, i.e. by the difference of two subsequent low-pass filters (see [4]).

2 Multiscale Geopotential Modelling from CHAMP Data

In the present study we consider two different CHAMP orbit data sets, covering sev-
eral months in the year 2002. We work with dynamic PSO orbits provided kindly by
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GFZ Potsdam, and with kinematic orbits computed by Drazen Svehla IAPG, TU
Munich) following the zero-differencing strategy. Whereas dynamic orbits basically
represent a best-fit of GPS observations within an a—priori gravity field and provide
a kind of test for our method, kinematic orbits are free of a-priori gravity infor-
mation and the recovered gravity model should be free of any biases. These orbits
have been converted to in-situ potential values following the energy conservation
approach (cf. [8]), corrected for nonconservative forces using GFZ’s accelerometer
data products, and for astronomical and solid Earth tides according to IERS con-
ventions, and ocean tides using GOT 99.2. That the energy balance approach can be
successfully applied to gravity recovery from CHAMP has been proven meanwhile
by several groups, cf. [7], [6], or [9]. By subtracting a reference potential up to de-
gree 24 (from EGM96) we obtain residual potential values along the orbit. Finally,
by using cubic approximating splines we try to suppress trends in the data which we
believe are induced by remaining accelerometer drift effects.

Data Gridding with Splines: First, using the Abel-Poisson kernel with h =
0.95, we fit a least square adjustment spline to the residual potential along the satel-
lite orbit. All data has been weighted equally, after applying a selection procedure.
It is then possible to extrapolate these values to a Driscoll-Healy integration grid
defined on the mean altitude sphere {2, (see Fig. 1). This essential step preserves
the harmonicity in the data.

Solving the Inverse Problem and Reconstruction: From the previous step,
we have now a set of gridded, predicted measurements on §2,.. This allows us to
compute a j-level regularization of the potential on {2;. However, we need an ap-
propriate criterion for stopping the regularization, i.e. we have to balance the regu-
larization error decreasing with higher scales, and the the reconstruction/prediction
error increasing with higher scales. For this purpose we use the L-curve method,
which in turn requires that we predict residual potential values in the spherical inte-
gration grid on (2., by use of the recovered potential. Since || - [|3¢(4,02,) is defined
in the spectral domain, we prefer for regional applications the L? (25 )—norm which
can easily be evaluated in the space domain. We plot the norm of the reconstructed
potential (within Harmas, . 90({2r), see below) on the y-axis against the predic-
tion residual from this potential to the orbit data on the x-axis (cf. Fig. 2). Locally,
we calculate the RMS of the reconstructed potential values respectively the data
residuals on a grid, which approximates the L-norm. It should be remarked that
the time-consuming numerical integration in the wavelet transform is intrinsically
data parallel. We exploit this by using an efficient parallel implementation. For an
easier comparison of our solution with spherical harmonic models, we project the
solution globally on Harmos  50({2g) and locally on Harmss . go(£25); that is we
extract those spectral bands from our solution which can then directly compared to
spherical harmonic expansions. The difference in the globally recovered potential
compared to several models is given in Tab. 1 and 2.

Local Reconstruction Process: The Tikhonov scaling functions are strongly
localizing on {2g. It is clear that only a small cap contributes in the reconstructing
convolution, which resembles numerically a local compact support. It is the rea-
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Table 1. Global potential differences from CHAMP-PSO data in Harmys ... 50

m?/s?]  EGMO96 EIGEN-1s EIGEN-2 EIGEN-GRACEOIs
Median Abs. Diff. 2.918 2900  2.407 2.467
Mean Abs. Diff. 3.825 3.727  3.283 3274

Table 2. Global potential differences from CHAMPTUM kinematic data in Harmos ... 50

[mZ / 52} EGM96 EIGEN-1s EIGEN-2 EIGEN-GRACEOIs

Median Abs. Diff. 2.888 3.257 2.620 2.552
Mean Abs. Diff. 3.785  4.027 3.416 3.258

son why we are able to compute a reconstruction of the gravitational potential in a
desired area only. For a detailed description for the choices of the windows see [2].

Fig. 3. Locally improved potential in Fig. 4. Difference Fig. 3 and EIGEN-2
Harmas, .. 90({2r). in Harmgs, .. g0({2R).

Local CHAMP Data Analysis: Global reconstructions show that differences
to EIGEN-2 are located mainly in the high frequency parts, owing probably to reg-
ularization effects. Thus, we analyze a region of strong signal (see Fig. 3) and try
to improve our global results locally. The locally obtained L-curve, Fig. 2, reveals
that the regularization parameter obtained from a global L-curve is too large for this
specific region, and high-frequent phenomena are over-smoothed. For more detail
see [2]. Beyond this, the local L-curve indicates that v = 0.0001 is an appropriate
choice for this region. It turns out, that we are in fact able to improve our model lo-
cally. The maximum differences to EIGEN-1s and EIGEN-2 could be significantly

2 2 . .« . .
decreased from ca. 607z to ca. 20 or even less, see Fig. 4. Remaining differences
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can be assigned to regions of high signal variability in the Andes. It will be subject
of future work to investigate ‘trackiness’ in the solutions.

3 Conclusion

We believe our results show that a spline-based wavelet method can be applied suc-
cessfully to real CHAMP data. Beyond this, it should be outlined that our method
can improve satellite-only models regionally by adapting the regularization proce-
dure to the regional variability of the Earth’s gravity field.
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Multiscale Modeling from EIGEN-1S, EIGEN-2,
EIGEN-GRACEO(1S, UCPH2002_0.5, EGM96

Martin J. Fengler, Willi Freeden, Martin Gutting

University of Kaiserslautern, Geomathematics Group, 67653 Kaiserslautern, P.O. Box 3049,
Germany

Summary. Spherical wavelets have been developed by the Geomathematics Group Kaisers-
lautern for several years and have been successfully applied to georelevant problems.
Wavelets can be considered as consecutive band-pass filters and allow local approxima-
tions. The wavelet transform can also be applied to spherical harmonic models of the Earth’s
gravitational field like the most up-to-date EIGEN-1S, EIGEN-2, EIGEN-GRACEO1S,
UCPH2002.0.5, and the well-known EGM96. Thereby, wavelet coefficients arise and these
shall be made available to other interested groups. These wavelet coefficients allow the recon-
struction of the wavelet approximations. Different types of wavelets are considered: bandlim-
ited wavelets (here: Shannon and Cubic Polynomial (CuP)) as well as non-bandlimited ones
(in our case: Abel-Poisson). For these types wavelet coefficients are computed and wavelet
variances are given. The data format of the wavelet coefficients is also included.

Key words: Multiscale Modeling, Wavelets, Wavelet Variances, Wavelet coefficients, Grav-
itational Field Model Convertion

1 Introduction

During the last years spherical wavelets have been brought into existence. (cf. e.g.
[3], [2], [4] and the references therein). It is time to apply them to well-known mod-
els in order to offer easy access to the multiscale methods. Therefore, the spher-
ical harmonics models EIGEN-1S, EIGEN-2, UCPH2002_0.5, EGM96 and also
EIGEN-GRACEQOI1S are transformed into bilinear wavelet models (see [3] or [2])
and the coefficients of these models are available via the worldwide web.

2 Wavelet Models

Due to the structure of the gravitational field we leave the first degrees and orders
(up to n = 2) as an approximation by spherical harmonics which are denoted
by Y,, i. For the remaining parts of the models, a scaling function and its corre-
sponding wavelets are applied. Thus, we can write the J-level representation of
the geopotential V' on the sphere {2r in terms of a spherical harmonics part Vj_ o
(which we neglect from now on), a low-frequent band V), and wavelet bands W
forx = R¢ € 2g:
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J—1
Vy(x) = Vi (x) + > Wi(x)

J=Jjo
J-1
= (Djo * (Dj, x V) (@) + D (T % (¥ % V))(a), ey
J=jo
where * denotes the L£?(§2z)-convolution and lim V; = V in the sense of

L2(28).
The kernel can be expressed by a sum over Legendre polynomials (cf. [3] for
T,y € {2r:

o2n+1 T Yy
P — — _—oin)P, =< ).
)= 2 e #1) <|x| |y|)

where ¢ (n) denotes its symbol. The kernels ¥, !l:/j of the corresponding primal and

dual wavelets are constructed analogously with their symbols 1/;(n), 1;(n) given
by the refinement equation:

i (n)(n) = (pj41(n))? = (p(n))>. 2)

Since the considered gravitational field models are provided in terms of spherical
harmonics, we may regard them to be bandlimited of degree M. For including the
maximal information of the models, we choose the highest scale J such that that
27 > M.

By using an equiangular grid we integrate exactly spherical harmonics up to the
degree of the integrand (if it is bandlimited, otherwise we obtain an approximation)
in (1). Thus, we write:

(Njo+1)?
O T I AV OOINOLNERS
=1 R

a’0

J—1 (N;+1)2 . ‘ ) _
Y W /Q B (2, )V (2)doo(2) B (., ).
i=jo i=1 "

In the latter formulae the (y7°, w?°) and (y/,w’) denote the locations on {25 and
corresponding weights of the Driscoll-Healy integration scheme (cf. [1]).
The scaling function and wavelet coefficients a° and ¢/ are also obtained by nu-

merical integration. Therefore, the coefficients are

(Njo+1)? (N;+1)2
A Y e EED, dr S SV ED
k=1
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3 Selected Examples

We have chosen three different types of wavelets: the bandlimited Shannon and
Cubic Polynomial and the non-bandlimited Abel-Poisson kernel.
Shannon Wavelets: In the case of Shannon scaling functions the symbol ¢;(n)
reads as follows 0,29)
1 for ne|0,27
SH _ )
vy (n) = {0 for n € [27,00),

and for the corresponding wavelets we choose the P-scale version to resolve the
refinement equation (2), i.e.

951 ) = 057 () =\ (5 0)° = (57 ()"

Cubic Polynomial (CuP) Wavelets: In the CuP case the symbol takes the follow-
ing form:

CP () = (1—-277n)2(1+279Fn) for n€[0,27)
i W= 0 for ne€[2/,00)

and for the corresponding wavelets we apply again the P-scale version. The param-
eters for the discretization of the integrals in (1) are also taken as above.
Abel-Poisson Wavelets: For the Abel-Poisson scaling function the symbol takes
the following form:

(p;‘P(n) —e 27" pe0,00), withsome constant o > 0.

We choose a = 1. Since 7'¥’(n) # 0 for all n € N this symbol leads to a non-
bandlimited kernel.

It should be noted that the Abel-Poisson scaling function has a closed form repre-
sentation which allows the omission of a series evaluation and truncation, i.e. for
x,y € g, ie. |z] = |y| = R we have

o2n+1 Ty
AP = A (7)) 2 .
J (Ivy) Am R2 503 (TL) 2 |l‘| |y|

n=0
1 1—e 27"

47TR2 (1 + 672fj+1 o 26727115)

3 -
2

When constructing bilinear Abel-Poisson wavelets we want to keep such a represen-
tation as an elementary function. Thus, we decide to use M-scale wavelets whose
symbols are deduced from the refinement equation (2) by the third binomial for-
mula:

P (n) = (1 (n) — ¢ (n))
P (n) = (¢fF () + ¢ ().
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Since the Abel-Poisson scaling function and its corresponding wavelets are non-
bandlimited we obtain just a good approximation by the method based on an equian-
gular grid (we choose the parameter of polynomial exactness sufficiently large
enough).

4 Wavelet Variances

The wavelet coefficients cJ can also be used to compute the scale and space variance
of V at the positions ] and scale j. These variances at the positions y; are given by

/ / (2, )% (2, ! dw () dw (2) = (Cz)z
N2r 2r

The scale variance of V' at scale j, Var; (V), is then defined as the integral over the
scale and space variances which can be evaluated using the coefficients ¢ . For more
about wavelet variances, see [4].

L] 2000 4000 8000 BOO0 10000 o 2000 4000 BO00 B0OO0 10000

CP-wavelet variances for scales 6 (left) and 7 (right) of EGM96, in [m*/s*]

5 Reconstruction

We supply to the end-user the scaling function or wavelet coefficients, ago or CZ
corresponding to some locations on {2r. One reconstructs the .J-level representation
of the potential V' by

(Njp+1)* J—1 (N;+1)* '
S et Y Y wldbd. O
i=1 j=jo =1

A full multiscale analysis of the EIGEN2 with CP-wavelets is exemplarily given
below. (Note that all figures are in [m?/s?].)
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s - 4 2 0 2 4 8 8 B0 00 50 ] 50 0 150

The CP-scaling function with jo = 2 (left) and the CP-wavelet with j = 2 (right)

Il
200 100 o 100 200

150 100 50 ] 50 100 150

The CP-wavelet with j = 3 (left) and j = 4 (right)
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The CP-wavelet with j = 5 (left) and j = 6 (right)

. N0 Tm—
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The CP-wavelet with j = 7 (left) and 7 = 8 (right)
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e - 2 0 ] 4 ] 400

The CP-wavelet with j = 9 (left) and the whole sum (3) (right)

Moreover, we present some details of the Abel-Poisson multiresolution of EIGEN2.
The sectorial parts of the model are resolved more and more by the higher scales.

50 L] 50 100

The AP-wavelets of scale 6 (left) and 8 (right) in [m?/s?].

10 o 10 20 0 40

Location in the Web

The coefficients, a detailed model description as well as further figures can be found
and downloaded at the following web page:

http://www.mathematik.uni-kl.de/"wwwgeo/waveletmodels.html
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Summary. We compare selected techniques for recovering the global gravity field from pre-
cisely determined kinematic CHAMP orbits. The first method derives the second derivatives
by use of an interpolation polynomial. The second procedure is based on Newton’s equa-
tion of motion, formulated and solved as a boundary value problem in time equivalent to a
corresponding integral equation of Fredholm type. It is applied to short arcs of the CHAMP
orbits. The third method is based on the energy balance principle. We implement the analysis
of in-situ potential differences following Jekeli’s formulation. The normal equations from the
three approaches are solved using Tikhonov-type regularization, where the regularization pa-
rameter is computed according to a variance component estimation procedure. The results are
compared with the recent satellite-only model EIGEN2 and the first GRACE model GGMO1s.
All methods provide solutions of the gravity field which represent significant improvements
with respect to the reference model EGM96 below degree 50. The quality of the solutions
differs only slightly.

Key words: CHAMP, gravity field recovery, boundary value problem, polynomial interpo-
lation, energy balance approach

1 Introduction

Various groups have introduced different approaches to determine the global grav-
ity field from precisely determined kinematic CHAMP orbits. We compare three
of those techniques. The first method derives the second derivatives by use of an
interpolation polynomial. The second procedure is formulated as a boundary value
problem in time. It is applied to short arcs of the CHAMP orbits. The third method
is based on the energy balance principle. Apart from the different observation mod-
els the same procedure has been used for the calculation of all three methods. This
includes the same data set and the same way of solving the normal equations us-
ing Tikhonov-type regularization, where the regularization parameter is computed
according to a variance component estimation procedure.

2 Data settings

The global gravity field recovery presented here is based on kinematic orbits
of CHAMP with a sampling rate of 30 seconds provided by M. Rothacher and
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D. Svehla from the FESG of the Technical University Munich. The orbits cover
a time period of approximately 100 days. These orbits are processed following the
zero-differencing strategy, see (Svehla D, Rothacher M, 2003) and were provided
with variance-covariance information per data point. In a preprocessing step we have
removed all kinematic positions to which sigma’s larger than Scm in either x, y or z
were assigned. Furthermore, only data segments of at leat 2.5h have been selected.
After this, the used data corresponds to about 52 days.

EGMY96 has been used as a reference field in the following denoted by V. The
disturbing potential 7" is modelled by a spherical harmonics expansion up to degree
and order L = 75. The unknown coefficients Ac,,,,, As,., can be estimated in an
least squares adjustment.

The satellite’s motion is also influenced by disturbing forces f. We model the
direct attraction by sun and moon from JPL DE ephemeris, the solid earth tides fol-
lowing the IERS conventions, and we implement an ocean tide model. CHAMP’s
STAR accelerometer measures the non-conservative forces like air drag and solar ra-
diation pressure. Due to the spurious behavior of the accelerometer, bias parameters
are estimated in all three models.

3 Observation equations

3.1 Polynomial differentiation

The functional model of the observations is based on Newton’s equation of motion
F(t)=VV +VT+f. 1)

The idea of this method is to approximate the orbit by an interpolation polynomial,
in this case a Gregory-Newton n-point scheme (Austen et al., 2002)

n—1 1
i q
r(t) ~ —1)itk 2
(t) I‘A+ZZ( ) ;T 2
=1 k=0
with
q=(t—t1)/(ta — t1).
To obtain the accelerations, we have to differentiate the interpolation scheme twice
with respect to time ¢

n—1 1 "
Bty mra+ Y > (—1)F (3) Thi1 3)

i=1 k=0

The accelerations are computed at the centre of the n-point scheme to get the small-
est interpolation error. These approximated accelerations are used as pseudo obser-
vations for model (1). As they are linear combinations of positions, a full apriori
variance-covariance matrix can be computed by linear error-propagation from given
covariances per position.
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3.2 Solving a boundary value problem in the time domain
This functional model is based on Newton’s equation of motion as well, but formu-

lated as a boundary value problem (Schneider, 1967),

1
r(t)— (1—7)ra —7rp = —(tp — tA)Q/ K(r,7)g(r',r,2)dr’', (4)
0
with the integral kernel

T(1—=71) for0<7' <7
T(1—=7") forr<7' <1

K(r,7') = {

satisfying the boundary values
rqa:=r(ta), rp:=r(tp). Q)
The function g contains all forces acting on the satellite’s acceleration:
g=VV+VT +f. (©6)

Equation (4) is applied to short arcs after discretization in time (Ilk et al., 2003) and
(P. Ditmer and A. van Eck van der Sluis, 2003). The linear combinations of three
positions are used as pseudo observations. A full apriori variance-covariance matrix
per arc is computed by linear error-propagation from given covariances per position.

3.3 Energy balance approach

The theory of the energy balance approach has been applied frequently, e.g. (Jekeli,
1999), (Gerlach et al., 2003), (Howe et al., 2003) or (Ilk and Loecher, 2003). We use
the following formulation, which is based on expressing all quantities of interest in
an inertial coordinate system:

t
Erin(t) + V() +T(t) — R(t) — / f-1rdr=FEy=const 7

to

with the kinetic energy

1.
Eyin = §|r|2, ®)
and the potential rotation term
t
ovV+T
R(t) = / WV +T) dt = —we (1779 — T271), )
to ot

which approximates the potential contribution of the rotating earth in inertial space.
The satellite’s velocity 1(¢) needed for the kinetic energy is computed similar to
equation (3). As the energy does not depend linearly on velocities and positions,
error propagation is more difficult and not implemented yet.
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4 Robust parameter estimation

For all three techniques normal equations were computed per arc and accumulated.
To make the solution robust against less accurate periods of the orbit, a variance
component estimation (VCE) procedure is used. This can be done efficiently by
re-weighting every orbital arc individually in an iterative Monte Carlo approach
(MCVCE), see (Kusche 2003).

It is known that gravity field determination from satellite data poses an ill-posed
problem. Downward continuation generally amplifies the measurement noise. To
stabilize the systems of normal equations and overcome the ill-posedness of the
problem a Kaula regularisation starting from degree L = 40 is applied, which re-
quires a properly selected regularization parameter. Linking the regularization pa-
rameter to the variance of the gravity field parameters offers the possibility to deter-
mine it efficiently by means of MCVCE as well.

5 Results

All three methods were applied to kinematic CHAMP data of altogether about 51
days, and provide gravity solutions which we believe represent significant improve-
ments with respect to the reference model EGM96 below degree 50. Above degree
50, these solutions are mainly determined by regularization and therefore biased
towards the reference model. The time—wise BVP method and the polynomial dif-
ferentiation appear as slightly superior to the energy balance method, which we
believe is due to the neglected apriori variance information. Generally our solutions
are almost free of spurious ‘stripe patterns’, due to the apparently high homogeneity
of the data quality in combination with the MCVCE statistical technique.

6 Conclusions and Outlook

We have applied three non-conventional methods for recovering the Earth’s gravity
field from kinematic CHAMP orbits. All three methods can improve our knowledge
of the gravity field from a very short time period, which is undoubtedly due to the
high quality of the kinematic orbits. There are only slight differences between the
three solutions. It remains to investigate whether these methods can supersede the
traditional method of integrating the variational equations associated to the satel-
lite’s motion. A final statement cannot be given, as research in this matter has not
been completed yet. There are possible improvements in methodology especially
concerning the energy balance approach. First of all we plan to implement correct
error propagation. In addition to this, other differentiation procedures like spline
smoothing might improve the crucial velocity derivation step.
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Summary. Using an efficient and robust combination of a kinematic and reduced-
dynamic orbit determination procedure CHAMP GPS data spanning about eleven
months are processed and different aspects are addressed. Kinematic solutions are
generated with and without elevation-dependent weighting of the observations in
order to study the impact on the solution. GPS clock corrections with a sampling
rate of 30 seconds and of 5 minutes, both interpolated to 10 seconds, are used.
The orbit results are compared with the Post-processed Science Orbits from the
GeoForschungsZentrum Potsdam, Germany, with orbit solutions from the Technical
University of Munich, Germany, and they are validated with SLR measurements.

Key words: Efficient and precise orbit determination, Low Earth Orbiters,
Elevation-dependent weighting, GPS clock interpolation

1 Introduction

An efficient algorithm is used for kinematic point positioning of a Low Earth
Orbiter (LEO). Starting from epoch-wise code and epoch-by-epoch differ-
enced phase observations code positions and phase position-differences are
computed, which are then combined into precise positions in a subsequent
step. An elaborate data screening algorithm is embedded in the procedure.
These kinematic positions may be used as pseudo-observations to generate
a reduced-dynamic orbit based on physical models. Pseudo-stochastic pulses
may be set up in order to compensate for data problems and model in-
sufficiencies. Comparisons with orbit results of the IGS Test Campaign 2001
showed that the procedure allows it to generate both, kinematic and reduced-
dynamic orbits, for LEOs with an accuracy of the order of ten centimeters
(see [1]). The procedure may be used for a quick data quality monitoring,
for the robust generation of precise orbit solutions in cases where decimeter
accuracy is sufficient, or to generate a priori orbits for boot-strapping other
precise orbit determination (POD) procedures.
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2 Orbit Determination Procedure and Solutions

The kinematic and the reduced-dynamic orbit determination procedures are
used alternately in an iterative procedure composed of three steps. Figure 1
shows a flow diagram of this procedure for the determination of kinematic and
reduced-dynamic orbits of LEOs. In a first step kinematic satellite positions
are computed based on code observations only. An initial reduced-dynamic
orbit is then adjusted to this relatively noisy trajectory. This orbit is used
in the second step to allow for screening the code and the epoch-differenced
phase observations. Based on code and phase-differences an improved kine-
matic trajectory is reconstructed which is then used in the third and final
step as a priori orbit allowing for a refined data screening. The code posi-
tions and phase position-differences of this final kinematic solution are used
as independent pseudo-observation types for the final reduced-dynamic orbit
solution. The resulting procedure represents an efficient and robust method
to determine precise orbits for a LEO. It can be set up in an automatic
mode and could run in near-realtime. The algorithms of the kinematic and
reduced-dynamic procedure are described in detail in [1].

The orbit solutions addressed in this paper emerge from the last step of
the procedure and refer to a daily batch of data. For the kinematic solutions
A and B an elevation-dependent weighting of the observations is applied,
using a weight of w = cos? z, where z is the zenith distance. For solution A
30-second GPS clock corrections [2] and for solution B 5-minute GPS clock
corrections are used and interpolated to the observation epochs spaced by 10
seconds. The reduced-dynamic solution RD can be characterized as follows:

— Code positions and phase position-differences of solution A are used as
pseudo-observations and
— pseudo-stochastic pulses set up every ten minutes.
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Fig. 1. Flow diagram for iterative procedure using the kinematic and reduced-
dynamic procedure in a sequence.
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Eleven months of CHAMP GPS data (day 075/2002 to 039/2003, 10-second
sampling) were processed using the described procedure. CODE (Center for
Orbit Determination in Europe) Final GPS orbits and Earth rotation param-
eters were used. The EIGEN2 gravity field model (120x120) [4] was adopted
for the reduced-dynamic orbit determination.

3 Elevation-dependent Weighting

The GPS observations of terrestrial stations are usually weighted depending
on the zenith distance of the observation w.r.t. the antenna pole to mitigate
systematic effects at low elevations, such as troposphere anomalies and mul-
tipath. As LEO observations are not affected by tropospheric refraction it
is not clear initially whether elevation-dependent weighting helps to improve
the POD results. Detailed studies concerning this question were made in [1].
Whether or not elevation-dependent weighting is necessary depends on the
satellite. For the CHAMP spacecraft weighting is appropriate for the code
observations. Figure 2 shows the RMS errors per coordinate and per day in
meters of the reduced-dynamic orbit adjustment using code positions either
derived with elevation-dependent weighting of the observations (circles) or
without (asteriks). Elevation-dependent weighting reduces the RMS of the
code-derived positions by 30%. This indicates code data problems at low el-
evation that may be due to multipath or electronic interferences (see [3]).
Figure 3 shows sky plots of the mean residuals of the observations. Data
problems can be recognized for the code (Figure 3(a)) but not for the phase-
difference observations (Figure 3(b)). As opposed to code observations the
weighting of phase-difference observations has no impact on the results.

4 External Comparison

The final kinematic (A,B) and reduced-dynamic (RD) daily orbit solutions
are compared with the pure dynamic Post-processed Science Orbits (PSO)

N
2
T

—_ * % without elev.—dep. weight.
é 20 QO with elev.—dep. weight.
g 15r
V)
w fro
s @)
o 05F
0 1 1 1 1 1 1
75 80 85 90 95 100 105
Day of Year 2002

Fig. 2. RMS errors (m) per coordinate of the reduced-dynamic orbit determination
using code positions derived either with or without elevation-dependent weighting
of the observations.
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Fig. 3. Sky plots of mean residuals for kinematic solution A for CHAMP, average
from day 075/2002 to 039/2003.

of CHAMP generated at GeoForschungsZentrum Potsdam (GFZ), Germany.
Figure 4 shows the RMS errors (m) of the comparison with the PSO for the
eleven months. The median values of these comparisons are listed in Table 1.
There are some days with a large RMS error (> 30 cm) due to several reasons:

— Jumps in the PSO in cases where arc boundaries of the 30-hour arcs fall into
the middle of the processed 24-hour arcs (e.g., days 089, 172, 313/2002),

— modeling problems for our reduced-dynamic solution (e.g., days 147 and
350/2002), and

— problems to generate kinematic solutions due to few observations left by
the data screening which causes additional problems by generating the
reduced-dynamic orbit (e.g., days 163 and 164/2002).

For the great majority of the days the comparison is at a RMS level of
11-12 cm per satellite coordinate. For the kinematic solution B, based on 5-
minute GPS clock corrections interpolated to 10 seconds, the RMS difference
is increased by about 25% with respect to solution A (based on 30-second
clock corrections). If an orbit quality of 15 cm is sufficient (e.g., for a quick
data quality check or as a priori orbit for a double-difference procedure)
precise 5-minute IGS GPS clock corrections may be interpolated to the data

Table 1. Median (m) of RMS errors of orbit comparisons between orbit solutions
A, B, and RD and PSO-GFZ, TUM, and SLR.

A B RD
PSO-GFZ 0.12 0.15 0.11
TUM 0.11 0.14 0.10

SLR - - 0.09
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Fig. 4. RMS errors (m) per coordinate of the orbit differences between PSO-GFZ
and orbit solutions A, B, and RD, CHAMP, day 075/2002 to 039,/2003.

sampling and high-rate clock corrections are not needed, at least if SA is not
active.

The reduced-dynamic orbit solution RD is marginally better than the
kinematic solution A, because this solution is generated using code posi-
tions and phase position-differences as independent pseudo-observations. The
pseudo-stochastic pulses which are set up every ten minutes can compensate
for data problems in the kinematic positions resulting in a slightly better
solution than the pure kinematic solution A.

Our orbits were also compared with zero-difference reduced-dynamic or-
bits from the Technical University of Munich, Germany (TUM) (see [5]). The
median values of 1-dim RMS differences are listed in Table 1. The comparison
with TUM shows slightly smaller median RMS errors than the comparison
with PSO-GFZ.

Validation of the reduced-dynamic orbit RD with SLR observations from
CHAMP show a median daily RMS error of nine centimeter for the consid-
ered time interval of eleven months (Table 1). Daily RMS values of the SLR
residuals may be inspected in Figure 5.

Comparison of reduced—dynamic orbits RD with SLR observations
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Day of Year 2002 and 2003

Fig. 5. RMS (m) of CHAMP SLR residuals w.r.t. the reduced-dynamic orbit so-
lution RD, day 075/2002 to 039/2003.
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5 Summary

Eleven months of CHAMP GPS data were processed and orbits were gener-
ated using an efficient and robust combination of a kinematic and reduced-
dynamic orbit determination procedure. An orbit accuracy of a decimeter
was achieved, if no serious data problems occurred and if enough GPS obser-
vations were available for the LEO satellite. The performance is confirmed
by comparisons with independent orbits and by validation with SLR mea-
surements.

The elevation-dependent weighting proportional to cos® z is appropriate
for the code observations of CHAMP to cope with data problems at low
elevations.

Three different solution types were compared with external orbit solu-
tions. The reduced-dynamic orbit solutions show the best accuracy, the kine-
matic solutions A are, however, only slightly inferior. The quality of the kine-
matic solutions B (based on interpolated 5-minute GPS clock corrections) is
degraded by 25% w.r.t. solution A (based on 30-second GPS clock correc-
tions). In cases where a 15 cm-orbit quality is sufficient, 5-minute GPS clock
corrections may be used for this kinematic point positioning approach. It is
thus possible to generate LEO orbits of an accuracy of about 1-2 decimeters
(per coordinate) using standard IGS products in a very efficient way.

2
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Summary. Analysis of CHAMP GPS data through a reduced dynamic method-
ology has yielded precise Cartesian positioning for subsequent analyses for gravity
field and geodynamic parameters. Results are accordingly presented of (i) a gravity
field recovery, (ii) the bias and scale factors for the three axes accelerometer data
and (iii) the apparent thrust forces estimated as parameters over a 13-month pe-
riod. As a consequence we are able to consider the stability of the accelerometer
parameters recovered daily or monthly. Analysis of the thruster data will quantify
the magnitude of the additional forces involved and the stability, if any, of these
forces over an extended period.
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1 Gravity Field Enhancement using CHAMP

As a prelude to gravity field studies precise orbits for CHAMP have been
derived using the reduced-dynamic methodology (Moore et al, 2003) within
the Jet Propulsion Laboratory’s (JPL) software GIPSY-OASIS II. Table 1
summarises the reduced dynamic residuals relative to EGM-96 (Lemoine et
al, 1998), EIGEN-1S (Reigber et al, 2002) and two inhouse gravity fields
NCL_champ.2(3) (see below). The GPS tracking data processed in the
reduced-dynamic mode provided Cartesian positioning in an Earth Centre
Fixed (ECF) system at 30sec intervals. The ECF positioning was subse-
quently used as tracking data along with CHAMP Version 12 accelerome-
try (linear accelerations, quaternions, thrusts etc) within our inhouse orbit-
determination software Faust. Table 2 summarises the CHAMP ECF posi-
tioning and SLR residuals using different gravity fields. Parameters estimated
included the initial state vector and bias and scale factors for the linear accel-
erations for the daily arcs, residual 3D linear accelerations for each of the 6
pairs of thrusters and, for gravity field enhancement, geopotential harmonics
constrained by the EGM96 normal equations complete to degree and order
70. Two strategies were employed that differed in the treatment of the thrust
events (Strategy 1: 3*6 unknowns per 30 arcs; Strategy 2: 3*6 unknowns per
arc) and the inclusion of once-per-revolution empirical radial accelerations
(16 pairs per arc) in Strategy 2. The first strategy was applied to 515 days
of CHAMP data and resulted in the new field gravity field NCL_champ.2. In
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Field Pseudo range phase

rms (cm) # rms (cm) #
EGM96 346.6 11826 27.4 13629
EIGEN-18 209.8 13517 9.9 13631

NCL_champ.2 211.1 13513 10.3 13631
NCL_champ.3 209.7 13518 11.0 13631

Table 1. GIPSY-OASIS CHAMP GPS residuals (cm) : day 151 2001

Field Xecf Yecf Zect SLR strategy
EGM96 129.3 158.8 130.4 91.6 1
EGM96 38.1 37.9 24.4 34.6 2
EIGEN-1S 37.9 42.3 53.2 35.3 1
EIGEN-1S 94 9.2 7.6 10.1 2
NCL_champ.2 34.4 37.9 48.3 38.4 1
NCL_champ.2 12.2 12.7 6.7 11.8 2
NCL_champ.3 62.4 61.1 60.9 51.0 1
NCL_champ.3 7.3 72 65 7.9 2

Table 2. RMS residuals (cm) of CHAMP ECF data (days 170-200, 2001)

contrast NCL_champ.3 derived using strategy 2 used just 30 days of track-
ing. Note that the inclusion of empirical radial accelerations introduced to
compensate for known deficiency in this component leads a substantial im-
provement in fit to a level commensurate with the accuracy of the ECF
Cartesian positioning of CHAMP which has been estimated to 5-10cm in
each coordinate. Orbit computations with other satellites are presented in
Table 3. NCL — champ2(3) perform as well as EGM96 confirming that the
additional CHAMP data has not affected global applicability.

Satellite Incl. arcs EGM96 NCL_champ.2 NCL_champ.3
(deg) (cm) (cm) (cm)

LAGEOS1 109.8 1*30d 2.30 2.31 2.60

LAGEOSI11 52.6 1*30d 1.94 1.95 2.16

T/P 6.5 1*10d 4.87 4.90

STELLA 98.7 3*5d  6.18 5.93 5.29

STARLETTE 49.8 3*5d 3.52 3.55 3.24

ERS-2 96.5 7*6d  7.44 6.91 9.33

Table 3. Test of the new gravity fields with other satellites; SLR data
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2 Accelerometry: Bias and Scale

Bias (k0) and scale factors (k1) have been estimated using the EIGEN-1S
gravity field model for a 13 month period using a number of different strate-
gies that differed in the recovery periods of k0, k1 and the linear accelerations
associated with thrust impulses. Using 24hr arcs, each strategy recovered the
state vector at epoch. Strategies differed by considering kO, k1 and the thrust
events as local parameters per 24hr arc or as global parameters estimated over
30day spans. A loose constraint implies that k1 = 1.0+0.01 was applied to all
three scale factors while the tight constraint indicates that the along-track
constraint was increased to k1 = 1.04£0.001. Table 4 shows that the radial

Strategy kO k1 thrust constraint radial lcy/rev

A local global global  loose no
B local local global loose no
C local global global  loose yes
D local global local loose yes
E local local local loose yes
F local local local tight yes

Table 4. Strategies for bias, scale and thrust parameters

component of the accelerometer data has a clear linear trend over the period
of this study. Furthermore, the scale factors k1 have significant variance for
A-C, but stabilise when thrusters are estimated as local parameters. The esti-
mation of radial 1 cy/rev empirical accelerations has little impact on the bias
and scale, compare A and C, although their inclusion enhances the orbital
fit in Table 2. Reducing the time period over which thrusters are estimated
improves the radial and across-track stability, but adversely affects the along-
track (see B and E; and C and D). The tighter constraint in F resolves this.
Values of kO and k1 for Strategy E are plotted as Figure 1. Note that kO
has a strong linear trend radially and a small trend cross-track. Scale factors
are close to unity with the radial and cross-track components showing large
deviations on occasions.

3 Accelerometry: Thrusters

An important question to ask is whether the estimated thruster parameters
are meaningful at the current levels of accuracy. Our computational procedure
for modelling such events is depicted in Figure 2. The resultant acceleration, c,
over the time interval At = t2—t¢1 is assumed to be represented by a constant
acceleration d across the step length h= t3-t0. The total displacement at t3
due to accelerations ¢ and d is easily shown to be given by
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Strategy
A B C D E F

Radial o -1.4e-06 -1.2e-06 -2.4e-06 -1.1e-06 -1.2e-06 -1.2e-06
+7.1e-08 £7.8e-08 £9.0e-08 +1.7e-08 +9.1e-09 £1.0e-08
B 4.7e-09 3.7e-09 8.7e-09 3.6e-09 3.3e-09 3.3e-09
+3.1e-10 £3.5e-10 £4.0e-10 £7.7e-11 +4.1e-11 £4.5e-11
k1 0.744 0.869 0.952 0.806 0.991 0.992
+0.540 +0.677 £1.086 £0.247 =£0.053 =£0.054
Along o 7.2e-09 2.9e-09 -8.5e-09 -2.6e-08 -1.3e-08 1.5e-08
+2.0e-09 +4.5e-09 £2.2e-09 +3.6e-09 +5.7e-09 £3.3e-09
B 1.1e-11 6.2e-13 4.6e-11 1.6e-10 8.2e-11 -6.6e-11
+8.8e-12 +2.0e-11 +9.7e-12 +1.6e-11 £2.5e-11 £1.5e-11
k1 0.998 0.989 0.986 0.984 0.986 1.000
+0.028 £0.083 +£0.057 +£0.070 =+0.122 =£0.004
Cross «a -2.9e-08 -1.1e-08 -1.5e-08 -7.3e-09 -9.7e-09 -1.0e-08
+4.7e-08 £3.1e-08 £2.3e-08 +3.6e-09 +3.5e-09 £3.9e-09
B 4.2e-10 2.7e-10 3.1e-10 2.3e-10 2.7e-10 2.8e-10
+2.1e-10 +1.4e-10 +1.0e-10 £+1.6e-11 £+1.6e-11 £1.6e-11
k1 1.094 0.991 0.892 0.847 0.982 0.982
+0.383 £0.122 +£0.156 +£0.087 =+0.038 =+0.038

Table 5. Linear regression of Bias k0 (m/s**2) and constant k1 for 2001, May
20 2002, June 14: (Linear fit model: k0 = o + 8 * (T — T0),70 = 52049); 1o
standarderrors

Radial
Along-track
Cross—track

5e-07 H 1.3

Oe+00

|
< il

0.9

—5e-07

m/s*2

Radial
Along-track
Cross—track

—1e—-06

0.8

“Be08 5 300 200 °Z2000 52100 52200 52800 52400 52500
Days past MJD 52049 20 May 2001 Days past MJD 52049, 20 May 2001
(a) kO (m/s**2) (b) k1

Fig. 1. Strategy E: linear accelerometer bias and scale

§=dh*/2 = ct2/2 + t(t3 — 12) (1)

For t << h and taking average value t3-t2=h/2 gives dr~scAt/h. Utilising the
this formulation of the thrust events we observed

— Thrusters +x, -x (roll) are a factor 2-3 larger than other four thrusters
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— Radial component of resultant thruster accelerations larger than along and
cross track components.

— Accelerations normally distributed with a mean near zero

— ¢ = 1.0e — 3m/s? causes a displacement § = 5Atmm with At = 1s for
thrusters +x and -x and At = 10.1s for the other four.

— Thruster mismatch/misalignment typically 1-5 mm at the end of a 10s step
length.

Figure 3 plots histograms of the estimated thruster accelerations for one
pair, namely Thruster +x (roll) as computed over the 13month period. If the
estimated thruster values are meaningfull then we would anticipate a skewed
distribution centred on the required value. However, the figures show that
the recovered thruster accelerations are normally distributed with a mean
of zero. Thus, at the current level of accuracy, estimation of the thruster
events applies small impulses that adjusts the orbital positioning within the
computation rather than yielding a coherent solution.

4 Conclusions
The analyses undertaken in this study have allowed us to formulate the fol-
lowing conclusions:

— Addition of CHAMP to existing gravity models has produced fields that
are superior for CHAMP and of comparable accuracy for other satellites.
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Fig. 3. Histograms of estimated thruster accelerations for Th +x
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— Agreement between the reduced dynamic orbits and dynamic orbits using
the CHAMP based fields, accelerometry etc using the ECF positioning
is 30-50cm. This discrepancy is probably due to known deficiency in the
radial component of the accelerometry. Inclusion of empirical radial 1cy /rev
accelerations enhances the orbital fit close to the accuracy of the ECF
tracking data.

— The radial component of CHAMP version 12 accelerometry exhibits a clear
linear trend over the 13month period of this study.

— Solution for daily thrust accelerations improves consistency of the bias and
scale factors for the 3-axes accelerometer. However, the recovered thrust
accelerations have a mean near zero with an approximate normal distribu-
tion indicating that the values are noise rather than a coherent signal

— Recovered thruster accelerations have the largest component radially. An-
other indication of the uncertainty in this component

— Over 10s time steps thruster accelerations may cause a displacement of up
to bmm in an ECF coordinate.
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Summary. This paper presents an overview of the preprocessing of the CHAMP
accelerometer measurements as carried out at GFZ Potsdam. The data are smoothed and the
sample rate is changed from 1 to 10 seconds. Additionally, the accelerometer data are
combined with attitude measurements and some housekeeping data. Two corrections for the
linear acceleration are modelled: The so-called X3 correction and a model for the Lorentz
force on the proof mass. The preprocessed data are available as a level-2 product at the
CHAMP information system and data center at GFZ Potsdam.
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1 The purpose of the accelerometer preprocessing

The STAR accelerometer instrument onboard CHAMP [Grunwaldt et al. 2003,
Bock et al. 2000] serves to measure the non-gravitational accelerations like air
drag, earth albedo and solar radiation acting on the satellite. The accelerometer
measurements are intended to improve the CHAMP orbit computation and gravity
field determination. Before including into the orbit and gravity field computation,
the raw accelerometer data (level-1) have to become preprocessed. First of all, this
means the elimination of outliers and spikes and the compression of the sample
rate from the originally 1 Hz to 0.1 Hz.

Furthermore two kinds of correction are modelled during the preprocessing and
given together with the cleaned and sampled accelerometer data: (1) the so-called
X3 correction to overcome the disturbance of the linear radial acceleration due to
the anomalous behaviour of the X3 electrode [Perosanz 2003] and (2) the Lorentz
force, which is assumed to act on the electrically charged proof mass.

The preprocessing also includes an evaluation of the attitude measurements
from the CHAMP body mounted star cameras. This attitude measurements, the
housekeeping information about the attitude control thrusters and the present cold
gas mass are merged with the cleaned accelerometer data, the X3 corrections and
the Lorentz force accelerations into a common data product (level-2 accelerometer
data).
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2 Cleaning and sampling algorithms for the accelerometer data

The acceleration measurements show various disturbances [Grunwaldt et al. 2003,
Perosanz et al. 2003], mainly: (1) Spikes in the linear and angular accelerations at
thruster pulses, due to thruster misalignments and thruster pulse induced boom os-
cillations, (2) Small spikes, induced by electric disturbances due to heater switches
and (3) Several types of spikes of unknown sources, in some cases related to the
orbit circulation frequency.

Due to the unknown sources or precise values most of the mentioned distur-
bances it was decided to clean the data regardless of the type of the individual
spikes: (1) Cutting out the data during the thruster firing periods including the
subsequent 3 seconds (as the thruster pulse duration is < 3 sec.), (2) Polynomial
interpolation (incl. least square adjustment of the polynomial coefficients) as basis
for outlier and spike detection, applied on overlapping 30 sec intervals (see Fig. 1)
and (3) Data compression (1 Hz — 0.1 Hz) of the cleaned data, i.e. the computa-
tion of mean values over individual 10-sec. intervals, (see Fig. 1). This includes
the filling of small data gaps up to 10 seconds. Fig. 2 shows a comparison between
raw and preprocessed alongtrack acceleration data in different resolutions.

3 The attitude preprocessing

The attitude measurements for the CHAMP spacecraft are carried out by the Ad-
vanced Stellar Compass (ASC) unit mounted on the satellite body nearby the ac-
celerometer sensor [Bock et al. 2000]. This ASC unit consists of two camera head
units (CHU3 and CHU4) which produce individual raw orientation data expressed
as quaternions. The main task of the attitude preprocessing is the combination of
the single head measurements and the precise transformation of the combined data
into the spacecraft reference system [Schwintzer et al. 2001].

The processing of the attitude data follows the scheme given in Fig. 3. The first
processing step is a 3-1-3 rotation of the raw measurements back into the individ-
ual camera head systems by using the direction cosine matrix DC. The next step is
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Fig. 1. The principle of cleaning and compression of the accelerometer data.
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Fig. 2. Comparison of raw and preprocessed alongtrack acceleration data, including thruster
pulses, presented in different resolutions and with different offsets.

the transformation of the both single head data into a common reference (CR)
frame and the combination of the data using a so-called dual head vector opera-
tion. Finally, the combined attitude data are transformed from the common refer-
ence frame into the spacecraft system (SC) by using the rotation matrix given in
Fig. 3. In the case of absence of one of the single head data, the transformation of
the remaining data into the CR frame is done using the M3 or M4 matrices respec-
tively. The combination of the dual head data yields the decrease of the signal-to-
noise ratio of a factor of about 5 as shown in the example of Fig. 4.
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Fig. 3. The attitude processing scheme for the body ASC data.

4 The Lorentz force correction

The proof mass of the accelerometer is electrically charged. It can be assumed,
that the movement of the accelerometer in the earth magnetic field causes a dis-
turbing linear acceleration due to the Lorentz force. Therefore, this Lorentz force

q
aL :E(VXB)

acceleration a,, is modelled during the preprocessing from the following formula:
with ¢ = proof mass charge, v = Velocity vector of the spacecraft, m = mass of the

proof mass and B = Magnetic Field vector at the spacecraft position (from Flux-
gate magnetometer data).
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Fig. 4. Comparison of raw single head and preprocessed combined attitude data (from the
body ASC, expressed in angles, example for the pitch angle).
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Fig. 5 Comparison between raw, preprocessed and X3 corrected radial data.

The order of magnitude obtained for a, is of 5-10-8 ms-2 in the radial and cross
track directions. But it must be noted, that possible screening effects of the con-
ducting sensor cage are neglected - this topic is still under discussion. The a; vec-
tors are modelled for every epoch of the 10sec-sampled accelerometer data.

5 The X3 correction

The measurements from the X3 electrode couple show an anomalous behaviour.
This affects the radial linear (ay, as well as the roll (ag) and pitch (ay) angular ac-
celeration components [Perosanz 2003]. Following a report by the CNES/GRGS
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calibration team, a special correction to overcome this electrode failure is mod-
elled during the preprocessing and given to the level-2 data. This correction day
regards the radial linear acceleration component and is computed from the roll an-
gular acceleration channel ag. It amounts to da, = 0.015 - ag. Fig. 5 shows a com-
parison between the radial acceleration without and including the application of
this so-called X3 correction.

A second correction term for a, can be obtained by differentiating the STAR
sensor quaternions. This correction term is presently neglected (investigations are
ongoing) and is considered of only secondary importance. The angular accelera-
tion components ag (roll) and ay (pitch) are still fully affected by the electrode
failure.

6 The GFZ level-2 accelerometer data product CH-OG-2-ACC

The output of the accelerometer preprocessing is the official CHAMP data product
CH-OG-2-ACC, given in the so-called CHAMP Data Format [Forste et al. 2001].
This product is available at the CHAMP Information Center and Data System
(ISDC) at GFZ Potsdam (http://op.gfz-potsdam.de/champ). The single data files
consist of the following record types: (1) Linear and angular acceleration vectors
(0.1 Hz), (2) Attitude quaternions from the body ASC (0.1 Hz), (3) Spacecraft
mass data, (4) Lorentz Force correction vectors, (5) X3 correction records and (6)
Accelerometer calibration parameters, i.e. scale factors and biases for the three
linear acc. components, presently based on the period Sept. to Dec. 2001.

Acknowledgement: The support of the CHAMP exploitation phase within the German
GEOTECHNOLOGIEN geoscientific R+D programme (grant 03F0333) is gratefully ac-
knowledged.
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Summary. The behaviour of the space-borne CHAMP GPS receiver clock over
nearly three years is inspected by the results of the Rapid Science Orbit (RSO)
determination and the on-board navigation solution (NAV). The analysis completes
and enhances the results of the clock characterization study carried out earlier on
a limited number of data. It is shown, that CHAMP on-board events like software
uploads and hardware reboots frequently lead to large clock offsets, which are re-
duced on-board within a few hours. Comparisons of RSO and NAV solutions show,
that the RSO clock offset estimates are additionally affected by bias and drift of
the reference clocks chosen in the processing. The two independent solutions, RSO
and NAV, indicate, that the CHAMP clock is free of a drift in the long term. In the
short term, the clock parameters show a standard deviation of 0.4 us and a small
negative bias of 0.3 to 0.4 us.

Key words: CHAMP, BlackJack GPS receiver, clock offset

1 Introduction and Data

The CHAMP on-board GPS receiver ”BlackJack” is equipped with a steered
quartz clock. The behaviour of the clock over the period 2001/04/17 -
2003/08/18 is analyzed based on two independent solutions for the clock
offsets. One solution is generated by the GFZ Rapid Science Orbit (RSO)
processing system [1].The second one is the real-time CHAMP on-board nav-
igation solution (NAV). The CHAMP clock behaviour was already studied
[2] based partially on Post-processed Science Orbits (PSO), RSO and NAV
solutions. There however, the data covered a few small segments in the time
frame 2000/07/30 to 2002/02/23. In this paper we present a study based on
a continuous time series of RSO clock estimates since the beginning of the
CHAMP RSO processing. Because the PSO solutions are rather incomplete
over the chosen analysis period and because they are anyway rather similar
to the RSO results, the PSO solutions are not considered here.

2 Clock Offset Time Series Analysis

A general view of the clock offset estimates is given in Fig. 1 (RSO solution)
and Fig. 2 (NAV solution). Both figures are dominated by singular large clock
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Fig. 1. CHAMP clock offset estimates of the RSO solution - overview
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Fig. 2. CHAMP clock offset estimates of the Navigation solution - overview
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offsets being congruently visible in both approaches. These clock offsets result
from on-board events like software uploads and updates and receiver reboots.

In Fig. 3 and Fig. 4 a more detailed view of the clock offsets for both
solution is given. A significant improvement of the clock behaviour after
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Fig. 3. CHAMP clock offset estimates of the RSO solution - detailed view

2002/04/07 can be noticed. This is due to an update of the receiver parameters
(mainly causing a higher frequency of the NAV solution generation) that
resulted in a more efficient correction of the clock drift. When comparing
Fig. 3 to Fig. 4 it can also be seen, that the RSO solution is affected by biases
and trends. These biases and trends are dependent on the characteristics of the
ground reference clock being fixed in the generation of the GPS ephemerides in
our two-step CHAMP RSO processing [1]. This effect is outstandingly visible
on 2003/01/17, when the usual reference clock, station ALGO, had to be
changed due to a station downtime. A list of the most important events,
labelled by dates in Fig. 1 to 4, affecting significantly the CHAMP clock
performance follows:

— 2001/06/04 - BlackJack GPS data flow discontinuities due to firmware soft-
ware problems

— 2001/07/25 - Software upload, BlackJack receiver reboots

— 2001/09/12 - Reboot of the receiver, large clock offset reduced subsequently
by on-board software

— 2001/12/27 - Reboot of the receiver, clock offset reduced subsequently by
on-board software
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Fig. 4. CHAMP clock offset estimates of the NAV solution - detailed view

— 2002/03/05 - Receiver switch-off, major software upload

—2002/04/07 - Reboot of the receiver, update of receiver parameters

— 2002/06/12 - Reboot of the receiver, switch of operation modes

— 2003/01/17 - Change of the GPS ground reference clock in the RSO solution
due to down time of station ALGO

Looking at the most recent period of the CHAMP clock offsets time series,
i.e. the last 30 days in Fig. 3 and Fig. 4, it can be seen, that the clock offsets
obey values generally between -2 ps and +1 ps, the bias in the NAV solution
equals -0.3 s, for the RSO solution the bias is larger at -0.4 ps. The standard
deviation, however, is the same for both solutions with 0.4 us.

A closer look into the time series indicates additionaly that the clock offset
is not random around the mean value, but shows a periodic behaviour. The
RSO solution is used to study these characteristics in more details. Since there
is a significant improvement of the clock behaviour after 2002/04/07, the data
were devided into 2 parts: before and after this date. All biases, trends and
outliers are removed from these two data sets by means of iterative linear
regression. The standard deviation of the clock offsets prior to 2002/04/07 is
1.7 s, after 2002/04/07 it is 0.4 ps. Then the periodograms for the two data
sets are calculated via a Fourier transformation and given in Fig. 5. Obviously
strong periodicities show up in both periodograms, namely 1.37 h, 1.55 h and
1.77 h. They are close to the orbital period equal to 1.55 h or 93 minutes.

The amplitude of the periodic changes of the clock offset is approximately
1 ws (equivalent to 300 m in position). This is too large to be attributed
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Fig. 5. Power spectra of the CHAMP clock estimates of the RSO solution. Plot A
- prior to 2002/04/07, plot B - after 2002/04/07

to the orbit solution, neither in the RSO nor in the NAV case. The same
periodicities are present in the RSO and in the NAV solution. The solutions are
totally independent and follow distinct methodologies. The RSO is a dynamic
batch solution, the NAV is a real-time filter approach. Therefore it could be
suggested that the periodicities are not dependent on dynamics but rather on
internal characteristics of the CHAMP clock parameter settings and steering
algorithm. The BlackJack triggers its clock according to the GPS spacecraft
clocks, after one revolution of CHAMP a similar GPS constellation is reached.
Therefore the relation with the orbital frequency of CHAMP lies at hand.
Exact explanations of the 1.37 h and 1.77 h periods however remain open.

3 Summary and Conclusions

The CHAMP clock characteristics can be summarized in the following way:

— The RSO clock parameter solution is less noisy than the real-time NAV
solution.

— The RSO solution is affected by characteristics of the reference clock used
in the processing.

— There is no long term drift of the CHAMP on-board clock. This is due to
the clock steering loop, that updates the clock bias when it exceeds 1 us.

— The clock offsets are in the range from -2 ps to +1 ps. After removing biases
and trends from the RSO solution, periodicities close to the orbital period
can be detected. The periodicities are also present in the NAV solution.
There is evidence that they are independent from dynamics, but may stemm
from the clock itself.

— The recent bias for the NAV solution equals -0.3 us, for the RSO solution
the bias equals -0.4 us.
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— The recent standard deviation of the clock offsets equals 0.4 us.

The time series of CHAMP clock solutions shows effects of software up-
loads and on-board receiver reboots. These events cause large jumps which
are quickly recovered by the receiver. The RSO solution for the CHAMP clock
offsets is affected by bias and trend of the GPS ground station clock chosen
as reference. This does not affect the quality of the CHAMP orbits.
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Summary. The postglacial rebound (PGR) in Fennoscandia is an attractive signal
for the detection of time-variable gravity with CHAMP and GRACE. However, the
separation from other geophysical signals is a challenge. We study the influence of
oceanographic variations of the Baltic Sea. Using a precise high-resolution oceano-
graphic model we analyze its water mass variations and the resulting geoid signal.
The geoid signal is similar to the postglacial rebound signal in spatial pattern and
in magnitude. Hence we show that the PGR detection from satellite gravity data
will be corrupted by Baltic Sea oceanographic variations unless they are accounted
for. Our study suggests to correct for the Baltic Sea signal using external data.

Key words: time-variable gravity, postglacial rebound, oceanographic variations,
Fennoscandia, Baltic Sea

1 Introduction

The region of Fennoscandia (see Figure 1 for an overview) is attractive for
the measurement of temporal gravity field variations with CHAMP, and in
particular, GRACE: In this region the postglacial rebound (PGR), i.e., the
solid Earth isostatic adjustment following the removal of the last glaciation’s
ice masses, provides a pronounced secular gravity change of regional scale.
An observation of this signal by space gravity missions can be supported by
extensive ground observations, such as relative sea level records and geodetic
levelling [2], gravity measurements [3], and GPS observations [8].

However, the detection of the PGR signal from satellite gravity data in-
cludes the challenge of seperating this signal from other geophysical processes
sensed by the mission. Gravity field variations due to, e.g., oceanographic,
land hydrological and atmospheric processes may partly mask the PGR sig-
nal.

In this study we analyze water mass variations of the Baltic Sea and
investigate their influence on the detection of PGR from satellite gravity
data.
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Fig. 1. The region of Fenno-
scandia with the PGR verti-
cal uplift in mm/a after [11]
(contours), and the Baltic Sea
oceanographic model domain
(shading)

2 Baltic Sea water mass variations

The Baltic Sea is a semi-enclosed basin which is connected with the North
Sea by narrow and shallow channels. A precise high resolution oceanographic
model of the Baltic Sea was developed by Lehmann [4, 5].

Comparisons with geodetic data [9, 10] confirmed that the model describes
internal processes within the model domain (see Figure 1) well, including the
control of water exchange with the North Sea by meteorological conditions
in the transition region [6], and internal water oscillations. Due to its simple
boundary conditions at the North Sea boundary the model does not include
external effects like the propagation of sea level variations from the North
Sea.

Prognostic model output are among others three-dimensional fields of
temperature and salinity. From these data, density [7] and the corresponding
water mass within 5x5 km? grid cells were calculated at 6 hourly resolution
over 23 years from 1979 to 2001. The water mass data form the basis of our
study.

After decreasing the spatial resolution to cells of approximately 50x50
km?, a principal component analysis was performed on the water masses
in these cells. Figure 2 shows the two first empirical orthogonal functions
(EOFs), i.e., the two dominant spatial patterns of water mass variations,
together with the corresponding principal components (PCs).

The first EOF is roughly a uniform change of the Baltic Sea fill level. This
kind of variation (with peaks in the order of 50 cm water height deviation
from the mean) already causes 70% of the total water mass variance. The
second EOF corresponds to a north-south tilt of variable water masses causing
another 9% of the total variance.

The first PC is a lower-frequency signal with a dominant annual contribu-
tion. The second PC includes larger variances in high frequencies, although
it also shows a clear annual behaviour both in the monthly means and in the
seasonally varying high-frequency signals.
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Fig. 2. Baltic Sea water mass variations: (top) the first two EOFs; (bottom)
4-year samples of the PCs. The product of EOF and PC gives the actual mass
variations of the ~ 50 x 50 km? cells in Megatons. 500 Mt correspond to & 20 cm
water height.

Note that the variations do not average out over, e.g., one year: The rms
of the annual means of PC1 is still 23% of the 6-hourly data rms.

3 Effect on the postglacial rebound detection from
satellite gravity data

If we consider the resulting geoid variations instead of mass variations, then
the first EOF—due to its large-scale spatial structure—is even more domi-
nant. It causes about 95% of the total geoid variance induced by the modelled
oceanography. Thus, it is the essential Baltic Sea geoid signal. In Figure 3,
this Baltic Sea signal is compared to the PGR geoid signal. The two signals
are similar in their spatial patterns and in their magnitudes. This similarity
has an effect on the satellite detection of the PGR. In the following we will
give a rough quantification of this statement.

For the estimation of the PGR signal we consider an approach where the
signal’s spatial pattern is given a priori and only its rate of change is esti-
mated. (For the spatial pattern we use the ICE-4G viscoelastic earth model
[11] regionally restricted by a Gaussian window of 1000 km 1-sigma-width.)
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annual means): spatial patterns (left) and geoid degree amplitudes (right)

For a sequence of years {t,} centered at zero, we express the difference be-
tween the yearly gravity models and their temporal mean by a vector Ac(t,,)
of spherical harmonic coefficients. The spatial pattern of the PGR signal is
expressed by a respective vector a. We state Ac(t,) = atpa + Acope (tn),
where the PGR rate « has to be estimated, and Ac,,..(t,) contains all re-
maining effects. For a further simplification, let Ac,,..(t,) be the sum of
solely two effects: the dominant EOF 1 contribution of the Baltic Sea signal
with spatial pattern b and time-dependent coefficients 8(t,,), and the gravity
model error g(t,) with covariance matrix 2P ~!. That is,

Ac(ty) = atpa + B(t,)b+ e(ty,). (1)

For the estimation of the PGR rate a by least squares adjustment we
consider 4 cases A to D. The resulting statistical errors are shown in Table
1 for the GRACE mission where a diagonal error covariance matrix after [1]
(see Figure 3) is assumed. For the CHAMP mission, the relative errors are
always above 700% for a 5 year mission. They are not considered further.

Case A is the reference case without a Baltic Sea signal, i.e., 8 = 0. The
error variance of the estimate & can then be computed as

2/~ 2 (. T 2\ 1
o’(@) =02 (a"Pad ty) . (2)
In case B we assume that the Baltic Sea signal is present but is ignored
in the estimation model. Then, when modelling 8(t,) as a random variable
of variance o3, we find

o*(@) = [02 + K 02(b7Pb)] (a"Pa Y 12) (3)

where, in the additional summand, k = (a”Pb)(a”Pa)~2 (bTPb)~ % charac-
terizes the similarity between the two signals’ spatial patterns seen by the
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Table 1. Errors of the PGR signal estimation from GRACE relative to the ICE-4G
PGR signal [11] in %

2 years 5 years of mission

A no Baltic Sea signal 43.2 9.7
B Baltic Sea signal ignored 87.3 19.5
C Baltic Sea signal estimated  49.9 11.1
D Baltic Sea signal corrected 45.8 10.2

mission, and og(bTPb) describes the Baltic Sea signal’s magnitude. For our
data, k ~ 0.5 and 03(b"Pb) ~ 402.

In case C the Baltic Sea signal parameters ((t,) are estimated together
with the PGR rate «. In the resulting error variance

@) =(1-k)"' o2 (a"PaYt2) ", (4)

the factor (1 — k?)~! ~ 1.15? depends only on the ”similarity parameter” k.

In case D we assume that ((t,) is known a priori with a relative error
of 20% and is corrected prior to the a estimation. The error variance is
analogous to case B, with oz reduced to 0.203.

4 Discussion and conclusions

Based on a precise oceanographic model of the Baltic Sea we analyzed its
temporal water mass variations. The dominant component is related to the
Baltic Sea overall fill level. The induced geoid signal is similar to the PGR
signal in spatial pattern and in magnitude. The results of the previous section
show: Ignoring the effect of Baltic Sea water masses for an estimation of
the PGR signal from 5 years of GRACE data (case B) would result in an
additional error of 10% of the signal, independent from the mission error level
o (see Equ. 3). Including the Baltic Sea signal parameters in the estimation
(case C) can reduce this error, but the weak separability between the two
signals still results in an increase of the relative error from 9.7% to 11.1%,
that is by a factor of 1.15. Using external data to correct for the Baltic Sea
signal (case D) may best reduce its influence on the PGR estimation.

Of course, our results are affected by several simplifications in our treat-
ment of the problem. First, the used oceanographic model does not include
effects transmitted from the North Sea. These effects, again, mainly result
in variations of the Baltic Sea’s overall fill level with similar amplitudes as
for the internal effects. (However, they might be satisfactorily represented in
global ocean models.) Second, in view of the homogeneous spatial coverage
of satellite missions it is desirable to infer the PGR effect’s spatial pattern,
too, instead of fixing an a priori known incorrect pattern. This approach will
make the separation from other geophysical signals even more challenging.
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Third, Baltic Sea oceanography is not the only signal corrupting the PGR es-
timation: Mass variations of the atmosphere and the ocean will be accounted
for in the GRACE data processing relying on global models. Care should be
taken for the inverse barometer effect which applies only partly to the semi-
enclosed Baltic Sea. Variations in continental water are another signal to be
inferred from the satellite data. For its distinction from the PGR signal our
approach of identifying the different signals’ dominant spatial patterns may
be adapted. Last, an updating of the GRACE error model used here to the
actual mission error covariance structure will modify the results.

The methods derived in this study can be applied to other signals of in-
terest. One example is the Laurentide region where the Hudson Bay provides
a large water body right in the center of the PGR effect. More generally, in
presently ice-covered areas (Antarctica, Greenland) the same problem exists
for the separation between ice mass changes and ice-induced crustal motions.
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The Impact of the New CHAMP and GRACE
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General Relativistic Lense—Thirring Effect
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Summary. Here we wish to discuss the improvements obtainable in the measure-
ment of the general relativistic Lense—Thirring effect with the LAGEOS and LA-
GEOS II satellites, in terms of reliability of the evaluation of the systematic error
and reduction of its magnitude, due to the new CHAMP and GRACE Earth gravity
models.

Key words: General Theory of Relativity, Lense-Thirring effect, LAGEOS-LAGEOS
IT orbits, Earth gravity models

1 Introduction

The linearized weak—field and slow—motion approximation of the General The-
ory of Relativity (GTR) [1] is characterized by the condition g, ~ M., + hy.
where g, is the curved spacetime metric tensor, 7, is the Minkowski metric
tensor of the flat spacetime of Special Relativity and the h,, are small correc-
tions such that |k, | < 1. Until now, many of its predictions, for the motion
of light rays and test masses have been tested, in the Solar System, with a
variety of techniques to an accuracy level of the order of 0.1% [2]. It is not so
for the gravitomagnetic Lense-Thirring effect due to its extreme smallness. It
can be thought of as a consequence of a gravitational spin—spin coupling.

If we consider the motion of a spinning particle in the gravitational field
of a central body of mass M and proper angular momentum J, it turns out
that the spin s of the orbiting particle undergoes a tiny precessional motion
[3]. The most famous experiment devoted to the measurement, among other
things, of such gravitomagnetic effect in the gravitational field of Earth is the
Stanford University GP-B mission [4] which should fly in 2004.

If the whole orbit of a test particle in its geodesic motion around M is
considered as a sort of giant gyroscope, its orbital angular momentum £ un-
dergoes the Lense—Thirring precession, so that the longitude of the ascending
node {2 and the argument of pericentre w of the orbit of the test particle are
affected by tiny secular precessions 2rr, Wi [5, 1]

2GJ . 6GJ cosi
2 i = O (1)
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where a, e and 7 are the semimajor axis, the eccentricity and the inclination,
respectively, of the orbit, ¢ is the speed of light and G is the Newtonian
gravitational constant.

Up to now, the only attempts to detect the Lense—Thirring effect on the
orbit of test particles in the gravitational field of Earth are due to Ciufolini
and coworkers [6] who analysed the laser data of the existing LAGEOS and
LAGEOS II satellites over time spans of some years. The observable is a
suitable combination of the orbital residuals of the nodes of LAGEOS and
LAGEOS II and the perigee of LAGEOS II according to an idea exposed in
7]

2% + 008 N4 060 M~ 60.2ur, ¢ ~0.295, ¢a ~ —0.35,  (2)

where the superscripts L and L II refer to LAGEOS and LAGEOS II, respec-
tively. The quantity ppr is the solved—for least square parameter which is 0
in Newtonian mechanics and 1 in GTR. The Lense-Thirring signature, en-
tirely adsorbed in the residuals of 2 and & because the gravitomagnetic force
has been purposely set equal to zero in the force models, is a linear trend
with a slope of 60.2 milliarcseconds per year (mas yr~! in the following). The
standard, statistical error is evaluated as 2%. The claimed total accuracy,
including various sources of systematic errors, is of the order of 20 — 30%.
The main sources of systematic errors in this experiment are

— the unavoidable aliasing effect due to the mismodelling in the classical sec-
ular precessions induced on {2 and w by the even zonal coefficients J; of the
multipolar expansion of geopotential

— the non—gravitational perturbations affecting especially the perigee of LA-
GEOS 1I [8, 9]. Their impact on the proposed measurement is difficult to
be reliably assessed [10]

It turns out that the mismodelled classical precessions due to the first two
even zonal harmonics of geopotential Jy and J4 are the most insidious source
of error for the Lense-Thirring measurement with LAGEOS and LAGEOS
II. The combination (2) is insensitive just to Jy and Js. According to the
full covariance matrix of the EGM96 gravity model [11], the error due to
the remaining uncancelled even zonal harmonics amounts to almost 13% [12].
However, if the correlations among the even zonal harmonic coeflicients are
neglected and the variance matrix is used in a Root-Sum-Square fashion!,
the error due to the even zonal harmonics of geopotential amounts to 46.6%
[12]. With this estimate and the evaluations of [8, 9] for the impact of the
non—gravitational perturbations the total error in the LAGEOS-LAGEOS II
Lense-Thirring experiment would be of the order of 50%. If the sum of the

1 Such approach is considered more realistic by some authors [10] because nothing
assures that the correlations among the even zonal harmonics of the covariance
matrix of the EGM96 model, which has been obtained during a multidecadal time
span, would be the same during an arbitrary past or future time span of a few
years as that used in the LAGEOS-LAGEOS II Lense-Thirring experiment.
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absolute values of the individual errors is assumed, an upper bound of 83%
for the systematic error due to the even zonal harmonics of geopotential is
obtained; then, the total error in the LAGEOS-LAGEOS II Lense-Thirring
experiment would become of the order of 100%. This evaluations agree with
those released in [10].

The originally proposed LAGEOS IIT/LARES mission [13] consists of the
launch of a LAGEOS-type satellite-the LARES-with the same orbit of LA-
GEOS except for the inclination ¢ of its orbit, which should be supplementary
to that of LAGEOS, and the eccentricity e, which should be one order of
magnitude larger in order to perform other tests of post—-Newtonian gravity
[14, 15]. The choice of the particular value of the inclination for LARES is
motivated by the fact that in this way, by using as observable the sum of
the nodes of LAGEOS and LARES, it should be possible to cancel out to a
very high level all the contributions of the even zonal harmonics of geopo-
tential, which depends on cosi, and add up the Lense-Thirring precessions
which, instead, are independent of 7. The use of the nodes would allow to re-
duce greatly the impact of the non—gravitational perturbations to which such
Keplerian orbital elements are rather insensitive [8, 9].

In [16] an alternative observable based on the combination of the residuals
of the nodes of LAGEOS, LAGEOS II and LARES and the perigee of LA-
GEOS IT and LARES has been proposed. It would allow to cancel out the first
four even zonal harmonics so that the error due to the remaining even zonal
harmonics of geopotential would be rather insensitive both to the unavoid-
able orbital injection errors in the LARES inclination and to the correlations
among the even zonal harmonic coefficients. It would amount to 0.02%-0.1%
only [16, 17] (EGM96 full covariance and variance RSS calculations).

In regard to the present status of the LARES project, unfortunately, up to
now, although its very low cost with respect to other much more complex and
expensive space—based missions, it has not yet been approved by any national
space agency or scientific institution.

2 The impact of the CHAMP and GRACE Earth
gravity models

From the previous considerations it could be argued that, in order to have
a rather precise and reliable estimate of the total systematic error in the
measurement of the Lense—Thirring effect with the existing LAGEOS satellites
it would be better to reduce the impact of geopotential in the error budget
and/or discard the perigee of LAGEOS II which is very difficult to handle
and is a relevant source of uncertainty due to its great sensitivity to many
non—gravitational perturbations.

The forthcoming more accurate Earth gravity models from CHAMP [18]
and, especially, GRACE [19] will yield an opportunity to realize both these
goals, at least to a certain extent.
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In order to evaluate quantitatively the opportunities offered by the new
terrestrial gravity models we have preliminarily used the recently released
EIGEN2 gravity model [20].

With regard to the combination (2), it turns out that the systematic error
due to the even zonal harmonics of geopotential, according to the full covari-
ance matrix of EIGEN2 up to degree I = 70, amounts to 7%, while if the
diagonal part only is adopted it becomes 9% (RSS calculation). Of course,
even if the LAGEOS and LAGEOS II data had been reprocessed with the
EIGEN2 model, the problems posed by the correct evaluation of the impact
of the non—gravitational perturbations on the perigee of LAGEOS II would
still persist.

A different approach could be followed by taking the drastic decision of
canceling out only the first even zonal harmonic of geopotential by discarding
at all the perigee of LAGEOS II. The hope is that the resulting gravitational
error is reasonably small so to get a net gain in the error budget thanks to the
fact that the nodes of LAGEOS and LAGEOS II exhibit a very good behavior
with respect to the non—gravitational perturbations. Indeed, they are far less
sensitive to their tricky features than the perigee of LAGEOS II. Moreover,
they can be easily and accurately measured, so that also the formal, statistical
error should be reduced. A possible observable is?

O02% + 10028 T ~ 48 2u1r, €1 ~ 0.546. (3)

According to the full covariance matrix of EIGEN2 up to degree [ = 70, the
systematic error due to the even zonal harmonics from [ = 4 to [ = 70 amounts
to 8.5 mas yr~! yielding a 17.8% percent error, while if the diagonal part only
is adopted it becomes® 22% (RSS calculation). EGM96 would not allow to
adopt (3) because its full covariance matrix up to degree [ = 70 yields an error
of 47.8% while the error according to its diagonal part only amounts even to
104% (RSS calculation). Note also that the combination (3) preserves one of
the most important features of the combination (2): indeed, it allows to cancel
out the very insidious 18.6-year tidal perturbation which is al =2, m =0
constituent with a period of 18.6 years due to the Moon’s node and nominal
amplitudes of the order of 10*> mas on the nodes of LAGEOS and LAGEOS
IT [21]. On the other hand, the impact of the non—gravitational perturbations
on the combination (3) over a time span of, say, 7 years can be quantified in
just 0.1 mas yr—?!, yielding a 0.3% percent error. The results of Table 2 and
Table 3 of [16] have been used. It is also important to notice that, thanks to
the fact that the periods of many gravitational and non—gravitational time—
dependent perturbations acting on the nodes of the LAGEOS satellites are
rather short, a reanalysis of the LAGEOS and LAGEOS II data over just a few

2 A similar approach seems to be suggested in [19], although without quantitative
details.

3 The even zonal harmonics are much more mutually uncorrelated in EIGEN2 than
in EGM96.
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years could be performed. This is not so for the combination (2) because some
of the gravitational [21] and non-gravitational [8] perturbations affecting the
perigee of LAGEOS II have periods of many years. Then, with a little time—
consuming reanalysis of the nodes only of the existing LAGEOS and LAGEOS
IT satellites with the EIGEN2 data it would at once be possible to obtain a
more accurate and reliable measurement of the Lense—Thirring effect, avoiding
the problem of the uncertainties related to the use of the perigee of LAGEOS
11

Very recently the first preliminary Earth gravity models including some
data from GRACE have been released; among them the GGMO01C model?,
which combines the Center for Space Research (CSR) TEG4 model with data
from GRACE, seems to be very promising. Indeed, the error due to geopoten-
tial in the combination (2), evaluated by using the variance matrix only (RSS
calculation), amounts to 2.2% (with an upper bound of 3.1% obtained from
the sum of the absolute values of the individual terms). Instead, the combi-
nation (3) would be affected at almost 14% level (RSS calculation), with an
upper bound of almost 18% from the sum of the absolute values of the in-
dividual errors. However, it should be pointed out that extensive calibration
tests have still to be performed with the GGMO01C model.

3 Conclusions

When more robust and complete terrestrial gravity models from CHAMP
and GRACE will be available in the near future the combination (3) could
hopefully allow for a measurement of the Lense-Thirring effect with a total
systematic error, mainly due to geopotential, of some percent over a time span
of a few years without the uncertainties related to the evaluation of the impact
of the non—gravitational perturbations acting upon the perigee of LAGEOS
II. On the other hand, the obtainable accuracy with the combination (2),
whose error due to geopotential is smaller than that of (3), is strongly related
to improvements in the evaluation of the non—gravitational part of the error
budget and to the use of time spans of many years.
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Summary. We investigate North American crustal structure and mass loads from
spectral correlation analysis of topographic, CHAMP and terrestrial gravity data.
We use free-air and terrain gravity correlations to isolate tectonically driven ver-
tical motions and mass imbalances of the crust and lithosphere. Specifically, we
apply correlation filters to decompose the free-air gravity anomalies into terrain-
correlated and terrain-decorrelated components to yield compensated terrain grav-
ity effects that we evaluate for crustal thickness variations. Our results com-
pare quite favourably with the seismically inferred global crustal thickness model
Crust5.1 and a 3.4 km rms difference with LITH5.0 over North America. Terrain-
correlated anomalies reveal mass excesses and deficits that are interpreted as un-
compensated elements of the crust. For Hudson Bay, the average terrain-correlated
free-air anomaly suggests that the crustal topography is depressed by about 400 m.
Because glacial isostatic adjustment considerations can only marginally account for
the depression, we speculate that it may reflect other effects such as a preglacial
impact.

Key words: crustal thickness, correlations, gravity, topography, Hudson Bay

1 Introduction

Crustal modeling plays an important role in the prediction of isostatic sur-
face topography, which is defined as the large-scale background topography
that is in equilibrium at the surface of the Earth [1]. Non-zero free-air gravity
anomalies over North America indicate lateral variations of uncompensated
masses in the subsurface. In the mantle, these lateral density variations can
reflect convective flows that generate vertical stresses at the base of the litho-
sphere, which by traction can sustain the observed topography as uncompen-
sated crustal mass (e.g., [6]). Hence, the observed topography can involve
superposed isostatic and dynamic topography contributions.

Seismic refraction and geodynamic modeling commonly provide regional
characterizations of the isostatic and dynamic components of topography [1].
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Specifically, analyses of the global Crust5.1 model of 5° x 5° crustal thickness
variations [8] and the regional Canadian LITH5.0 crustal thickness model
[10] suggest that most of the cratonic regions of North America lie at lower
elevations than predicted by crustal isostasy. By subtracting the isostatic
topography from the observed topography, dynamic topography is revealed
that may constrain mantle flow. However, these complex seismic-geodynamic
long wavelength flow models (e.g., [1]; [9]; [11]) overpredict by 25% the dy-
namic topography amplitudes [6]. These dynamic topography estimates may
be limited by subjective choices of boundary conditions and depth-dependent
profiles of mantle viscosity (e.g., [5]), sparseness of seismic stations, and un-
certainties associated with densities of crustal layers (e.g., [1]; [8]; [10]).

Gravity data comprise the intergrated effects of uncompensated mass
loads from the core to the crust. For example, the observed gravity anomaly
minimum over Hudson Bay has been attributed to glacial isostatic adjustment
(GIA) and mantle convection (e.g., [1]; [7]; [9]; [11]). However, topography
data provide useful constraints to account for the gravity effects of crustal
loads. Spectral correlation analysis between free-air and topographic gravity
effects provide additional constraints on the lithosphere by extracting pat-
terns of uncompensated mass variations [12]. The focus of this paper is to
study constraints on dynamic and isostatic topography over North America
from the joint analysis of gravity and topography data.

2 Gravity crustal modeling

Figure 1.a shows free-air gravity anomalies of North America evaluated at
20 km altitude from the TEG4 gravity model complete to degree 200 [3].
This model combines CHAMP terrestrial gravity data for the best estimate
currently available of the free-air gravity anomalies at 20 km altitude (e.g.,
[15] this volume).

Figure 1.b shows the topography model from ETOPO5. The gravity ef-
fect of the terrain in Figure 1.c sums the contributions from the ice, water,
and rock components assuming constant density values in each layer of 0.917
g/cm?, 1.028 g/cm?, and 2.8 g/cm?, respectively (e.g., [1]). We conduct our
analysis at 20-km altitude to minimize the effects from local terrain density
and elevation errors. Dominated by rock topography, the terrain gravity ef-
fect is about five times larger than the poorly correlated (CC=0.2) free-air
anomalies.

We separate the terrain-correlated and -decorrelated components of the
free-air gravity anomalies on the basis of the correlation spectrum that we
obtained from the Fourier transforms of the free-air (Figure 1.a) and ter-
rain gravity effects (Figure 1.b) [14]. Inversely transforming the wavenumber
components of the free-air anomalies that were strongly correlated both pos-
itively (CC(k) > 0.6) and negatively (CC(k) < -0.6) with the wavenumber
components of the terrain gravity effects, determines the terrain-correlated
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Fig. 1. Crustal modeling using TEG-4 free-air gravity anomalies (a) and topog-
raphy (b). Terrain gravity effects (c) are the integerated effects of ice, water and
rock. Free-air gravity components are divided in terrain-correlated (d) and terrain-
decorrelated (e) anomalies. The modeling yields estimates of crustal thickness vari-
ations (f), dynamic topography (g), and isostatic topography (h).

free-air anomalies shown in Figure 1.d. The correlation coefficient cutoff val-
ues (CC(k)) for passing the k-th wavenumber component were chosen to
nullify the correlation between the compensated terrain gravity effects (not
shown) and the terrain-decorrelated free-air anomalies in Figure 1.e.
Subtracting the terrain-correlated components from the free-air anomalies
yields the terrain-decorrelated free-air components. The longer wavelength
components may best reveal the effects deep subcrustal mass variations re-
lated to deep mantle flow because of the abscence of the relatively strong
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interfering long wavelength free-air anomalies from uncompensated crustal
terrain [12]. The higher frequency components can also reflect uncompen-
sated density variations within the crust [12], but these signals are typically
close to the noise level of the gravity data.

For estimating Moho and related crustal thickness variations of North
America, we subtract the terrain-correlated free-air anomalies (Figure 1.d)
from the terrain gravity effects (Figure 1.b) for the compensated terrain grav-
ity effects. The lack of compensated terrain effects in the free-air anomalies
reflects annihilating signals that may be analyzed for Moho variations in the
context of an appropriate compensation model. Reversing the polarities of the
compensated terrain effects yields the annihilating signals for obtaining Moho
estimates by spherical coordinate inversions using Gauss-Legendre quadra-
ture integration. The inversions estimated the thicknesses of spherical prisms
about a reference depth of 30 km below mean sea level assuming a 0.5 g/cm?
density contrast for the mantle relative to the crust (e.g., [1]). Our crustal
thickness model, referenced to the EGM96 geoid, compares quite favourably
with Crustb.1. Relative to LITH5.0, our results have a rms difference of 3.4
km over mid-latitudes which is well within the acceptable error limits of the
seismically-inferred thicknesses [10]. At high latitudes where seismic observa-
tions are relatively sparse, our model over-estimates seismic crustal thickness
estimates by about 15%.

Assuming that the terrain-correlated free-air anomalies reflect mostly un-
compensated crustal topography, the inversion of these anomalies about the
surface topography with a density contrast of 2.8 g/cm? furnishes the dy-
namic topography in Figure 1l.g. Subtracting Figure 1.g from Figure 1.b
yields the isostatic topography in Figure 1.h. The gravity effect from the
dynamic topography matches in a least-squares sense the terrain-correlated
free-air gravity anomalies of Figure 1.d. The crust presumably is attempt-
ing to achieve isostatic equilibrium and a zero-mean free-air gravity anomaly.
Hence, where the dynamic topography is above (positive) or below (negative)
the observed topography, the crust may be under pressure to subside or rise,
respectively.

3 Hudson Bay Results

For Hudson Bay, the mean isostatic topography estimated in Figure 1.h is
about 420 m higher than the observed topography so that the crust is in iso-
static uplift. Absolute gravity measurements over a twelve year period near
Hudson Bay show an average decrease in gravity of about +0.2 uGals/yr
which corresponds to £1.3 mm/yr uplift [4]. Vertical crustal motion over
Hudson Bay has been attributed to the visco-elastic response of the litho-
sphere to the load of the Laurentide ice sheet that covered northern North
America for thousands of years until its retreat some 10,000 years ago [7].
Present models on Laurentide deglaciation that satisfy uplift data predict
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only 15% to 30% of the observed -50 mGal free-air gravity anomaly [2] while
geodynamic models attribute up to 50% of the total long wavelength geoid
to GIA (e.g., [9]; [11]; [13]), depending on the choice of model parameters
[5]. Assuming the crust was in isostatic equilibrium prior to ice loading, the
-50 mGal gravity anomaly accomodates a surface depression of about 1.7 km
due to ice loading (assuming the infinite-slab approximation) that promotes
in turn problematic mantle viscosity and lithosphere thickness estimates (e.g.,
[2]). However, the terrain-correlated anomalies (Figure 1.d) represent about
70% of the original free-air anomaly signal (Figure 1.a) suggesting that the
topographic deficit explains a significant percentage of the negative free-air
gravity anomaly. Hence, the gravity effect of uncompensated crustal loads
accounts for more than half of the observed gravity. The terrain-correlated
free-air anomalies thus may mostly reflect other isostatic contributions than
those due to GIA.

The terrain-decorrelated free-air gravity components (Figure 1l.e) were
assumed to not contribute to dynamic surface topography, but rather to
arise from lateral subcrustal density variations. Seismic velocity data indicate
that North America may lie above an anomalously cold, dense region that
acts to depress the surface (e.g., [5]; [6]). Deep mantle convective flows may
dynamically support the localized surface depression, although flow models
that reconcile uplift data and gravity anomalies grossly overestimate uplift
rates near Hudson Bay [7]. Hence, the terrain-decorrelated anomalies may
help constrain the deep mantle flows in the context of the subcrustal density
stratigraphy of Hudson Bay (e.g., [12]).

The broad dynamic topography depression centered on Hudson Bay in
Figure 1.g includes a localized small central peak flanked by annuli of de-
pressed and raised topography. The dynamic topography signature for Hud-
son Bay provokes the impression of a crustal impact basin. The possible
location of the impact is indicated by the red triangle in Figure 1.g. The
isostatic effects of the exogeneously disrupted crust dominate the terrain-
correlated free-air anomalies that can only marginally be accounted for by
GIA considerations. Hence, we speculate that an impact may have excavated
crustal material prior to ice loading which subsequently eroded down much
of the original topography of the impact basin.

4 Conclusion

We investigated topographic and gravity correlations using ETOPO5 and
the TEG4 gravity model (which includes CHAMP data) at 20 km alti-
tude to characterize possible crustal thickness variations (Figure 1.f) and
related isostatic adjustments of the topography (Figure 1.g). Spectral corre-
lation analysis decomposed the free-air anomalies (Figure 1.a) into terrain-
correlated (Figure 1.d) and terrain-decorrelated (Figure 1.e) components.
Terrain-correlated anomalies were interpreted mainly for dynamic surface
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topography (Figure 1.g). Our analysis indicates that the terrain-correlated
components represent about 70% of the total free-air gravity anomalies of
North America.

The gravity minimum over Hudson Bay reflects topography undercom-
pensated by about 400 m due possibly more to a preglacial impact or some
other effect than to the retreat of the Laurentide ice sheet. The residual
terrain-decorrelated free-air gravity anomalies (Figure 1.e) may constrain un-
compensated mass anomalies within the crust as well as in the deeper interior
where density-driven mass flows operate.
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Summary. The long-wavelength part of non-isostatic topography is supposed to be
generated by mantle dynamics and is up to now not well studied. In order to separate the
dynamic part from the residual topography (that part of the Earth’s topography which is not
explained by the crustal model providing isostatic compensation) a correlation analysis is
performed between the residual topography and long-wavelength isostatic gravity
anomalies. It is found that the correlation between these quantities is positive for spatial
wavelengths larger than 4000 km. The resulting correlated part of residual topography is
regarded to represent the dynamic topography. Its amplitude was estimated to range from
-0.4 to 0.5 km and is on the lower limit of what was estimated from a direct modelling of
mantle convection. The calculated dynamic topography may be used as a strong constraint
in further numerical simulations of mantle dynamics.

Key words: dynamic topography, isostatic gravity anomalies, global gravity field model

1 Introduction

Most of the Earth's topographic masses are isostatically balanced by lithosphere
density inhomogeneities or variations of the crustal/lithosphere thickness (e.g.
Pratt 1858). The remaining part of the surface topography, not isostatically com-
pensated, contains information about various geodynamic processes. However, the
non-isostatic topography may not be directly deduced from the Earth’s relief be-
cause the lithosphere structure is not sufficiently known.

One of the main problems of present-day geodynamics is to estimate the dy-
namic effect of deep inner density, viscosity and thermal inhomogeneities on the
Earth's surface (dynamic topography), i.e. the long-wavelength non-isostatic com-
ponent of the surface topography which is supposed to be generated and supported
by mantle flow. The wavelengths which are of interest here are larger than 2000
km, or in terms of spherical harmonics up to degree 20. The forward-computation
method implies the construction of a complete global dynamic model of the Earth,
including the density and viscosity distribution. Due to the large uncertainties in
the knowledge of these parameters this kind of studies shows largely varying re-
sults. Different authors give amplitudes of the dynamic topography ranging from
0.5 km (e.g. Hager and Richards 1989, Cadek and Fleitout 2003) to 1 km (e.g.
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Steinberger et al. 2001) and 2 km (e.g. Pari and Peltier 2000). Here an empirical
approach based on topography, lithospheric density and gravity data is applied to
estimate the dynamic topography.

2 Long-wavelength residual topography and isostatic gravity
anomalies

To characterize the isostatic state of the lithosphere, the residual topography,
which is equivalent to the total sum of anomalous masses with respect to a refer-
ence column above a level of compensation, is evaluated (Kaban et al. 2003b).
The adopted level of compensation is the bottom of the Moho discontinuity under
continents and the bottom of the lithosphere at 130 km depth under ocean areas
according to the cooling plate model (Hager 1983).

The calculated residual topography is shown in Figure la. Its variations are as
large as = 2 km. The residual topography arises from two sources. First, residual
topography is due to unmodelled compensating mass anomalies in the uppermost
mantle that is part of the lithosphere: highs are supported by low-density litho-
sphere roots while lows are balanced by high density anchors. Second, residual to-
pography arises from isostatic disturbances at different length scales of the litho-
sphere. The long-wavelength component of these disturbances is controlled by
normal stress at the base of the lithosphere due to mantle flow. This part of the re-
sidual topography is defined as ‘dynamic’ topography. Dynamic topography is
important to know for constraining geodynamic models.

The actual geographic distribution of dynamic topography is practically un-
known. Here, isostatic and dynamic topography are separated using long-
wavelength isostatic gravity anomalies, which also reflect the mantle density
structure and, by this, mantle dynamics including dynamic topography. The
isostatic gravity anomalies are obtained after subtracting from the observed grav-
ity anomalies the field that is produced by the isostatically compensated litho-

w  EE—— DR —— =
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Fig. 1. (a) Residual topography (in km) calculated by removing isostatic compensation
masses from observed topography. (b) Isostatic gravity anomalies (in mGal) obtained after
subtracting the gravity effect of the isostatically compensated lithospheric model from the
observed field EIGEN-1S. Both fields are truncated after degree/order 20.
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sphere (Kaban et al. 2003b). Actually the computations are done in terms of grav-
ity disturbances (Heiskanen and Moritz 1967) to account for the masses between
the reference ellipsoid and geoid. But, for convenience the term 'gravity anomaly'
is used throughout the text. The calculated isostatic gravity anomalies, based on
the CHAMP global gravity field model EIGEN-1S (Reigber et al. 2002), are
shown in Figure 1b. The isostatic gravity anomalies hardly correlate with topog-
raphic and bathymetric features, as the unreduced gravity anomalies do. For ex-
ample, the Indian and Siberian minima previously separated by the Tibet ‘bridge’
are joined now into one global minimum.

The dynamic topography generated by mantle flow considerably contributes to
the isostatic gravity anomalies. However, these depend not only on the dynamic
topography but also on deep density variations in the Earth’s mantle. To extract
the purely dynamic effect we are going to analyse both quantities: residual topog-
raphy and isostatic gravity anomalies.

3 Global dynamic topography

In order to discriminate in the computed residual topography (Figure 1a) the dy-
namic part and the isostatic one, a correlation analysis between the residual topog-
raphy and the isostatic gravity anomalies (Figure 1b) has been performed, both
fields developed in spherical harmonics and truncated after degree/order 20. The
idea is, if the isostatic condition, applied to compute the isostatically compensated
lithosphere, is justified, then the residual topography is completely compensated
within the crust and upper mantle and contrary to dynamic topography no gravita-
tional signal should be left in the isostatic gravity anomalies.

The residual topography reflects a mixture of dynamic and isostatic residual to-
pography and the isostatic gravity anomalies also reflect other factors. Therefore a
correlation analysis between both fields shall reveal the broad features of the dy-
namic topography. The applied approach not necessarily picks up the overall dy-
namic topography, as, depending on the viscosity distribution in the Earth interior,
the joint gravity contribution of dynamic and isostatic residual topography may
cancel each other or the deep density inhomogeneities may dominate the signal
(e.g. Hager and Richards 1989). However, it is supposed that these cases are only
deviations from the regular case.

The relationship between both fields (admittance) as a function of the harmonic
degree is shown in Figure 2. It was found that the relationship between the resid-
ual topography and isostatic gravity anomalies is slightly positive up to degree 10
and varies within determination errors around an average value of 0.65-107
km/mGal, while for higher degrees the correlation is practically lost. Thus, this
single admittance coefficient is used to scale the isostatic gravity anomalies com-
puted from the spherical harmonic coefficients up to degree 10. The result, the
correlated part of residual topography is regarded to represent the dynamic topog-
raphy, and the remaining (uncorrelated) partis considered to reflect the isostatic
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residual topography/
isostatic anomalies

0 4 8 12 18 20
degree
Fig. 2. The relationship (admittance) between residual topography and isostatic gravity
anomalies (Figure 1) per spherical harmonic degree. The error estimates are based on 95%
confidence level. Dashed line shows the regression coefficient (0.65:107 km/mGal) ob-
tained for all coefficients within the degree interval from 2 through 10.

part of the residual topography which is due to an initially incomplete knowledge
of the crustal/upper mantle structure.

Both correlated and non-correlated parts of the residual topography up to de-
gree 10 are shown in Figure 3. The correlated part (Figure 3a) is supposed to be
generated by mantle flow and represents most of the dynamic topography. It was
found that the dynamic topography varies between —0.5 km (down-welling) and
+0.4 km (up-welling). This order of magnitude is in accordance with Hager and
Richards (1989), and Cadek and Fleitout (2003) and is at the lower limit obtained
from forward computations of mantle convection models. Some portion of the dy-
namic topography that, as was mentioned before, is hidden in the global isostatic
gravity anomalies, will not be present in the resulting field. Further analysis with
an advanced inversion technique should clarify this question.

The larger part of the residual topography with amplitudes of about 2 km could
be attributed to the initially unresolved isostatic topography (Figure 3b). The most
pronounced lows are associated with the Andes, the East European Platform, the
Alpine-Mediterranean fold belt, and the central and south-eastern parts of North
America. These areas are characterised by dense mantle material, which could be
attributed to a large extent to deep lithospheric roots as discussed in Kaban et al.
(2003a). Pronounced highs are associated with vast Cenozoic regions of rifting
and crustal extension: the East-African Rift and the Basin and Range Province of
western USA. These topography heights are balanced by hot mantle material just
below the lithosphere. In addition, a strong low is found over the South-Western
Pacific. This area represents a large-scale disturbance (Kaban and Schwintzer
2001) with respect to the ‘normal” ocean model (Hager 1983), where lithospheric
density and ocean floor depth depend on the lithosphere age.
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Fig. 3. Residual topography (km) with a resolution corresponding to a spherical harmonic
expansion up to degree/order 10: (a) Portion of the residual topography correlated with the
long-wavelength isostatic gravity anomalies (dynamic part); (b) Portion of the residual to-
pography not correlated with the long-wavelength isostatic gravity anomalies, which is pre-
sumably balanced by upper mantle density variations.

4 Conclusions

Dynamic undulations of the Earth’s surface are produced by mantle convection,
subducting slabs and uprising mantle plumes. These phenomena are responsible
for the overall Earth’s dynamics, thus the identification of the dynamic topography
is crucial when modelling deep Earth processes. However, forward computations
direct estimates based on mantle convection modelling give amplitudes that differ
by a factor of four (e.g. Cadek and Fleitout 2003; Pari and Peltier 2000). Also the
geographical distribution of dynamic topography largely varies depending on the
model assumptions in the forward computations as discussed recently in Cadek
and Fleitout (2003). Thus, the present empirically derived results can be used to
constrain further modeling of mantle dynamics.
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Summary. In physical oceanography the slope of the sea surface can be used to
calculate a surface geostrophic velocity as a reference for the general circulation and
its associated transports. Here we calculate a new mean sea surface (MSS) by com-
bining oceanography, altimetry and gravity data. A first guess MSS is calculated
from a dynamical ocean model into which measurements of temperature, salinity,
property fluxes and tide gauges have been assimilated. The large scales of this sur-
face are subsequently improved by adding information from satellite altimetry and
a ’satellite only’ geoid model like the CHAMP derived EIGEN-1S. The combination
takes into account the different error structures of the three sources of data. Simul-
taneous we estimate large scale corrections for the respectively used geoid models.
Comparing the corrections of different geoid models makes it possible to verify the
improvement of ’satellite only’ gravity models by the CHAMP mission.
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1 Introduction

The mean sea surface (MSS) is estimated by combining ocean modelling, al-
timetry and a state of the art geoid. A first guess MSS is calculated from
a dynamical ocean model into which measurements of temperature, salinity,
property fluxes and tide gauges have been assimilated. This surface is subse-
quently improved by adding information from satellite altimetry and a geoid
model. The combination takes into account the different error structures of
the three sources of data: altimetry, oceanography and geodesy. It seems to
be reasonable to employ a geoid model that is independent of altimeter data,
i.e. we must use a so called ’satellite only’ geoid which is estimated without
utilizing altimeter data. As the ’satellite only’ geoid is very accurate on the
largest scales, it should determine these scales of the combined solution.
The assimilation of geoid heights into ocean models has been done only in few
cases because of the low accuracy of the available 'satellite only’ gravity mod-
els. With the CHAMP satellite we got the highly improved geoid EIGEN-1S
and later on the EIGEN2.
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2 Filtering the data

Since altimeter data have a higher spatial resolution than the geoid data and
our global ocean model they have to be smoothed. While the geoid data are
usually given as a set of spherical harmonic coefficients the altimeter data are
available as absolute heights. An ideal filter for smoothing the altimeter data
would cut off spherical harmonics with degrees higher than the given geoid
resolution. Such a filter is unlimited in physical space and is not suitable to
smooth oceanographic data which do not cover the whole sphere. Therefore
we use as a compromise the Hanning filter which is both in the spatial and
the spherical domain similar to a Gaussian bell [2].

3 Estimating an optimized mean sea surface

For estimating an optimized mean sea surface we begin with the EIGEN-
1S geoid which was derived from the CHAMP mission and the altimeter
data set CLS_SHOM98.2. The global ocean model we use is the Hamburg
LSG model [3] [4] with a spatial resolution of 3.5°. Due to the coverage of
TOPEX/Poseidon and the resolution of the ocean model the observed region
is limited to £60°.

To get an optimized sea surface the misfit between the observed sea surface
(e.g. the difference between the altimeter and geoid height) and the MSS
from the ocean model has to be distributed in the sense of a least squares fit.
We achieve this by minimizing the cost function J:

J = %(TP—N—OPT)T*PTP_N % (TP — N —OPT) + (1)

1 . .
+§(CLSG - OPT)T * Prsa * (Cnsg — OPT) = min.

with

TP: CLS.SHOM.98.2

N: geoid undulation

Crsc @ MSS from ocean model LSG

OPT: optimized MSS

Prsa: weighting matrix ocean model

Prp_n: weighting matrix for the difference CLS_Shom98.2 - geoid height

The weighting matrices P are the inverted covariance matrices. The covari-
ance matrix of the geoid Cy can be easily calculated from the given errors
of the spherical harmonic coefficients and the related correlation matrix. The
errors have to be filtered in the same way as the data.

The covariance matrix of the altimeter data Crp is calculated from the an-
nual means of seven years (1993-1999) TOPEX /Poseidon altimeter data. To
this covariance matrix we have added the local error of the CLS_SHOM98.2
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MSS.
Summing up the covariance matrices of the altimeter and the geoid data we
get the covariance matrix for the difference between altimeter measurements
and geoid height

Crp_-n=Crp+Cn (2)

and the weighting matrix
Prp_n =Crp_y

The most subtle point is estimating the error of the MSS derived from the
ocean model. The dynamical model is highly complex, so it is nearly impos-
sible to estimate a formal error from the model run. A reasonable way to
estimate this error is to compare the model output with another independent
model. As an approximation of the model error we take half of the pointwise
difference between the LSG model and the ECCO2 model. To avoid the error
becoming zero at points where both models show the same sea surface height
we choose the median of the halves of the differences as minimal error. The
correlations of the model points are calculated from the annual means from
1993 to 1999 of the model output.

In our case it is possible to invert the covariance matrices directly. In cases
where they become ill conditioned we have to use a singular value decompo-
sition as we have described in [5].

The optimized mean sea surface can be calculated as

OPT = Copr * (Prp_n * (TP — N) + Prsg * (1sc) (3)
with the related error covariance matrix
Copr = (Prp_n + Prsa) ™.

The formal variance of the optimized sea surface corresponds to the diagonal
of COPT~

4 Improvement of the geoid

The optimized MSS has been estimated by correcting the output of the ocean
model with the measured altimeter and geoid data. In the same way we cal-
culate a correction for the geoid model from altimeter and ocean model data.
For this experiment we use not only the EIGEN-1S but also the GRIM5S1
geoid. It is known that the accuracy of the GRIM5S1 is far below the accu-
racy we need for oceanographic purpose. This makes it very suitable to prove
our method of combining geodetic and oceanographic data. The corrections
we get for the respectively used geoid are shown in figure 2.
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Fig. 1. Optimized mean sea surface height (left) and error of the optimized mean
sea surface height (right)

-025 -0.125 0 0.125 0.25

Fig. 2. Correction for the GRIM5S1 (left) and the EIGEN1S (right)

5 Verification of results

The only possibility to verify the results is to compare the corrected geoids
with independent gravity models. We use the gravity model EIGEN-GRACE01S
(herein after GRACEQ1S) from the GFZ and the combined model EGM96.
The rms values for the differences between the various corrected and un-
corrected geoid models are shown in table 1. They show a clear correction
of the GRIMbS1 towards the EGM96 and towards the GRACEOLS. A simi-
lar improvement although in a smaller range is achieved for the EIGEN-1S.
Both corrected gravity models are closer to the GRACEQ1S geoid than to
the EGM96.

6 Conclusions

The results show that it is possible to correct the large scales of the GRIM5S1
geoid both towards the EIGEN-1S and the GRACEO1S geoid by using al-
timeter data and the mean sea surface height from a global ocean model.
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Table 1. rms [m]

corrected corrected
GRACE01S EGM96 GRIM5S1 EIGEN-1S GRIM5S1 EIGEN-1S

GRACEO01S 0

EGM96 0.0564 0

GRIMS5S1 0.3776 0.3781 0

EIGEN-1S 0.0849 0.1026  0.3690 0

corr. GRIM5S1 0.1361 0.1354  0.3301 0.1358 0

corr. EIGEN-1S  0.0688 0.0837  0.3698 0.0444 0.2300 0

| R jl)]
a -025 -0.125 0 0125 025 b

EE 0
-05  -025 0 025 05 c -025 -0.125 0 0125 025 d

Fig. 3. Differences between geoid models and improved geoid models: GRIM5S1
- GRACEO1S (a), EIGEN1S - GRACEO01S (b), improved GRIM5S1 - GRACEO01S
(c¢) and improved EIGEN1S - GRACEO01S (d). Note the different colorbars.

The improvement towards the GRACEO1S is also shown for the EIGEN1S.
The correction of the GRIM5SI1 is clearly significant while the change of the
EIGEN-1S is quite small. The results indicate that the accuracy of the ocean
model is at the large scales comparable to the accuracy of the newest 'satellite
only’ geoid models derived from CHAMP and GRACE. We conclude that in
future we will be able to use the difference between altimeter data and satel-
lite only geoid models to constrain large scale ocean models by assimilation.
Another effort will be the simultaneous estimation of ocean circulation and
gravity field.
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Summary. Ocean general circulation models which are constrained by altimetry
data usually assimilate only temporal sea-surface height anomalies. It is known that
this is not enough to correct the mean ocean state. Here we present first results of
assimilating the full (absolute) dynamical topography into a steady state version of
a finite element ocean model (FEOM) for the North Atlantic. This makes it possible
to notably reduce the model-data misfit especially in the western part of the basin
and in the southern Labrador Sea.
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1 Introduction

Ocean data assimilation is a synthesis of a physical model and observations
that improves our knowledge of the ocean state and understanding the ocean
dynamics. In most studies dealing with assimilation of altimetry data into
ocean models only the time varying part of the signal (eg. anomalies) were
used to constrain the ocean circulation. The reason for that was insufficient
accuracy of geoid estimates in the past. However, Killworth et al. (2001) point
out that assimilation of sea surface height (SSH) anomalies cannot correct the
mean ocean state that is misrepresented in numerical ocean circulation models
due to erroneous water masses induced by some poorly resolved processes.

With improvement of geoid estimation having been gained recently in
the CHAMP mission (Reigber, 2004, this volume) we may now try to start
assimilating the full ocean sea surface height. This paper presents our first
results. It is worth noting that running modern ocean circulation models (let
alone assimilating data into them) is very costly. Therefore, to get insight
into the impact of the mean SSH assimilation onto the mean ocean state we
begin with a steady state model and a simple data assimilation scheme before
proceeding to more complicated applications.
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25"W

Fig. 1. Model dynamical topography in m.

2 Ocean model

We use the finite element ocean model (FEOM) described in Danilov et al.
(2004). The model is based on the primitive equations discretized on an
unstructured surface mesh covering the North Atlantic from 7°N to 80°N.
The average horizontal resolution is 0.5 and is refined in regions of steep
bathymetry and in the Gulf Stream area. Due to the use of implicit time
stepping, the model can be easily applied to diagnose the velocity field and
the dynamical topography (DT) from the density field by solving the steady
state primitive equations with the momentum advection neglected.

The model DT diagnosed from annual mean temperature and salinity
(Levitus and Boyer, 1994) and wind stress (Trenberth et al., 1989) is shown in
Fig. 1. Comparison of the model and CHAMP DT’s reveals (Fig. 2) that the
major differences are located near the coast where the altimetry is definitely
not very precise. Apart from that, one can see much stronger recirculation of
the Gulf Stream in the observed mean DT as compared with the model DT
and some indication of the Azores Current that is absent in the model. Also,
the model underestimate the overall slope of the mean DT which may be
caused by inadequate no-flow boundary conditions imposed at open bound-
aries.
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Fig. 2. Differences between the model and CHAMP dynamical topographies in m.

3 Assimilation methodology

In the present study to assimilate the mean DT we utilized a method similar
to that of Mellor and Ezer (1991). The scheme consists of three basic steps.
First, having the mean DT of the model (,,, and observations (, together with
their variances ¢, and 0(, we compute the best linear unbiased estimate as

(360)*Gm + (36m)?Co
(06m)? +(6Go)>

The update (1) is performed at each surface model grid point where the data
(, are available. Then pointwise estimates of the DT increment { — (,, are
smoothed and interpolated over the whole computational domain.

Second, we solve a one-dimensional problem and project this new smooth
increment onto ocean temperature 7" and salinity S

T:Tm+F(,T(C_Cm)7 S:Sm+F§,S(<_<m)a (2)

(= (1)

with use of predefined correlation factors

_ Cov(¢,T) _ Cou((,T)

FCaT = W’ ¢S = VT(C)Z’ (3)

which relate DT anomalies to anomalies of subsurface temperature and salin-
ity Ty, and Sy, .
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a)

Fig. 3. Correlation factors at the depth of 100m: a) F¢ 7 in °C/m; b) F¢ g in psu/m.

In Mellor and Ezer (1991), the correlation factors Fyp and F¢ g were
estimated from a segment of the model trajectory as temporal regression co-
efficients between ¢ and (T, S). However, as it was pointed out in Oschlies and
Willebrand (1998) present ocean circulation models cannot provide us with
reliable correlations. Instead, here we adopted another scheme and diagnosed
the DT for each month of Levitus (1998) climatology. Using such an ensemble
of ocean climatological states we computed F¢ o and F¢ g and the variance
0Cm.-

The correlation factors F¢ 1 and Fe g for 100 m depth are presented in
Fig. 3. One can see very distinct positive correlations between the DT and
ocean temperature in the area of the Gulf Stream and the North Atlantic
Current and anti-correlations between the DT and salinity in the Labrador
Sea. Thus, we can expect that assimilation of the mean DT will have a strong
impact in these regions.

We augmented the scheme of Mellor and Ezer (1991) with a third step that
is necessary when dealing with a steady-state model. After T" and S having
been updated according to (2), we diagnose the velocity field and DT which
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correspond to the updated 7" and S. This is done by solving once more the
steady-state primitive equations forced by the climatological mean wind stress
(Trenberth et al., 1989) and the density field calculated from the updated T
and S.

4 Results and conclusions

The differences between the DT after assimilation and the original data are
presented in Fig. 4. It is seen that assimilation notably reduces the model-
data misfit. The major improvement is achieved in the western North Atlantic
and in the southern Labrador Sea where the correlation factor F¢r and F¢ g
respectively reach extreme values and thus the differences between the model
and data result in larger values of the density increment.

Improvement in the ocean SSH results in a slightly higher heat transport
(Fig. 5) which is still notably below other estimates (MacDonald, 1998). These
discrepancies indicate weakness in using a steady state model for assimilating
the mean SSH. Stepping the model in time produces values of the meridional
heat transport (Danilov et al., 2004) which are in agreement with other esti-
mates. Our next step will be assimilating the mean SSH into the prognostic
version of FEOM.

Fig. 4. Differences between the optimised and CHAMP dynamical topographies in
m.
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! ! ! ! !
—— heat transport before assimilation
—— heat transport after assimilation
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/ \

Latitude

Fig. 5. Meridional heat transport before (blue) and after (green) assimilating the
CHAMP DT in 10" W

Another point where assimilating the mean SSH could improve the es-

timate of the ocean circulation is adjusting the open boundary conditions.
However, this calls for a much more sophisticated variational data assimila-
tion approach which is on the way.
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Summary. We have examined contemporary changes in the geoid about Green-
land that result from glacial-isostatic adjustment. These may be divided into con-
tributions from ice-load changes that occurred outside of Greenland following the
Last Glacial Maximum and changes in the Greenland Ice Sheet (GIS). The GIS’s
contribution may itself be divided into past and current parts. For past ice-load
changes, the resulting geoid displacement is more dependent upon the recent his-
tory of the GIS than on the earth model used. Considering an estimated accuracy
for the GRACE temporal geoid signal, regional variability in the present-day mass
balance of the GIS may be resolved. This variability significantly affects the geoid
power spectrum, giving a signal that may be detected by measurements from gravity
space missions more easily than has been proposed by other authors.

Key words: Geoid change, CHAMP and GRACE satellite missions, glacial-
isostatic adjustment, Greenland Ice Sheet.

1 Introduction

The mass balance of the global continental ice cover, particularly the ice
sheets of Antarctica and Greenland, is a crucial element when determining
present-day sea-level change. However, because of the size and inaccessibility
of these ice masses, such knowledge is currently lacking in detail.

Alternatively, information about the mass balance of these ice sheets may
be gained by resolving temporal and spatial changes in the geoid, i.e. the
equipotential surface of the Earth’s gravity field that approximates mean sea
level. These changes arise from the redistribution of mass within the Earth
and upon its surface, in particular from the waxing and waning of ice sheets
during glacial cycles.

We have assessed the contemporary geoid change about Greenland result-
ing from past changes in the major ice sheets and the current behaviour of
the Greenland Ice Sheet (GIS). This is examined within the context of the
gravity space missions now underway (CHAMP and GRACE).
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2 Contribution of ongoing GIA

We first assess geoid change arising from ongoing glacial-isostatic adjustment
(GIA) due to changes in ice loading following the Last Glacial Maximum
(LGM, ca. 21 ka BP). We apply a gravitationally self-consistent GIA model
based on the spectral finite-element method (1). The sea-level equation is
also implemented and accommodates changes in the Earth’s rotation, moving
shorelines and the transition between grounded and floating ice.

A four-layer earth model is used, described by the elastic-lithosphere
thickness, hr,, the upper-mantle viscosity, num, the lower mantle-viscosity,
N, and an inviscid core. The mantle is an incompressible, Maxwell-viscoelastic
fluid and the mass-density and elastic shear-modulus values are from PREM.
Two viscosity models are used: EARTHI, similar to that preferred by (2),
and EARTH2, similar to that used by (3).

The ice models are the global ice model ICE-3G (4) without its Greenland
component (termed ICE-3G-GR), the Greenland ice model GREEN1 (5),
which accommodates changes in the GIS since the LGM, but excludes a
neoglacial component (when the GIS had retreated behind its present-day
margin and readvanced over the past ca. 4 ka), and GREEN1+NEO, which
is GREENT including neoglaciation in the southwest.

Fig. 1 presents the resulting spectra (where spectrum refers to the square
root of the degree-power spectrum) from the individual ice and earth model
combinations. We find there is a relatively small dependence on the vis-
cosity model used. In contrast, the inclusion or exclusion of the neoglacial
component is more important to Greenland’s predicted contribution. This
is further shown in Fig. 2, where the rates of uplift and geoid change are
presented. Again, the neoglaciation is more significant, especially for the
EARTH1 model, owing to the more-rapid reaction of its lower upper-mantle
viscosity.

= 1
s o o ICE-3G-GR (EARTH1)

=] r e GREEN1 (EARTHI)

E 0.1 »e o GREENI+NEO (EARTHI) | EARTHI

> e = ICE-3G-GR (EARTH2) =80 km

g o %o » GREEN1 (EARTH2) Mom = 4 X 118222 Pas
—Ef 0.011 ﬂ... » GREENI+NEO (EARTH2) | "Mm=1X as
o EARTH2

'g h; = 12]0 kr]nO21 P

=1X as

2 0001} MM Z 43102 Pas
]

<

&

0.0001

32 48 64
Spherical-harmonic degree

Fig. 1. The geoid-change spectra resulting from the deglaciation following the
LGM.
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Fig. 2. The present-day rates of uplift and geoid change resulting from the deglacia-
tion following the LGM.

-5

3 Present-day changes in the GIS

Two estimates of the current mass balance of the GIS are examined (Fig.
3). The first, KRABILL (Fig. 3a) (6), is based on airborne laser-altimeter
measurements of changes in ice-surface elevation and covers the entire ice
sheet. We have corrected the changes in ice-surface elevation for ongoing
GIA using results for EARTH1 and ICE-3G-GR+GREEN1+NEOQO. These
corrections are usually relatively small, especially when one considers the
measured changes along the ice margin.

a) KRABILL b) THOMAS

o s
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Fig. 3. The mass-balance models of the GIS used in this study. (a) KRABILL
considers the entire GIS, (b) while THOMAS covers the area above ca. 2000 m.
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The second estimate, THOMAS (Fig. 3b) (7), is based on GPS measure-
ments and ice-flow calculations. It represents the mass balance above ca.
2000 m elevation. Its equivalent sea-level contribution (ca. 0.015 mm a~!) is
opposite in sign to the KRABILL value (ca. —0.033 mm a~!) for the same
area.

4 GIS-induced geoid change

We compare the spectra corresponding to the Greenland mass-balance sce-
narios (Fig. 4a) and the associated geoid changes (Fig. 4b). Three series of
results for KRABILL are presented: (a) the entire ice sheet, (b) the area
corresponding to THOMAS (above ca. 2000 m elevation) and (c) the area
excluded by THOMAS (below ca. 2000 m elevation). Spectra for THOMAS
are calculated for all combinations of the uncertainties about the nominal
values.

Changes below 2000 m elevation dominate the KRABILL results. We also
note that the upper limit of the range of the THOMAS results is comparable
to the total KRABIL response. Some spatial variability in the rate of geoid
change can be seen when the spectra are summed up to degree and order
32 (Fig. 5). The opposite signs of the equivalent sea-level contributions for
THOMAS and KRABILL (>2000 m) are also apparent (Fig. 5¢ and d).

5 Discussion and summary

Some investigators have assumed uniform ice-mass changes when calculat-
ing geoid signals (8). We have examined this assumption using versions of
KRABILL and THOMAS where the net ice-volume changes are uniformly
distributed over the respective areas. The resulting geoid-change spectra (Fig.
6) fall off more quickly with increasing degree than those for more realistic
spatial distributions.
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4 : ®
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THOMAS (range)
THOMAS (nominal)

KRABILL (Entire ice sheet)
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=}
S
_
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Rate of elevation change (mm a’!)
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Fig. 4. (a) The mass-balance spectra (Fig. 2) and (b) the resulting geoid-change
spectra.
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Fig. 5. Rates of geoid change for the various mass-balance scenarios: (a) KRABILL
(entire GIS), (b) KRABILL (below ca. 2000 m elevation), (c) KRABILL (above ca.
2000 m elevation) and (d) THOMAS.

Finally, we compare the predicted spectra with an accuracy estimate for
GRACE (Fig. 7). The total ongoing-GIA response is largest at lower degrees,
but falls off quickly. The GIS signal, specifically for KRABILL, remains above
the uncertainty up to degree ca. 64, but the signal for THOMAS is of similar
magnitude. We also find that, while the geoid-change signal for Antarctica’s
present-day ice-mass balance (9) is much greater than for Greenland’s, it has
a similar shape.
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Fig. 6. The geoid-change spectra for the KRABILL and THOMAS mass-balance
scenarios for realistic and uniform spatial descriptions.
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Fig. 7. The geoid-change spectra for the various models discussed in this study,
and for an estimate of the present-day ice-mass changes in Antarctica. An estimate
of the accuracy expected from the GRACE satellite mission is included.
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Summary. The long wavelength geoid height undulations are the result of density
variations inside the Earth and the dynamic response of the viscous mantle due
to the buoyancy forces resulting in dynamic topography, plus the contribution of
isostatic topography due to crustal and lithospheric structure. The dynamic to-
pography is a function of the effective stress transmission inside the earth and is
linked to the viscosity of the mantle. We solve the equation of motion for a viscous
Earth’s mantle assuming an incompressible 6-layer shell model and determine the
dynamic response function for geoid, dynamic topography, and (poloidal) surface
velocity. The internal density distribution can be estimated from seismic tomog-
raphy, but since density variations might be of thermal and chemical nature, the
s-wave velocity to density conversion factor, R,\,,, varies throughout the mantle.
Based on CHAMP gravity field coefficients and four new seismic s-wave tomogra-
phy models we search for ranges of radial profiles of viscosity and R\, resulting in
a correlation to better than 0.85 to the long wavelength hydrostatic geoid, and to
a fit better than 0.6 for gravity, dynamic topography and (poloidal) plate velocity.
For purely thermal origin R,\,, should be between 0.2 and 0.4. Successful models
however, show a small or even negative value for R,\,, between 100 and 300 km
depth and a low value of ~ .1 between 700 and 1200 km, but is otherwise roughly
constant with values of ~ .28. The viscosity is slightly reduced in the asthenosphere
and even stronger decreased in the mantle transition zone between 410 and 670 km.
Resolution for both, viscosity and conversion factor, is poor below the transition
zone down to ~1500 km, but well confined in deeper parts of the mantle, where
a viscosity between 30 to 40 10?* Pa s and a conversion factor of 0.28 to 0.32 is
found.

Key words: mantle viscosity, mantle scaling factor, geoid anomalies

1 Introduction

Solid-state flow in the Earth is a direct consequence of density inhomo-
geneities, which are of thermal or chemical origin. These density anomalies
drive a creeping flow, causing dynamic topography at the surface and internal
boundary layers and is visible by plate motion. Gravity potential observations
reflect the combined density effects due to internal variation in density and de-
flected boundaries with a density jump, e.g. surface topography. Topography
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itself results from the superposition of isostatic topography due to thickness
variations of the crust and lithosphere maintained by the high strength of the
lithosphere and dynamic topography due to pressure forces of the bouyant
mantle rocks. If the gravity potential and the dynamic topography are known
and independently the internal density distribution, the viscous flow model,
i.e. the viscosity profile in the Earth can be determined. Additionally plate
velocities directly represent a measure for the flow velocity in the uppermost
part of the convection system.

Density heterogeneities in the mantle can be deduced from variations in
seismic wave velocities, tomography, but the relation between seismic velocity
and density is different for thermal and chemical origin. A thermal origin must
be accompagnied by a reduction in density due to thermal expansivity, but a
chemical origin might not reflect any density changes or even with opposite
effects. For example, if seismic velocity anomalies are caused by variations in
iron content, slow seismic velocity regions imply high iron content and thus
higher density.

Dynamic topography strongly depends on the ability of the Earth’s man-
tle to deform under stress and is related to the viscosity p(r). Thus, the
geoid is a consequence of the viscosity structure and the conversion factor
R\, between seismic wave velocity variations and density anomalies. Here
we model the Earth as a radially layered linear viscous sphere, with the inter-
nal load based on 4 different recent tomography models (sb4118, [1]; s362d1,
[2]; s20rts, [3]; saw24b16, [4]). For each tomography model we vary the seismic
wave velocity-density conversion factor and the viscosity with depth within
reasonable ranges until the best correlation between modeled geoid and the
CHAMP geoid is found (and additionally for gravity, dynamic topography
and surface plate velocity). Finally we discuss the consequences for the chem-
ical layering of the Earth.

2 Observation Data

For the gravity potential we used the CHAMP spherical harmonic coefficients
related to the hydrostatic reference figure. We use both the long wavelength
sensitive geoid, which mainly reflects the large scale circulation of the man-
tle and the short wavelength sensitive gravity field, which essentially probes
the shallow effects. Dynamic topography is not directly observable but has
to be deduced from measured topography and a model of isostatic compen-
sated crust and lithosphere. For the isostatic topography we use the spherical
harmonic coefficients of [5], which are based on the assumption of isostatic
balance of crustal and lithosphere thickness on continents and of thermal
isostatic balance of the topography of oceanic ridges. Dynamic topography is
estimated by subtracting the isostatic part from ETOPOO05. However, since
crustal thickness and densities are not well constrained in many continental
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areas and the estimate of lithospheric thickness even more relies on model
assumptions, the error budget for dynamic topography is large.

For plate velocities we use the values given by [6]. However, the observed
vector field of plate velocity can be separated in a poloidal and a toroidal
part, whereby the toroidal part is about a third of the poloidal one. Toroidal
motion is mainly created by strike-slip faults and cannot be produced by an
Earth model with constant parameter shells, thus, only the poloidal part of
plate velocity is used to constrain our models.

The density variations inside the Earth are deduced from four new s-wave
tomography models, i.e. seismic velocity variations relative to a radial stan-
dard model (see Section 1). Since the tomography models are given in differ-
ent non-equidistant grids, we gridded the data sets on 20 radially equidistant
layers (145 km apart) down to the core-mantle boundary. Finally all data
sets are expanded in spherical harmonics up to degree and order 30 (if not
given to a higher degree) and filtered for a maximum degree 15 by applying
a cosine taper. The maximum degree of 15 is motivated by the resolution of
the tomography data on a global scale and also by the approach of radial
(radial global average) profiles for viscosity and conversion factor.

3 The Method

To determine the linear response functions for a viscous Earth under loading
we follow the classic approach were the equations of motions for a viscous
incompressible spherical shell are solved by separation of the variables in the
spectral domain (e.g. [8], [7]). The resulting ODEs are solved separately for
each degree for response functions (kernels) which only depend on the viscos-
ity p(r). The kernels are derived for geoid G;(r, u(r)), dynamic topography
at the surface and the core-mantle boundary, and poloidal surface velocities.
The (synthetic) geoid Ny, (and in a similar way topography and surface
velocity) is found by convolving the kernel with the density contrast 6 p,
derived from tomography and s-wave velocity to density conversion factor

(Rp\vs (r))

sz:;f:al /Gl(T,M(T))(Splm(r)dr (1)

CMB

v is the gravitational constant, a the Earth radius, CM B the core radius.
The calculated (synthetic) fields can then be compared to observations.

The Earth model itself consists of six viscous layers for which viscosity and
R\, are specified. For each layer we prescribe an upper and lower bound,
and vary viscosity and R\, within these bounds in 5 steps to establish an
equidistant model parameter space grid. Additionally 106 random parameter
combinations are tested within the prescribed bounds. The different layers of
the Earth’s mantle model and the parameter bounds are given in Table 1.
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Table 1. Radial model for viscosity and R,\,, (multiply viscosity by 10%* Pas)

layer depth [km} (Rp\vs)min (Rp\us)maz Hmin Mmax
lithosphere 0—100 —.20 0.20 10.  40.
asthenosphere 100 — 280 —.20 0.20 0.2 1.8
upper mantle 280 —410 0.15 0.35 0.5 3.
transition zone 410 — 670 0.15 0.35 0.5 3.
lower mantle 1 670 — 1150 0.15 0.40 5. 40.
lower mantle 2 1150 — 2900 0.2 0.40 20.  80.

As an example Fig. 1 shows the kernels as a function of depth and degree
for geoid, dynamic topography and surface velocity for a particular viscosity
profile. It is clearly indicated that density variations of higher degrees in
the upper mantle strongly effect geoid, topography and plate velocity, but
from the lower mantle only the very long wavelength density variations are
important, mainly for the geoid. The uppermost lower mantle around 1000
km depth is particularly bad resolved, due to kernel values around zero and
also weak tomographic signals.

For each viscosity parameter set kernels are derived and convoluted with
the density functions obtained from a tomography model multiplied by the
various R, (r) profiles. For each parameter set the total correlation c
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Fig. 1. Viscosity profile and geoid, topography and surface velocity kernels as used
for the parameter combination which gives the highest correlation to the CHAMP
geoid for the tomography data s20rts; kernels are given for even degrees 1=2-12
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4 The Fitting Models and Consequences for the Earth’s
Mantle

For the four tomography models a maximum total correlation between
CHAMP geoid and synthetic geoid of 0.86 to 0.91 can be achieved (but
considerable less correlation (< 0.75) for the other observational data sets).
In Fig. 2 the viscosity and R\, profiles are shown for the 4 tomography
data sets.

If only the fit to the geoid is considered, the ”best” parameter combination
(thick lines in Fig. 2), demands a negative R\ ; value between 100 and 280 km
depth of ~ -.1 (values between -.12 and -.06) independent of the tomography
model. Three of the four tomography models also indicate a reduced value
for R\, below the mantle transition zone down to ~ 1100 km. The results
for the viscosity show a weak decrease in the asthenosphere and a stronger
decrease to values around .4 to .8 10?! Pa s in the mantle transition zone.

The tomography model with the best fit to the observations is s20rts
(upper left graphs in Fig. 2) for which we show here in Fig. 3 the synthetic
geoid, gravity and dynamic topography in comparison the the observations.

Tomography model: s20rts Tomography model: sb4l18
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Fig. 2. Viscosity and R, profiles for the 4 tomography models. The search range
for viscosity and R\, at different depth levels is shown in light gray, the ranges for
parameter combinations with a correlation to better than 0.85 to the hydrostatic
CHAMP geoid are shown in dark gray. The thick lines indicate the parameter
combinations which give the highest correlation to the geoid only, the thin dotted
lines the parameter combinations with the best correlation to all ’observation’ data
(geoid, gravity, poloidal plate velocity and dynamic topography)
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CHAMP hydrostatic Geoid L=2-15 Synthetic Geoid L=2-15 (based on s20rts)
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Fig. 3. Observed (left) and synthetic (right) geoid (top), gravity (center) and
dynamic topography (bottom). The synthetic fields are derived using the s20rts
tomography [3] and the parameters according to the thick line on Fig. 2 (upper left
model).

The synthetic geoid matches well the observed data with the exception
of the North Atlantic and South Indian Ocean regions where wide spread
hotspot activity of the Iceland and Kerguelen plume might impair the fit.
The pattern of the synthetic and the observed gravity field (Fig. 3 center)
generally agree, but modeled amplitudes are considerably too strong. This
cannot be attributed to an unresolved thin low viscosity layer at the base
of the lithosphere, since then also synthetic dynamic topography could be
expected to be too high, which is not the case. More likely are lateral chemical
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variations in the upper 300 km, attributed to cratons or different degree of
melt extraction from oceanic regions.

Negative R\, values for the asthenosphere had been reported earlier and
are explained by depletion in iron contents, causing high seismic velocity, but
low density. Depletion of iron can be linked to the degree of melt extractions
from mantle rocks, which is considered to be high for old continental litho-
sphere formed in a hotter Earth or (to a less degree) for oceanic plateaus
formed by a hot mantle plume. A low viscosity transition zone might be ex-
plained by dehydration of water-saturated rocks. If water is brought into the
lower mantle by slab subduction, dehydration should occur at mid mantle
temperatures of ~1400°C at the spinel-perovskite transition [10]. While the
transition zone itself should be highly water-saturated, rising mantle mate-
rial might undergo dehydration-induced partial melting, containing consider-
able amounts of incompatible elements and free water. While these rocks are
denser than the depleted source mantle they might be trapped close to the
upper (410 km) phase transition ([9]). Both effects, partial melt and water
contents will lead to a reduction in viscosity.
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Summary. Regional geoid undulations are determined from CHAMP data using various
locally supported basis functions to assess their respective efficiency, accuracy and multi-
resolution representation properties. These functions include (biharmonic) B-spline tensor
wavelets (with or without compression), multiquadrics (with or without flexible centering
and predetermined smoothing) and radially symmetric truncated polynomials.

It is concluded that the B-spline wavelet model is the computationally most efficient
approach. The non-periodic variation of the B-spline wavelets allows one to handle data on
a bounded domain with small edge effects, and the piecewise linear version allows one to
model the geoid using a patch-wise approach. The use of multiquadrics without centering in
the data points and predetermined smoothing constant allows handling of heterogeneously
distributed data using global optimization. The linear multiquadrics model fits the data best
when comparing the residuals of different models with a fixed number of unknowns. For an
efficient data synthesis the nonlinear models are best suited due to their far smaller number
of basis functions. The smoothest surface was obtained using the nonlinear polynomial
approach, whereas the multiquadrics show peaks and the wavelet models show horizontal
and vertical edges in their representations. The linear B-spline wavelets are biharmonic, and
the approach is capable of an efficient multi-resolution representation of regional gravity
field models combining satellite (CHAMP, GRACE, GOCE) and in-situ data.

Key words: geoid undulations, B-spline wavelets, multi-quadrics, nonlinear models

1 Introduction

Recent global gravity models are based on spherical harmonic functions which are
excellent for representing the geopotential up to a certain degree of detail or reso-
lution. Even though the global spherical harmonic representation is adequate for
low degree global gravity modeling using satellite data (e.g. CHAMP), but for a
detailed regional representation of the earth gravity field determined by satellite as
well as terrestrial observations, spherical harmonics may not be the best basis
functions. In this context, see Schmidt et al. (2002) who have been using spherical
wavelets to represent the finer details of the gravity field.

Our goal is to use harmonic or biharmonic locally supported basis functions in
order to construct patch-wise models to enhance the high frequency parts of the
signals on the sphere leading to a multi-resolution representation of the gravity
field. Towards selecting the most suitable functional model, some approaches are
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compared numerically using regional undulations derived from CHAMP disturb-
ing potential data. For more details regarding CHAMP data processing, we refer
to Han et al. (2002; 2003).

The first functional model in this investigation is the B-spline wavelet; see Chui
and Quak (1992). These wavelets have become well known due to their useful
properties such as compact support, semi-orthogonality and simplicity. Algorithms
and applications for computer graphics can be found in Stollnitz et al. (1996).

The second model is based on the multiquadric method which fits a set of quad-
ric (e.g., hyperbolic or conical) functions to the observations. It was introduced by
Hardy (1971) and further developed by Hardy and Gopfert (1975) in order to in-
terpolate gravity anomalies.

The comparison also includes polynomial radial symmetric basis functions with
local support, which have been used successfully in Mautz et al. (2003).

Furthermore, the linear models described above are compared with their
nonlinear counterparts having flexible positioning. Geodetic global models have
been studied by Mautz (2001; 2002) while nonlinear models for surface data were
discussed by Kaschenz (2002; 2003).

For a comparison of different surface representations on a large scale, see
Franke (1982). Here, we focus on the data-fit, the computational effort, the num-
ber of basis functions and the smoothness/roughness of the surface as criteria.

2 Functional Models

The models discussed here can be classified as linear or nonlinear. The systems
for solving the unknowns in capital letters (e.g., the amplitudes A, B) are linear if
these are the only parameters. In this case the estimated parameters, the residuals,
and the estimated variance component can be obtained using BLUUE (Best Linear
Uniformly Unbiased Estimate) and BIQUUE (Best Invariant Quadratic Uniformly
Unbiased Estimate). A detailed discussion of linear models is provided by Gra-
farend and Schaffrin (1993).

Less common are models where the positions or scaling coefficients are con-
sidered as unknown. With the models becoming nonlinear due to the flexible cen-
tering and scaling, the solving techniques require global optimization methods.
Gradient methods like the Gauss-Newton iteration are not applicable as reliable
starting values cannot usually be provided. Thus, we stick to global optimization
techniques such as heuristic methods, interval strategies or genetic algorithms. The
idea of optimized centering dates back to Barthelmes (1986).

(a) 2-dimensional B-spline wavelets: If the 2-D signal is given by f{x, y) the
model function reads

2imin 4 g 2min g . J_ 3 Y+g+g
FOay)= 2 2 A i@, (62)+ 22D D B Wi, (59), (1)
k=l k=1 JZJmin =1 =1 k=1

where ¢(x,y) is the 2-D scaling function, ¢ (x, y) its dual; y(x, y) are the 2-D
wavelet functions, and  (x, y) their duals. Their polynomial degree is expressed
by g. The different levels of detail are denoted by the index j. Wavelet coefficients
with a larger j indicate higher detail levels, essentially representing the high-
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frequency part. The index n denotes the three directional components (horizontal,
vertical and diagonal), and the indices k., k, € ( denote the shift of the wavelets
to different locations on the (x, y)-patch. The variables 4 and B denote the un-
known coefficients for the scaling function and the wavelet functions. The prob-
lem of estimating 4 and B is linear; due to orthogonal subspaces, it is not ne-
cessary to solve one big system with linear equations of problem-size, but a
sequence of smaller systems. This model has been discussed in more detail by
Mautz et al. (2002) and Schaffrin et al. (2003).

(b) Compressed 2-D B-spline wavelets: In contrast to model (a), the hierarchi-
cal structure is now developed to the maximum level J,,.x, fulfilling the condition

T SIn(vn—g)/ 2, )

where 7 is the number of data points. The number of coefficients is then reduced
by neglecting terms with coefficient values smaller than a predetermined bound.
Figure 1 shows the shape of a linear B-wavelet according to model (a) and (b).

(¢) Multiquadric basis functions: The multiquadric functional model, resp. its
inverse, reads

f@p)=3 AK (), )
where the kernel functions K(r;) are given by
K(r)=(r+¢). @

with typically ¢ = ', resp. t =-' for the inverse case. The radial distances r; be-
tween the evaluation point (x, y) and a fixed center position (x;, 1), which could
be chosen from the locations of the observations, are given by

2 2
n(x,y)= \/(x_'xk) +(y-n)-
The planar distance 7, may be replaced with the spherical distance ; using the
spherical coordinates ¢ and 4, along with the relation

cos(y, ) =sin(¢)sin (g, )+cos(@)cos(g, )cos(A—4,). (6)

A, are the unknown parameters and ¢ € is a predefined constant. The unknown
parameters A, are estimated by solving a linear system. See Figure 1 for a graph of
the radial multiquadric function according to model (c) and (d).

(d) Multiquadric basis functions, with flexible positioning: We now introduce
xy€ andy,e asunknowns for every k€ {1, 2, ..., n}. The resulting model be-
comes nonlinear, and the solving technique requires global optimization.

(e) Locally supported radial functions, linear model: Local support allows
function values other than zero only within a certain distance from the center point
location. Thus, the continuous model function needs to be truncated. The model

)

Sl T (F1) ree ™

0, rzc.

avoids a discontinuity in the function and in its first derivative at the cut-off loca-
tion. With fixed center positions (x;, y;) and parameters ¢, the model is linear.
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Fig. 1. Left panel: Diagonal linear B-spline wavelet of level 0. Mid left: Multhuadrlc func-
tion with ¢ = 2. Mid right: polynomial function with ¢ = 2. Right panel: Geoid undulations
n [m] from CHAMP only solution, between [100°; 122.5°] longitude and [-11.25%
+11.25°] latitude; sampled onto a 65 x 65 grid. The range of the data values is [-29.0 m;
+67.8 m].

(f) Locally supported radial functions, nonlinear model: Introducing the center
positions (x;, y;) as unknowns for every ke {1, 2,..., n} the model becomes
nonlinear. In addition to flexible centering, the parameters ¢, serving as scaling
parameters, are also considered as unknown. Figure 1 shows a graph for ¢ = 2.

3 Model Comparison Based on CHAMP Geoid

In order to make proper comparisons the models’ special requirements have to be
taken into account. The multiresolution representations (a) and (b) necessitate ob-
servations in form of a 2/ by 2/, (je ) grid for efficient handling. Their applica-
tion requires a prior adjustment to the grid. The compressed wavelet model (b)
needs extra memory for storing the locations of the remaining terms. All compari-
sons are based on the specific dataset shown in Figure 1.

As shown in Table 1, the residual information is used to rate the models nu-
merically. The criteria are the standard variation, the maximum deviation, the
squared sum of the residuals and the average deviation. The number of unknowns
is kept fixed.

Generally, linear models involve a normal equations system of problem size.
Setting up the system requires a complexity of (n m?) and its inversion (m?),
where n is the number of observations and m the number of parameters. However,
properties like semi-orthogonality and local support causing banded matrix struc-

I\L(il._(_)f III)(;.S i(;f I e ) > CPUona
Model knowns func- @&/ (n—m) j=12.n e — 200 E/Ihz
tions [m] [m] [m’]  [m] P

(a) Wavelet, 4 levels 289 289  0.08 0.41 31 0.06 1s
(b) Wavelet, compression 289 289  0.06 0.26 12 0.04 1s
(¢) Multiquadric (linear) 289 289  0.05 0.36 9 0.03 3 min
(d) Multiquadric (nonlin.) 288 96 0.09 0.58 34 0.07 10h
(e) Local radial fet. (linear) 289 289  0.12 0.56 61 0.12 3 min
(f) Local radial fct. (nonlin.) 288 72 0.07 0.25 19 0.05 10 h

Table 1. Comparison of various surface representation models with a constant number of
unknowns resp. 93% redundancy; units: [m] or [m?]. The models fulfilling a criterion best
are highlighted in bold.
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Fig. 2. Residuals [m] of 6 different models. All models have 288 or 289 parameters. The
number of basis functions is 289 for the linear and 72 for the nonlinear models. The unit
for the colorbar is [m] and for the axes it is [°] latitude and longitude.

tures as it is the case for the B-spline wavelet model. The astonishing result in Ta-
ble 2 for the wavelet model is due to a reduction of a factor m"? by usage of the
tensor product. The multiquadrics, having global support are of complexity (n m?).
If a hierarchical data thinning algorithm is used according to Hales and Levesley
(2000), the algorithm may be of linear complexity, but only if the data are spaced
equidistantly. However, the computational burden decreases drastically for locally
supported functions when handling very large m and n, assuming that an opti-
mized algorithm is implemented.

The computing time for nonlinear models may be higher in general, since a se-
quential series of inversions has to be performed. Nevertheless, making use of
heuristic strategies and adaptation of the algorithm to the problem at hand, the
computational effort can be reduced drastically.

The behavior of the six different models (a)-(f) is visualized in Figure 2, for a
patch between 100° and 122.5° longitude and -11.25° to +11.25° latitude respec-
tively. All models have 288 (or 289) parameters. The wavelet model shows

complexity B-splines  multiquadrics locally supported fcts.  nonlinear models
linear system: (nm'"? (n m®) <(nmb involve solutions of
inversion: <(m*?) (m*) <(m?) many linear systems

Table 2. Computational effort of surface models with the number of observations » and the
number of parameters m.
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distinct horizontal features in the residual plot. At the center point locations of the
multiquadric models, some peaks can be seen. The locally supported radial basis
functions show a smooth surface throughout, particularly in the nonlinear case.

4 Conclusions

Due to unequal premises and different rating at various criteria, a strict ranking of
the models is not feasible. Nevertheless, it has been verified, that the B-spline
wavelet model is computationally the most efficient approach. The linear multi-
quadrics model fits the data best when comparing the residuals of different models
with a fixed number of unknowns. For an efficient data synthesis the nonlinear
models are best suited due to their far smaller number of basis functions. The
smoothest surface was obtained using the nonlinear polynomial approach, whereas
the multiquadrics show peaks and the wavelet models show horizontal and vertical
edges in their representations.

Towards modeling the geopotential it can be outlined that the B-spline wavelets
are biharmonic for the linear case and the multiquadric functions fulfill conditions
for a harmonic upwards continuation in the case ¢ = 0 and exponent ¢ = -0.5.

The CHAMP only data do not have significant detail information for the multi-
resolution analysis discussed here. Nevertheless, this approach could be quite use-
ful for the determination of a regional high-resolution gravity field model by com-
bining CHAMP, GRACE, GOCE (M= 300) and in-situ terrestrial gravity data.
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Summary. Some of the main plasma characteristics are reviewed that a LEO
satellite with high orbital inclination encounters during its travel across the ter-
restrial ionosphere of mid- and low-latitudes. It is the region of highest plasma
density in the near-Earth environment. Its properties are predominantly ruled by
the geomagnetic field. It will be shown how different ionospheric layers - first of
all the E- and F-layer - contribute in different ways to the electrodynamic and
thermodynamic behaviour of the highly interacting, complex system comprising
the ionosphere, thermosphere, and plasmasphere. The physical description of its
phenomena and data interpretation have nowadays to rely to a substantial part
on numerical methods and models. New observational methods and space missions
have essentially contributed to the recent progress in this field. The CHAMP mis-
sion takes part in this progress just as much as the IMAGE, TIMED, and other
satellite projects as well as ground-based observation programs. The paper sum-
marises recent developments in ionospheric studies as, e.g., the plasma transport
at mid- and low-latitudes, the regular Sq-dynamo and the contribution of the F—
region dynamo, the interhemispheric coupling by current systems and plasma flows,
pulsations, the equatorial electrojet and the plasma fountain effect, the Appleton
anomaly, the near-equatorial plasma bubbles, and further open issues.

Key words: mid- and low-latitude ionosphere, thermosphere, plasmasphere,
electric fields, thermospheric winds and composition, equatorial effects, modelling

Introduction

The low-Earth orbiting (LEO) satellite CHAMP in its circular, near-polar
orbit is a suitable platform for studying ionospheric plasma and electrody-
namic phenomena on a global scale. With a cruising altitude from about
450 km at the begin of the mission to around 250 km at the end, it is just
the ionospheric F-layer, i.e. the region of the highest plasma densities in the
near-Earth environment, where its diagnostic instruments are operating. The
high-precision measurements onboard CHAMP are therefore affected by this
environment. For the correct data interpretation of, e.g., the vector magnetic
field data with respect to the diamagnetic effect of the plasma [13] one needs
to know the in-situ plasma parameters of the surrounding media where the
measurements are performed. These high precision (and adjusted) magnetic
field measurements, on the other hand, contribute together with the other
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diagnostic instruments to highly valuable insights into ionospheric electrody-
namics and plasma physical processes which were inaccessible previously.

The ionosphere at mid- and low-latitudes has been explored for more
than 80 years - first by ground-based ionosondes and later, beginning in the
1960-ies, by more improved radar techniques and early satellite missions. The
general ideas about ionospheric physics, its global frame of the acting pro-
cesses are supposed to be well-known now and the interest in ionospheric
physics at mid- and low-latitudes declined. But during recent years, space
based technologies have been developed that are sensibly dependent on more
precise predictability of near-Earth conditions. Radio wave transmissions are
disturbed, in particular, by small and medium scale phenomena in that re-
gion which need much more detailed studies. New experimental techniques
appeared which allow more accurate and higher resolution measurements as
well as global coverage. These are for instance remote sounding such as GPS
occultation experiments as described, e.g., by [5], imaging techniques as on-
board the Imager for Magnetopause-to-Aurora Global Exploration (IMAGE)
satellite [1] and various new in-situ explorations as, e.g., CHAMP and the
Thermosphere Tonosphere Mesosphere Energetics Dynamics (TIMED) mis-
sion [8].

Ionospheric/plasmaspheric characteristics

The ionosphere is a multiconstituent plasma embedded in the high-altitude
atmosphere [21, 7]. Traditionally, it is divided into several layers or regions
(see Fig. 1, right panel) which are distinguished according to different main
ionic constituents and different physical conditions. At Fy region heights, the
layer with the maximum plasma densities in near-Earth space, the portion of
charged to neutral particles is of the order of 0.1% or less, i.e. the neutral gas
and its motion and waves play an essential role in the plasma dynamic. The
ionosphere is created by photoionization of solar extreme ultraviolet (EUV)
radiations with wavelengths <102.7 nm and X-rays (see Fig. 1, left side). Ion-
ization due to collisions, caused by precipitating high energetic particles, as
the second important source, acts mainly at auroral and polar regions. Due
to the absorption in the high-altitude atmosphere, solar EUV radiation is not
observable by ground-based observatories. The large variability of radiation
fluxes in the course of varying solar activity became obvious by extraterres-
trial observations as, e.g., by the EIT instrument of the SOHO mission (see,
e.g., http://sohowww.nascom.nasa.gov/). During solar flares, the X-radiation
can increase by more than a factor of 200 while the EUV increase is more
modest (= 50%) which was shown, e.g. for the Bastille Storm Event in July
2000 [15], to resulting in an F-region plasma density enhancement of the
order of 40%.

The mid- and low-latitude ionosphere is closely connected, via the Earth’s
magnetic field, to the plasmasphere above. During magnetically quiet condi-
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ture.

tions, the plasmaspheric flux tubes are filled up from the ionospheric source
region as they corotate together with the upper atmospheric layers. The outer

boundary of the plasmasphere, the plasmapause, is established

as the equi-

librium between corotation and global magnetospheric convection electric
fields. Its projection into the ionosphere marks the transition between mid-
latitudes and subauroral (or ionospheric trough) latitudes which corresponds
to an average Mcllwain L-shell position of L=4 during undisturbed condi-
tions. During geomagnetically disturbed days it can come as close as L=2 or

less for very strong storms [6, 10, 3].
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The most fundamental equation in any ionospheric theory is the continu-
ity equation (1):
67’%

ot

ni Vi
+ BYV (TH) + AV (nivu) = Pz —Lini (1)

with P; as the source (or production) terms of the individual species n;, L;
their loss function, B is the ambient magnetic field, and v; = v;1 + vy
the particle’s bulk flow velocity. All these terms contribute differently to the
plasma density distribution at different altitudes; Fig. 1 gives in its middle
part some estimation of the characteristic times for the different terms. At
altitudes up to the Fj—layer the right-hand terms of (1) dominate; during
daytime they balance each other and during sunset the plasma density at
this altitude range falls quickly by several orders of magnitude.

Dynamics: neutral winds, electric fields, and currents

In the Fy—layer, the upper ionosphere and plasmasphere the transport terms
(diffusion and advection, left side of equation 1) are the most important.
Any physical description of the plasma behaviour there depends on nonlocal
physical processes as the diffusion (fluxes) along the magnetic flux tubes, the
plasma drift induced by ion drag with the neutral air, and the electromagnetic
drift perpendicular to the magnetic field. These processes are described by the
equations of motion and energy or by kinetic equations for the suprathermal
particles [3, and references therein].

The collisions between neutrals and various charged particles play an im-
portant role in the partially ionized ionospheric plasma. They determine the
electrodynamical behaviour of this medium (see Fig. 2). At E-region alti-
tudes, there exists a region (indicated in grey in Fig. 2: from about 80 km
to 130 km), where the electrons are more tied to the geomagnetic field than
the ions. Electrons and ions are subject to different forces and, consequently,
charge separations occur and electric polarization fields are built up. This
process is well-known for a long time as the atmospheric dynamo resulting in
the Sq (i.e. solar quiet) electric fields (see, e.g., [14]) and the corresponding
current system (Fig. 1 in [14]). This generator was originally described by a
2-D dynamo model that could explain at that time nearly all observational
facts of the mean Sq currents found from ground-based magnetometer obser-
vations. It is interesting to note that these electric fields, which are due to
neutral wind modes at a restricted height range in the E-region and which
reflect planetary, tidal, and gravity waves propagating upward from the lower
atmosphere, map along the geomagnetic field lines up to the upper ionosphere
and plasmasphere because of the high parallel conductivity (cf. Fig. 2).

With new observations in the late 60-ies and 70-ies, summarized in the
first global mid-to-low latitude electric field model by [18], it became clear
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Fig. 3. Scheme
of the 3-D inter-
hemispheric current
system for Northern
summer conditions,
looking into the
afternoon plasma-
sphere region with
cuts at the geomag-
netic equator, the
15 LT and the noon
meridian.  (After:
X [22, Figure 20]).

1500 LT
X
M

that a 3-D model which includes the interhemispheric coupling for asym-
metric (e.g. seasonal) conditions is necessary (see, e.g., [22] and references
therein). One of those models is schematically shown in Fig. 3 showing a
concentrated region of FACs near local noon at L~1.5 flowing steadily into
the summer hemisphere and more diffuse FAC current regions toward the
morning and evening side and at other latitudes with the opposite flow di-
rection.

While the dynamo described above is mainly confined to daytime hours
(because of E-region conductivity), during nighttime hours further generator
mechanisms at F-region heights contribute the major part to mid-latitude
currents. One is associated with the gravitational equilibrium of the plasma,
in which the ions drift eastward and electrons westward (i.e. an east-west
current), and the other with the dynamo action of the neutral wind circulation
at F-region heights [19, and references therein].

ot vertie DoY = 90 LONG = -90.0 deg

= 200
70

10 Fior

- F =
10.7

Seey

NS

N

S

SN
N

.

20

S
At

20

.

S

N
Drift velocity (m/s)

m/s)
o
R

B
R

N

T
b 3{}“\\“

‘
N
]

:

o
T
L

0 6 12 18 24
Local Time (hrs)

~20

Fig. 4. Scherliess’ model of equa-
torial upward drift [20]: perspec-
tive view for high solar activity
rr = 299 (left) and comparison of low and

high solar activity (right).



Geomagnetic Latitude (deg)

244 Matthias Forster et al.

Considering the equatorial ionosphere, it is quite a modelling challenge
up to now, to describe the complicated current circuit situation adequately
owing to the many coupled processes operating in a complicated geometrical
situation [19]. The drift peculiarities near the equator like the fountain effect
which results in the Appleton anomaly and the post-sunset upward drift
maximum [21, 7] are well-known empirically for long time. The most advanced
empirical model of the equatorial zonal electric field component (upward
drift) was published by [20] and Fig. 4 illustrates this vertical drift behaviour.

Disturbed conditions and geospheric storms

Large perturbations of the Earth’s space environment result from solar events
and perturbations in the solar wind with the subsequent coupling of their
energy and mass to the magnetospheric-ionospheric-thermospheric domain
[6]. The ionospheric storm response manifests itself in dramatic variations of
plasma densities at the Fy region electron density peak [17, and references
therein]. Those variations can exceed 100% from averages and involve en-
hancements (positive storm phases) and depletions (negative storm phases).
A part of these variations result from disturbances of the high atmosphere
like composition changes, generation of planetary waves, and additional neu-
tral gas heating mainly in the auroral regions. Other important factors are
the disturbance dynamo, transient prompt penetration electric fields [2], and
the transport of plasma with enhanced electron density caused by particle
precipitation. New techniques and recent satellite missions like IMAGE and
TIMED brought about much progress in their study, as was demonstrated
with event analyses like, e.g., for the large storm of 15 July 2000 [9, 15, 24].

Global first principle numerical modelling offers the possibility to study
theoretically the complex behaviour of the whole system: the thermosphere,
ionosphere, plasmasphere, and its electrodynamics (as performed by, e.g.,
[4, 16, and references therein]. Fig. 5 shows an exemplary model result of a
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Fig. 5. Numerical simulation study of global TAD propagation (see text).
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storm event: the propagation of a Travelling Atmospheric Disturbance (TAD)
wave due to a moderate auroral energy input which corresponds to a 20-min
increase of the cross-polar potential drop up to 155 kV or an AE index of
about 1000 nT followed by the subsequent relaxation to the quiet (Nam-
galadze 1998, private communication). A numerical storm study during the
preparation phase of the CHAMP mission [11, 16] pointed to the unique
possibility to combine high-resolution accelerometer and magnetometer mea-
surements to investigate density variations and neutral wind responses to
geomagnetic forcing. The simulations showed that it even should be possible
to resolve TADs (gravity waves) and to draw conclusions about the validity
of thermospheric models.

Equatorial anomaly, plasma bubbles and instabilities

The post-sunset near-equatorial iono-
sphere undergoes dramatic changes due
to eastward electric field variations (see
Fig. 4) and is therefore the realm of sev-
eral interesting plasma processes [23]:
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— the Appleton anomaly which is char-
acterized by upward plasma motion
followed by diffuse downward trans- -
port at both sides of the equator,

— spread F echoes as a plasma insta-
bility process causing irregularities at
the bottomside F region, and

— plasma bubble generation due to
rapid upward plasma motion causing
turbulent conditions in the F-region
and upper ionosphere.

CHAMP can contribute a lot for

further elucidating these processes and Fig. 6. Measurements of magnetic
first results have already been published ~ Vvariations (deviations from a model in
[12, 13]. In combination with plasma MFA coordinates, upper three panels)
measurements, the high precision mag- 2?d DIDM plasma density (bottom
netic field sensors can be used to de- panel, log. scale) (,mboard CHAMP for
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and their spatial confinement to the near-equatorial region bounded by the
Appleton anomaly was found with a predominant appearance in the pre-
midnight sector [12]. Fig. 6 shows an example of geomagnetically quiet time
records at about 20 LT together with the DIDM plasma density measure-
ments. The deep density trough at the equator is due to the large post-sunset
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Fig. 7. Stack plot of DIDM plasma density measurements (from bottom up, offset
108 cmfg) during successive orbits during the geomagnetic storm of 21-23 Oct 2001.
Equatorial crossings (UT and geogr. long.) of each orbit are indicated on the right.

upward plasma drift (Fig. 4) with the subsequent diffusive transport to the
crest regions (Appleton anomaly). The small-scale magnetic fluctuations ob-
served there are interpreted as the appearance of F region currents, coupled
with the presence of plasma bubbles (see density fluctuations in the bottom
panel, Fig. 6).

Fig. 7 displays the near-equatorial density changes during a two-day storm
interval on 21-23 Oct 2001 with Kp values up to 8- and a minimum Dst of
-187 nT on Oct 21, 22 UT. The shift of the crests toward higher latitudes in
the first few hours of the storm is probably due to penetration electric fields
while they move back and forth during the later storm development. The
depth of the equatorial trough flattens which is due to the combined effect
of disturbance dynamo and neutral wind action.
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Summary

During recent years, new LEO missions like the CHAMP and TIMED satel-
lites have provided new and much more refined data about the near-Earth
space concerning the electromagnetic, ionospheric and high-atmospheric en-
vironment. They brought about a wealth of new data for interesting studies
which were not possible previously. These studies serve a dual purpose: they
allow on the one side new insights into the complex physical processes of
the ionospheric plasma and current systems at all latitudes during quiet and
disturbed conditions. On the other side, they are the prerequisite for precise
modelling of the Earth’s magnetic field as well as the high atmosphere and
the ionosphere itself from space. They allow novel science with important
new and interesting studies. Among these are:

— investigations on the role of the diamagnetic effect and its relation to mea-
sured or modelled ionospheric plasma parameters;

— detailed analysis of the influence of the ionosphere on magnetic field mo-
delling from space;

— systematic survey of plasma bubble signatures and of other plasma insta-
bilities using global search algorithms and elucidation of their generation
and development;

— fine-tuned ionospheric current studies at mid- and low-latitudes including
the equatorial electrojet and the 3-D dynamo current system;

— case studies of storm events and the accompanying change of high-atmospheric,
ionospheric and electrodynamic properties including travelling atmospheric
disturbances, planetary waves as well as disturbance dynamo and penetra-
tion electric fields;

— large-scale pulsation studies from space simultaneously with ground obser-
vations of magnetometer networks to test theoretic ideas and models and
aiming at remote control of the near-Earth plasma environment.

References

1. Benson RF et al. (1998) Magnetospheric radio sounding on the IMAGE mission.
Radio Sci Bull 285: 9-20.

2. Fejer BG (1997) The electrodynamics of the low—latitude ionosphere: Recent
results and future challenges. J Atmos Solar—Terr Phys 59: 1465-1482.

3. Forster M and Jakowski N (2000) Geomagnetic storm effects on the topside
ionosphere and plasmasphere: A compact tutorial and new results. Surveys in
Geophys 21: 47-87.

4. Fuller-Rowell TJ, Codrescu MV, Fejer BG, Borer W, Marcos FA, and Anderson
DN (1997) Dynamics of the low-latitude thermosphere: quiet and disturbed
conditions. J Atmos Solar—Terr Phys 59: 1533-1540.

5. Jakowski N (1996) TEC monitoring by using satellite positioning systems. In:
Kohl H, Riister R, and Schlegel K, eds, Modern Ionospheric Science, Euro-
pean Geophysical Society, Katlenburg—Lindau, ProduServ GmbH Verlagsser-
vice, Berlin: 371-390.



248

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.
20.

21.

22.

23.

24.

Matthias Forster et al.

Kamide Y et al. (1997) Magnetic storms: Current understanding and out-
standig questions. In: Magnetic storms, Geophysical Monograph 98, American
Geophysical Union: 1-19.

Kelley MC (1989) The Earth’s Ionosphere: Plasma Physics and Electrodynam-
ics, International Geophysics Series 43 Academic Press, Inc, with contributions
from Heelis RA.

Kelley MC et al. (2003) The first coordinated ground- and space-based optical
observations of equatorial plasma bubbles. Geophys Res Lett 30(14): 1766,
doi:10.1029/2003GL017301.

Kil H et al. (2003) Case study of the 15 July 2000 magnetic storm effects on the
ionosphere-driver of the positive ionospheric storm in the winter hemisphere. J
Geophys Res 108(A11): 1391, doi:10.1029/2002JA009782.

Lemaire JF and Gringauz KI (1998) The Earth’s Plasmasphere. Cambridge
University Press, with contributions from Carpenter DL and Bassolo V.

Lithr H, Forster M, Reigber C, Konig R, Namgaladze AA, and Yurik RY (1998)
Monitoring thermospheric density variations with the CHAMP satellite. In:
Proc ’Space Weather’” Workshop, ESTEC: 249-252.

Lithr H, Maus S, Rother M, and Cooke D (2002) First in-situ observation of
night-time F region currents with the CHAMP satellite. Geophys Res Lett
29(10): 1489, doi: 10.1029/2001GL013845.

Lihr H, Rother M, Maus S, Mai W, and Cooke D (2003) The diamag-
netic effect of the equatorial Appleton anomaly: Its characteristics and im-
pact on geomagnetic field modeling. Geophys Res Lett 30(17): 1906, doi:
10.1029/2003GL017407.

Matsushita S (1969) Dynamo currents, winds, and electric fields. Radio Sci 4:
771-780.

Meier RR et al. (2002) Ionospheric and dayglow responses to the radia-
tive phase of the Bastille Day flare. Geophys Res Lett 29(10): 1461, doi:
10.1029/2001GL013956.

Namgaladze AA, Forster M, and Yurik RY (2000) Analysis of the positive
ionospheric response to a moderate geomagnetic storm using a global numerical
model. Ann Geophys 18: 461-477.

Prolss GW (1997) Magnetic storm associated perturbations of the upper at-
mosphere. In: Magnetic storms, Geophysical Monograph 98, American Geo-
physical Union: 227-241.

Richmond AD (1976) Electric field in the ionosphere and plasmasphere on
quiet days. J Geophys Res 81: 1447-1450.

Rishbeth H (1981) The F-region dynamo. J Atmos Terr Phys 43: 387-392.
Scherliess L and Fejer BG (1999) Radar and satellite global equatorial F region
vertical drift model. J Geophys Res 104: 6829-6842.

Schunk RW (1983) The Terrestrial Ionosphere. D Reidel Publishing Company:
609-676.

Wagner CU, Mohlmann D, Schifer K, Mishin VM, and Matveev MI (1980)
Large—scale electric fields and currents and related geomagnetic variations in
the quiet plasmasphere. Space Science Reviews 26: 391-446.

Whalen JA (2000) An equatorial bubble: Its evolution observed in relation to
bottomside spread F and to the Appleton anomaly. J Geophys Res 105(A3):
5303-5315.

Zhang Y et al. (2003) Negative ionospheric storms seen by the IMAGE FUV
instrument. J Geophys Res 108(A9): 1343, doi:10.1029,/2002JA009797.



Interpretation of CHAMP Crustal Field Anomaly
Maps Using Geographical Information System (GIS)
Technique

Kumar Hemant, Stefan Maus and Volker Haak

GeoForschungsZentrum Potsdam, Section 2.3, Telegrafenberg, D-14473 Potsdam

Summary. Crustal field models from CHAMP magnetic measurements are increasingly
stable and reliable. In particular, they now allow for quantitative geological studies of
crustal structure and composition. Here, we use a forward modeling technique to infer deep
crustal structure of continental regions overlain by younger sediments. For this, a
Geographical Information System (GIS) based technique has been developed to model the
various geological units of the continental crust. Starting from geologic and tectonic maps
of the world and considering the known rock types of each region, an average magnetic
susceptibility value is assigned to every geological unit. Next, a vertically integrated
susceptibility (VIS) is computed for each unit, taking into account the seismic crustal
thickness, as given by models 3SMAC and CRUST2.1. From this preliminary VIS model,
an initial vertical field anomaly map is computed at a satellite altitude of 400 km and
compared with the corresponding CHAMP vertical field anomaly map. We demonstrate
that significant geological inferences can be made from the agreement and the
discrepancies between the predicted and observed anomaly maps. In particular, the lateral
extent of Precambrian provinces under Phanerozoic cover is revealed.

Key words: Global, magnetic, crustal, GIS

Introduction

Scalar magnetometers aboard satellites have been into orbit for more than three
decades now. POGO (1965-1971) measured only scalar data, while Magsat (1979-
1980) and Orsted (since February, 1999) missions measured the vector compo-
nents as well. Though these missions led to the derivation of many crustal field
models, the accuracy was limited due either to the higher orbital altitude of satel-
lites (POGO and Jrsted) or to the inaccuracies in the star cameras that corrupted
the vector magnetic field components (Magsat). In July-2000, the CHAMP satel-
lite (http://op.gfz-potsdam.de/champ/main CHAMP.shtml) was launched into a
low Earth orbit of 450 km. The present altitude of its almost circular orbit is 400
km and is particularly suited to map the crustal field anomalies much more accu-
rately than any of its predecessors. Maus et al. (2002) derived a new global crustal
magnetic anomaly map using the CHAMP satellite scalar and vector data. We use
the first revision MF2 of this map (http://www.gfz-potsdam.de/pb2/pb23/SatMag/
model.html) for all further analysis.
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The aim of deriving these crustal field anomaly maps is to reveal new geological

and tectonic information of the subsurface. The interpretation strategy followed
here is not that of direct inversion, which is non-unique due to inherent ambigui-
ties of the magnetic inverse problem.
The present method is a GIS based forward modelling technique, which takes geo-
logic and tectonic maps of the world and considering the known rock types of
each region, an average susceptibility value is assigned to every geological unit.
Next, a vertically integrated susceptibility (VIS) is computed by taking product of
average susceptibility value and the seismic crustal thickness, as given by global
seismic models like 3SMAC (Nataf and Ricard, 1996) and CRUST2.1, the latest
model by Mooney et al. (1998). From this VIS model, the vertical field anomaly
map is predicted at a satellite altitude of 400 km and compared with the corre-
sponding CHAMP vertical field anomaly map. Geological inferences are drawn
on the basis of discrepancy between the extent of anomalies and their strength in
the two maps.

GIS modelling

The sources of the continental magnetic anomalies primarily consist of rock types
formed early in the geological history of the earth. These rocks are Precambrian in
age. Our primary interest is to generate a global crustal magnetisation model based
on the detailed information of the rock types exposed in the Precambrian prov-
inces, their magnetic susceptibility values and a known stratigraphy for that re-
gion.

For this all the known rock types for a particular geological region are compiled
and using their maximum volume susceptibility value (Clark and Emerson, 1991;
Hunt et al., 1995) an average maximum susceptibility value is computed. The as-
signed susceptibility of the region is some percentage of this maximum value.
This factor (0.55) is kept as a global constant for all the rock types. It was derived
on the basis of minimum rms difference between the Gauss coefficients of pre-
dicted and the observed field. Next, the crustal thickness known from the strati-
graphical information for each geological layer within a vertical column is multi-
plied with the average susceptibility of that layer. For regions where stratigraphi-
cal information are not available, the average maximum susceptibilities are multi-
plied with the crustal thickness of the upper crust known from the global seismic
models like 3SMAC and CRUST2.1. The susceptibility value for the lower crust
in any geologic region is computed by multiplying the average susceptibility of
the upper crust with a factor accounting for the difference in the iron oxide content
in the average composition of the upper and the lower crust (Taylor and McLen-
nan, 1985). Integrating the product of susceptibility and thickness for various lay-
ers in a vertical column provides the vertically integrated susceptibility value for
that region. Each geological province is modelled following the above steps and
all of the VIS values are used to generate an initial VIS model (Fig. 1). The above
modeling steps were done on the GIS Arclnfo 8.1 platform. One of the important
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Fig. 1. The vertically integrated susceptibility (VIS) model.

assumptions in the present work is to consider the seismic Moho as a magnetic
boundary (Wasilewski and Mayhew, 1992). Thus, the upper mantle is considered
to be non-magnetic (Meyer et al., 1983; Purucker et al., 1998).

This VIS model is replaced with a distribution of equivalent dipoles on the
Earth induced in the direction of the main field of the Earth. No remanent mag-
netization is considered here and the sources for the anomalies are considered to
be induced magnetization. From the spherical grid of dipoles the magnetic field is
computed at a height of 400 km and expanded into spherical harmonic to derive
the Gauss coefficients of the predicted field. The vertical field anomaly map is
computed from these Gauss coefficients and spherical harmonic degrees 1-15 are
set to zero because this long wavelength crustal field is masked by the main field
and therefore is not observable. Finally, only spherical harmonic degrees 16-80 of
the predicted crustal magnetic field are compared with the corresponding degrees
16-80 of the observed crustal field.

Results

The CHAMP observed vertical field anomaly map for spherical harmonic degrees
16-80 at an altitude of 400 km is shown in Figure 2 and the corresponding pre-
dicted anomaly map or the initial model computed using the initial VIS model is
shown in Figure 3. The two maps are compared visually. On comparison it is ap-
parent that there are anomalies over the regions where the predicted and observed
maps match well. Over some regions of the Precambrian provinces, the predicted
anomalies display weaker amplitudes than the observation. The numbers refer-
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enced in parentheses discussed below correspond to circles in Figure 2. The
shapes of the predicted anomalies agree well with those of observed anomalies
over the Turkmenistan shield (1), partly over the Songliao massif (2), and eastern
(3) and southern (4) shield regions of the Indian craton. Over the Siberian craton,
the strong anomaly over the Anabar shield (5), in the north and Aldan shield (6),
in the southeast, correlate well with the observations. Predicted anomalies over the
Kiruna mines (7), Sweden, in the north and over the Kursk region (8), in the south
of the European craton show a good agreement with observations. Along the
western region of East European platform, a partial agreement in anomalies is
seen along the Tornquist-Teisseyre Zone (TTZ) (9). The magnetic anomalies over
the Superior (10) and Slave (11) province show a weak anomaly both in the ob-
served and the predicted map but a strong anomaly is evident over the Ungava cra-
ton (12), in the northern region of North American craton. Regions of Guyana
shield (13), in the north and Brazilian shield (14), in the north-central part of
South American craton show moderate anomaly features in the observed map,
which are in agreement with the predicted anomaly. Major anomaly features over
the west African craton (15), central African region (16), and southern Africa (17),
are reproduced well in the predicted map. Precambrian provinces of Australia, the
Pilbara (18), and the Yilgarn craton (19) show weak anomalies, which are only
partially reproduced, in the predicted map. However, strong anomalies over the
largely buried Nullarbor block (20), in the south and Mt Isa inlier (21), in the
north of Australian craton agree well with predictions. Observed anomaly over the
Archean block in the southern Greenland (22), is largely in agreement with predic-
tions. Antarctica is mostly covered with ice except at the periphery, hence, the ob-
served anomalies agree only over some regions of the predicted map especially
over the Rayner complex (23) and its surrounding Precambrian provinces. Much
of results discussed above are consistent with the conclusions of various research-
ers and are summarized in Langel and Hinze (1998).

The comparisons made above between predicted and the observed magnetic
anomalies for the vertical component show agreement over many Precambrian
provinces of the world but the discrepancies between the two maps are also evi-
dent in some regions. For instance, most of the negative anomaly pattern and its
extent over the Himalayan fold belt and the Tibetan plateau are in agreement with
observations, however, the observed anomaly shows a more intense negative
anomaly. Some of the regions like southwest USA show a large stretch of pre-
dicted anomalies but it does not completely match with the extension of the ob-
served anomalies. Similar disagreement in extent and shapes of anomalies are also
seen over the Kolyma-Omolon regions in the eastern Siberia, Tarim craton in
China and north-central Greenland. Over the west African craton and central Afri-
can region, the trend of the predicted anomalies are largely in agreement with ob-
servations but the predicted anomaly is comparatively much weaker in strength
than the observed anomaly. Another significant disagreement between the anoma-
lies in the predicted and observed map lies in the northwestward region of Anabar
shield. The observed map shows the anomaly over the known geological boundary
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of Anabar shield to extend northwestward over the Phanerozoic sediments filled
Khatanga trough. This extended anomaly is absent in the predicted map as this
strong anomaly cannot have a source in the upper crust of Khatanga trough filled
with 15 km of sediments (Goodwin, 1991). The regions shown in ovals in Figure 3
show some of the regions mentioned above.

=20 <16 -12 -8 -4 1] 4 8 12 16 20nT

Fig. 2. Lithospheric field model (MF2) for vertical component derived from CHAMP scalar
and vector data at 400 km for degrees 16-80 (http://www.gfz-potsdam.de/pb2/pb23/SatMag
/model.html). Numbers marked represent some of the major Precambrian provinces which
are described in the text.

-20 -16 -12 -B -4 0 4 B 12 16 2o0nT

Fig. 3. Predicted vertical field anomaly map for spherical harmonic degrees 16-80 at an al-
titude of 400 km. Marked provinces are described in the text.
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Conclusion

Our GIS based magnetic modelling technique demonstrates the possibilities of this
technique of inferring geological and tectonic information from the differences be-
tween the predicted and the observed magnetic anomaly maps. The overall agree-
ment in the predicted and the observed maps show that sources to magnetic
anomalies are indeed geological in origin. This also supports our assumptions em-
ployed during the derivation of vertically integrated susceptibility map. The dis-
crepancies between the magnetic anomalies of the predicted and the observed map
over certain regions have shown that the assumptions used in the present VIS map
may not be true globally. This provides the basis for further investigation espe-
cially in the context of extent of subsurface Precambrian provinces, the composi-
tion of the lower crust, accuracy of the seismic crustal models and even the varia-
tion of Curie-isotherm in the Earth’s crust. Remanent magnetisation model of the
oceanic crust should also be included to study their effect on anomalies near the
continental edges. These studies could be helpful in getting insights in to the na-
ture of the crust in regions which are poorly covered by surface geophysics.
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Summary. The magnetic crustal thickness of Greenland and the surrounding area
is determined by inversion of gridded values of the magnetic radial component as
given by the IDEMM model, which is based on CHAMP and Orsted data alone, and
by the Comprehensive Model (CM4), which is based on satellite and observatory
data.

After correcting for the remanent magnetization, we determine the vertically
integrated magnetization of the crust. Making some simplifying assumptions about
the susceptibility, the thickness of the magnetic crust is determined by iteratively
improving an initial crustal thickness model using the equivalent source magnetic
dipole method.

Key words: Magnetic crustal thickness, Greenland

1 Introduction

The new high-precision data from the CHAMP satellite has improved the
accuracy of the short wavelength part of the magnetic field models. These
short wavelengths reflect the magnetic field of crustal origin, and it has thus
become possible to extract more information about the crustal field from
the satellite data than previously. We have taken advantage of this signifi-
cant improvement and attempted to extract information about the magnetic
structure of the crust in Greenland from the improved field models.

2 Estimation of the magnetic crustal thickness

A scheme of the iterative inversion method that we have used is shown in
Figure 1.

Data We use magnetic field models as the data for our inversion in order to
minimize the effects of the large time-variable external field in the Green-
land region. To determine the magnetic crustal thickness we have chosen
only to use the radial component of the magnetic field, which make the in-
version linear. We use B, from the International Decade Earth Magnetic
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DATA high 'Br,ohs.hp
(0} pass
d Brrem —— Br,!em.hp
INVERSION l

high Br‘obs.ind.hp
iteration (n)  forward pass
d —_— B;{n},ind,model S Br{m,indlmodnllhp

&,

if yes 5 test
dmn ¢ L\d‘"’hp ¢ | é\Brt")l < | aB,‘" 1|| ¢ aBr{“}.lnd.hp
inversion
if no
END MODEL obs: observed
dm ind: induced

rem: remanent
hp: high pass filtered

Fig. 1. The inv